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A
s I retire from the office of chief executive of the 

American Association for the Advancement of 

Science (AAAS) and pass the baton to my very 

capable successor, physicist and former U.S. con-

gressman Rush Holt, I have been reflecting on 

changes over the past decades both within the 

scientific enterprise and in its relationship with 

the rest of society. Many trends are cause for celebration, 

but others require remedial 

attention. On the positive 

side, new technologies have 

enabled new and very im-

portant scientific questions 

to be confronted, and a rise 

in collaborative, multidisci-

plinary science has fueled a 

remarkable pace of discov-

ery. Science is also becoming 

more global in character as 

more countries invest in sci-

ence and technology and for-

tify their infrastructures and 

science capacities. Science 

has never been more produc-

tive.  And yet, the overall cli-

mate for science is more dif-

ficult than I have ever seen 

in my scientific career.  This 

stunning state of contradic-

tion indicates that there has 

never been a greater need, or 

a greater opportunity, for an 

international organization 

such as AAAS, whose mis-

sion is to advance science 

and serve society.  

The pressures on the scientific enterprise are well 

known. In the United States, for example, federal 

support for research and development has fallen 16% 

in inflation-adjusted dollars from 2010 to 2015. The 

situation is similar in many other countries, although 

some emerging economies are enjoying large increases 

in science funding. At the same time, launching an 

independent academic research career has been taking 

longer, the result of constrained funding and a scarcity 

of jobs. For example, most U.S. investigators now get 

their first independent research grant when they are in 

their late 30s or early 40s. It is not surprising that many 

talented young scientists are abandoning the idea of a 

research career altogether.

Added to this, the relationship between scientists and 

the rest of the public seems to  be slipping backward.* 

Climate change, genetically modified foods, and the teach-

ing of evolution are among topics that now trigger unpro-

ductive tension in the fragile relationship between the 

scientific community and the rest of society. A weakened 

science-society relationship not only undermines public 

support for science but also makes it difficult for science 

to contribute to the solutions of societal problems. This 

is a no-win situation from 

every angle, and AAAS and 

many disciplinary societies 

have sought to address this 

problem through an array 

of public-engagement ac-

tivities. These efforts include 

helping scientists to become 

better public communica-

tors and providing forums 

through which scientists can 

work with members of the 

public on finding solutions 

to tension-provoking issues. 

There have been many 

voices on this page over the 

years that have called for 

the scientific community 

to become more involved 

in nurturing a public that 

is receptive to science. As 

AAAS holds its annual meet-

ing next week in San Jose, 

California, it is my hope for 

the organization that mov-

ing forward, all of its mem-

bers and constituents will 

take this call to heart and 

continue to pursue ambitious goals, embrace a spirit of 

innovation, and work with the greater scientific estab-

lishment not only to tackle the most pressing problems 

of the day but also to build a societal culture that cham-

pions science and thrives on the rewards of strong sci-

ence-society relations. AAAS members are an untapped 

source of influence.  By responding to calls to be involved 

in advocacy efforts, volunteering to serve on advisory 

committees, and engaging with the organization to 

shape its future programs and initiatives, members have 

the potential to turn the tide and bring the full benefits 

of science to society. Rush Holt is an ideal person to lead 

this organization, and I pass the executive officer baton 

to him with great confidence.

– Alan I. Leshner

 Passing the CEO baton

Alan I. Leshner is 

the Chief Executive 

Of  cer of AAAS 

and Executive 

Publisher of 

Science.

EDITORIAL

10.1126/science.aaa8081*A. I. Leshner, Science 347, 459 (2015).

“…members have the potential to 
turn the tide and bring the full 
benefits of science to society.”

Published by AAAS
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AROUND THE WORLD

Myriad gives up gene patent fight
SALT LAKE CITY |  The molecular diagnos-

tics company Myriad Genetics has put an 

end to a long battle to defend its controver-

sial patents on genetic tests for cancer risk. 

Several of the companies Myriad was suing 

for patent infringement announced settle-

ments last week, and the company said that 

it plans to settle the remaining suits. The 

Supreme Court in 2013 invalidated many 

of the company’s key patents by declaring 

human genes unpatentable. But Myriad still 

sued several companies, including LabCorp 

and Ambry Genetics, claiming that certain 

patents remain valid. A federal district 

court last March rejected Myriad’s request 

for an injunction blocking Ambry from 

selling its test, and the U.S. Court of Appeals 

for the Federal Circuit in Washington, D.C., 

upheld the decision in December.

Police search German institute
TÜBINGEN, GERMANY | An ongoing investiga-

tion into alleged mistreatment of rhesus 

macaques at the Max Planck Institute for 

Biological Cybernetics led to a police search 

of the facility on 29 January and seizure of 

documents related to animal care and treat-

ment. In September, a television program 

that included video shot at the institute by 

an undercover animal rights activist trig-

gered protests and several investigations. 

An inquiry by the Max Planck Society found 

“no serious shortcomings” in animal care. 

And on 16 January the state of Baden-

Württemberg said it so far had found no 

reason to revoke the institute’s animal 

research licenses. Investigators with the 

local prosecutor’s office are now analyz-

ing more than 100 hours of film as well as 

detailed experimental records. 

Tamiflu helps, new study finds 
BASEL, SWITZERLAND | Last week saw the 

latest—though likely not last—salvo over 

the merits of the influenza-fighting drug 

Tamiflu, produced by the pharmaceutical 

company Roche. Blending data from nine 

clinical trials of more than 4000 patients, 

Roche-funded researchers found that 

G
lobally, soils hold a tiny fraction of Earth’s water. But that mois-

ture is crucial to water, carbon, and energy cycles: It determines 

how vulnerable regions are to drought and fl ood, how well plants 

grow and suck up atmospheric carbon, and how Earth heats up 

and cools of —a key driver for storms. Despite its importance, soil 

moisture has been monitored mostly by a sparse set of probes stuck 

in the ground. But the launch on 31 January of NASA’s Soil Moisture Active 

Passive probe, a $916 million satellite, promises to change that. The mis-

sion will generate a global map of soil moisture every 2 to 3 days at a reso-

lution of 10 kilometers, helping improve weather forecasts, fl ood forecasts, 

and drought monitoring. “This is an important factor that people have 

been chasing from the earliest days of optical remote sensing,” says hy-

drologist Dara Entekhabi of the Massachusetts Institute of Technology in 

Cambridge, the science team leader for the mission. http://scim.ag/SMAPlaunch

A new eye on 
water in the soil

NEWS
I N  B R I E F

“
It’s pretty funny that the ideal gas law 

is making headlines.

”Physicist Max Tegmark of the Massachusetts Institute of Technology 

to The New York Times, on the finding that weather conditions, not tampering, 

reduced pressure in footballs during a playoff game.

NASA’s soil moisture probe launched last week.

Published by AAAS
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Tamiflu reduces the risk of hospital admis-

sion from flu by 63%, and the drug’s use is 

associated with fewer cases of lower respi-

ratory tract infections such as bronchitis. 

The new findings, published online on 

29 January in The Lancet, haven’t swayed 

skeptics. “There are no new data presented 

here on complications or hospitalizations 

that we did not already know of,” says epi-

demiologist Peter Doshi of the University 

of Maryland School of Pharmacy in 

Baltimore, who belongs to the Cochrane 

Collaboration, an international network of 

scientists that has been highly critical of 

Tamiflu’s benefits. http://scim.ag/tamihelp

Fire guts academy library
MOSCOW | A fire at the Institute of 

Scientific Information on Social Sciences 

(INION) in Moscow last weekend destroyed 

a substantial part of its library. After break-

ing out on Friday night, the fire lasted more 

than 25 hours; researchers are describing 

the damage to the library’s collection of 

documents and books on social sciences as 

“catastrophic.” Vladimir Fortov, president of 

the Russian Academy of Sciences, puts the 

losses at “about 20% of the unique scientific 

works that were kept in hard copies,” and 

others say they could be higher. Fortunately, 

fire brigades managed to confine the 

fire and save the main depository, which 

contains 14 million documents, including 

some in ancient languages and rare editions 

dating back to as early as the 16th century. 

http://scim.ag/Russlib

Boom times for academic charity
NEW YORK CITY | U.S. colleges received 

a record-setting amount of philanthropic 

gifts in 2014. And thanks to a strong stock 

market, the size of their endowments also 

soared. Two studies out last week docu-

mented those positive trends: Colleges 

and universities raised $37.5 billion, and 

their endowments grew by an 

average of 15.5%. The studies 

also showed that the rich got a 

lot richer last year: Nearly one-

fourth of all donations went 

to only 20 colleges. Harvard 

University, the leader in both 

categories, brought in nearly 

$1.2 billion in contributions 

and its endowment reached 

a new high of $35.9 billion, 

some $10 billion above the 

second-place University of 

Texas (UT) system. UT Austin 

raised $529 million last year. 

By comparison, the median 

endowment size for the 

832 schools surveyed was 

$110 million.

New dino really stuck its neck out  

M
any plant-eating dinosaurs had long necks, but none more impressive than 

the mamenchisaurids, a group of dinos that once roamed Asia. Last week, 

researchers reported the discovery of a new species of mamenchisaurid in 

southern China. Dubbed Qijianglong guokr (“Qijian” after the district in which it 

was found, “long” for dragon in Chinese, and “Guokr” for the name of a Chinese 

organization that supports paleontology research in Qijian), the beast’s neck made 

up about half of its total 15-meter length, the team reported online in the Journal 

of Vertebrate Paleontology. The 160-million-year-old skeleton is impressively well 

preserved: All 17 of its neck vertebrae were found, as was much of its skull. Unique 

among mamenchisaurids, the dinosaur’s porous vertebrae were filled with air while 

Qijianglong was alive, so its neck would have been unusually light and versatile.

The academy fire burned for more than a day.

BY THE NUMBERS

66
Percentage of Americans who would 

be more likely to vote for a candidate 

who says that global warming is real 

and is anthropogenic, according to a 

poll in The New York Times. 

35
Millimeters per year that Iceland is 

rising due to isostatic rebound as 

its glaciers melt. 

>50
Percentage of people born since 

1960 who will develop cancer in 

their lifetime, according to 

a new study in the British Journal 

of Cancer. 

THE NUMBERS

e of Americans who would

ely to vote for a candidate 

that global warming is real

thropogenic, according to a 

The New York Times. 

s per year that Iceland is

Qijianglong lived in Asia with 

other long-necked cousins.

Published by AAAS
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Windfall for pediatric research
BETHESDA, MARYLAND |  The National 

Institutes of Health (NIH) is scrambling 

to spend an unexpected $150 million 

windfall for pediatric research by this 

fall. In December, NIH received the first 

installment of a 10-year, $126 million 

research initiative created in memory 

of a 10-year-old girl who died of cancer. 

That same month, NIH ended its contro-

versial National Children’s Study of the 

environmental factors affecting a child’s 

development and began looking for 

other uses for the $165 million it had just 

received from Congress to continue the 

study. Research funded by the unforeseen 

bonanza will capitalize on technologies 

that can collect and analyze vast amounts 

of information on the children being stud-

ied, NIH officials told an outside advisory 

panel last week. http://scim.ag/pedwind

‘Three-parent’ therapy approved 
LONDON |  The House of Commons 

voted overwhelmingly this week to allow 

U.K. researchers to pursue a new fertil-

ity treatment that could prevent certain 

genetic diseases. Called mitochondrial 

DNA replacement therapy, it would allow 

women carrying mutations in mitochon-

drial genes to have healthy children, 

thanks to fresh mitochondria from a 

donor. The measure, which passed 382 to 

128, has been controversial in part because 

it would alter the DNA of an embryo in 

a way that could be passed on to future 

generations, and some scientists argue 

that its possible side effects are uncertain. 

However, several ethical and scientific 

reviews and a public consultation in the 

United Kingdom supported approval. If 

the measure is approved by the House of 

Lords, the United Kingdom can then grant 

licenses for experimental use of the tech-

nique in humans. http://scim.ag/_mtvote

NEWSMAKERS

Three Q’s 
Microbiologist Anne Glover was the first—

and sometimes controversial—chief science 

adviser of the European Commission 

(Science, 8 March 2013, p. 1144). In particu-

lar, some nongovernmental organizations 

objected to her ardent support for geneti-

cally modified (GM) crops. In November, 

the new commission president, Jean-Claude

Juncker, eliminated her job. At a Science 

Media Centre briefing this week in 

London, she spoke to reporters about 

her experiences.

Q: Why was your position scrapped?

A: No reason was given to me. My con-

tract ended at the end of February. I’ve had 

no contact with the new presidency or the 

new team.

Q: Do you regret saying (in 2013) that oppos-

ing GM organisms is a form of madness?

A: No. … As well as being a chief scientifi c 

adviser, I’m also a human being and I use 

Science has a ball

I
n Vienna, home of the waltz, nearly every profession and cause throws a ball. The 

science community inaugurated its own Ball der Wissenschaften, or Science Ball, 

on 31 January, with debutantes, ballgowns—and carnivorous-plant table decora-

tions. Physicist Jörg Schmiedmayer simulated a double-slit experiment in the 

sweaty disco hall while computer scientist Helmut Veith lectured on probability 

at the roulette table. Quantum physicist Anton Zeilinger, the Austrian Academy of 

Sciences president (and fellow of AAAS, publisher of Science), gave interviews and 

circulated with an adoring entourage. The ball highlights Vienna’s place as “the biggest 

university and research hub in central Europe,” says organizer and science communi-

cator Oliver Lehmann. But for many of the 2500 attendees it is also a counterpoint to 

the unfortunately named Akademikerball, or Academics’ Ball, held the night before by 

a right-wing anti-immigration party. Lehmann says the Science Ball aimed to affirm 

that Vienna’s academic community waltzes to a tune of diversity and openness.

Debutantes dance while an art project about synesthesia lights up Vienna’s City Hall.

the rich variety of the English language. And 

my use of words expressed my frustration.

Q: Some have said your job was ill-defi ned. 

Anything you would have done dif erently?

A: I might have been much more ener-

getic in asking the commission to prepare 

the ground for my arrival. That would have 

made the biggest dif erence: to set some 

ground rules before turning up.

Published by AAAS
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By Eric Hand

W
ith a little training, it’s easy to 

see how ice age glaciers sculpted 

the land, scouring valleys and 

heaping up debris. This week, 

researchers revealed that the an-

cient cycles of ice also left their 

mark on the sea floor, thousands of meters 

below the ocean surface.

The evidence comes from seafloor spread-

ing centers: sites throughout the ocean 

where plates of ocean crust move apart and 

magma erupts in between, building new 

crust onto the plates’ trailing edges. Parallel 

to these spreading centers are “abyssal hills”: 

long, 100-meter-high ridges on the diverging 

plates, separated by valleys. On 

bathymetric maps of seafloor to-

pography, they look like grooves 

on a record. These grooves, it now 

turns out, play the tune of Earth’s 

ice ages.

During ice ages, which are 

mainly driven by rhythmic varia-

tions in Earth’s orbit and spin 

that alter sunlight in the North-

ern Hemisphere, growing ice caps 

and glaciers trap so much frozen 

water on land that sea levels can 

drop a hundred meters or more. 

As the pressure on the ocean floor 

eases, magma erupts more readily 

at the spreading centers, thicken-

ing the plates and creating the 

abyssal hills, say the authors of 

two new studies, one published online this 

week in Science (http://scim.ag/JCrowley) 

and another posted online in Geophysical 

Research Letters.

“Step back and think about this: Small 

variations in the orbital parameters of the 

Earth—tilt and eccentricity and wobble—are 

recorded on the sea floor,” says Richard Katz, 

a geodynamicist at the University of Oxford 

in the United Kingdom and a co-author of 

the Science paper. “It kind of blows my mind.” 

Outside scientists are also impressed. “Their 

data provides evidence that the link is real,” 

says David Lund, a paleoceanographer at the 

University of Connecticut, Avery Point. “I’m 

very excited about it.”

The studies suggest that the bursts of 

seafloor volcanism could in turn affect 

climate—and even play a role in bringing 

each ice age to an abrupt end. They may also 

change some minds about the origin of the 

abyssal hills. Ever since scientists discov-

ered the hills more than half a century ago, 

many thought they resulted from cracks in 

Earth’s crust, or faults. As new oceanic crust 

is made in the spreading centers (the story 

went), it cools, fractures, and slips along 

faults, creating downward-dropped blocks 

that could be responsible for the ridge-and-

valley topography.

Scientists still agree that faults play a role 

in shaping the seafloor topography, but the 

new work emphasizes the importance of vol-

canism in creating the hills in the first place, 

Lund says. “Faulting could be a 

secondary process as opposed to 

the primary one,” he says.

The study in Science was based 

on fresh ocean-floor data gath-

ered by a Korean icebreaker ship 

during 2011 and 2013 surveys 

across the Australian-Antarctic 

ridge, a spreading center south 

of Tasmania. In a transect rep-

resenting more than a million 

years of seafloor spreading, the 

researchers found topographic 

highs and lows that seemed 

to have formed in synchrony 

with all three of Earth’s astro-

nomical cycles, which have pe-

riods of 23,000, 41,000, and 

100,000 years.

I N  D E P T H

GEOSCIENCE 

Seafloor grooves record the beat of the ice ages
Sea level changes influence the underwater eruptions that build abyssal hills

Take a load off

Ridges and valleys on 

the sea floor form in 

sync with ice ages—and 

orbital rhythms.

Glacier

CO
2

Continental 
plate

Oceanic plate

1. Water taken up 

in ice sheets.

2. Sea level drops.

3. Lower pressure 

on the mantle.

4. Increased rate 

of eruption.

When ice age glaciers cover continents, falling oceans stripe the sea 
floor with mysterious ridges. Here’s how it works: 

Published by AAAS
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By Kelly Servick

A 
high-profile effort in 

the U.S. House of Rep-

resentatives to speed 

the development of new 

medical treatments has 

borne its first fruit: a 

sweeping draft proposal that 

would overhaul many policies 

at the National Institutes of 

Health (NIH) and the Food and 

Drug Administration (FDA). 

Called the 21st Century Cures 

Act, the proposal has been 

under development by Fred 

Upton (R–MI) and Diana 

DeGette (D–CO) of the House Energy and 

Commerce Committee since last April, but 

its first draft had a bumpy rollout last week. 

The day before Upton’s office released its 

393-page “discussion document,” DeGette 

decided she would not endorse it. She and 

others have reservations about provisions 

to extend drug companies’ marketing ex-

clusivity and redistribute NIH funds. Bio-

medical research advocacy and industry 

groups, meanwhile, welcomed the proposal 

but expressed some concerns.

“We’re genuinely impressed by this docu-

ment,” says Kay Holcombe, senior vice pres-

ident of science policy at the Biotechnology 

Industry Organization in Washington, D.C. 

Particularly valuable, she says, are direc-

tives to incorporate new kinds of data into 

the drug evaluation process. FDA would be 

required to set standards for how it evalu-

ates “surrogate endpoints”—measures of 

a patient’s biological response to a drug 

that can indicate benefits more quickly 

than survival and disease progression. The 

agency would also be required to develop 

standards for incorporating patient feed-

back into its review process.

Other sections of the draft are intended 

to make certain research areas more ap-

pealing to drug companies and investors. 

A new FDA pathway would accelerate the 

approval of antibiotics for limited use in 

rare infections. And for complex diseases 

that lack effective treatments, such as Al-

zheimer’s, the draft offers companies a 

hefty incentive for the time-consuming 

and costly drug development process: 

15 years of marketing exclusivity after FDA 

approval. (Current exclusivity 

periods include 7 years for a 

drug to treat a rare disease and 

12 for a biologic.)

These efforts could inspire 

more investment in research 

on understudied diseases, in-

cluding at academic institu-

tions, says Kenneth Kaitin, 

director of the Tufts Center 

for the Study of Drug Develop-

ment in Boston. But extending 

marketing exclusivity could 

restrict competition and drive 

up the cost of drugs, he says. 

“That’s one of those areas that’s 

going to be battled out at some 
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Wondering whether the climate cycles 

might somehow be boosting seafloor vol-

canism at regular intervals, the research-

ers created a computer model to test the 

idea. When sea level drops during ice ages, 

they found, the decreased pressure on the 

mantle through the thin ocean floor would 

increase the rate of mantle melting. That 

would boost the delivery of magma to 

the seafloor surface by just enough to ex-

plain the bands of thicker crust that form 

the abyssal hills. Paul Asimow, an igneous 

petrologist at the California Institute of 

Technology in Pasadena, says the model is 

physically plausible. “It’s additional confir-

mation that the basic [sea level] signal is 

felt by the mantle,” he says.

In the Geophysical Research Letters pa-

per, Maya Tolstoy, a marine geophysicist 

at Columbia University, reports that she 

found the same correlation at the East Pa-

cific Rise, a fast seafloor spreading region 

off the coast of Mexico. When she estimated 

the ages of abyssal hills flanking the ridge, 

she found that they matched the strong 

100,000-year ice age cycle. “It shows up 

very clearly,” she says.

One of the Science co-authors, Peter 

Huybers, a climate scientist at Harvard 

University, says he was pleased by the 

confirmation—especially because it comes 

from a fast-spreading center, where the ice 

age signal is more difficult to observe. Because 

fast-spreading centers discharge more magma, 

lava sometimes fills valleys, overprinting the 

grooves left by previous lulls in volcanism dur-

ing interglacial periods. Slow-spreading cen-

ters can also be hard to interpret, Huybers says, 

because the colder crust there is more prone 

to the faulting that can confuse the record. 

Ridges like the Australian-Antarctic are ideal, 

Huybers says, because they fall “in this Goldi-

locks range of not too fast, not too slow.” 

Huybers and his colleagues are now working 

to tease out the ice age signal from another 

medium-rate spreading center, the Juan de 

Fuca Ridge, off the coast of the U.S. Pacific 

Northwest.

The seafloor eruptions—big sources of 

carbon dioxide and other gases—might also 

help clear up an enduring mystery about ice 

ages: why they start gradually and end sud-

denly. Perhaps extra carbon dioxide from 

a period of heightened seafloor eruptions 

eventually percolates through the ocean 

and into the atmosphere, allowing warm-

ing that would deliver a coup de grâce to 

the massive ice sheets.

Scientists had ignored that possibility 

because until now they assumed seafloor 

volcanism is constant over time, Lund says. 

“It’s a very seductive idea, and an interest-

ing one: The ice sheet gets so big that it 

seeds its own destruction.” ■

BIOMEDICAL POLICY

U.S. House reveals ambitious 
biomedical innovation plan
Lawmakers seek feedback on long-awaited “21st Century 
Cures” proposal 

Fred Upton, chair of the House Energy and Commerce Committee, 

was eager to release a preview of the upcoming bill.

Representative Diana DeGette, co-architect of the 21st Century 

Cures Initiative, has reservations about the draft.

DA_0206NewsInDepthR1.indd   594 2/4/15   3:45 PM
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By Adrian Cho

W
hen the biggest discovery in cos-

mology in years officially un-

raveled last Friday, nobody was 

surprised. Almost as soon as ob-

servers announced last March 

that they had detected evidence 

of inflation, a bizarre exponential growth 

spurt thought to have blown up the infant 

universe, others suggested the signal was 

merely an artifact of dust in our galaxy. “I 

would have been surprised if it had turned 

out otherwise,” said Suzanne Staggs, an ob-

servational cosmologist at Princeton Uni-

versity, after the last hope faded. Yet she 

and other cosmologists think a real signal 

of inflation could be found—perhaps within 

a few years. “The future’s so bright we’ve 

gotta wear shades,” she quips.

The spurious signal appeared in the 

big bang’s afterglow, the cosmic micro-

wave background (CMB). Standard theory 

predicts that inflation would have set off 

ripples in space and time called gravita-

tional waves, which would imprint faint 

pinwheel-like swirls—called B modes—in 

the CMB. Cosmologists using a specialized 

telescope at the South Pole called BICEP2 

reported that they had detected those “pri-

mordial B modes” when they mapped the 

polarization of the microwaves in a patch 

of sky (Science, 21 March 2014, p. 1296). In a 

press conference, the BICEP team claimed 

the first direct evidence of inflation.

But such swirls can come from other 

sources. In particular, radiating dust in our 

galaxy can produce them, so researchers 

must first strip away this “foreground” con-

tribution to see the CMB signal properly. 

Ordinarily, experimenters do that by taking 

data at multiple microwave frequencies. 

However, BICEP2 took data at only one fre-

quency to maximize sensitivity and relied 

on preliminary data from the European 

Space Agency’s Planck spacecraft to esti-

mate the foreground contamination. The 

BICEP team believed it was small. But in 

May, others suggested that BICEP research-

ers may have underestimated the dust con-

tribution. In September, Planck’s final data 

suggested that BICEP’s patch of sky was as 

dusty as an old pillow (Science, 26 Septem-

ber 2014, p. 1547).

To settle the issue, the BICEP and Planck 

teams decided to perform a joint analysis, 

which was released last week. It yields no 

definite sign of primordial B modes. “If 

gravitational waves are there, they’re prob-

ably less than half of the total signal,” says 

John Kovac, a cosmologist at the Harvard-

Smithsonian Center for Astrophysics in 

Cambridge, Massachusetts, and a co-leader 
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point.” Those provisions were also a stum-

bling block for DeGette, according to a rep-

resentative from her office.

Another of DeGette’s objections involves 

language added by Representative Andy 

Harris (R–MD) that would favor early-

career researchers in the competition for 

NIH grants by setting aside funding in 

the director’s office for younger scientists. 

Benjamin Corb, public affairs director for 

the American Society for Biochemistry 

and Molecular Biology in Rockville, Mary-

land, says his group worries “about saying 

young investigators are better investiga-

tors” who should be favored over estab-

lished scientists. 

Harris also wants NIH to develop an 

overarching strategic plan that sets pri-

orities for money allotted to it. That idea 

flopped when the agency last attempted it 

more than 2 decades ago. And Corb’s group 

is troubled by a proposal that the director 

of each NIH institute personally sign off on 

every grant, taking into account whether 

its goals are “a national priority and have 

public support” and are “worth the po-

tential scientific discovery.” Those criteria 

don’t make sense for basic research, be-

cause payoffs can be difficult to predict, 

Corb says.

Perhaps most troubling, research advo-

cates say, the plan doesn’t address the need 

to boost NIH funding after a decade of flat 

budgets—a trend that the 2016 budget pro-

posal, rolled out this week, does little to 

change (see p. 599). “You need to get back 

to sustained, predictable funding instead of 

moving money around the margins of the 

budget,” says David Moore, senior director 

of government relations for the Association 

of American Medical Colleges in Washing-

ton, D.C. The Energy and Commerce Com-

mittee’s top democrat, Representative Frank 

Pallone (D–NJ), similarly lamented that the 

document “does not include any real dollars 

to fund additional basic research at the Na-

tional Institutes of Health.” 

Several sections of the draft remain to be 

filled in, including one on “precision medi-

cine,” an initiative championed by President 

Barack Obama as part of the 2016 budget. 

Upton and DeGette’s approach is attract-

ing interest in the U.S. Senate. Senators 

Lamar Alexander (R–TN) and Patty Murray 

(D–WA), the top Republican and Democrat 

on the Senate’s health committee, launched 

a very similar initiative this week. And de-

spite their differences, Upton and DeGette 

plan to work together, using feedback from 

this draft, to craft a formal bill, which they 

aim to have on the president’s desk by the 

end of the year. ■

With reporting by Jocelyn Kaiser.

COSMOLOGY

Misfire aside, signs of cosmic 
inflation could come soon
Even as the BICEP result bites the dust, observers like their 
chances of spotting big-bang gravitational waves

Planck mapped the strength (color) and polarization 

(texture) of radiation from galactic dust.

Published by AAAS
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Africa’s soil engineers: Termites
Kenyan plots show that termite mounds promote ecological 
health and may slow desertification

of the roughly 60-member BICEP team.

BICEP researchers have taken heat from 

some of their peers for overstating their 

result. But François Boulanger, an astro-

physicist at the University of Paris-Sud in 

Orsay, France, and a member of the Planck 

team, notes that the joint analysis showed 

that the dust emission was stronger and 

its polarization varied more from place 

to place than previously expected. “One 

has to be fair to the BICEP team,” he says. 

The delicate joint analysis took 6 months, 

Boulanger says, “and we went through 

some stages where we thought there prob-

ably was a [gravitational wave] signal.”

Researchers are optimistic about their 

chances of spotting the real thing soon. 

Physicists quantify the B-mode signal us-

ing a parameter r, which is the ratio of 

the strength of the peculiar oscillation of 

gravitational waves to the strength of more-

conventional waves such as sound waves in 

the early universe. The joint analysis shows 

that r must be less than 0.12. But if r is close 

to that limit, then a half-dozen experiments 

now under way or in the works could detect 

primordial B modes in the next few years.

For example, John Carlstrom, a cosmolo-

gist at the University of Chicago in Illinois, 

and colleagues will soon deploy SPT3g, an 

upgrade of the 10-meter South Pole Tele-

scope, which is also in Antarctica. Taking 

data at three frequencies, SPT3g should be 

able to detect primordial B modes if r is 

0.05 or greater, Carlstrom says. Similarly, 

Staggs and colleagues are working on Ad-

vanced ACTpol, an upgrade to the Atacama 

Cosmology Telescope in Chile, that will 

take polarization data at five frequencies. 

And Kovac and colleagues have already 

taken data at a second frequency with 

BICEP2’s successor, the Keck Array, and are 

installing BICEP3.

In case the gravitational wave signal slips 

past those telescopes and others, cosmolo-

gists are developing a plan for a network of 

telescopes that would have 10 times more 

sensitivity and could detect B modes if r 

were as low as 0.005. The $100 million ef-

fort would link telescopes at the South Pole, 

in Chile, and possibly in Greenland or Tibet. 

In a road map for their field released last 

May, U.S. particle physicists strongly en-

dorsed the idea, and researchers are hope-

ful that the Department of Energy will fund 

it and have it running in the next decade.

After the BICEP2 episode, researchers 

are quick to say that the discovery of pri-

mordial B modes probably won’t come in 

one decisive measurement. “I think it will 

happen as these things have always hap-

pened,” Carlstrom says. “Hints will show up 

earlier.” Still, Kovac says, “the bottom line is 

that we’re all feeling very optimistic.” ■

By Elizabeth Pennisi, in Mpala Research 

Centre, Kenya

T
ruman Young still remembers his 

amazement more than a decade ago 

when he and his colleagues had their 

first aerial look at the African dryland 

landscape that they had been study-

ing. From the ground, the acacia 

trees and bunch grasses seemed randomly 

distributed—and so did the termite mounds 

scattered across this combination ranch-

field station in central Kenya. But satellite 

photos taken in 2003 showed these mounds 

were actually like polka dots, spaced far 

enough to avoid territorial battles. More 

startling, a satellite image sensitive to chlo-

rophyll revealed that termite mounds are 

hotspots for plant growth. 

The photo “changed the way we thought” 

about what shapes this landscape, recalls 

Young, an ecologist at the University of Cali-

fornia, Davis. For decades, thanks primarily 

to National Science Foundation funding, he 

and his colleagues have run the Kenya Long-

term Exclosure Experiment (KLEE) here, 

which uses fenced-in 4-hectare plots to as-

sess how elephants, cattle, and other grazing 

animals affect the savanna. But after study-

ing that image, Young suddenly realized ter-

mites had to be added to this list. 

“We all tend to think about large mammals 

as being the big dominant driver of what’s 

happening in the savanna, but the more we 

look at the termite mounds the more they 

seem to be driving what’s going on,” says 

Robert Pringle, a Princeton University ecolo-

gist who works at Mpala. A study on page 

651 presents the latest example. By modeling 

the interactions of termites, rainfall, soil, and 

plants, Pringle and his colleagues conclude 

that the termite mounds are an insurance 

policy against climate change, protecting the 

vegetation on them from water scarcity. 

Jef Huisman, a theoretical biologist at the 

University of Amsterdam, says the results 

show that “termite mounds play a key  role 

in arid landscapes.” The work also calls into 

question whether land managers can fore-

cast looming desertification based on aerial 

views of the landscape. “We should not 

blindly adopt the early warning indicators 

predicted by simple models,” Huisman says.

Africa’s indigenous people have long rec-

ognized that the soil in termite mounds is 

richer than normal and good for crops. Har-

vester termites, such as the fungus farmers 

that live at Mpala, spend their days retrieving 

vegetation to fertilize “gardens” of microbes 

and fungus, which concentrate nitrogen, 

phosphorus, and organic matter. At the same 

time, the termites alter the soil profile as they 

build their tunnels. In some places, termites 

add clay to stiffen soil too sandy for tunnels. 

At Mpala, they dilute the clay-laden soil with 

sand, making it easier to excavate. “In both 

cases, it’s making a soil that’s better than 

background,” Young says. So plants grow 

more readily. The excavations also help the 

mounds better hold on to water. “At the right 
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time of year, the mounds are all green and 

the rest of vegetation is all brown.” 

Even the savanna’s iconic acacia trees 

benefit. They don’t grow right on termite 

mounds, but Todd Palmer, an ecologist at 

the University of Florida in Gainesville, 

helped determine that acacia growing next 

to mounds have higher nitrogen concentra-

tions and were more likely to produce fruit 

than trees farther away.

All told, the termite mounds create “nutri-

ent islands” that sustain many other animals 

besides termites. More than a decade ago, as 

a graduate student, Palmer had noticed that 

ant colonies were biggest along the edges of 

termite mounds. Because of the lusher plant 

growth, the mounds supported more of the 

insects that ants prey on. “These mounds 

are really the supermarkets of the savanna,” 

Palmer says, also attracting zebra, buffalo, 

eland, and other plant-eating mammals. 

By trapping all the insects flying and 

crawling on and away from mounds, track-

ing the offspring of insect-eating spiders, 

and counting geckos, Pringle, Palmer, and 

their colleagues found that all are big-

ger, more numerous, or more prolific near 

mounds. Furthermore, computer simula-

tion studies showed that the regular spac-

ing of the mounds enhances these beneficial 

effects by minimizing the average distance 

that animals have to travel to reach the 

nearest mound. 

The latest termite study grew out of a col-

laboration between Pringle and Princeton 

theoretical ecologist Corina Tarnita. It exam-

ines a widely accepted theory that vegetation 

in dry places will arrange itself in regularly 

spaced clumps, instead of forming a uniform 

lawn as happens in wetter places. Because 

each plant’s roots alter the soil to help con-

centrate water and slow its loss, plants in dry 

places prefer to grow close to other plants. 

Yet these emerging clumps suck water from 

more distant surrounding soil, making the 

space in between inhospitable to plants. As 

the environment dries, the space between 

clumps should expand. And 

theory predicts that “if you 

turn down the water enough, 

you get a catastrophic shift 

to desert,” Pringle says. As a 

result, the presence of vege-

tation clumps may signal an 

ecosystem in danger. 

Given the aridity of the 

climate at Mpala, Tarnita 

expected to see the telltale 

clumping in the plants. But 

no matter how hard she and 

Pringle looked, the only pat-

tern they saw in the vegeta-

tion was the one established 

by the termite mounds. Then one day they 

visited an area that another researcher had 

burned to study how different grazing species 

affect plant regrowth. Instead of being over-

grown with tall grasses, the burn area had 

just stubbly ground cover. When they stood 

on the roof of their Land Rover, Tarnita and 

Pringle thought they saw hints of a pattern in 

the vegetation. Then two graduate students 

rigged a fishing rod that could hoist a cam-

era 10 meters up. The photographs showed 

that the new growth formed a uniform lawn 

on the termite mounds. But in between, 

Princeton postdoc Efrat Sheffer could make 

out a pattern of clumps just 20 centimeters 

wide, created by self-organization among the 

plants. “There was the vegetation pattern 

that prior models had predicted, but it was 

on the scale of centimeters,” Tarnita says. 

To gauge how termite mounds shape the 

pattern, the group turned to the mathemat-

ical models that had previously suggested 

vegetation clumps are bellwethers for de-

sertification. The models 

usually treat all soil as uni-

form, but Tarnita modified 

them to include patchy nu-

trient islands. 

Tarnita and Juan Bonach-

ela, now at the University 

of Strathclyde in the United 

Kingdom, provided the 

model with different rain-

fall scenarios, and it pre-

dicted what would happen 

to the plants on and off the 

mounds over time. In dry 

conditions, the vegetation 

on the termite homes per-

sisted, despite a 30% decline in the vegeta-

tion off the mounds, indicating termites’ 

remodeling of the soil can slow the loss of 

vegetation, the Princeton team now reports. 

And when the group restored rainfall in the 

model, the remaining vegetation on the 

mounds helped revegetate the whole area. 

But there is a downside: The modeling 

work suggests that there’s no easy way to 

predict when an arid landscape is on the 

verge of collapsing. Vegetation clumping 

may be due to termite mounds rather than 

an unhealthy environment. “The use of 

vegetation patterns to predict desertifica-

tion in general is in urgent need for vali-

dation,” says Max Rietkerk, an ecologist at 

Utrecht University in the Netherlands. And 

the work suggests that the savanna may 

lose resilience when it is transformed into 

farms. “When agriculture takes over, we 

lose the termites and their mounds,” Palmer 

explains. Cultivated lands are “likely to be 

much more vulnerable to climatic variabil-

ity and  much more likely to tip over into 

more permanently degraded landscapes.”

Meanwhile, the termite studies at Mpala 

continue. Experiments by Pringle, Tarnita, 

and Dan Doak from the University of Colo-

rado, Boulder, are testing the mounds’ ad-

ditional roles in slowing degradation of the 

landscape. Grace Charles, one of Young’s 

graduate students, has been analyzing how 

large herbivores affect the density of the 

mounds or vice versa. For Young, the ter-

mites “started as noise in the background” 

of the KLEE research. But now, he says, 

“they are front and center.” ■

Rain

Fungi
termite

Water

Nitrogen

Phosphorus 

Fungi

Clay-dominated soil

Termite-modifed soil 

Foraging
termite

Organic matter

Plants Litter Dung

Nutrient islands

Foraging termites concentrate plant material in mounds, where fungi process it into soil-enriching 
nitrogen, phosphorus, and organic material, fostering more plant and animal growth. Mounds 
also retain water better than surrounding soil. 

Zebras, elephants, and other grazing animals prefer a 

termite mound’s nutrient-rich grasses.

Plant-covered termite mounds 

dot Mozambique landscape.
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By Dennis Normile, in Kashiwa, Japan

J
apanese physicists, already among 

the world’s leading neutrino hunters, 

want to cement their position with a 

million-tonne instrument—dubbed 

Hyper-Kamiokande, or Hyper-K—

capable of catching these elusive par-

ticles at 20 times the rate of its predecessor. 

The 250-meter-long behemoth should be 

a powerful tool for physics, dissecting the 

properties of neutrinos beamed from a re-

mote particle accelerator. It could also boost 

astronomy, by capturing neutrinos spraying 

from supernovas in deep space. “Hyper-

Kamiokande is very well placed to be the 

greatest experiment of its generation,” says 

Francesca Di Lodovico, a particle physicist at 

Queen Mary University of London. 

The challenge will be getting the $800 

million or so needed to build it. To make 

their case, scientists from 13 countries this 

past weekend formally launched a proto-

collaboration to develop a firm plan they can 

take to funding agencies. Given Japan’s fis-

cal woes, “we will have to work very hard to 

convince the government that this is a most 

important scientific project,” 

says Takaaki Kajita, director of 

the University of Tokyo’s Insti-

tute for Cosmic Ray Research, 

which oversees the Kamioka 

experiments. It will also be 

in competition with other big 

physics projects. Some Japa-

nese physicists want Japan 

to host the next great particle smasher, the 

proposed International Linear Collider. And 

physicists in the United States are planning 

a huge neutrino experiment that could beat 

Hyper-K to the punch (Science, 30 May 2014, 

p. 955).

Hyper-K’s grandfather, Kamiokande (for 

Kamioka Nucleon Decay Experiment), sur-

prised many 3 decades ago when it demon-

strated that it could pinpoint the direction 

and energy of incoming neutrinos from the 

sun, from cosmic rays colliding with particles 

in the atmosphere, and from a supernova. 

The sightings netted the head of the experi-

ment, Masatoshi Koshiba of the University 

of Tokyo, a share of the 2002 Nobel Prize in 

physics. By then, researchers had already 

moved on to the larger Super-Kamiokande, 

or Super-K, and showed that neutrinos have 

mass, upsetting previous theories. Now re-

searchers believe an even larger detector will 

allow them to fill in the remaining blanks in 

the neutrino profiles, study the early uni-

verse, and probe why matter is more com-

mon than antimatter. 

Chargeless and almost massless, neutri-

nos flow through matter as if it wasn’t there. 

But occasionally a neutrino collides with 

another particle. In the purified water that 

fills the Kamiokande detectors, the interac-

tion produces a blue cone of light known 

as Cherenkov radiation. By observing these 

flashes with photosensors, physicists can de-

termine which of the three types, or flavors, 

of neutrinos produced it and the incoming 

particle’s direction and energy. To screen out 

background noise, the detectors are placed 

1000 meters underground in a mine near the 

Gifu Prefecture town of Kamioka.

As with many scientific instruments, 

size matters. Kamiokande contained 3000 

tonnes of water watched by 1000 sensors. 

In 1996, Super-K upped the ante to 50,000 

tonnes of water and 13,000 sensors. As pres-

ently planned, Hyper-K will comprise two 

250-meter-long, 50-meter-high oval-shaped 

tubes together holding 1 million tonnes of 

water and 100,000 photosensors. Hyper-K 

will be able to collect in 5 years the amount 

of data Super-K would take a century to 

gather. 

Research teams have grown proportion-

ally. Kamiokande had a couple of dozen 

scientists, primarily from the University 

of Tokyo. About half of Super-K’s 120 col-

laborators are from outside Japan. Hyper-K 

already has at least 240 researchers from 

67 institutes working on R&D.

Besides snaring neutrinos from the atmo-

sphere and from space, Super-K caught and 

studied neutrinos beamed from the Japan 

Proton Accelerator Research Complex (J-

PARC), 295 kilometers to the east in Tokai. 

For Hyper-K, J-PARC is planning to triple 

the intensity of its neutrino beam. By watch-

ing the neutrinos in the beam transform 

from one flavor to another, researchers will 

try to understand why there is more matter 

than antimatter in the universe, a condi-

tion known as charge-parity violation that 

is “one of the major questions in physics,” 

Di Lodovico says. The neutrino changes, or 

oscillations, should also help researchers de-

termine which flavor is the heaviest—a goal 

shared by smaller neutrino projects in other 

countries (Science, 30 January, p. 464). 

Meanwhile, neutrinos from astronomical 

sources could shed light on how stars live 

and die. Should a supernova explode in our 

galaxy, Hyper-K could catch 250,000 neutri-

nos within 10 seconds, providing new clues 

to these cataclysms. 

The same photodetectors that watch for 

neutrino interactions should also be sensi-

tive to a momentous event in the water it-

self: the decay of one of its protons. Proton 

decay, postulated but never observed, would 

indicate that all matter in the universe will 

eventually break down into subatomic par-

ticles. Observing it “would be an amazing re-

sult,” says Christopher Walter, a physicist at 

Duke University in Durham, North Carolina.

The goal of Hyper-K’s protocollaboration 

is now to produce a more detailed design 

by next December in hopes of starting con-

struction in 2018 and taking data in 2025, a 

schedule that Masato Shiozawa, the Univer-

sity of Tokyo physicist heading the project, 

admits will be challenging. But, Di Lodovico 

says, “It’s time to move forward now to keep 

the momentum and gather together all our 

efforts in order to create this experiment.” ■

PARTICLE PHYSICS

Japanese neutrino physicists 
think really big 
A proposed Hyper-Kamiokande would be the largest 
neutrino detector ever

In the firing line
Neutrinos will beam from J-PARC to Hyper-K’s 
giant water tanks (bottom).

J-PARC
accelerator

Hyper-Kamiokande

250 kilometers

Japan
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By Jeffrey Mervis

T
he federal budget that President 

Barack Obama proposed this week 

for the 2016 fiscal year offers a lot 

of good news for scientists. But re-

searchers conducting basic research 

may feel a little jealous of their col-

leagues in more applied fields, as the 

spending request released on 2 February 

has a distinct tilt to the practical.

Overall, the $4 trillion spending plan in-

cludes a 7.2% hike, to $1.09 trillion, in so-

called discretionary spending—the slice of 

the budget that includes annual research 

funding. To make that increase possible, 

Obama is calling on Congress to shatter the 

spending caps imposed by a 2011 budget 

deal. With the economy recovering, the ad-

ministration is urging “smart investments 

that strengthen America.” 

On that list: bolstering research. “The pres-

ident is thoroughly attuned to the important 

role that science, technology, innovation, and 

STEM education can and must play as the na-

tion addresses the challenges and opportuni-

ties that lie ahead,” explained John Holdren, 

the president’s science adviser, during a 2 

February presentation of the president’s bud-

get at AAAS (which publishes Science). The 

request calls for total federal spending on re-

search and development to grow by 5.5%, to 

$146 billion. But basic research—the category 

that funds the work of most U.S. academics—

would inch up by only 2.6%, to $32 billion. 

Although most federal science agen-

cies would see their budgets rise (see table, 

p. 600), those helping realize advanced man-

ufacturing methods, new energy sources, 

and ways to help people cope with climate 

change get an extra push. Also getting top 

billing: efforts to move personalized, “preci-

sion medicine” into the clinic, and to fight 

antibiotic-resistant microbes (see sidebar, 

p. 601). “The United States still leads the 

world across most domains of science and 

engineering,” Holdren said at the AAAS pre-

sentation, ticking off metrics such as overall 

research spending, the number of scientists 

and engineers produced, publications, pat-

ents, and what Holdren called “the pace of 

actual progress” in converting discoveries 

into tools that help society. It’s the last metric 

that apparently figured prominently into the 

2016 request.

Scientists generally welcomed the plan, 

but with a few caveats. The Association of 

American Universities (AAU), which repre-

sents many of the nation’s largest research 

universities, praised the request’s “needed 

investments in the ideas, discoveries, and 

people that can provide the foundation for 

our nation’s future.” But AAU scolded the ad-

ministration for its “inconceivable” proposal 

for an 8% cut in basic research at the Defense 

Department, which provides major funding 

for academic engineering research, computer 

science, and math. Research!America, which 

lobbies for biomedical research and has la-

mented recent small increases for the Na-

tional Institutes of Health, called the budget 

a “starting point … [that] should supplement, 

not supplant, the imperative of making up 

for a decade’s worth of lost ground.” 

Republicans in Congress were critical of 

the overall spending hike. They generally 

think the number is too high, and they dis-

like the president’s plans to pay for much of 

the increase with higher taxes on the wealthy. 

The science budget is no exception, says the 

chair of the science committee in the U.S. 

House of Representatives. “The American 

people do not want increased taxes and the 

government spending what it doesn’t have,” 

said Representative Lamar Smith (R–TX). 

“Rather than focus on areas that have clear 

benefits for Americans, the president instead 

chose to push a partisan agenda.”

In contrast, the top Democrat on that 

science committee, Representative Eddie 

Bernice Johnson (D–TX), applauded the 

budget, which she said would help “so-

lidify America’s place as a scientific and 

technological leader.” Johnson praised the 

budget’s call to undo the spending caps, 

which she predicted will be “very detri-

mental to our research, education, and 

innovation enterprise.”

Such partisan wrangling will now take 

center stage, as the president’s request 

moves to Congress, where it will be broken 

into the 12 annual appropriations bills that 

Science adviser John Holdren 

discusses President Obama’s 

2016 budget for research.

U.S. RESEARCH FUNDING 

Budget for 2016 accentuates the practical
White House proposal lifts (almost) all boats, but applied research floats to the top

Published by AAAS
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fund the government. If 

they fail, the entire bud-

get will likely be com-

bined into one massive 

package in which science 

is nearly invisible.

Apply your work

Many of the research 

programs that did the 

best in the request have 

one thing in common: 

They promise what one 

veteran policymaker calls 

“news you can use”—prac-

tical information that can 

help businesses and com-

munities thrive. That’s 

certainly the case for 

mission agencies such as 

the U.S. Geological Sur-

vey (USGS), the National 

Oceanic and Atmospheric 

Administration (NOAA), 

the U.S. Department of 

Agriculture (USDA), and 

NASA. But this year, the 

budget proposal also 

favored that type of re-

search at the National Sci-

ence Foundation (NSF), 

the backbone of academic 

research in nonmedical 

fields, and the Office of 

Science at the Depart-

ment of Energy (DOE). 

At NOAA, a proposed 

6.3% boost to $3.3 billion 

is the agency’s best mark 

in many years, says Scott 

Rayder, a former NOAA chief of staff and 

now a senior adviser at the University Cor-

poration for Atmospheric Research in Boul-

der, Colorado. “There’s something there for 

everyone,” he says, including new weather 

satellites, grants to help coastal communities 

plan for climate change, and a push to de-

velop better regional and seasonal forecasts, 

which have customers waiting. “The market-

place—agriculture, transportation, energy, 

water managers—they all want” such practi-

cal help, Rayder says. “So in this space, the 

administration and Congress can agree that 

it’s a good thing.”

NOAA is hoping Congress will also support 

a request for $147 million to start building a 

new research ship. To save money, the agency 

hopes to build it to the same specifications 

as two other academic research ships already 

planned by NSF.

Within DOE’s six science programs, the 

biggest winner was the Advanced Scien-

tific Computing Research effort. It is slated 

for an increase of nearly 15%, to $621 mil-

lion. The extra funding is largely aimed at 

developing a new generation of computers 

operating at the exascale (1018 operations 

per second), which would pave the way for 

advanced climate modeling and myriad 

other applications. 

Advanced computing enjoys bipartisan 

support in Congress. But Republicans are 

likely to object to funding proposals for 

other parts of DOE. There “the emphasis 

is really in the energy technology areas,” 

rather than science, says Michael Lubell of 

the American Physical Society in Washing-

ton, D.C., citing large proposed increases 

for programs supporting renewable energy 

and energy efficiency. 

USGS was another big winner this year, 

with a proposed increase of 13.7% to nearly 

$1.2 billion. The boost reflects the admin-

istration’s sense of urgency about the need 

to prepare for natural disasters, including 

those linked to a warming planet, says Lexi 

Shultz of the American Geophysical Union 

in Washington, D.C. “We’re facing a some-

what unprecedented threat 

because we, as a nation, 

don’t have a handle on ev-

erything we need to do to 

protect ourselves from the 

effects of climate change,” 

she says. “So I don’t think 

it’s surprising that the ad-

ministration would pri-

oritize [USGS’s climate and 

land research programs] 

above all others.”

NASA’s request high-

lights the fine distinctions 

the administration made 

in setting priorities. NA-

SA’s overall budget would 

rise by 2.7%, to $18.5 bil-

lion. But science would 

grow by only 0.8%, to 

$5.289 billion. And within 

the agency’s four science 

divisions—earth science, 

astrophysics, planetary 

science, and heliophys-

ics—earth science, with its 

emphasis on climate and 

resources, is the clear win-

ner. It gets a 10% boost, to 

$1.947 billion. Part of the 

increase would help NASA 

take on responsibility for 

managing some of NOAA’s 

Earth-observing satellites.

In contrast, planetary 

sciences would shrink by 

5%. Among operating plan-

etary missions, the budget 

has proposed eliminating 

funding for the 11-year-old 

Mars Opportunity rover, the Mars Odyssey 

orbiter (14 years old), and the Lunar Recon-

naissance Orbiter (6 years old). But support-

ers are hoping that even if Congress accepts 

the proposal, NASA will find money to keep 

the missions alive, as it has in the past—if 

the aging spacecraft themselves are alive.

Meanwhile, some are celebrating the 

agency’s embrace of a mission it once re-

sisted. The budget endorses an official 

start to planning a mission to Jupiter’s 

moon Europa—a potential habitat for alien 

microbes—that would launch in the mid-

2020s. The start signals a detente between 

the administration, which had previously 

refused to ask for funding for Europa, 

and Congress, which this year appropri-

ated $100 million for the mission despite 

agency resistance. The agency asks for 

$30 million for Europa in 2016 and plans 

to develop the mission concept this spring. 

NSF officials are touting two new initia-

tives that also fit squarely into the adminis-

tration’s thrust for solving societal problems. 

Science rises, mostly, in budget request
Increases outnumber cuts for federal science agencies in president’s 

budget request for 2016. (Figures are in billions of dollars.)

INSTITUTIONS                                               2015                  2016 REQUEST            % CHANGE                

NIH 30.311 31.311 3.3%

NSF 7.344 7.724 5.2%

Research 5.934 6.186 4.3%

Education 0.866 0.962 11.1%

DOE Office of Science 5.071 5.340 5.3%

Basic energy 1.733 1.849 6.7%

Bio/environmental 0.592 0.612 3.4%

Fusion 0.468 0.420 –10.3%

High Energy Physics 0.766 0.788 2.9%

Nuclear Physics 0.595 0.625 5.0%

Advanced computing 0.541 0.621 14.8%

ARPA-E 0.275 0.325 18.2%

NIST 0.864 1.120 29.6%

USGS 1.052 1.196 13.7%

NASA 18.010 18.529 2.7%

Science office 5.245 5.289 0.8%

Earth science 1.773 1.947 9.8%

Planetary science 1.438 1.361 –5.4%

Astrophysics 0.684 0.709 3.7%

Heliophysics 0.662 0.651 –1.7%

USDA Agricultural Research 1.132 1.192 5.3%

AFRI 0.325 0.450 38.5%

NOAA 3.333 3.543 6.3% 

Research office 0.433 0.485 12.0%

DOD Basic Research 2.292 2.101 –8.3%

DHS S&T 1.071 0.779 –27.3%

EPA S&T 0.735 0.769 4.6%

Published by AAAS



One, which seeks to explore the connection 

between food production, energy use, and 

the availability of water, is proposed as a 

$74 million research program. It would 

eventually replace a long-running initia-

tive on environmental sustainability that is 

being phased out in 2017, including a pro-

posed cut of $58 million in 2016. 

A second NSF initiative, on risk and resil-

ience, is part of the administration’s height-

ened focus on the effects of natural hazards 

and extreme events. A $38 million boost 

would go largely to ramping up a program 

aimed at understanding what drives geologi-

cal hazards such as hurricanes, tornadoes, 

floods, volcanic eruptions, and earthquakes, 

and why they vary.

At USDA, the administration is look-

ing to boost research aimed at ensuring 

future supplies of food and other agricul-

tural products. It wants to expand the Ag-

riculture and Food Research Initiative, a 

competitive grants program, by 38%, to 

$450 million. And the White House is dedi-

cating $77 million to help USDA find alter-

natives to using antibiotics in livestock, a 

practice believed to contribute to drug resis-

tance (see sidebar, below).

But a green economy, climate change, and 

other themes in the White House’s proposal 

are unlikely to be embraced in Congress. 

Monday’s proposal marks the opening volley 

in a budget clash that could easily last deep 

into the year. ■

With reporting by the Science News staf .
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By Jocelyn Kaiser and Kelly Servick

T
he White House began trumpeting two flagship elements 

of its scientific agenda well before the 2 February release 

of the overall federal budget. One is a $215 million Pre-

cision Medicine Initiative, first mentioned in President 

Barack Obama’s 20 January State of the Union address, 

which aims to advance personalized medicine. The other is 

a roughly $1.2 billion effort to combat the mounting public health 

crisis of antibiotic-resistant infections.

The National Institutes of Health (NIH), the nation’s lead-

ing funder of basic biomedical research, would play a key role 

in both campaigns. The Obama administration has 

requested a 3.3% overall increase for NIH, to 

$31.3 billion, an amount that didn’t wow many 

biomedical research advocates. Still, the two 

initiatives have drawn encouraging words 

from members of Congress in both parties.

The centerpiece of the precision medicine 

initiative, funded at $130 million, would be 

an NIH effort to assemble a database con-

taining genetic and medical information 

from at least 1 million Americans. Research-

ers would then comb through the cohort, 

looking for disease-gene associations and 

other information that could help them har-

ness genomic and other molecular information 

to find drug targets and improve medical care. The 

cohort would not be created from scratch, but would in-

stead recruit participants already enrolled in studies that collect 

and combine health and genetic information. 

Other countries have already built such large population data-

bases, and a similar U.S. study has long been on the wish list of 

NIH Director Francis Collins, who led the effort to sequence the 

human genome as director of the National Human Genome Re-

search Institute.

A blue-ribbon panel will guide the cohort study, and partici-

pants will be involved in the study design and will control use of 

their data, officials said. Planning begins with a workshop next 

week to discuss topics such as which cohorts to include and how 

to pool electronic medical records.

An additional $70 million will go to the NIH’s National Can-

cer Institute to continue efforts to catalog cancer-driving DNA 

glitches in tumors and to conduct clinical trials testing drugs 

based on such mutations. This area is “the leading edge of preci-

sion medicine,” Collins said; many patients, such as those with 

breast cancer, already receive genetic or other molecular tests to 

determine the best drug.

The Food and Drug Administration (FDA) will get $10 million 

to help evaluate diagnostic tests based on sequencing large parts 

of a patient’s genome. Another $5 million will go to the Depart-

ment of Health and Human Services (HHS), NIH’s parent body, to 

develop ways to protect the privacy of patient data. 

The effort to develop new antibiotics to combat resistance 

would steer $100 million to NIH for basic research and a clini-

cal trial network that would let drug developers more easily 

collect data across multiple clinics. HHS’s Biomedical 

Advanced Research and Development Authority 

would also get an additional $100 million to 

study how bacteria become resistant to an-

tibiotics and promote the development of 

new drugs and diagnostics. 

The U.S. Centers for Disease Con-

trol and Prevention (CDC) would re-

ceive $280 million to nearly double 

its spending on “emerging and zoo-

notic infectious disease” programs. The 

$699 million effort would include efforts to 

create an “isolate bank” of resistant strains 

and educate hospitals about how to use an-

tibiotics while minimizing the emergence of 

resistant strains. CDC also plans to double the 

number of sites, to 20, in its Emerging Infections Pro-

gram—a research and surveillance network.

Meanwhile, FDA would receive $47 million to evaluate new 

drugs and diagnostics and to continue phasing out the use of cer-

tain antibiotics in feed animals—a major threat to the value of 

these drugs as human medicines. The U.S. Department of Agricul-

ture would also see a quadrupling of its funding, to $77 million, 

for exploring alternatives to antibiotic use in livestock.

The bipartisan backing that the antibiotics and precision medi-

cine initiatives have already drawn suggests they will fare well as 

the White House and Congress clash over spending. “The federal 

budget picture is going to be challenging,” predicts Amanda Jezek, 

vice president of public policy at the Infectious Diseases Society 

of America in Arlington, Virginia. But in the jockeying for new 

money, the hunt for new lifesaving drugs “stands a better shot 

than most.” ■

Biomedical initiatives get top billing in budget rollout

Antibiotic-resistant 

Staphylococcus bacteria 

with a human cell.

Published by AAAS
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A
fter earning her undergradu-

ate degree in biology, Tami May 

found herself in a dead-end job 

in a marine biology lab that was 

draining her passion for science. 

As an engineering major, Drew 

Shelton felt that he had more to 

contribute to society than obtain-

ing another building permit for a 

shopping mall. Now, after receiving retrain-

ing funded by the federal government, both 

have found a new calling in the classroom: 

May is a science teacher at Semmes Mid-

dle School outside Mobile, Alabama, and 

Shelton is teaching environmental science 

at North Carroll Middle School in the ex-

urbs of Baltimore, Maryland.

May and Shelton have joined thousands 

of other college graduates lured into be-

coming science educators through the Rob-

ert Noyce Teacher Scholarship Program run 

by the National Science Foundation (NSF). 

NSF has poured half a billion dollars into 

the program, created by Congress in 2002 

to draw those with STEM (science, technol-

ogy, engineering, and mathematics) degrees 

into teaching at high-needs schools. The 

lawmakers’ key premise: Students would 

learn more science and math if taught by 

those who knew—and loved—the subjects. 

NSF has spent $500 million to train thousands of science 
and math teachers. But what has that meant for kids?

By Jeffrey Mervis

A classroom experiment

FEATURES

Middle school teacher Tami May 

helps students run an experiment 

showing the relationship of 

mass to acceleration.

Published by AAAS
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The program provides a variety of ways 

to achieve that goal, including fellowships 

for career changers like May and Shelton 

to earn a master’s degree in science educa-

tion and scholarships for undergraduates 

earning a STEM degree who want to be 

teachers. To protect taxpayers, the legisla-

tion requires that, for every year of support, 

each recipient teach 2 years in a school 

district where a majority of students are 

poor enough to qualify for federally subsi-

dized meals.

Noyce is one of many efforts across the 

country aimed at improving STEM educa-

tion. It is getting increased attention as a 

key federal contribution to the Obama ad-

ministration’s pledge to train 100,000 new 

science and math teachers over a decade. So 

far, 5008 teachers working in a high-needs 

district have received funding from one of 

494 Noyce programs that NSF has funded 

at universities in every state.

But helping individuals pursue satisfying 

careers in education is not one of the pro-

gram’s main goals. Instead, Noyce was cre-

ated specifically to both increase 

the number of highly qualified 

science and math teachers in the 

nation’s poorest schools and raise 

the achievement levels of stu-

dents in those schools. 

Those are lofty aims, especially 

when many of the factors that 

will ultimately determine success 

or failure—including attitudes toward the 

teaching profession and the myriad factors 

that affect how students learn—lie outside 

NSF’s power to control. Still, a recently 

completed evaluation by Abt Associates of 

Cambridge, Massachusetts, suggests that 

the initiative is not having nearly the effect 

its supporters anticipated.

As part of a broader program evaluation, 

Abt examined the impact of Noyce grants 

on teacher production and student achieve-

ment in six states. It found that students 

in science and math classes with Noyce-

supported teachers did significantly better 

on standardized tests than their peers in 

two of the states, no better in three others, 

and worse in one state. Similarly, Abt found 

a small rise in teacher production in two 

states with Noyce programs, but no impact 

in three other Noyce states and a drop in 

one. “Overall, we think that some of the re-

sults were expected, some were disappoint-

ing, and in one state a big negative,” the Abt 

team reported to an NSF-sponsored confer-

ence of Noyce grantees and participants 

held last summer in Washington, D.C.

NSF officials say they aren’t surprised at 

the lackluster results. Noyce has so many 

moving parts, agency officials say, that it’s 

unrealistic to expect more than small, halt-

ing steps toward its expansive goals. Be-

sides, they note, any program run by NSF 

also has a research component that is often 

difficult to connect to real-time outcomes.

“Noyce is mainly about getting scholar-

ships to kids,” says Joan Ferrini-Mundy, 

head of NSF’s education directorate, which 

runs the Noyce program, describing the 

program’s short-term goal. “But it’s also 

helping us learn more about learning and 

teaching, and about effective teaching in 

high-needs districts with a diverse popula-

tion. Ideally, you’d want that knowledge to 

feed into the preparation of these teachers.”

“And then they go out into the schools,” 

Ferrini-Mundy explains. “It’s hard for us to 

get our hands around that. And frankly, it’s 

not a major focus for us right now.” 

THE FOUNDATION for the Noyce program 

was laid in the late 1980s by a moderate 

Republican congressman from upstate 

New York named Sherwood Boehlert. 

Boehlert and many other policymakers 

were dismayed by the middle-of-the-pack 

performance of U.S. students on inter-

national tests in science and math, view-

ing it as a warning that the country’s global 

lead in science and innovation was imper-

iled. They were also shocked by the num-

ber of classes taught by teachers who had 

taken few or no math and science courses in 

college. One study found that 55% of 

high school physical science classes and 

28% of middle school math classes were 

being led by teachers with little or no train-

ing in those fields.

So in 1989 Boehlert, now retired, pro-

posed a new scholarship program at NSF 

to train math and science teachers. “By 

offering STEM students prestigious, highly 

competitive NSF scholarships in return for 

teaching,” he told his colleagues during 

floor debate on the bill, “the federal gov-

ernment can both attract top students into 

teaching and send a message about the im-

portance of the field.” Lawmakers agreed 

that NSF was the best federal agency to 

run a program that awards competitive 

grants to universities and lets them choose 

the participants.  

In October 1990, Congress gave its fi-

nal approval, and Noyce was born. (The 

program’s name honors Robert Noyce, co-

founder of Intel and the unofficial “mayor” 

of Silicon Valley, who had died unexpect-

edly earlier that year after a heart attack.) 

But there was no money attached to the 

legislation, and NSF was loath to shift re-

sources from other programs. 

Boehlert didn’t give up, however. In 2001 

he became chair of the House science com-

mittee, and the next year, along with re-

authorizing the Noyce program, he con-

vinced appropriators to put $5 million into 

NSF’s 2003 budget to launch the effort.

Fueled by bipartisan support, Noyce grew 

to $55 million in 2008. The next year its 

budget soared to $115 million, roughly half 

of which came from NSF’s share of stimulus 

spending, the massive, one-time infusion of 

funds to counter the recent financial melt-

down. In recent years, the program’s annual 

budget has plateaued at about $60 million, 

with $61 million set aside in 2015. 

Besides supporting undergraduates and 

career changers like Noyce and Shelton, 

the program offers money to existing teach-

ers, some just learning their way around 

the classroom and others, so-called master 

teachers, who want to hone their 

skills and share their expertise. 

Noyce also gives scientifically in-

clined college freshmen and soph-

omores the chance to spend time 

in the classroom before deciding 

whether they want to become 

teachers. The amount of support 

varies greatly, from the cost of 

tuition and a stipend for full-time students 

to a $10,000-a-year salary stipend for mas-

ter teachers.

THERE ARE MANY REASONS for the cur-

rent dearth of good STEM teachers. De-

spite the terrible job market for academic 

scientists, many mentors of undergraduate 

STEM students still express disapproval if 

one mentions a desire to teach in the public 

schools after graduation instead of pursuing 

a research career. There’s also the low pres-

tige, poor salary, and difficult working condi-

tions attached to the profession. 

“In Wisconsin our political leaders have 

decimated education and made it very un-

attractive for young people to go into teach-

ing,” says Michael Beeth, a science educator 

who runs a Noyce program for career chang-

ers at the University of Wisconsin, Oshkosh. 

“Frankly, at this point it’s hard for me to see 

how you’d make a career of teaching.”

It often takes an external force—a boring 

job, perhaps, or the relocation of a partner—

for a STEM professional to turn to teaching. 

The principal investigators who run Noyce 

programs told the Abt evaluators that re-

cruitment remains their biggest challenge.

That certainly was the case for André 

Green, a chemist and professor of science ed-

“There’s no way I would have forked out 
$28,000 to get trained as a teacher. So yes, 
I would not be teaching without Noyce.”
Tami May, science teacher

Published by AAAS
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ucation at the University of South Alabama 

in Mobile. In his 2009 Noyce application, 

Green had promised to crank out 24 well-

qualified science teachers over 5 years. But 

after getting the $900,000 grant, he wasn’t 

sure how to find them.

May was his first recruit. She was run-

ning a pet-sitting business after hours and 

on the weekends that was more fun—and 

more profitable—than her day job as a lab 

tech, tending mosquito traps. But “science 

comes naturally to me. It’s what I love,” 

she says.

May decided to go back to school for the 

additional training she would need to be-

come an independent researcher. But she 

didn’t know how she would pay for it. Then 

a friend told May that the university, where 

she earned her undergraduate degree in 

2006, had money for people who wanted to 

become science teachers.

“There’s no way I would have forked 

out $28,000 to get trained as a teacher,” 

says May, who is now in her third year at 

Semmes Middle School. “So yes, I would not 

be teaching without Noyce.”

She is happy she made the move. The 

aquarium and terrarium in her classroom 

reflect not just her love of the natural 

world but also its value as a teaching tool. 

“Seventh-graders do vertebrates and adap-

tations, and in eighth grade we do water 

chemistry,” she explains.

But the chance to indulge her passions 

doesn’t mean she expects to stay in teaching 

indefinitely, much less at her current school. 

“Science at our school is barely above an 

elective,” she says. “It’s a core subject, but it’s 

not treated like one.” And that’s when she 

actually gets to teach science. “I’d estimate 

that a third of my time is spent teaching 

them how to be a person—learning man-

ners, organizational skills, and the rest.”

Last year, May applied to the district’s 

science and math magnet school, where 

she says “the kids are higher functioning.” 

But she wasn’t offered a job. And now she’s 

not sure she even wants it. “My heart is get-

ting settled at Semmes,” she says. And she 

doesn’t mind the 20-mile commute from 

the city to the rural school.

Shelton, too, is committed to teaching, 

though perhaps not at his current school.  

He says he had pretty much decided to 

make the switch into teaching before he 

learned about the Noyce scholarship.

“I was working myself to the bone for not 

a lot of money, and not making the world a 

better place,” he says about his job at an en-

vironmental consulting firm. And he didn’t 

balk at the requisite 2-year payback for his 

1-year Noyce scholarship (he graduated in 

2011 from a master’s program at Towson 

University in Maryland), because, he says, 

$115
MILLION
Peak budget 

(FY 2009)

114
Awards made in 

peak year (2009)

78%
Success rate in

peak year (2009)

1130
Total who left program 

and must repay award

86%
Only Noyce teacher 

in their school

Noyce by the numbers
The long-range goals of the Noyce teacher 

training program are hard to quantify. But 

here are some simple metrics for assessing 

the sprawling program.

$490
MILLION

Total NSF investment 

(FY 2003–2015) 

494
Total number 

of awards

37%
Success rate for 

all applicants

8294
Total number of 

recipients (as of 2013)

5008
Teaching in high-needs 

district (as of 2013)

“I knew that I wanted to stay until I got ten-

ure, which is 3 years.”

He expects money and working condi-

tions to play a major role in deciding where 

he teaches after that. “I have a long com-

mute to work in a low-paying district, where 

teachers haven’t gotten a raise in 4 years,” 

he says. And he’s confident he has other 

teaching options. “I drive past three private 

schools on my way to work,” he notes. At 

schools like those, he says, “I could teach 

at a higher level, under better conditions.”

But then he remembers the reason he 

switched careers. “Those kids will probably 

get a great education anyway and go on to 

college,” he says. “So if my goal is to do good 

on a global scale, then maybe I should teach 

kids who otherwise might not even realize 

that college is an option.”

SIMPLY BY REMAINING in the classroom, 

May and Shelton are doing better than some 

Noyce participants. NSF data show that 1130 

would-be teachers (from a 2013 sample of 

8294) have left the program without satisfy-

ing the service requirement and, therefore, 

must repay their awards. How long those 

who do fulfill that requirement actually 

stick with teaching is anyone’s guess. Uni-

versities with Noyce grants are not required 

to track their graduates after they complete 

their service obligation, Ferrini-Mundy says. 

In addition, teachers who move out of the 

district or state are hard to track. There are 

also no data on how long those who stay in 

the profession continue to teach in high-

needs schools. Like May and Shelton, many 

undoubtedly feel the lure of better prepared 

students and better facilities, or simply want 

a shorter commute. 

As important as it is to attract scientifi-

cally trained people into teaching, some 

education experts argue that retaining cur-

rent science teachers may ultimately be 

more important to improving STEM educa-

tion. Researchers have found, for example, 

that as many as one-fifth of high school 

science teachers leave the profession after 

their first year in the classroom. And 5-year 

attrition rates rise to 50% or higher across 

the entire profession. “A leaky bucket means 

not only that there is high attrition, but also 

that you are losing your investment,” says 

Richard Ingersoll of the University of Penn-

sylvania’s Consortium for Policy Research 

in Education.

Ingersoll worries that, by emphasizing re-

cruitment, the Noyce program may not be 

getting the biggest bang for its buck. “That’s 

a lot of money,” he says about the overall 

Noyce budget since the program began. 

“Think what you could do to improve condi-

tions for those already in the classroom with 

that kind of an investment.”

When John Ewing ran the numbers for 

the New York City–based teacher training 

program that he leads, he came to the same 

conclusion. So last year Ewing decided to 

shut down Math for America’s (MfA’s) suc-

cessful fellowship program, which sent a 

small number of well-qualified math teach-

ers each year into New York City schools, 

and switch to supporting the much larger 

pool of excellent teachers who are already in 

the city’s classrooms.

“We liked our fellows. And the program 

was very successful,” says Ewing about MfA, 

which was begun in 2004 by billionaire 

philanthropist James Simons and has now 

spread to seven cities around the country. 

“But training 30 or 40 a year was a blip on 

the national landscape. Now we’re bringing 

in 250 master teachers, and we plan to grow 

to 1000. We think it’s the missing ingredient 

in trying to improve the quality of teachers 

in the country.” 

“You’re not going to attract the best peo-

ple into any profession if the profession it-

self is unattractive,” adds Ewing, who is a 

mathematician and former executive director
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of the American Mathematical Society. He 

notes that teachers lack the peer commu-

nity that is available to faculty members at 

a university. “Teaching is one of the loneli-

est professions,” he says. “That may sound 

weird, because teachers are around stu-

dents all day. But they don’t have much of a 

chance to interact professionally with other 

teachers in the way that almost every other 

profession does.”

Under the new program, the master 

teachers receive $15,000 a year for 5 years 

to create and run workshops for their peers, 

attend seminars taught by professional 

mathematicians, and become models 

and mentors for less-experienced teach-

ers. If Ewing reaches his goal, MfA will 

be supporting roughly 10% of the math 

and science teachers in the city. And 

supporting a master teacher is much 

less expensive than training a new 

teacher, he says, notwithstanding “the 

vast quantities of pizza that they eat.”

James Wyckoff, a professor of educa-

tion and policy at the University of Vir-

ginia in Charlottesville who has studied 

alternative teacher-training programs 

like MfA, thinks that besides acting as 

mentors for existing teachers, master 

the need to adapt to local economic condi-

tions and state education laws. 

“In Michigan, for example, they aren’t 

hiring very many teachers,” explains Levine, 

whose foundation partners with governors 

and school officials in seven states to im-

prove teacher training programs at univer-

sities and offers individual fellowships. “So 

we don’t want to overproduce. Instead, we 

want to work with existing teachers whose 

knowledge has become outdated or who 

are teaching out of field. Michigan also re-

quires interdisciplinary science, and most 

people aren’t trained to teach that.”

Noyce graduates, however, are largely 

on their own once they leave the pro-

gram. NSF data show that 86% of them 

work in schools with no other Noyce-

supported teachers. 

The program continues to receive 

strong support from Congress. And 

poor schools continue to need more 

well-trained STEM teachers. But the ex-

tent to which Noyce can close that gap 

remains an open question.

“We actually know very little about 

what works best and why,” Levine says. 

“We’re doing a lot, but we don’t have 

hard data to back it up.” ■

“Teaching is one of the loneliest 

professions. … [They] are around 

students all day. But they don’t 

have much of a chance to interact 

professionally with other teachers 

in the way that almost every other 

profession does.”
John Ewing, Math for America

May and André Green, who runs the Noyce program at the University of South Alabama, supervise 7th-grade students dissecting a chicken wing.

teachers may point to better ways to train 

new ones. “What are they learning in their 

first 3 to 5 years that makes them better?” he 

asks. “And can those things be learned while 

they are still in school?”

The Woodrow Wilson National Fellow-

ship Foundation in Princeton, New Jersey, is 

also shifting its focus away from attracting 

new blood into teaching and toward help-

ing those already in the classroom, says its 

president, Arthur Levine. The ability to have 

a larger impact on the profession is one rea-

son, says Levine, the former head of Colum-

bia University’s Teachers College, but so is 
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           A
lthough economists, politicians, and 

business leaders have long empha-

sized the importance of entrepreneur-

ship ( 1,  2), defining and characterizing 

entrepreneurship has been elusive 

( 3,  4). Researchers have been unable 

to systematically connect the type of high-

impact entrepreneurship found in regions 

such as Silicon Valley with the overall inci-

dence of entrepreneurship in the population 

( 5– 7). This has important implications: Re-

searchers arrive at alternative conclusions 

By Jorge Guzman1 and Scott Stern1, 2 *

Forecasting and mapping entrepreneurial quality

Where is Silicon Valley?

about roles and patterns of entrepreneurship 

( 8– 10), and policy-makers are given conflict-

ing recommendations about whether or how 

to promote entrepreneurship for economic 

and social progress (11, 12).

To break this impasse, we introduce a 

new method for studying the founding and 

growth of entrepreneurial ventures. Whereas 

most prior studies have focused 

on the quantity of entrepreneur-

ial ventures (e.g., the number of 

new businesses per capita in a given region), 

we focus on characterizing their quality. 

Rather than assume that all ventures have 

an equal ex ante probability of success, our 

method allows us to estimate the probabil-

ity of growth based on information publicly 

available at or near the time of founding.

We implement our approach using for-

profit business registrations in California 

from 2001 to 2011 (13), combined with data 

from the U.S. Patent and Trademark Of-

fice and SDC Platinum [details on data and 

methods are in the supplementary materials 

(SM)]. We estimate outcomes on the basis of 

a small number of start-up characteristics: (i) 

firm name characteristics, including whether 

the firm name is eponymous [named after IL
L

U
S

T
R

A
T

IO
N

: 
O

L
I 

W
IN

W
A

R
D

/
 W

W
W

.O
L

IV
E

R
W

IN
W

A
R

D
.C

O
M

/

INNOVATION ECONOMICS

POLICY

Published by AAAS

 o
n 

F
eb

ru
ar

y 
5,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
F

eb
ru

ar
y 

5,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

F
eb

ru
ar

y 
5,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
F

eb
ru

ar
y 

5,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/


6 FEBRUARY 2015 • VOL 347 ISSUE 6222    607SCIENCE   sciencemag.org

the founder ( 14)], is short or long, is associ-

ated with local business activity or region-

ally traded clusters (e.g., dry cleaning versus 

manufactured goods), or is associated with a 

set of high-technology industry clusters ( 15, 

 16); (ii) how the firm is registered, including 

whether it is a corporation [rather than part-

nership or limited liability company (LLC)] 

and whether it is incorporated in Delaware 

( 17); and (iii) whether the firm establishes 

control over formal intellectual property (IP) 

rights within 1 year of registration ( 18).

To ensure that our estimate reflects the 

quality of start-ups in a location rather than 

assuming that start-ups from a given location 

are associated with a given level of quality, 

we exclude location-specific measures from 

the set of observable start-up characteristics. 

We estimate entrepreneurial quality as the 

probability of achieving a meaningful growth 

outcome—defined as an initial public offer-

ing (IPO) or an acquisition ( 19) within 6 years 

of founding—as a function of these start-up 

characteristics. This predictive, location-

agnostic algorithm can then be used to inde-

pendently characterize the entrepreneurial 

quality of firms and locations.

ESTIMATING ENTREPRENEURIAL QUAL-

ITY. We estimate entrepreneurial quality 

through a logit model with a randomly se-

lected sample of 70% of all firms registered 

in 2001–2006 (keeping the other 30% as a 

test sample). Our model incorporates busi-

ness registration and IP factors in a single 

regression, with all coefficients significant at 

the 5% level ( 20) (table S1). When we look 

at firm name characteristics, eponymous 

firms are more than 70% less likely to grow 

than noneponymous firms, whereas firms 

with short names are 50% more likely to 

grow than firms with long names, and firms 

that include words associated with high-

technology clusters are 92% more likely to 

grow than others. Looking at legal form and 

IP, corporations are >6 times more likely to 

grow than noncorporations, and firms with 

trademarks are >5 times more likely to grow 

than nontrademarked firms. Patenting and 

Delaware jurisdiction play an outsized role: 

Each alone is associated with a >25 times in-

crease in the probability of growth relative 

to not being present. When both are present 

at the same time, there is nearly a 200 times 

increase in the probability of growth.

As a validation test, we estimate entre-

preneurial quality for the test sample with-

held from the original regression and so 

1Sloan School of Management, Massachusetts Institute of 
Technology, Cambridge, MA 02142, USA. 2National Bureau 
of Economic Research, Cambridge, MA 02138, USA. *E-mail: 
sstern@mit.edu
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compare our predictions of 

entrepreneurial quality to the 

actual outcome distribution. 

Our estimate of entrepreneur-

ial quality is strongly related to 

out-of-sample outcomes: 76% of 

all growth outcomes in the test 

sample are within the top 5% of 

the distribution of estimated en-

trepreneurial quality, with 56% 

drawn from the top 1% of that 

distribution (fig. S1). Highlight-

ing the extreme uncertainty as-

sociated with entrepreneurship, 

growth is still rare: Even within 

the top 1% of estimated entre-

preneurial quality, the average 

firm has only a 5% chance of re-

alizing a growth outcome. This is 

consistent with recent findings 

that start-up growth is skewed 

relative to overall firm growth—

Gibrat’s law ( 21).

M  A   P P   I  N  G  E   N  T  R  E  P  R  E  N  E   UR-

SHI P . T h e c e n t e r p i e c e o f o u r 

analysis focuses on recent co-

horts before a growth outcome 

has occurred (i.e., all start-ups 

from 2007 to 2011). We estimate 

the entrepreneurial quality for 

each firm and then calculate 

the average estimated quality 

of firms by city and, separately, 

by ZIP Code. These scores can 

be interpreted as the expected 

number of growth outcomes per 

1000 start-ups in the 2007–2011 

cohorts.

Average quality across mu-

nicipalities is shown in the first 

figure. Silicon Valley stands out 

from other regions across California: Start-

ups in Menlo Park, Mountain View, Palo 

Alto, and Sunnyvale have 20 times the aver-

age quality of the median city and 90 times 

that of the lowest-ranked cities in Califor-

nia. Among large cities, San Francisco regis-

ters an entrepreneurial quality level nearly 

8 times that of Fresno. 

Entrepreneurial quality is mapped for the 

San Francisco Bay area at the ZIP Code level 

in the second figure. The quality of entre-

preneurial activity is distinctively higher in 

the area that ranges just north of San Jose 

through San Francisco, with a contiguous 

mass of intense entrepreneurial quality from 

just southeast of Google (and the founding 

location of Fairchild) through Milbrae and 

Burlingame. In contrast, the Los Angeles 

region has a much lower level of entrepre-

neurial quality (fig. S2). Large economic ar-

eas can vary significantly in their quality. We 

investigated the statistical relation between 

quality and quantity (fig. S3): At best, the re-

lation is weak and noisy. Intriguingly, across 

regions, entrepreneurial quality is centered 

around research institutions, such as univer-

sities and national laboratories. Stanford is 

at the heart of Silicon Valley, and University 

of California (UC) Berkeley; Lawrence Liver-

more; Caltech; University of California, Los 

Angeles (UCLA); and UC Irvine each host a 

region of distinctive entrepreneurial quality.

IMPLICATIONS. By focusing on entrepre-

neurial quality, we can evaluate more clearly 

the role of location and institutions in firm 

growth. For example, our method allows us 

to estimate a locational entrepreneurship 

“premium” as the difference between real-

ized and expected growth outcomes for a 

region. Between 2001 and 2006, Silicon Val-

ley had 60% more actual growth events than 

predicted by our model, whereas Los Ange-

les registered 13% fewer than predicted.

Our method can be extended to evaluate 

entrepreneurial quality at arbitrary levels of 

geographic aggregation (e.g., a specific street 

in Palo Alto) (fig. S4). This facilitates fine-

grained analysis of entrepreneurial dynam-

ics ( 22), distinguishing empirically (although 

not causally) between locations at a high 

level of granularity.

Finally, beyond our characterization of 

Silicon Valley in the aggregate, our results 

highlight the role of research institutions 

as centers of entrepreneurial quality. Char-

acterizing the two-way relation between en-

trepreneurial quality and scientific research 

activity is a promising agenda for future re-

search. Although one would need to be cau-

tious about using these estimates as a policy 

tool (for example, one could imagine “gam-

ing” of various sorts), clarifying the condi-

tions that facilitate positive growth outcomes 

has important implications for policy-makers 

and regional stakeholders.
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          T
he lymph node is a highly structured 

organ optimized for generating adap-

tive immune responses. Lymph fluid 

carrying pathogens and their antigens 

from infected tissue is first distrib-

uted into a large cavity just beneath 

the node’s surface, which is populated by 

a dense layer of specialized macrophages. 

These subcapsular sinus (SCS) macrophages 

filter incoming lymph, capture pathogens, 

and relay pathogen-derived antigen to B 

cells in subjacent follicles, provoking them 

to produce antibodies (see the figure). At the 

original infection site, migratory dendritic 

cells (DCs) are activated, acquire antigen, 

and deliver it to the node through the lymph, 

generating a secondary wave of immune cell 

activation. Until now, this influx of DCs has 

been viewed as beneficial to the host, as they 

activate T cells within the node’s paracortex. 

However, on page 667 of this issue, Gaya et 

al. ( 1) demonstrate that incoming DCs can 

be harmful. These cells can disrupt the SCS 

macrophage layer and reduce the host’s abil-

ity to mount a humoral (antibody) response 

to a secondary pathogen.

Resident antigen-presenting cells in the 

lymph node are commonly classified into 

two major subsets: DCs and macrophages. 

Both populations are a complex, hetero-

geneous mixture of cells with somewhat 

nebulous differences and overlapping ca-

pabilities. Even so, it is clear that different 

cellular subsets within each population 

preferentially localize to distinct regions of 

the lymph node where they can optimally 

activate discrete aspects of immune re-

sponses ( 2). For example, CD8α DCs reside 

in the interior of the node, are efficient ex-

ogenous antigen gatherers, and are needed 

for optimal T cell activation after viral in-

fection ( 3). Several subsets of DCs are not 

present (in appreciable numbers) in steady-

state lymph nodes, but traffic to nodes from 

peripheral tissue sites after infection or 

inflammation. Because activation, and par-

ticularly migration, take time, hours to days 

may elapse before immigrant DCs can in-

fluence the immune response. It is unclear 

how these migratory DCs precisely navigate 

nodal architecture to situate themselves in 

the node’s interior; however, their arrival 

is essential for eliciting maximal T cell re-

sponses to many pathogens ( 4).

SCS macrophages, typically distinguished 

by the expression of the cell surface marker 

CD169 and the absence of F4/80 (found on 

medullary macrophages in the node), form 

a sessile, carpet-like layer along the floor 

of the SCS. After subcutaneous injection of 

viruses or antigen-antibody immune com-

plexes, SCS macrophages transfer antigen 

on cellular processes to closely apposed B 

cells that lack direct access to SCS contents 

( 5– 8). This antigen-capture process both ac-

tivates B cells and removes infectious mate-

rial from the lymph, preventing entry into 

the bloodstream. Accordingly, depletion 

of SCS macrophages from the node before 

infection can result in failure to control 

pathogen dissemination, leading to the in-

fection of distal organs ( 6,  9,  10).

Although carefully scrutinized previously 

with primary infection models, the behavior 

and function of SCS macrophages have not 

been systematically followed for extended pe-

riods after infection. To close this gap, Gaya 

et al. used sophisticated techniques to image 

skin-draining murine lymph nodes 1 week 

after cutaneous infection with a variety of 

pathogens (including Staphylococcus, group 

B Streptococcus, and vaccinia virus). Intrigu-

ingly, the authors observed fragmentation 

of the SCS macrophage layer after infection 

with any of the pathogens, with as much as 

80% of the layer disrupted. Gaya et al. also 

assessed the ability of various additional 

stimuli to deplete the SCS macrophage layer. 

Whereas the injection of inert beads or dead 

There goes the macrophage 
neighborhood
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Migrating dendritic cells disrupt lymph node macrophages 
and limit the immune response to secondary infection
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virus left SCS macrophages intact, delivery of 

agonists (microbe-derived products) of toll-

like receptors altered SCS macrophage con-

tinuity. Activation of toll-like receptors leads 

to the production of inflammatory cytokines, 

DC maturation, and DC migration. Thus, in-

flammation, rather than particulate-carrying 

lymph per se, is needed for this dramatic 

breakdown in lymph node architecture.

Remarkably, lymph nodes can expand to 

at least 10-fold their original volume within 

a few hours of infection—a feat dependent 

upon DCs ( 11,  12). Gaya et al. ruled out SCS 

macrophage disruption as a generalized 

consequence of nodal expansion by unlink-

ing nodal expansion and the ability of DCs 

to respond to inflammation. Only nodes with 

immigrating DCs exhibited SCS macrophage 

discontinuity. Disruption of the SCS macro-

phage layer was attributed both to macro-

phage death and to macrophage migration 

into the interior of the node. Because most 

of the stimuli Gaya et al. studied do not in-

fect and/or otherwise kill macrophages, these 

observations raise questions regarding the 

precise mechanism for displacement of the 

SCS macrophage layer by DCs. If this event is 

simply a consequence of macrophage distur-

bance by incoming DCs as they traverse the 

SCS floor, then migration would have to be 

remarkably equitably distributed above areas 

of the node that typically do not house large 

numbers of migratory DCs (e.g., the B cell fol-

licles) ( 2). Alternatively, rather than displac-

ing macrophages, incoming DCs might signal 

them to migrate as well.

How well does a fragmented SCS macro-

phage layer function in generating an anti-

body response to secondary infections? Not 

very. Gaya et al. transferred B cells deficient 

in toll-like receptor 9 into normal mice. De-

livering an activating signal for the receptor 

to disrupt the SCS macrophage layer (without 

activating the transferred B cells) decreased 

B cell capture of subsequent lymph-borne 

antigen by a factor of 15. Further, B cells re-

sponding to secondary infection after SCS 

macrophage disruption generated dimin-

ished numbers of germinal center B cells and 

fewer antibody-secreting cells.

The evolutionary advantage of reduced 

responses to temporally proximal secondary 

challenges is puzzling. Perhaps disrupting 

SCS macrophage function focuses immune 

responses on the primary pathogen or plays 

an essential role in this response. Indeed, 

the centripetal movement of pathogen-

laden macrophages in the lymph node 

could be an important source of antigen 

for follicular DCs, driving the development 

of B cells (antibody affinity maturation). A 

non–mutually exclusive possibility is that, 

because inflammation alone can trigger 

SCS macrophage disruption and shut down 

antibody responses, this phenomenon may 

minimize autoimmune responses that de-

velop after lymph drainage of self-antigens 

that are liberated during chronic inflamma-

tory responses.            ■
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          M
easuring temperature has become 

commonplace since Fahrenheit, 

Celsius, and others introduced ther-

mometers and temperature scales 

in the 18th century. However, the 

definition of temperature is not at 

all obvious, as it is now described as a sta-

tistical quantity given by the rate of change 

of entropy with respect to the internal en-

ergy of a system with volume and number of 

particles held constant. This is by itself not 

an easy concept to grasp. In addition, deter-

mining temperature raises thermodynamical 

questions when considering systems with 

further and further reduced dimensions ( 1). 

Consequently, measuring temperature at the 

nanoscale constitutes a challenge in many 

fields of science and technology. On page 629 

of this issue, Mecklenburg et al. ( 2) report 

how they have elegantly met this challenge.

In practice, one has to invent or adapt a 

new form of thermometry, sensing at the 

relevant spatial scale the variation of a mea-

surable physical property such as electrical 

resistivity, color and/or intensity of photon 

emission, and volume and/or pressure. As 

even smaller scales are considered, it is also 

important to use a noninvasive geometry, 

avoiding the introduction of a tempera-

ture gradient between the thermometer 

and the material to be measured. Several 

approaches describe promising routes to 

nanoscale thermometry. They markedly 

depend on the environment under study 

(inorganic versus organic), the temperature 

range of concern, and the required sensitiv-

ity in position and in temperature.

As an example, for nanometer-scale ther-

mometry in a living cell, the temperature 

dependence of the electron spin resonance 

signal associated with the nitrogen-vacancy 

color centers in nanodiamonds was mea-

sured ( 3). The length scale of this tech-

nique is ~200 nm under confocal optical 

microscopy, while the accuracy of this type 

of sensor is quite high (~50 µK) in the tem-

perature domain of interest for the study of 

living materials (around 25°C).

The transmission electron microscope 

(TEM) is the preeminent instrument for 

observing, analyzing, and measuring at the 

subnanometer scale. Consequently, temper-

ature indicators on a specimen prepared as 

a thin foil have been sought in the differ-

ent signals (images of atomic structure, 

lattice parameters in diffraction patterns) 

that TEMs deliver, but so far without prac-

tical development. Electron energy-loss 

spectroscopy (EELS) is another important 

channel of information. As early as 1956, 

Watanabe ( 4) pointed out that the energy 

of the bulk plasmon line (that is, the collec-

tive response of the quasi-free electrons in 

the solid) should depend on the tempera-

ture through the associated volume expan-

sion and consequent reduction in electron 

density. But this was undetectable by his 

instrument at that time. More recently, the 

volume plasmon energy in aluminum was 

measured over the range of temperature 

between –175° and 500°C, with a high-res-

olution energy-loss spectroscopy TEM ( 5). 

From the results, it seems that the variation 

in energy loss of the plasmon line for this 

element is ~0.5 to ~0.6 meV/K, the detec-

tion of which constitutes a challenge. Fur-

thermore, in these early studies, the spatial 

resolution was not mentioned, although 

Seah and Smith ( 6) argued for the use of 

plasmons as “quanta for microregion tem-

perature measurement” after an analysis 

of the shifts in the plasmon loss energies 

measured in the reflection EELS spec-

trum of 1-keV electrons from the surface of 

pure tin.

Mecklenburg et al. report the two-dimen-

sional mapping, with ~5-nm resolution, of 

the temperature variation in a serpentine 

aluminum microdevice that can be locally 

heated (see the figure). In a scanning TEM 

(STEM) environment, they measure the 

value of the energy loss associated with 

the excitation of the plasmons, for each 

position of the primary electron probe on 

the specimen. The recorded EELS spectra 

encompass both the zero-loss peak and the 

plasmon peak at 15.2 eV, which exhibit typi-

cal full width at half-maximum in the 1-eV 

range (i.e., much broader than the scale 

required for useful thermometry). Conse-

quently, a specific procedure for handling 

the data has been established: It consists 

in measuring the center of the plasmon 

peak, best-fitted to a Gaussian curve, and 

deducing from its relative variation with 

respect to a reference spectrum, recorded 

at temperature T
0
, the associated change 

in temperature T – T
0
. The accuracy in T 

measurement (standard deviations of ~3 to 

~5 K) is made possible by averaging over 

Taking temperature at the nanoscale

Getting the temperature spot-on. The chain of components from the electron beam source in the electron 

microscope to the display of the temperature of a nanoscale area of the specimen.
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several tens of pixels in the image (typi-

cally 64) and by the high signal-to-noise 

ratio in the spectra. The authors extensively 

describe the sources of errors, both of a 

statistical nature at different stages of the 

data processing (signal, plasmon energy, 

temperature) and of an intrinsic nature due 

to the specimen itself (nonhomogeneity of 

the specimen, role of gain boundaries, in-

fluence of thickness variations). They also 

justify the noninvasive character of their 

thermometer, noting that the current in 

the electron probe should not provoke an 

appreciable temperature rise in a thermal 

conductor about 100 nm thick. The tech-

nique paves the way for a more thorough 

investigation of the factors governing the 

spatial resolution, as it distinguishes those 

contributions related to the measurement 

technique (delocalization arising from the 

use of a high-energy electron beam) from 

those associated with the quantity (tem-

perature) under measurement depending 

on the local transport of heat via electrons 

or phonons.

Another emerging application of STEM-

EELS, made accessible by the implemen-

tation of monochromators, is that of 

vibrational spectroscopy ( 7). In the case of 

high-angle impact scattering of incident 

electrons on the nuclei of the specimen, the 

same type of data processing as that used 

by Mecklenburg et al. could provide a way 

to the mapping of masses and isotopes with 

atomic resolution ( 8). To distinguish 12C 

from 13C, for instance, it would be necessary 

to measure shifts of a few milli–electron 

volts on the center of characteristic peaks 

situated in the tens of milli–electon volts 

loss range.

The work of Mecklenburg et al. opens 

new routes for pushing the limits in the 

micro (nano)-electronics domain. In par-

ticular, the combination of fabrication 

techniques for devices of smaller sizes and 

STEM instruments with aberration correc-

tors for the probe (more current in a probe 

of given size) and with monochromators 

(with typical 10-meV energy resolution 

giving access to the natural width of the 

involved excitations) could enable funda-

mental studies of the quantum aspects of 

heat conductance.          ■ 
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          T
he hippocampus is the brain region 

where spatial maps of our surround-

ings are encoded. A specific location 

will activate a set of neurons called 

place cells to represent the particular 

place. What happens as the number 

of environments encountered increases? 

Does the hippocampus continually create 

and store distinct independent “maps” for 

each locale, or can place cells be recruited 

for more than one map to generalize across 

locales? It appears that both mechanisms 

contribute in unique ways.

At any given position of space, a subset of 

hippocampal pyramidal cells is active (hence 

they are called “place cells”), and the firing 

fields of single neurons (“place fields”) can 

be regarded as units of spatial representa-

tion ( 1). Collectively, the active sets of place 

cells track the position of the animal in the 

environment, and thus they are hypoth-

esized to provide a “code” for space. But the 

exact nature of this code is unknown.

Several overlapping stories emerged 

recently about the statistical structure of 

hippocampal neuronal activity (firing pat-

terns) and its relationship to “coding” for 

the environment ( 2– 5). The activity of place 

cells when an animal (rat) experiences a 

small, large, new, or familiar environment 

demonstrates that although the majority 

of these neurons have single place repre-

sentation, a small minority can have many 

(see the second figure). Analyses of the ob-

served skewed distribution of place fields 

and other log-like features of the firing pat-

terns of hippocampal neurons offer a link 

between physiological organization and 

the long-known Weber-Fechner law of psy-

chophysics, which describes our subjective 

perceptions on a logarithmic scale. Accord-

ingly, when the stimulus strength is multi-

plied, the strength of our perception is only 

additive.

To examine the relationship between 

neuronal firing patterns in the hippocam-

pus and the nature of representation of the 

environment, rats were tested in a familiar 

open field, a linear maze, and a radial arm 

maze. Although the majority of CA1 and CA3 

pyramidal neurons had single place fields, a 

small fraction fired at multiple locations ( 2). 

Thus, both the majority and the minority 

of hippocampal neurons tiled the environ-

ments and the distribution of space cover-

age by individual place cells was strongly 

skewed (see the second figure). The within-

place field firing rates of individual neurons 

were also skewed and followed a lognormal 

form (i.e., a bell-shaped distribution on a log 

scale). In turn, firing rates correlated with 

both the number and size of place fields ( 5).

In a given environment, only a fraction 

of pyramidal neurons are active. Will every 

neuron eventually become a place cell if the 

animal explores a large environment? An-

other recent study explored this question 

by training rats to run an expandable maze 

track with lengths of 3, 10, 22, and 48 m in 

the same large room ( 3). Place cells active 

on the short tracks could form additional 

place fields for larger tracks, as new place 

cells were recruited from the pool of silent 

hippocampal cells. The number of fields 

formed by the CA1 pyramidal neurons was 

strongly skewed: A few neurons had many 

fields, whereas many neurons had only one 

or none. By increasing the maze length, the 

place fields showed a log-like recruitment, 

and extrapolation from the observed distri-

butions suggested that nearly all hippocam-

Our skewed sense of space

Weak inputs Strong input

Mixed messages. Neurons with multiple place fields 

have higher firing rates than the majority of neurons 

with single place fields. Thus, neurons downstream 

of the hippocampus receive a mixed message—the 

majority of weakly active neurons convey information 

about the distinctness of the environment, whereas the 

strongly firing minority suggests similarity.

By GyÖrgy Buzsáki 
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that supports the brain’s spatial mapping capacity
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Skewed distribution. The number of place fields per neuron (place cell) in the hippocampus shows a skewed distribution with most place cells having none or one place field, 

whereas a minority have several place fields. This distribution is present in an open environment (shown as a linear maze), radial arm maze, large room [presented as linear tracks 

of increasing size in a single room ( 3)], or in multiple rooms [new or familiar ( 4)].

pal pyramidal cells would be active in an 

environment with a diameter of ~1 km.

In another study, investigators asked 

whether independent place cell codes are 

present in multiple environments ( 4). Rats 

were placed in one familiar box as well as 

in 10 new boxes, each placed in a different 

room. Most CA3 pyramidal neurons fired 

only in a single box, but a small minority 

fired in all or multiple boxes, showing a log-

normal distribution of the overlap of neu-

ronal activity in the different rooms. Thus, 

although the hypothesis of completely in-

dependent (or “orthogonal”) representa-

tion is supported by the majority of place 

cells with single-room activity, the “heavy 

tail” of distributions containing ~15% of the 

neurons active in multiple rooms suggests a 

more complex picture.

Overall, these studies ( 2– 5) demonstrate 

that the skewed distribution of place fields 

is a general rule, irrespective of the nature 

or size of the testing environment. What 

could be the advantages of the skewed dis-

tributions for coding for space? From the 

perspective of independent coding ( 6), the 

minority of neurons with multiple place 

fields are regarded as “noise” or imperfec-

tion of the system. But when other physi-

ological features of the heavy “tail-forming” 

minority are also considered, a different 

picture emerges. The small subset of place 

cells is not only more active in multiple en-

vironments, but their firing rates are higher, 

they emit more spike bursts (i.e., a higher 

proportion of spikes with interspike inter-

vals less than 6 ms), and their place fields 

are larger than those of the majority neu-

rons ( 4,  5).

The higher mean firing rates of the ac-

tive minority within their place fields cor-

relate with their firing rates during sleep in 

the animal’s home cage ( 5). Furthermore, 

the diligent minority fires synchronously 

with other neurons more frequently in all 

brain states during both sleep and wak-

ing than the slower-firing majority and 

critically, it exerts a relatively stronger and 

more effective excitation on its targets. The 

distribution of the magnitude of collective 

population firing pattern is also lognormal 

( 5). The consequence of this population or-

ganization is that in the physiological time 

frames of theta oscillations and sharp wave 

ripples of neuronal activity ( 4,  5), approxi-

mately half of the spikes emitted by the hip-

pocampal neurons are contributed by the 

active minority; the remaining half are con-

tributed by the great majority of neurons 

with single place fields. This mixed output 

is what the downstream observer-classifier 

neurons of the hippocampal output must 

use to generate action (see the first figure).

This emerging picture of hippocampal dy-

namics suggests that neurons at the opposite 

ends of the distributions may convey differ-

ent but complementary types of information. 

The ever-active minority of place cells may 

be responsible for generalizing across envi-

ronments and affords the brain the capacity 

to regard no situation as completely un-

known because every alley, mountain, river, 

or room has elements of previously experi-

enced similar situations. In many situations, 

this minority provides the “best guess” of 

the hippocampus and offers “good enough” 

solutions to get by. On the other hand, the 

majority of less active neurons constitute a 

large reservoir that can be mobilized ( 7) to 

precisely distinguish one situation from an-

other and incorporate novel ones as distinct.

The distribution of synaptic strengths, 

neuron firing rates, population synchrony, 

axon conduction velocity, and macroscopic 

connectivity of neuronal networks through-

out the brain displays a skewed, typically log-

normal form ( 8,  9). The relationships among 

these multilevel skewed distributions need 

to be explored to better understand network 

operations that underlie brain function. An 

important practical implication of these 

recent studies is that analyzing physiologi-

cal data by parametric statistics is a viola-

tion because most variables are skewed. The 

theoretical implication is that brain dynam-

ics supported by lognormal statistics may 

be the neuronal mechanism responsible for 

Weber-Fechner (log) perceptions, including 

our sense of space.          ■
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          C
ell-fate decisions are orchestrated by 

global changes in gene expression, 

some of which are driven by epigen-

etic alterations, often including meth-

ylation of DNA. Embryonic stem cells 

(ESCs) have been used to decipher 

many of the critical factors underlying cell-

fate decisions. Mouse ESCs exist in several 

different pluripotent states, notably naïve or 

ground-state ESCs and primed epiblast stem 

cells (EpiSCs), which resemble pre- and post-

implantation–stage embryos, respectively 

( 1,  2). New research now reveals another 

role for nucleic acid methylation in stem 

cell–fate determination, but of RNA rather 

than DNA—at position six of the adenosine 

base (m6A). Two recent papers, by Geula et 

al. ( 3) in Science Express and Batista et al. 

( 4), show that m6A is involved in regulating 

stem cell maintenance and cell-fate deci-

sions through its modulation of RNA stabil-

ity and translation.

In eukaryotes, m6A represents an abun-

dant RNA modification that is conserved 

across many different species, ranging from 

plants, to yeast, to mammals ( 5). Similar to 

the 5-methylcytosine modification of DNA, 

m6A is a reversible chemical modification 

of RNA. The mark is deposited by a het-

erodimer of methyltransferase-like 3 and 14 

(Mettl3 and Mettl14) and can be removed 

by the RNA demethylase enzymes FTO and 

ALKBH5 ( 5). However, until recently, it re-

mained unclear whether m6A has any func-

tional role in stem cell homeostasis.

Geula et al. and Batista et al. indepen-

dently depleted Mettl3 in mouse and hu-

man ESCs and found that Mettl3-depleted 

ESCs are “locked” in their self-renewal 

state; they fail to undergo differentiation 

in vitro or in vivo [results that are contrary 

to a previous report ( 6)]. Geula et al. ex-

tended these observations and found that 

genetically modified mice lacking Mettl3 

(Mettl3–/–) are embryonic lethal. Mettl3–/– 

mouse embryos retain expression of plu-

ripotency markers (e.g, Nanog), but fail to 

undergo lineage differentiation and die at 

the postimplantation stage. These observa-

tions suggest that Mettl3–/– ESCs display a 

state of “hyperpluripotency” and indicate 

that m6A is necessary to execute lineage 

commitment.

m6A has previously been detected in 

different RNA species, including mRNAs, 

noncoding RNAs, ribosomal RNAs, transfer 

RNAs, and small nucleolar RNAs. The two 

groups carried out transcriptome-wide map-

ping of m6A sites (“m6A-seq”) in ESCs using 

a specific antibody against the modification. 

They found that m6A is located mainly at 

conserved RRACU motifs (where R is G or A) 

enriched around the stop codon of protein-

coding mRNAs, and the last exon of non-

coding RNAs. These data confirm previous 

m6A mapping studies in somatic cells and 

indicate that the RRACU motif is the prin-

cipal methylation site in widely different 

cell types and across many species ( 7). The 

largest proportion of m6A sites are similar 

between ESCs and their differentiated lin-

eages; only a small number of transcripts 

are methylated in a cell-type–specific man-

ner. Nonetheless, in the absence of methods 

to accurately quantitate the ratio of methyl-

ated to unmethylated transcript, differential 

or cell type–specific methylation patterns 

should be interpreted with caution. Notably, 

Mettl3/14 expression does not change during 

differentiation.

Both Geula et al. and Batista et al. tackled 

the question of how m6A affects ESC dif-

ferentiation. They showed that the modi-

fication is negatively correlated with RNA 

stability and, to a lesser extent, with the 

translation rate. The majority of pluripo-

tency gene transcripts, such as Klf2, Klf4, 

and Esrrb, are RNA-methylated in ESCs. 

For ESCs to commit to differentiation, the 

concentration of core pluripotency fac-

tors has to drop below a critical threshold 

level. Depletion of m6A results in elevated 

transcript levels through RNA stabilization 

and increased protein abundance that are 

sufficient to sustain stem cell self-renewal 

and impair lineage commitment. Geula et 

al. also report differential al-

ternative splicing in Mettl3–/– 

ESCs, but the implication 

of this observation for ESC 

differentiation is presently 

unclear.

The m6A mark is recog-

nized by a number of m6A 

binding factors in the cell. 

YTH domain–containing pro-

teins and the HUR protein 

differentially interact with 

m6A-containing RNA. The 

m6A-binding YTH domain 

is conserved from yeast to 

humans. Some YTH do-

main–containing proteins 

(Ythdf1-3) are involved in 

regulating RNA stability, 

whereas others (Ythdc1) play 

a role in regulating RNA 

splicing ( 6,  8,  9). The out-

come of m6A methylation on 

mRNA fate therefore strongly 

Mettl3 function in embryonic stem cells and in RNA metabolism. (A) A Waddington epigenetic landscape illustrating that ESCs can 

take on different cell fates that have different epigenetic states (shown as valleys). In the absence of m6A RNA methylation (by depleting 

either Mettl3 or Mettl14 enzymes), ESCs continue to self-renew and fail to undergo differentiation to EpiSCs and other differentiated 

lineages. (B) The Mettl3/14 heterodimer acts as a “writer” that marks the mRNAs (shown as wavy lines) with m6A (red labels). m6A 

regulates different steps of RNA metabolism, including RNA half-life and stability. In the absence of m6A, RNA abundance of pluripotency-

promoting genes increases, which impairs differentiation. [Panel B modified from model originally presented by Waddington ( 11).]
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          I
n the 1990s, when quantum confined col-

loidal semiconductor nanocrystals (NCs, 

or quantum dots) were first synthesized 

with narrow size distributions, there 

was an explosion of effort to harness 

their bright and narrow luminescence 

for optoelectronic devices and fluorescence 

labeling ( 1). However, the surfactant ligands 

that stabilized NCs also influenced their 

electronic structure and optical properties. 

Encapsulating the NC cores within an insu-

lating inorganic shell reduced the effect of 

surface structure on charge recombination 

( 2) and forced the radiative recombination 

of photoexcited charges. These structures 

greatly increased the photoluminescence 

quantum yield (PLQY) and enabled their re-

cent use in liquid crystal displays. However, 

PLQYs of core-shell nanocrystals remain 

sensitive to their surfaces and if NCs are to 

be useful within electrical devices, such as 

photovoltaic (PV) cells, the complex relation 

between their surface structure and their 

frontier orbital structure must be better 

understood.

Surface atoms of NCs have lower coor-

dination than bulk atoms, which results in 

weaker bonds that in turn create electronic 

states within the semiconductor band gap 

that trap photoexcited charges before they 

can radiatively recombine. Surfactant li-

gands coordinate to surface atoms, which 

strengthens their bonding, and “passivates” 

these midgap electronic states, and enables 

luminescence. Thus, tailoring the ligand 

shell for its interactions with the surround-

ing medium, be it cellular cytoplasm or the 

conducting matrix of a light-emitting diode 

(LED), will influence the surface-derived 

electronic structure and the optical perfor-

mance. Similarly, surface trap states define 

the lowest energy path for charge transport 

( 3). Both effects limit the efficiencies of NC 

PV cells, LEDs, and photodetectors.

The influence of ligation on electronic 

structure makes surface coordination chem-

istry critically important in NC science. Den-

sity functional theory (DFT) simulations of 

surface ligand interactions can be informa-

tive, but experimental structures have only 

recently reached sufficient accuracy to en-

able realistic DFT studies ( 4). Untangling the 

atomic structure of NC facets requires meth-

ods beyond the ones used with bulk single-

crystal surfaces, many of which work well 

only in ultrahigh vacuum and with well-or-

dered, flat surfaces. Thus, two key questions 

remain: What is the nature of the surface li-

The coordination chemistry of 
nanocrystal surfaces

By Jonathan Owen 

The luminescence and electronic properties of inorganic 
nanocrystals depends on surface-layer structure

NANOCRYSTAL STRUCTURE

Department of Chemistry, Columbia University, New York, NY, 
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depends on the biological function of the 

“reader” that interacts with that particular 

RNA sequence. Thus, differential cell- and 

state-specific expression or binding of “read-

ers” may appreciably affect the functional 

readout of the m6A methylome. Currently, 

it is not known whether other protein do-

mains can bind to m6A or whether different 

YTH-domain proteins display differential 

binding depending on the sequence context 

of m6A sites.

Mettl3 is not the only m6A-methyltrans-

ferase; both groups detected low amounts 

of m6A in Mettl3–/– ESCs. Moreover, Geula 

et al. observed that ESCs in which the gene 

encoding Mettl3’s binding partner Mettl14 

is eliminated lose m6A to a similar extent 

as Mettl3–/– cells and display similar in vi-

tro differentiation defects. Reducing the 

expression of other regulatory proteins of 

the Mettl3/14 methyltransferase complex, 

namely WTAP and KIAA1429, resulted in 

the most prominent decrease of m6A levels 

in somatic cells, suggesting that they have 

an important role in m6A deposition ( 7). 

Whether depletion of these and other mem-

bers of the m6A-methytransferase complex 

in ESCs or during embryonic development 

results in phenotypes similar to those of 

Mettl3–/– remains to be determined.

The findings of Geula et al. and Batista 

et al. open a new avenue for stem cell re-

search. Whether and how RNA methyla-

tion regulates homeostasis of adult stem 

cells should be a fertile area of investiga-

tion. For example, genetic variations in the 

m6A-demethylase FTO have been linked 

to cancer, obesity, and metabolic disorders 

( 10). Whether aberrant RNA methylation or 

defects in “writers,” “readers,” or “erasers” 

affect differentiation of adult stem cells and 

lead to disease are exciting questions for the 

field. Taken together, these studies highlight 

a role for m6A as an important posttran-

scriptional regulator of cell-fate decisions. 

It is interesting to note that there are about 

100 different covalent RNA modifications, 

and only now are we beginning to uncover a 

functional role for some of them. It might be 

that m6A represents the tip of the iceberg in 

a new era of “epitranscriptomics.” ■  
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Surface-ligand chemistry. (A) Examples of several 

ligand exchange reactions are shown. (B) The 

coordination of different types of ligands in Green’s 

formulation (4) to metal-chalcogenide nanocrystals 

(NCs, such as cadmium selenide) are illustrated. R is an 

alkyl group; Bu is n-butyl.
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          I
n November and December 2014, highly 

pathogenic avian influenza (HPAI) vi-

ruses of the H5 subtype originating from 

China were detected in poultry and wild 

birds in various countries of Asia and 

Europe, and, for the first time, in North 

America. These incursions of newly emerg-

ing HPAI H5 viruses constitute a threat 

to animal and potentially human health 

and raise questions about the routes of 

transmission.

Wild birds of the orders Anseriformes 

(ducks, geese, swans) and Charadriiformes 

(gulls, terns, waders) are the natural res-

ervoir for low pathogenic avian influenza 

(LPAI) viruses. On the basis of viral hemag-

glutinin (HA) and neuraminidase (NA) pro-

teins, these viruses are classified into 16 HA 

subtypes and nine NA subtypes, found in 

numerous combinations such as H5N1 and 

H5N8. LPAI viruses generally do not cause 

substantial disease in wild birds and poultry. 

However, viruses of subtypes H5 and H7 can 

evolve into HPAI viruses upon introduction 

into poultry, causing up to 100% mortality in 

poultry species. Historically, HPAI outbreaks 

in poultry have been controlled rapidly by 

methods such as mass culling. However, 

since 1997, HPAI H5N1 viruses that share a 

common ancestral virus (A/Goose/Guang-

dong/1/96, GsGd) have continued to cause 

outbreaks in poultry populations. These 

outbreaks were associated with the first re-

corded cases of human infections with H5 

influenza viruses and with spillback of HPAI 

viruses to wild birds.

HPAI H5N1 viruses of the GsGd lineage 

were first detected in poultry in Hong Kong 

in 1997. They resurfaced in 2001 and 2002, 

with frequent outbreaks in poultry in nu-

merous Asian countries since 2003. In 2005, 

the viruses were detected during mass die-

offs of wild birds in Mongolia, followed by 

reports in poultry and wild birds in Rus-

sia and Kazakhstan; the virus then spread 

across Europe, the Middle East, Asia, and 

How a virus 
travels the 
world
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INFECTIOUS DISEASEgand interaction, and how do these interac-

tions influence the frontier orbital structure 

and the fate of excited charge carriers?

Early investigations of II-VI NCs—in 

particular, cadmium selenide synthesized 

in tri-n-octylphosphine oxide—concluded 

that the dominant ligand type is a datively 

bound, neutral donor, a so-called L-type 

ligand (see the figure) ( 5). Langmuir-like 

adsorption should result that could be ma-

nipulated according to Le Chatelier’s prin-

ciple: If the NCs are placed into a solution 

containing a much greater concentration 

of a new L-type ligand, the original ligands 

should be displaced, regardless of their 

relative binding affinity. However, early 

attempts to exchange the ligand shell—for 

example, by extended heating of NCs in 

neutral Lewis basic ligand solutions (such 

as pyridine or other amines)—were only 

moderately successful.

Several groups then explored ligand ex-

change reactivity by systematically measur-

ing the effects of ligands on PLQY ( 6– 8). 

These studies revealed both a complex un-

derlying surface coordination chemistry and 

a complex relation between PL and ligation 

that remains a difficult and central topic in 

colloidal crystal science. In recent years, it 

has been realized that L-type ligands are 

not the primary mode of surface-ligand 

stabilization. In a landmark study of lead 

selenide NCs, Moreels et al. ( 9) reported a 

size-dependent, metal-rich composition that 

increasingly deviated from the bulk stoichi-

ometry as the NC radius decreased. They 

concluded that the NC surfaces are covered 

by a monolayer of lead atoms. Solution 1H 

and 31P nuclear magnetic resonance (NMR) 

spectroscopy revealed that a shell of an-

ionic or X-type ligands provided the charges 

needed to balance the cationic charge of a 

metal-rich NC ( 10).

The anionic ligand–cationic NC descrip-

tion helped explain the difficulty encoun-

tered in early exchange studies and opened 

the door to the design of new reactions 

that maintain the charge balance between 

the NC and its X-type ligand shell. In the 

past 5 years, successful ligand exchange 

studies have used a modified Le Chatelier’s 

approach in which excess anionic chalco-

genide and halide salts displace the native 

carboxylate and phosphonate ligands, or an 

acid-base metathesis approach where an 

acidic proton, trimethylsilyl group, or al-

kylating agent remove the native carboxyl-

ate or phosphonate anions in exchange for 

another anion of interest. These strategies 

have led to dramatic improvements in the 

charge-transport mobilities of NC field-ef-

fect transistors and record efficiency of NC 

PV cells ( 11).

More recently, NMR spectroscopy re-

vealed that the surface metal ion layer that 

enriches the NC formula is labile and can 

be displaced as a complex along with its 

associated ligand anions, or Z-type ligands 

( 12). The NC stoichiometry is concentration 

dependent and controlled by the medium in 

which the NC is suspended. The same study 

also reported a dramatic and well-behaved 

dependence of the PLQY on the surface cov-

erage of metal carboxylate complexes.

Absent better understanding of these 

issues, practical control over the compo-

sition and structure of metal surfactant 

complexes that bind the NC surface will 

remain erratic. Batch-to-batch variability 

is typical in the most common methods 

used to synthesize NCs and variations in 

the NC composition arise from methods 

that afford uncontrolled reactivity or termi-

nate the precursor conversion prematurely 

to obtain a desired size. These effects are 

compounded by isolation procedures and 

standards for sample purity that are largely 

unstudied. Thus, new synthetic methods 

are needed that reproducibly prepare and 

isolate NC with known compositions on a 

larger scale if the structural origins of NC 

properties are to approach our understand-

ing of bulk semiconductor crystals. This 

level of control will be necessary for NC 

technologies to impact not only lighting 

and photovoltaic technologies but also the 

biological sciences.   ■
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Africa, in part associated with wild bird mi-

grations. Since then, detections have contin-

ued to be reported in poultry and wild birds 

in Eurasia, with the most recent outbreaks 

occurring in Egypt and southeastern parts of 

Asia. Since 2003, 694 laboratory-confirmed 

human cases of H5N1 virus infection have 

been reported to the World Health Organiza-

tion, including 402 fatalities ( 1).

During the initial circulation and spread 

of the H5N1 viruses, the HA genes diversi-

fied into multiple genetic lineages (“clades”), 

without evidence of gene exchange between 

the influenza viruses ( 2). However, this 

changed from 2009 onward, when HPAI vi-

ruses of subtypes H5N2, H5N5, H5N6, and 

H5N8 were found to contain the H5 gene of 

the GsGd lineage, together with NA and vari-

ous other genes of LPAI virus origin ( 3– 6). 

After numerous poultry outbreaks in eastern 

Asia and occasional detection in wild birds, 

these viruses spread into Europe and North 

America by December 2014 ( 7). H5 outbreaks 

were also reported from Africa and the Mid-

dle East, but whether these were also caused 

by H5 viruses of the GsGd lineage needs to 

be confirmed ( 8).

What explains the sudden global spread 

of this H5 lineage? The timing and direc-

tion of intercontinental spread coincided 

with fall bird migration out of Russia; the 

H5N8 virus was identified in a long-distance 

migrant bird in Russia in September 2014 

and subsequently in Japan, Germany, and 

the Netherlands ( 9) and the western United 

States ( 8), which suggests that wild birds car-

ried the virus out of Russia into other parts 

of the world. So far, HPAI H5N8 virus of the 

GsGd lineage has been isolated exclusively 

from wild birds of the orders Anseriformes 

and Gruiformes (coots and cranes). However, 

given the subclinical infections in some spe-

cies, other wild birds may also be susceptible. 

H5-specific antibodies have been detected in 

10 to 53% of common teals, mallards, spot-

billed ducks, Eurasian wigeons, and Baikal 

teals ( 10); these findings suggest that the 

virus has circulated for some time in ducks 

that survived infection, and this may play a 

role in HPAI H5N8 virus epidemiology. The 

almost simultaneous detection of HPAI H5 

viruses in wild birds and poultry in Asia, Eu-

rope, and North America suggests that the 

virus was potentially introduced from a rela-

tively large region in Russia (see the figure).

The HPAI H5N8 viruses in domestic and 

wild birds share a common ancestor and 

contain HA and a polymerase gene (PB2) 

derived from viruses of the GsGd H5 lineage 

( 11). The increased geographical spread of 

HPAI H5 viruses and the isolation of H5N8 

from live wild birds suggest that this lineage 

may have evolved to be better adapted to 

wild birds than are other poultry influenza 

viruses, supporting its spread.

Ferrets are frequently used to study virus 

replication, pathogenesis, and transmissibil-

ity as a means of assessing potential public 

health risk upon human exposure to virus-

infected poultry, wild birds, or other animals 

( 12,  13). Upon inoculation with HPAI H5N8 

virus A/Mallard/Korea/W452/2014, ferrets 

did not develop any remarkable signs of ill-

ness ( 11). The H5N8-inoculated animals did 

not lose weight, in contrast with animals 

inoculated with human seasonal influenza 

viruses or H5N1 virus ( 13). The HPAI H5N8 

virus replicated mainly in the respiratory 

tract of ferrets ( 11); this is in contrast to HPAI 

H5N1 viruses, which replicate abundantly in 

extra-respiratory organs.

Influenza viruses are mainly transmitted 

between humans via respiratory droplets or 

aerosols. In the ferret model, low, short-term 

shedding of A/Mallard/Korea/W452/2014 

was observed from the upper respiratory 

tract of inoculated animals, which did not 

transmit the virus via the airborne route 

or direct contact to naïve ferrets ( 11). H5N8 

viruses A/Duck/Shandong/Q1/2013 and A/

Duck/Jiangsu/k1203/2010 did not transmit 

through direct contact between guinea pigs 

( 14). Pathogenicity and transmission in ani-

mal models may not be directly extrapolated 

to humans, but these data suggest that the 

public health threat of the currently circulat-

ing HPAI H5N8 strains is low.

Vaccination and antiviral therapy are the 

main options for preventing human influ-

enza virus infections. Several H5 candidate 

influenza vaccine strains are available but 

are unlikely to provide sufficient protection 

against H5N8 virus ( 15). HPAI H5N8 virus A/

Mallard/Korea/W452/2014 was found to be 

sensitive to oseltamivir, zanamivir, and pera-

mivir ( 11), which suggests that drugs can be 

used prophylactically or therapeutically if 

the need arises.

The presence of HPAI H5 viruses in mi-

grating birds and the dispersed spatial 

pattern of virus detections globally are wor-

risome; more poultry outbreaks could occur 

in the future, especially in countries that 

are ill-prepared. Despite the currently low 

public health risk, the outbreaks should be 

monitored closely, given that several animal 

species are susceptible ( 11) and that influ-

enza viruses are generally unpredictable. 

Wild birds covering multiple migratory fly-

ways should be monitored for virus presence 

and for H5-specific antibodies as a cost-

effective alternative to measure circulation 

of viruses of the GsGd H5 lineage ( 16). Con-

trol measures and research priorities aimed 

at eradicating HPAI H5 viruses from poultry 

populations should be redefined, as current 

strategies appear to be insufficient.   ■   
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T
he natural history museum is an ex-

ample of a 19th-century invention 

that still has momentum in the 21st 

century. In a way, the continued pres-

ence of museums in our modern world 

is as surprising as if one were to see a 

fleet of horse-drawn carriages hurtling down 

the highway at 75 mph. Life on Display, by 

historians Karen A. Rader and Victoria E. M. 

Cain, focuses on the evolution of U.S. science 

and nature museums from 

the late 19th century to the 

early 21st century, stitch-

ing together a number of 

surprising insights into an 

excellent history.

The late 1800s was a 

time not unlike the pres-

ent, characterized by dis-

ruptive technologies, rapid 

urbanization, growing mo-

nopolies, increasing wealth 

disparity, and scientifi c dis-

covery. Global travel for the 

middle class was within 

reach. Many of the largest 

U.S. natural history muse-

ums emerged during this 

time. They joined a cohort 

of earlier museums that 

had grown as adjuncts to 

scientifi c discovery and had initially focused 

on the pure display of objects and specimens.

Rader and Cain begin their story with the 

rise of the “New Museum Idea,” a concept that 

gained momentum in the late 19th and early 

20th centuries and maintained that educa-

tional displays should form the core of the mu-

seum visitor experience. In the 1880s, George 

Brown Goode, the fi rst director of the Smith-

sonian’s U.S. National Museum, advocated for 

the advancement of three parallel missions: 

“specimen preservation, scientifi c research 

and publication, and public education.” This 

three-pronged approach continues to this day 

and has been the source of both strength and 

strife in the management of museums.

The early application of the New Museum 

Idea was led by a cadre of “museum men” who 

produced and installed dioramas and displays 

based on collections and fi eldwork that were 

intended to enlighten a growing urban audi-

ence. Dioramas remain a popular modality in 

large natural history museums. The American 

Museum of Natural History still has more 

than 200 on display.

Rader and Cain go on to show how the 

Great Depression, a pair of world wars, and 

a cold war shifted public attention from the 

natural world to one of geopolitics, technolo-

gy, medicine, and the hard sciences. New mu-

seums and exhibits dedicated to educating 

the public about science began to open from 

the 1930s to the 1960s. During this time, a 

new breed of museum men emerged, epito-

mized by Frank Oppenheimer, whose San 

Francisco Exploratorium eschewed collec-

tions in favor of interactive participation. His 

East Coast counterpart, Bradford Washburn, 

reinvented the archaic New England Muse-

um of Natural History as the Boston Museum 

of Science. The result was a new focus on au-

dience engagement, hands-on learning, and 

basic science.

By the 1970s  and 1980s, natural history 

museums, with their expensive triple mis-

sion, were in direct competition with science 

centers, whose sole focus was on audience 

education. As the competition for paying au-

diences grew more intense from the 1980s to 

the 2000s, the curator count at many natural 

history museums began to drop. In the worst 

cases, natural history museums lost their 

entire curatorial staf s and orphaned their 

collections. Others recognized the increasing 

value of museum scientists as communica-

tors and vectors for citizen science, which al-

lowed them to maintain, and even grow, their 

scientifi c programs and collections.

As suggested by the title, the book fo-

cuses mainly on the public side of museums. 

Curators appear primarily as curmudgeons 

opposing the advances in audience engage-

ment. Collections are largely shown as ele-

ments that should be displayed in educa-

tional context. This is unfortunate because 

museums remain the primary tool that our 

culture uses to archive and preserve its re-

cent and ancient past. Far from being “at-

tics,” museums are the seed banks of our fu-

ture. The age of discovery is still under way, 

and the expertise embod-

ied in museum scientists 

is a vital asset as we ac-

celerate into an uncertain 

century. The compelling 

history of the impact of 

museum-based scientifi c 

research and the value of 

natural history collections 

remains to be written.

The book ends in 2005, 

with both natural history 

museums and science cen-

ters seen as trusted, articu-

late voices grappling with 

new and evolving chal-

lenges. Science literacy has 

been vastly complicated 

by a growing antiscience 

movement. The urgent 

issues of preserving bio-

diversity, mitigating climate change, and 

promoting cultural diversity are driving 

some museums to take on additional roles 

in areas such as conservation, advocacy, and 

inclusion. The proclivities of the digital gen-

eration and the fragmentation of the media 

landscape have also focused, but narrowed, 

interest in both nature and science. The 

weight of these issues is immense, but both 

natural history museums and science cen-

ters have the potential to expand their role 

as major players and important venues for 

advancing science and science literacy in the 

21st century.

Surrounded 
by science

MUSEUMS

10.1126/science.aaa0840

By Kirk R. Johnson

B O O K S  e t  a l . Life on Display

Revolutionizing U.S. 

Museums of Science 

and Natural History in 

the Twentieth Century

Karen A. Rader and 

Victoria E. M. Cain

University of Chicago 

Press, 2014. 481 pp.

 Tracing the evolution 
of modern museums of 
science and natural history

As times change, museums work to meet new challenges and evolving expectations.
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L
ondon newsstands can strike Ameri-

cans as remarkable, both for the num-

ber of different papers being sold and 

for their alarming headlines. Most 

U.S. cities are lucky to have a single 

daily newspaper—shrinking in both 

physical size and circulation—with fairly 

staid contents. In contrast, Britain has 

about 10 daily newspapers that contend 

for a national audience. Their circulations 

are also slipping, but the fact that they are 

competing for readers makes their coverage 

colorful by American standards.

The tendency of the British press toward 

sensationalism has provided physician and 

science writer Ben Goldacre with a nearly 

endless supply of “Bad Science”—the title of 

his weekly column that ran in The Guard-

ian from 2003 to 2011. His new book, I 

Think You’ll Find It’s a Bit More Compli-

cated Than That, collects more than 100 

short pieces—many of which originally ran 

in his column—that break down systemic 

problems with how science is presented and 

discussed in the public forum.

To Goldacre, “bad science” is a term 

that encompasses a variety of problems, 

from reporters who write stories that fa-

vor titillation over accuracy, and those 

who fail to understand the research they 

purport to summarize, to editors who fa-

vor compelling headlines that distort a 

story’s contents. Then there are the pro-

fessional journals that issue press releases 

to promote their contents; the confer-

ences that call attention to preliminary 

findings; the researchers who talk about 

their work in the media limelight before 

it has gone through peer review; and the 

ghostwriters hired by pharmaceutical cor-

porations to produce articles reporting 

favorable results for their drugs. And, of 

course, there are the outright hucksters, 

who claim to have found miracle cures, ef-

fortless weight-loss schemes, and the like. 

Many of these figures manage to find their 

way into British newspapers and televi-

sion programs—and those who don’t can 

always set up shop on the Internet.

Breaking bad science
SCIENCE COMMUNICATIONS

By Joel Best

I Think You’ll Find It’s a 

Bit More Complicated 

Than That

Ben Goldacre

Fourth Estate, 2014.

496 pp.
A physician’s quest to expose the 
many misuses of science in the media

The reviewer is at the Department of Sociology and Criminal 

Justice, University of Delaware, Newark, DE 19716, USA. E-mail: 

joelbest@udel.edu

Goldacre’s goal is to explain to the gen-

eral public how science works by showing 

how bad science falls short, and he has 

a lot of fun doing so. He doesn’t dumb 

down his arguments, but he favors snarky 

phrasings and delights in skewering poli-

ticians, activists, reporters, and purveyors 

of snake oil.

I Think You’ll Find It’s a Bit More Com-

plicated Than That covers a lot of territory: 

from the value of fluoride in drinking wa-

ter (“Foreign Substances in Your Precious 

Bodily Fluids”), to coffee-induced halluci-

nations (“Drink Coffee, See Dead People”), 

to the surprisingly resilient claims about 

vaccines causing autism (“MMR: The 

Scare Stories Are Back”). In his introduc-

tion, Goldacre says, “I hope it works as a 

kind of statistics toilet book, bringing sat-

isfaction in short bursts, with a fight an d 

an idea in each one,” and it does work on 

that level. Each piece offers a thoughtful 

critique of some dubious claim, yet can be 

read in a few minutes.

The underlying message is that we 

need to think critically about how science 

finds its way into the media. 

The scientific literature 

is impossibly vast. As 

Goldacre points out, 

“there are over 

24,000 academic 

journals in exis-

tence, 1.3 million 

academic papers 

published every 

year.” Yet only an 

infinitesimal frac-

tion of this work 

attracts news cov-

erage. Given these 

realities, he maintains 

that both reporters and 

readers should demand 

transparency from research-

ers. Those who are unwilling to 

present their data, describe their 

methods, and submit their work to 

peer review should not, in his opinion, 

be in the public spotlight. At the same 

time, he points out that the media are all 

too eager to publicize even highly dubious 

claims—for example, “Health Warning: 

Exercise Makes You Fat.”

Goldacre applies the same criticism to 

review articles, emphasizing the value of 

systematic reviews (where the standards 

for including studies are clearly defined 

and strictly implemented), in pieces includ-

ing “Cherry-Picking Is Bad. At Least Warn 

Us When You Do It.” He also takes the gov-

ernment to task for ignoring peer-reviewed 

research that questions the value of their 

pet policies (“Why Is Evidence So Hard for 

Politicians?”). The book even covers the is-

sue of the accessibility of scientific publica-

tions in a world of paywalls in “Academic 

Papers Are Hidden from the Public. Here’s 

Some Direct Action.”

These are relatively sophisticated cri-

tiques for a newspaper column but—as Gol-

dacre’s “bad” examples demonstrate—they 

are needed. If you’ve read and liked his ear-

lier books, you’ll probably enjoy this one, 

but if you aren’t familiar with his work, I’d 

recommend starting with his earlier best-

sellers (1, 2).
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The curtailed careers 
of women in China 
IN THE WORKING LIFE “Reflections of 

a woman pioneer” (V. Venkatraman, 7 

November 2014, p. 782), Mildred “Millie” 

Dresselhaus points out that women’s careers 

often pick up steam after their 

childbearing years. She 

names a couple 

of examples of 

women who 

don’t want 

to retire and 

work well 

into their 80s 

and beyond. 

Yet in China, 

the statutory 

retirement age 

of Chinese female 

researchers is age 

55, a full 5 years lower 

than that of Chinese 

male researchers.

The average childbear-

ing age for Chinese female 

researchers is 30 (1). It is 

usually women who take care of 

their young children before they 

begin kindergarten (at about 

3 years old), which prevents 

the female researchers from 

spending as much time 

applying for grants and 

publishing as male 

researchers. By the 

time they are 

36 years old, 

Chinese male 

researchers 

have begun to 

attain better 

academic titles, 

publish more 

papers, and 

receive more 

funding (1). 

To address 

this, China has 

introduced a number 

of policies to help female 

researchers deal with childbearing and 

raising children. For example, the National 

Natural Science Foundation of China stipu-

lates that male and female researchers can 

apply for Young Scientist Funds before 35 

and 40 years old, respectively (2). The China 

Association for Science and Technology 

stipulates that the upper age limit for 

female winners of the Youth Science and 

Technology Prize is 5 years higher than that 

for male winners (3). These policies have 

considered that female researchers can’t 

work on the frontlines because of childbear-

ing and raising children. The policies are 

effective (1, 4, 5); after 40 years old, the gap 

between male and female researchers begins 

to narrow. After 46 years old, the percent-

age of senior titles is even higher among 

women. But after 50 years old, once again, 

male researchers begin to open the gap. This 

is mainly because female researchers have 

to reduce the number of research projects 

before the statutory retirement age. To 

narrow the gap between male and female 

researchers, we should extend the retire-

ment age for female researchers in Chinese 

universities. 

Chenggang Yan

Department of Automation, Tsinghua University, 
Beijing, 100084, China. 

E-mail: andy.cg.yan@gmail.com

REFERENCES 

 1.  Chinese Academy of Sciences (www.cas.cn/xw/
zjsd/201305/t20130513_3837506.shtml) [in Chinese].

 2.  National Natural Science Foundation of China (www.nsfc.
gov.cn/nsfc/cen/xmzn/2015xmzn/08/index.html)
[in Chinese].

 3.  China Association for Science and Technology (http://qnkjj.
cast.org.cn/cms/contentmanager.do?method=view&
pageid=view&id=cms0d1b2a48084b2)[in Chinese].

 4.  Y. Ma, Forum Sci. Technol. China 11, 126 (2011).
 5.  Y. Li, Bull. Natl. Natural Sci. Foundation China 5, 274 (2013).

Converting Big Data 
into public health 
WE CONCUR WITH M. J. Khoury and J. P. A. 

Ioannidis (“Big data meets public health,” 

Perspectives, 28 November 2014, p. 1054) 

that “a strong epidemiologic foundation, 

robust knowledge integration, principles of 

evidence-based medicine, and an expanded 

translation research agenda” can facilitate 

public health applications of Big Data. 

However, Big Data scientists and public 

health practitioners must forge better rela-

tionships if this vision is to be realized.

Big Data analysis algorithms should be 

accessible to health practitioners (1). This 

requires more than freely accessible com-

puter code and a user-friendly Graphical 

User Interface. Outreach programs, self-

learning modules, and textbooks that are 

designed for users without a programming 

background will help facilitate the integra-

tion of these algorithms and statistical 

tools into public health, medical, nurs-

ing, and other health care–related degree 

programs, graduates of which are the bulk 

of the domestic and global public health 

workforce. The average public health prac-

titioner is not a computer scientist. 

The Ebola Response model from 

the Centers for Disease Control and 

Prevention (CDC) (2) provides a good 

example in the field of infectious disease 

modeling. The Modeling Task Force of 

CDC’s Ebola Emergency Response fits 

epidemiological data to a spreadsheet-

based Markov chain model to provide 

policy-makers with incidence projections, 

with and without scale-up of effective 

interventions. Using it as a communica-

tion tool, the task force communicated the 

possible dire consequences of the Ebola 

outbreak to senior decision-makers. This 

simple model had a substantial policy 

impact on the global Ebola response 

because of its ability to convey a powerful 

message to policy-makers and facilitate 

resource mobilization and prompt action. 

Ultimately, models are tools of communi-

cation to policy-makers. Consultation with 

the intended audience helps ensure that  

the product meets their needs. Likewise, 

Big Data analyses should help practitio-

ners inform policy-makers about policy 

options and how they should craft their 

messages to the general public (3). 
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Common diseases in 
China overlooked
ENVIRONMENTAL AND public health 

research in China has largely focused on 

the effects of environmental pollution on 

health. Few studies have addressed the 

environment’s effect on noncommuni-

cable diseases, despite the fact that almost 

one out of five people in China has been 

diagnosed with one (1). Surprisingly, the 

National Planning for Prevention and 

Treatment of Chronic Diseases of China 

(2012–2015), jointly promulgated by the 
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Ministry of Health and other 14 national 

departments (1), failed to mention this 

research. Accordingly, this research has 

not been funded by the Ministry of Science 

and Technology or the National Natural 

Science Foundation of China, the two prin-

cipal national funding agencies of basic 

research in China.

Noncommunicable diseases were 

emphasized as “a critical public health 

problem in China” in the 2012 Planning 

exercise (1), but relevant research has yet 

to be incorporated into the 2014 and 2015 

National Key Basic Research Programs and 

Significant Research Programs of China 

developed by the Ministry of Science and 

Technology, which continues to prioritize 

biomedical approaches (2, 3). Moreover, 

this line of research is completely miss-

ing in the National Natural Science 

Foundation of China funding programs. 

Unfortunately, with approximately 260 

million Chinese afflicted with noncom-

municable diseases (1), the prevailing 

conditions hinder research development, 

resulting in Chinese prevention strate-

gies that are more administrative than 

scientific. Given the research complexities, 

a long-term and systematic funding plan is 

required to ensure continued funding.

Xi-Zhang Shan
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TECHNICAL COMMENT 

ABSTRACTS

Comment on “A promiscuous 

intermediate underlies the evolution of 

LEAFY DNA binding specificity”

Jacob O. Brunkard, Anne M. Runkel, Patricia C. 

Zambryski

Sayou et al. (Reports, 7 February 2014, 

p. 645) proposed a new model for evolu-

tion of transcription factors without gene 

duplication, using LEAFY as an archetype. 

Their proposal contradicts the evolutionary 

history of plants and ignores evidence that 

LEAFY evolves through gene duplications. 

Within their data set, we identified a moss 

with multiple LEAFY orthologs, which con-

tests their model and supports that LEAFY 

evolves through duplications.

Full text at http://dx.doi.org/10.1126/

science.1255437

Response to Comment on “A 

promiscuous intermediate underlies 

the evolution of LEAFY DNA binding 

specificity”

Samuel F. Brockington, Edwige Moyroud, 

Camille Sayou, Marie Monniaux, Max H. 

Nanao, Emmanuel Thévenon, Hicham Chahtane, 

Norman Warthmann, Michael Melkonian, 

Yong Zhang, Gane Ka-Shu Wong, Detlef Weigel, 

Renaud Dumas, François Parcy

Brunkard et al. propose that the identifica-

tion of novel LEAFY sequences contradicts 

our model of evolution through promiscu-

ous intermediates. Based on the debate 

surrounding land plant phylogeny and 

on our analysis of these interesting novel 

sequences, we explain why there is no solid 

evidence to disprove our model.

Full text at http://dx.doi.org/10.1126/

science.1256011 
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Response to Comment on
“A promiscuous intermediate
underlies the evolution of LEAFY
DNA binding specificity”
Samuel F. Brockington,1* Edwige Moyroud,1* Camille Sayou,2 Marie Monniaux,3

Max H. Nanao,4,5† Emmanuel Thévenon,6,7,8,9 Hicham Chahtane,6,7,8,9

Norman Warthmann,10 Michael Melkonian,11 Yong Zhang,12 Gane Ka-Shu Wong,12,13

Detlef Weigel,14 Renaud Dumas,6,7,8,9 François Parcy6,7,8,9†

Brunkard et al. propose that the identification of novel LEAFY sequences contradicts our
model of evolution through promiscuous intermediates. Based on the debate surrounding
land plant phylogeny and on our analysis of these interesting novel sequences, we explain
why there is no solid evidence to disprove our model.

I
n Sayou et al. (1), we explained how con-
served LEAFY (LFY) homologs could recog-
nize different DNA motifs (types I, II, and
III) by determining the key residues affecting
LFY DNA binding specificity. We identified a

hypothetical promiscuous LFY variant (key resi-
dues His-Cys-His) through phylogenetic recon-
struction, but also discovered a promiscuous
variant (Gln-Cys-His) in a lineage of early di-
verging land plants, the hornworts. We proposed
that these promiscuous forms acted as interme-
diates, enabling a gradual transition from type
III to types I and II binding specificities.

Brunkard et al. (2) identified novel paralogous
LFY sequences in a single moss species and con-
clude that changes in LFY binding specificity
evolved only through duplication. Here, we ex-
plain why we do not agree with their conclusions.
First, Brunkard et al. constrain the LFY phy-

logeny to a single organismal topology in which
liverworts, mosses, and hornworts constitute a
paraphyletic grade leading to the vascular plants.
This choice does not acknowledge the debate
surrounding early land plant phylogeny. The
topological constraint they employed is based
on the phylogenetic hypothesis provided by
Qiu et al. (3). However, Cox et al. reanalyzed the
Qiu et al. data set and concluded that the para-
phyly of bryophytes, and the support for the
hornworts as the sister group to the tracheo-
phytes, is a methodological artifact (4). Further-
more, other studies support alternative scenarios
(5–10), and recent publications (4, 11) stress
that the early land plant phylogeny remains
profoundly uncertain, even in the postgenomic
era. As emphasized in these publications and
discussed in our original manuscript (1), there
are four alternative topologies still in play [see
figure S9 in (1)]. In this context, we think that it
is inappropriate to constrain the LFY phylogeny
to only one of several competing hypotheses of
organismal relationships. Instead, in Sayou et al.,
we evaluated the incongruence between the LFY
phylogeny and these four competing organismal
phylogenies, establishing that our model is robust
in the context of different organismal hypotheses.
Second, on the basis of a sequence alignment

alone, Brunkard et al. propose that the novel
Polytrichum commune LFY sequences they iso-
lated are the product of duplications at the base
of mosses, rather than derived events. However,
they did not perform the phylogenetic analysis
necessary to establish whether these duplication

events occurred before or after the changes in
DNA binding specificity. In addition to dupli-
cations within mosses, their model also requires
a likely duplication within hornworts and a
deep duplication at the base of the land plants
(mediating type III to type I specificity change).
In the absence of this deep duplication, their
model requires an abrupt switch between dif-
ferent binding specificities, which would like-
ly be deleterious. To date, there is no support
for any of these additional duplications, and
Brunkard et al. do not provide a nondeleterious
mechanism to account for an abrupt switch.
Finally, Brunkard et al. rely on the parsimony

criterion to substantiate their model. However,
their parsimony reconstruction analysis [figure 2B
in (2)] does not take into account that the three
critical amino acid residues occupywell-separated
positions and were reconstructed as such in
Sayou et al. [figures 4 and S6 of (1)]; instead,
Brunkard et al. appear to have reconstructed
them as a single linked trait. Reanalyzing the
Brunkard et al. data with the three amino acids
sites individually reconstructed, but using their
tree topology, we obtained an equal probability
of the promiscuous intermediate (His-Cys-His)
preceding key transitions in binding specificity
(Fig. 1). Furthermore, the topology supplied by
Brunkard et al. is the more challenging scenario
for our model. In the other three competing or-
ganismal hypotheses (i.e., liverworts-plus-mosses
asmonophyletic, all bryophytes asmonophyletic,
or hornworts as sister to all land plants), a Gln-
Cys-His ancestral promiscuous intermediate is
always recovered. Therefore, we reject the idea
that promiscuity is merely a derived state and
maintain that the promiscuous model holds.
We agree that gene duplication plays a role

in LFY evolution because LFY duplicates may
occasionally acquire different functions, likely
through divergence in expression patterns (12, 13).
In Sayou et al., we carefully noted all examples
of known LFY duplications, even if not asso-
ciated with a change in DNA binding specific-
ity. We also agree that limited taxon sampling
and genomic data make the presence of gene
duplication difficult to disprove and concluded,
“we cannot completely rule out the occurrence
of transient ancient duplications” (1). In their
Comment, Brunkard et al. treat the duplication
and promiscuity scenarios as mutually exclusive.
In contrast, we maintain that “it is plausible that
the mechanisms we describe could also contrib-
ute to the evolution of TFs encoded bymultigene
families” (1). Promiscuous intermediates may
be easier to detect in a predominantly single-copy
gene lineage, but promiscuous forms could them-
selves be duplicated and obtain novel function in
derived paralogous lineages, as recently invoked
in the evolution of HOX genes (14).
In summary, we feel that Brunkard et al.

misjudge the extent of the phylogenetic support
for their model, and we suggest that their pro-
posed scenario does not adequately explain the
existence of the promiscuous form. Brunkard et al.
highlight the need to densely sample LFY se-
quences from emerging genomic resources to
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improve estimates of the LFY phylogeny and
to more accurately infer changes in binding
specificity. We concur, but given that the phy-
logenetic location of gene duplication events is
revealed through reconciliation of gene and spe-
cies trees, uncertain organismal relationships
will continue to challenge precise inference on
the timing of putative duplication events. As
such, parsimony-based phylogenetic reasoning
alone cannot be the sole criterion with which
to distinguish among competing models of LFY
evolution. Rather, we believe that an integrated
functional, biochemical, and phylogenetic ap-
proach is essential.
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Fig. 1. Phylogenetic reconstruction with the parsimony criterion applied
to the same topology and data used by Brunkard et al. Reconstruction
analyses were implemented in Mesquite Version 2.75, with each amino-acid
site (312, 345, and 387) reconstructed individually (2, 8, and 2 most par-
simonious reconstructions, respectively). Reconstructions were refigured
so that each lineage of LFYgenes is represented by a single terminal branch,

following the methodology of Brunkard et al. Black circles indicate sites of
binding specificity change inferred in the model of Brunkard et al. Taken
together, the separate reconstructions indicate that a promiscuous inter-
mediate (His-Cys-His) is as equally likely as the His-Arg-His variant before
changes in binding specificity, even under the constrained topology im-
posed by Brunkard et al.

RESEARCH | TECHNICAL RESPONSE



SCIENCE   sciencemag.org 6 FEBRUARY 2015 • VOL 347 ISSUE 6222    623

C
R

E
D

IT
S

: 
(T

O
 T

O
 B

O
T

T
O

M
) 

Y
U

 E
T

 A
L

.;
 M

E
C

K
L

E
N

B
U

R
G

 E
T

 A
L

.

 EXOPLANET DYNAMICS 

Can’t keep hot sides hot 
and cold sides cold? 
On Earth, we’re accustomed to 

cycles of day and night, which 

drive a complex thermal relation-

ship between the ground and 

atmosphere. Some exoplanets 

very close to their stars aren’t so 

lucky and are generally assumed 

to be locked by tides into hemi-

spheres of unchanging day and 

night. The thick atmosphere of 

Venus is thought to keep it from 

the same fate, but Leconte et al. 

present models showing that 

even a much sparser atmosphere 

RESEARCH

may suffice for lower-mass stars. 

The non-instantaneous thermal 

response of the planet (when the 

hottest time of day is after noon) 

may speed up or slow down the 

planet. Such thermal tides may 

be important in assessing poten-

tial extraterrestrial habitable 

zones. — MMM

Science, this issue p. 632

NONCOVALENT ASSEMBLY 

Popping open one 
by one into polymers 
We rarely board airplanes by 

joining the back of a single 

well-ordered line. More often, 

we jostle around in one of several 

bulging crowds that merge hap-

hazardly near the gate. Roughly 

speaking, these processes are 

analogous to the chain growth 

and step growth mechanisms 

of polymer assembly at the 

molecular level. Kang et al. pres-

ent a strategy to link molecular 

building blocks through hydro-

gen bonding in accord with the 

well-controlled chain growth 

model. The molecules start out 

curled inward, as they engage 

in internal hydrogen bonding, 

until an initiator pulls one open; 

that molecule is then in the right 

conformation to pull a partner 

into the growing chain, poising 

it to pull in yet another, and so 

forth down the line. — JSY

Science, this issue p. 646

ECOLOGICAL FEEDBACKS 

Termites can stabilize 
tropical grasslands
Spotty vegetation patterns in 

tropical savannas and grass-

lands can be a warning sign 

of imminent desertification. 

However, Bonachela et al. find 

that termites can also produce 

spotty patterns. Their theoretical 

study, confirmed by field data 

from Kenya, shows that patterns 

produced by termite mounds are 

not harbingers of desertification. 

Indeed, the presence of termites 

buffers these ecosystems 

against climate change. — AMS

Science, this issue p. 651

TRANSPLANTATION

Long-term tracking of 
transplanted T cells
Clinical trials can be an 

untapped source of experimen-

tal data that can be leveraged 

to explore both basic and 

pathological biology in humans. 

Biasco et al. took advantage of 

two different gene therapy trials 

for inherited immunodeficiency 

to track T cell fate over the long 

term in humans. They find that 

the recently described T mem-

ory stem cells are able to persist 

and preserve their precursor 

potential in human recipients 

for up to 12 years after genetic 

correction and infusion into 

patients. The safety and long-

term survival of these cells not 

only strengthen our knowledge 

THERMAL MEASUREMENT 

Plasmons can map temperature on the nanoscale 

D
etermining temperature on small length scales can be challenging: Direct probes can alter 

sample temperature, and radiation probes are limited by the wavelength of the light used. 

Mecklenberg et al. show how the bulk plasmon resonance of aluminum can be used to 

map the temperature on the nanoscale with transmission electron microscopy (see the 

Perspective by Colliex). Many other metals and semiconductors also have plasmon reso-

nances that could also be used for temperature imaging. — PDS

Science, this issue p. 629; see also p. 611

I N  SC IENCE  J O U R NA L S
Edited by Stella Hurtley

How oxygen atoms strengthen 
the titanium lattice   
Yu et al., p. 635

False-color temperature map of 80-nm-thick, 100-nm-wide serpentine aluminium

DA_0206ISIOr2.indd   623 2/5/15   1:34 PM

Published by AAAS
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of human immunology but are 

also encouraging for adoptive 

immunotherapy. — ACC

Sci. Transl. Med. 7, 273ra13 (2015).

ADDICTION THERAPY 

Reversing cocaine-evoked 
behavior in mice
Therapeutic optogenetic 

protocols are highly effective at 

reversing symptoms in animal 

models of neuropsychiatric 

disease. However, translating 

these protocols into the clinic 

is challenging because we have 

not yet made the technical leap 

required to perform effective 

optogenetic stimulation in 

primates. Creed et al. tested 

whether it would be possible to 

circumvent these challenges by 

avoiding the problem altogether. 

They adjusted an existing thera-

peutic approach—deep brain 

stimulation—to mimic an effec-

tive optogenetic stimulation 

protocol to treat a mouse model 

of cocaine addiction. — PRS

Science, this issue p. 659

PLANT DEVELOPMENT 

Genetic control of stem 
cell fate in plant roots 
Without roots, most plants cannot 

thrive. Crawford et al. have now 

unearthed the robust control sys-

tems that build roots. Signaling 

by the plant hormone auxin 

triggers three genes that control 

the development of stem cells 

forming the root. With this trio 

of genes, any one of which can 

do the job, root development is 

backed up with fail-safe controls. 

The team could use the same 

system of controls to sprout roots 

in the wrong places, making roots 

instead of shoots. — PJH 

Science, this issue p. 655

ORGANIC CHEMISTRY

How to bring two 
chlorines face to face
Organic chemists have known for 

well over a century how to chlo-

rinate the carbons at both ends 

of a double bond. A vast array 

of different methods now exists 

to replace the chlorines with 

other molecular fragments. One 

persistent limitation, however, 

has been the tendency of the two 

chlorines to bond to opposite 

faces of the starting compound. 

Cresswell et al. now present 

a versatile method that adds 

both chlorines to the same face. 

The key is a selenium catalyst 

that probably binds to the face 

opposite the first chlorine, before 

being displaced from behind by 

the second. — JSY

Nat. Chem. 10.1038/nchem.2141 (2015).

 BIOTECHNOLOGY

Outsourcing production 
on a small scale
Microbes are wizards at mak-

ing structurally intricate and 

bioactive molecules, but their 

products are usually only 

made in small quantities for 

local consumption. Zhou et al. 

demonstrate how thoughtful 

design and a bit of tinkering can 

lead to much greater yields of 

oxygenated taxanes, a precursor 

of the antitumor drug paclitaxel. 

First they split the job between a 

bacterium and a yeast. Second, 

they switched the fuel for these 

microbial factories from glucose 

(which the yeast turned into 

ethanol, which sedated the 

bacteria) to xylose (which the 

bacteria consumed and turned 

into acetate, which fed the 

yeast). — GJC 

Nat. Biotechnol. 33, 10.1038/
nbt.3095 (2015).

WOUND HEALING

Wound healing 
requires senescence
Cells divide as tissues develop 

and regenerate, but they can 

only do so a limited number 

of times.  Eventually they stop 

dividing and enter a state called 

cellular senescence. Senescent 

cells secrete a variety of factors, 

HOST RESPONSE 

Bacterial infection breaks 
the lymph node barrier
During infections, lymph 

nodes are command central. 

Fragments from invading patho-

gens enter lymph nodes through 

the lymph. There, specialized 

cells called subcapsular sinus 

(SCS) macrophages capture 

these antigens and use them 

to initiate humoral immunity. 

Despite being such important 

players, Gaya et al. report 

that in mice, infection throws 

these organized sentinels into 

disarray (see the Perspective 

by Buzsáki). Disrupting SCS 

macrophages had important 

consequences: Bacterially 

infected mice could not respond 

as efficiently to a subsequent 

viral infection. — KLM

Science, this issue p. 667; 
see also p. 612

CANCER

Targeting Wnt signaling 
in lymphoma
Although several human cancers 

show increased activity of the 

Wnt/β-catenin signaling pathway, 

tumors may lack mutations that 

would account for the increase. 

Walker et al. found that the tran-

scription factor FOXP1 enhanced 

the transcription of Wnt-

regulated target genes by binding 

to and promoting the acetylation 

of β-catenin. Patients with diffuse 

large B cell lymphomas over-

expressing FOXP1 have a poor 

prognosis, and diffuse large B cell 

lymphoma cells with high FOXP1 

levels were sensitive to Wnt inhib-

itors. Xenografted tumors in mice 

were smaller when they lacked 

FOXP1 or when Wnt signaling was 

blocked. — WW

Sci. Signal. 8, ra12 (2015).

Edited by Kristen Mueller

and Jesse Smith
IN OTHER JOURNALS
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but scientists still do not fully 

understand the role senescent 

cells play in many physiologi-

cal processes, such as wound 

healing. Demaria et al. now show 

that wounds close more slowly 

in mice genetically engineered 

to lack senescent cells. After 

wounding, endothelial and 

mesenchymal cells undergo 

senescence and secrete the pro-

tein PDGF-AA. PDGF-AA helps 

wounds to heal more quickly by 

causing myofibroblast cells to 

differentiate. — BAP

Dev. Cell 31, 722 (2014).

INORGANIC CHEMISTRY

Taking another look 
at a BB triple bond
Carbon and boron are neigh-

bors in the periodic table, and 

that proximity entices chem-

ists to make them emulate one 

another, akin to dressing siblings 

in matching outfits. An exciting 

achievement in this area was 

the preparation of a compound 

with a BB triple bond, analogous 

to the CC bond in an alkyne. 

Köppe and Schnöckel now 

have analyzed this compound 

in a thermodynamic context 

that highlights the substantial 

stabilizing influence of the 

capping groups (N-heterocyclic 

carbenes) on each B atom. They 

further considered the stiffness 

of the BB bond reflected in vibra-

tional analyses. On this basis, 

they suggest that the compound 

might be better considered to 

have a lower-order BB bond, 

with higher-order bonds to the 

capping groups. — JSY

Chem. Sci. 10.1039/
c4sc02997f (2014).

PALEONTOLOGY

African origin for New 
World monkeys 
New World monkeys—

smallish, flat-nosed primates 

with prehensile tails such as 

silvery marmosets, golden lion 

tamarins, and squirrel monkeys 

—have inhabited South America 

for at least 26 million years, but 

it is unclear when they arrived 

and where they originated. 

Many paleontologists suspect 

an African origin, based on 

skeletal resemblances to ancient 

African monkeys. Now, Bond 

et al. describe three 36 million-

year-old fossil teeth found in the 

Peruvian Amazon that support 

this idea: The shape of the teeth 

and phylogenetic analyses link 

the fossils to monkeys that 

inhabited Africa during the late 

Eocene, about 38 million years 

ago. The discovery also pushes 

back the monkeys’ arrival date

—perhaps by vegetation raft 

across the Atlantic Ocean—by 

10 million years. — CG

Nature, 10.1038/nature14120 (2014). 

PEER REVIEW

Gauging gatekeeper 
performance
Researchers curse the peer 

review system after a rejection 

letter and praise it when their 

papers sail into publication. But 

do research journals make the 

right decisions? To find out, Siler 

et al. tracked the fates of over 

1000 accepted and rejected 

manuscripts submitted to three 

leading medical journals. The 

authors found that overall the 

journals made good decisions: 

Manuscripts rejected without 

peer review received fewer cita-

tions than manuscripts rejected 

after peer review. However, the 

journals rejected the 14 most 

highly cited articles (12 without 

peer review), which may reveal 

issues in recognizing unconven-

tional leaps. — BJ 

Proc. Natl. Aacd. Sci. U.S.A. 
112, 360 (2015).

FOREST ECOLOGY

Pathogens promote 
forest diversity 
Environmental conditions affect 

the diversity of species, whether 

flora or fauna, in a particular 

habitat. But what keeps a tree 

that normally grows in a low-

rainfall area from 

growing in a tropical 

forest? Spear et 

al. investigated 

this question by 

transplanting 

drought-resistant 

tree seedlings into 

wet forests. 

Although both 

wet-forest and 

drier-forest species 

suffered pathogen 

attacks, the damage 

and mortality asso-

ciated with these 

attacks were worse 

in seedlings transplanted from 

drier forests. Together with the 

exclusion of wet-forest species 

from dry forests by drought, this 

result indicates that pathogens 

also promote and maintain the 

diversity of tree species in tropi-

cal forests. — AMS 

J. Ecol. 103, 165 (2015).

CLIMATE CHANGE

California drought worst 
in the past millennium

S
ince 2012, California has been suf-

fering a severe drought. Griffin and 

Anchukaitis use tree-ring records of 

past climate conditions to determine 

how the current drought compares 

to other droughts since 800 CE. Based on 

metrics for soil moisture and for precipi-

tation, they conclude that 2014 was the 

worst single drought year in at least the 

past 1200 years, caused by very low (but 

not unprecedented) precipitation and 

record high temperatures. The 3-year 

period from 2012 to 2014 was the worst 

unbroken drought interval in the past mil-

lennium. Although the effects of climate 

change on rainfall patterns in California 

remain uncertain, higher temperatures 

may contribute to future droughts in the 

region. — JFU

Geophys. Res. Lett. 10.1002/2014GL062433 

(2014).

The impact of drought on Lake Mead—pointer 

to California’s future?

South American silvery marmosets 

(Mico argentatus) had an African ancestor.

Published by AAAS
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 EDUCATION

Assessing the value of 
undergraduate research 
Undergraduate research 

experiences often engender 

enthusiasm in the students 

involved, but how useful are 

they in terms of enhancing 

student learning? Linn et al. 

review studies that focus on 

the effectiveness of under-

graduate research programs. 

Undergraduate research 

experiences in a class were dis-

tinguished from those involving 

individualized participation in a 

research program. Mentoring 

emerges as both an important 

component of a successful 

experience and a target for 

improvement. — PJH

Science, this issue p. 627

INFECTIOUS DISEASE

Where will H5 flu 
viruses travel to next?
Avian influenza viruses can cause 

severe illness and even death 

in domestic poultry. In the past 

two decades, a particular group 

of viruses termed H5 viruses 

have caused repeated outbreaks 

after first emerging in China. In 

a Perspective, Verhagen et al. 

trace the recent spread of these 

viruses, particularly the H5N8 

virus that was detected in North 

America in December 2014. 

Based on the pattern of spread, 

the authors argue that the virus 

may be spread by wild birds as 

they migrate via Russia to Europe, 

America, and beyond. The viruses 

currently constitute a low health 

threat for humans, but given the 

unpredictable nature of influenza 

viruses, they should be monitored 

closely. — JFU

Science, this issue p. 616

Edited by Stella Hurtley
ALSO IN SCIENCE  JOURNALS

DNA NANOTECHNOLOGY 

DNA control of bonding 
interactions 
Colloidal particles have 

been used as atom mim-

ics and are often connected 

together using complemen-

tary DNA strands. Rogers 

and Manoharan controlled 

the strength of the colloidal 

“bond” by using a set of com-

peting strand displacement 

reactions. They capitalized 

on the reversible chemical 

equilibrium between the DNA 

strands connecting different 

particles to control the tem-

perature dependence of the 

equilibrium state. — MSL 

Science, this issue p. 639

EXPRESSION PROFILING

Single-cell expression 
analysis on a large scale
To understand why cells differ 

from each other, we need to 

understand which genes are 

transcribed at a single-cell 

level. Several methods mea-

sure messenger RNA (mRNA) 

expression in single cells, but 

most are limited to relatively 

low numbers of cells or genes. 

Fan et al. labeled each mRNA 

molecule in a cell with both a 

cellular barcode and a molec-

ular barcode. Further analysis 

did not then require single-

cell technologies. Instead, 

the labeled mRNA from all 

cells was pooled, amplified, 

and sequenced, and the gene 

expression profile of individ-

ual cells was reconstructed 

based on the barcodes. 

The technique successfully 

revealed heterogeneity across 

several thousand blood cells. 

— VV

Science, this issue p. 628

METALLURGY 

Screw dislocations: 
A hard case to crack 
The motion of dislocations or 

defects in a metal influences 

its strength and toughness. If 

these defects can be “pinned” 

by adding alloying elements, it 

should be possible to create a 

stronger alloy. It was thought 

that there shouldn’t be much of 

an interaction between screw 

dislocations and any alloying 

elements. However, Yu et al. 

show that for α-Ti, the profound 

hardening effect of oxygen is due 

to the strong interactions with 

the core of the dislocations. First-

principles calculations reveal that 

distortion of the interstitial sites 

at the dislocation core creates a 

very strong but short-range repul-

sion for oxygen atoms. — MSL

Science, this issue p. 635

CARBON RADICALS 

Catching a glimpse 
of the elusive QOOH 
It’s straightforward to write down 

the net combustion reaction: 

Oxygen reacts with hydrocarbons 

to form water and carbon dioxide. 

The details of how all the bonds 

break and form in succession are 

a great deal more complicated. 

Savee et al. now report direct 

detection of a long-postulated 

piece of the puzzle, a so-called 

QOOH intermediate. This 

structure results from bound 

oxygen stripping a hydrogen atom 

from carbon, leaving a carbon-

centered radical behind. The 

study explores the influence of 

the hydrocarbon’s unsaturation 

on the stability of QOOH, which 

has implications for both 

combustion and tropospheric 

oxidation chemistry. — JSY

Science, this issue p. 643

PROTEIN EVOLUTION 

Exploring the limits of 
protein sequence space 
Exploring the variability of 

individual functional proteins 

is complicated by the vast 

number of combinations of 

possible amino acid sequences. 

Podgornaia and Laub take on 

this challenge by analyzing four 

amino acids critical for the inter-

action between two signaling 

proteins in Escherichia coli. They 

build all the possible 160,000 

variants of one of the two pro-

teins and find that over 1650 are 

functional. Even though there 

can be very high variability in 

the composition of the interface 

between the two proteins, there 

are nonetheless strong context-

dependent constraints for some 

amino acids, which suggests 

why many functional variants 

are not seen in nature. — GR

Science, this issue p. 673

GENOMIC VARIATION 

How genetics affect 
phenotypic variation 
How an individual looks 

depends on their genes, genetic 

variation, and interactions with 

the environment. However, the 

path from genotype to phe-

notype remains murky. Battle 

et al. examine how an indi-

vidual’s genetic variation affects 

expression of RNA, ribosome 

occupancy, and protein levels. 

They find that RNA expression 

and ribosome occupancy are 

generally correlated. However, 

in contrast, protein levels 

appear not to depend on RNA 

levels or ribosome occupancy. 

Protein levels are thus regulated 

by posttranscriptional mecha-

nisms. — LMZ

Science, this issue p. 664
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Undergraduate research experiences:
Impacts and opportunities
Marcia C. Linn,* Erin Palmer, Anne Baranger,† Elizabeth Gerard,† Elisa Stone†

For any undergraduate contemplating a ca-
reer in scientific research, participating in
authentic research seems like a good op-
portunity. But what are authentic research
experiences? How do they benefit undergrad-
uates? What forms of mentoring are suc-
cessful? What needs improvement? And
how can these experiences meet the needs
of interested students while at the same
time be cost-effective in large research
universities?
We review the research tackling these

questions and find few answers. While
most undergraduates give high ratings
to research experiences, specific benefits
have not been documented. Of the 60 em-
pirical studies published in the last 5
years, only 4 directly measured gains in
research capabilities or conceptual under-
standing. Most studies draw conclusions
from self-report surveys or interviews,
notoriously poor methods for document-
ing impacts. These studies leave us with
few insights into what works and little
idea about how to make the experiences
more effective.

BACKGROUND: Most colleges and uni-
versities offer Undergraduate Research
Experiences (UREs) and/or Course-based
Undergraduate Research Experiences
(CUREs) (Fig. 1). Two large surveys, the
2004 Freshman Survey and the 2008
College Senior Survey, administered at
over 200 institutions, generated data
about the impact of undergraduate re-
search experiences on persistence in sci-
ence and intention to pursue graduate
school. These studies document that
students appreciate undergraduate research
experiences. The surveys are unable, however,
to distinguish between UREs and CUREs.
In addition, the value that undergraduate
research adds cannot be disentangled from
precollege preparation, especially for students

from groups that are underrepresented in
science.

ADVANCES:DesignersofUREsexpect students
to benefit from participating in a scientific
laboratory but have not determined opti-

mal ways to orient and guide participants.
Students often expect the URE to mimic their
college laboratory experiences with proce-
dural guidance and planned outcomes. Dur-
ing the first year of a URE, students often
report spending most of their effort on set-
ting up and conducting experiments and
limited effort on understanding the inves-
tigation or interpreting the results. Students
would benefit from an orientation that inte-
grates their beliefs and expectations with
the realities of the research experience. The

few studies that measure changes in under-
standing of scientific practices or relevant
science concepts report little or no gains after
1 year in a URE. Students who spend over a
year in a URE often learn new methodo-
logical techniques, collect their own data,

interpret findings, and
formulate new research
questions. The slow en-
culturation into lab ac-
tivities maymake sense,
especially when students
join labs investigating

questions that do not arise in undergraduate
education. The time and resources needed,
however, limit the scalability of UREs. Students
encounter new ideas during their research
experiences but often need guidance to inte-
grate these ideas with their expectations. We

discuss ways that designers of UREs can
speed up enculturation and strengthen
guidance.
Individual mentoring emerges as an

effective way to guide students and im-
prove learning from research experi-
ences. Activities that could help students
benefit from research experiences in-
clude discussion with mentors, partici-
pation in group meetings where current
research is discussed, guided opportuni-
ties to explore relevant research litera-
ture, reflection on observations in weekly
journals, and synthesis of their insights
by creating research proposals, reports,
or posters. We discuss ways to prepare
mentors so that they can efficiently guide
students.

OUTLOOK: Undergraduate research ex-
periences absorb a lot of time, money,
and effort. The costs and benefits of re-
search experiences for building human
capital, benefitting undergraduates, im-
proving workforce diversity, and strength-
ening educational outcomes need better
understanding. Making the best use of
extramural funds and the (often volun-
tary) contributions of faculty to improve
undergraduate research experiences re-
quires a strong research base.
More rigorous research is needed, and

the field could benefit by building on
insights from the learning sciences. We use
the knowledge integration framework to in-
terpret the available findings and to identify
gaps in the research base.
We discuss ways to develop validated, gen-

eralizable assessments such as methods for
measuring ability to locate and interpret pri-
mary literature. We suggest techniques for de-
veloping criteria for evaluating mentoring
interactions. We identify ways to strengthen
mentoring and to ensure that research experi-
ences meet the needs of diverse students. ▪
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URE in action. Biofuel research engages a Berkeley
undergraduate researcher during a summer internship
with the Synthetic Biology Engineering Research Center
(funded by NSF grant 1132670).
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Undergraduate research experiences:
Impacts and opportunities
Marcia C. Linn,* Erin Palmer, Anne Baranger,† Elizabeth Gerard,† Elisa Stone†

Most undergraduates give high ratings to research experiences. Studies report that
these experiences improve participation and persistence, often by strengthening students’
views of themselves as scientists. Yet, the evidence for these claims is weak. More than
half the 60 studies reviewed rely on self-report surveys or interviews. Rather than
introducing new images of science, research experiences may reinforce flawed images
especially of research practices and conceptual understanding. The most convincing
studies show benefits for mentoring and for communicating the nature of science, but
the ideas that students learn are often isolated or fragmented rather than integrated and
coherent. Rigorous research is needed to identify ways to design research experiences
so that they promote integrated understanding. These studies need powerful and
generalizable assessments that can document student progress, help distinguish effective
and ineffective aspects of the experiences, and illustrate how students interpret the
research experiences they encounter. To create research experiences that meet the
needs of interested students and make effective use of scarce resources, we encourage
systematic, iterative studies with multiple indicators of success.

M
any claim that undergraduate research
experiences improve preparation of the
next generation of scientists and in-
crease persistence in science (1–3). The
limited evidence for the impact of un-

dergraduate research experiences makes it diffi-
cult, however, to justify the substantial resources
they require. Of the 60 empirical investigations
published during the last 5 years, over half rely
exclusively on self-report surveys or interviews to
document outcomes, although such evidence has
serious flaws (4) (Fig. 1). Fewer than 10% of the
studies validate self-reports with analysis of re-
search products (such as presentations or culmi-
nating reports), direct measures of content gains,
longitudinal evidence of persistence, or observa-
tions of student activities. Although researchers
often call for better assessments, valid measures
have yet to be designed (5–10). In addition, under-
graduate research programs often select students
who already intend to persist in science and
primarily document that they continue to major
in science. More nuanced indicators of success
such as improved use of scientific practices, in-
creased ability to interpret original sources, or a
better sense of possible flaws in research designs
would strengthen the research base.We draw on
the most convincing studies to identify impacts
and opportunities for future investigations. We
identify mentoring as essential for successful
support of undergraduates considering careers
in science. We call for studies that distinguish
which types of undergraduate research experiences

succeed for studentswith distinct interests, back-
grounds, and preparation.

Designing research experiences to
promote integrated understanding

Undergraduate research experiences provide a
window on science in the making, allowing
students to participate in scientific practices
such as research planning, modeling of scien-
tific observations, or analysis of data. The expe-
riences are intended to enculturate students into
scientific investigation. Faculty, postdoctoral
scholars, and other members of the lab mentor
students. Ideally, mentors guide students to
interpret authentic images of scientific research
and link their experiences to their own beliefs or
expectations. Interview studies document the
many inconsistent ideas about scientific research
that undergraduates develop.Many expect scientific
research tomimic their college laboratory experi-
ments. Others are unprepared for the failure rate
in independent research. For example, one student
said, “I honestly expected it to be like my organic
chemistry lab that I just finished last year [...] I’m
used to ‘here is the procedure, now get to it,’ and
I thought that waswhat the experience would be
like” [(11), p.1084]. In a post–research experience
interview another student reflected, “I think this
experience helped me to really understand that
it’s not, like, a magical experiment and you come
up with magical data and some magical conclu-
sion, and that it is frustrating, but you get
through it, and you get over it, and you’ll run it
again and if it’s just as frustrating, you’ll do it
again” [(12), p.65].
To characterize the investigations of research

experiences, analyze how they promote integrated

understanding in science, and recommend im-
provements, we draw on research in the learning
sciences. Specifically, we use the knowledge in-
tegration framework that synthesizes extensive
research on inquiry science to identify gaps and
conundrums in the research on undergraduate
research experiences (13–17). This framework calls
for eliciting students’ initial ideas (consistent
with hypothesizing) and encouraging students
to test them against new ideas (18). To add new
ideas, the framework documents the value of
participating in personally relevant contexts, such
as research experiences to make sense of science
practices. The framework also highlights the
value and importance of dynamic models of
scientific phenomena that reveal insights into
unseen processes such as molecular reactions
(19). Perhaps most importantly, the framework
emphasizes that new ideas can be isolated and
forgotten and highlights the need to guide
students to become adept at distinguishing among
their initial ideas and those they encounter in
courses or research experiences to build coher-
ent understanding (17). Finally, the framework
builds on research showing that learners benefit
from reflecting on their investigations and ob-
servations to sort out and consolidate their ideas
(20). This framework guides our analysis of the
literature on research experiences and our recom-
mendations for improving them (Fig. 2).

Distinguishing among
research experiences

Research experiences include Undergraduate Re-
search Experiences (UREs) and Course-based
Undergraduate Research Experiences (CUREs)
(21). UREs feature individual students in faculty
research laboratories and provide the opportunity
for one-on-onementoring (Fig. 3). Typically, students
spend one or more semesters in labs, although
the type of activity and form of mentoring varies
substantially. Selection for UREs is highly compet-
itive because few students can be accommodated.
Using grades, test scores, and essays, selection
committees generally identify students who suc-
ceeded in high school and college, although a few
studies use other criteria. Most students in UREs
are alreadymotivated to succeed in science. UREs
may exclude students whose interests are not rep-
resented by the available research. In contrast,
CUREs have a curriculum and are open to most
students. CUREs put high demands on one or a
few mentors to guide many students (22). Many
studies demonstrate that duration for bothUREs
and CUREs affects outcomes (23–27). UREs and
CURES vary in selectivity, duration, setting,men-
toring, and cost (Fig. 4).

Impacts and opportunities

We synthesize impacts and opportunities of un-
dergraduate research experiences from the studies
reviewed. We organize the studies in five themes:
(i) mentoring participants, (ii) selecting partic-
ipants and promoting identity, (iii) improving
research practices, (iv) expanding conceptual un-
derstanding, and (v) communicating the nature
of science.
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Mentoring participants
Successful mentoring balances the dual goals
of helping undergraduates deepen their under-
standing of science and guiding them to develop
a scientific identity.Mentors ideally orient under-
graduates to develop and integrate (i) conceptual
knowledge and background information in the
topic of the research experience; (ii) science prac-
tices such as developing an argument from evi-
dence; and (iii) insights into the culture of the
lab, including the requirements of the funding
and the roles of the participants. Mentors guide
students to form a scientific identity by helping
them imagine roles they can play in the lab, rec-
ognize gaps in their knowledge that future courses
will fill, and identify ways to contribute that also
strengthen their current capabilities. Researchers
have studied mentoring in varied professional
and educational contexts using surveys and in-
terviews (28, 29).
Typically, mentoring is shared among faculty,

postdoctoral researchers, and graduate students
with UREs offering an individual relationship
withmentors and CUREs requiring students to
share one or several mentors. Studies indicate
that undergraduates interact most frequently
with graduate students and postdocs, and less
with faculty (26). Mentoring by graduate and
postdoctoral researchers tends to focus on tech-
nical aspects of the projects, whereas faculty are
likely to help students build a scientific identity
by articulating their knowledge, reasoning, or
problem-solving skills (30). Thus, graduate students
and postdoctoral researchers may spend more
time with their mentees than faculty, but rarely
support development of the complex scientific
reasoning skills and professional identity forma-
tion that could benefit undergraduates. Peers can
also help orient and informother undergraduates
about research, especially in UREs where experi-
enced students mentor newcomers (31).
Mentors have responsibility to orient students

so they can see the connections among experiences

1261757-2 6 FEBRUARY 2015 • VOL 347 ISSUE 6222 sciencemag.org SCIENCE

Fig. 2. Mentoring to promote knowledge integration. Successful mentors elicit ideas to find out what students think, add relevant new ideas, encourage
students to find evidence to distinguish among disparate ideas, and ask students to reflect and consolidate their experiences.

Fig. 1. Goals measured, methodologies used, and key findings. We used electronic databases and
Internet search engines such as ERIC, Web of Science, SciFinder Scholar, Science Citation Index, and
EdFull to identify studies.We reviewed citations in relevant articles and examined individual journals (e.g.,
J. Chem. Ed.) to locate papers missed by the search. Key words included undergraduate research,
research opportunities, and science, physics, chemistry, biology. Computer science and psychology were
excluded to keep the research experiences as similar as possible. Consistent with journal policy, we
included papers published in the last 5 years (2010 to 2014). This process yielded 253 documents
published in peer-reviewed journals. Review of titles and abstracts yielded 60 empirical studies.We used
an emergent categorization process to analyze and score the characteristics of each study. References
(1, 11, 12, 22–27, 30, 32–35, 37, 39–47, 50–52, 55–74) provided the basis of the analysis in Fig. 1. See the
reference list for full citations.
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with experimental design, data collection, interpre-
tation of findings, and scientific communication;
help students understand the science concepts
and practices necessary for the research project;
and guide students to develop resilience to in-
evitable failures (32–34). Additionally, mentors

need to provide professional socialization and
emotional support so that students can integrate
their ideas about their scientific identity with the
setbacks and confusions they encounter in their
interactions with the members of the lab. One
study shows thatmentors can challenge students

to become aware of the tension between their
own cultural norms and those of the scientific
community (35). Other investigations found that
students who feel supported by faculty are more
likely to go to graduate school (22), that frequency
of meetings with faculty mentors correlates with
student confidence to perform science practices
or pursue a research career (36), and that students
who lack interactionswithmentors and fail to get
direction for research projects are likely to change
career plans away from science (37). Studies sug-
gest that mentors who function as career coaches,
focusing on ways to remedy gaps in preparation,
may be more effective than those who primarily
emphasize social support (38). Overall, mentors
play a crucial role in undergraduate research ex-
periences, often with little preparation, support,
or even rewards for their contributions.

Promoting persistence and identity

Longitudinal studies using the 2004 Freshman
Survey and 2008 College Senior Survey tracked
students who initially expressed an intention to
pursue a STEMmajor (22, 39, 40). They found that
students generally rated URE and CURE partic-
ipation highly. Those who participated in UREs
were 14 to 17% more likely to persist in science
majors and more likely to retain their interest in
graduate school than nonparticipants. However,
the validity of this finding is undermined be-
cause intention to enroll in graduate school was
inferred from a question asking for graduate
school major, and those not planning to attend
were instructed to skip the question (22). Although
the analysis adjusts for missing data and low
response rates, the surveys did not adequately
differentiate between UREs and CUREs, adjust
for difference in selection criteria across institu-
tions, or control for duration (a known factor in
impact),making interpretationworrisome (41,42).
Furthermore, these analyses do not establish the
direction of causality since students may partic-
ipate in a URE because of their desire to persist
or their interest in building a relationship that
could result in a letter of recommendation for
graduate school, rather than persisting because
of their experience in the URE.
To promote identity as a scientist, five studies

augment self-report surveys about persistence
with interviews (31, 43–45) or journal reflections
(33). In interviews, undergraduates from groups
underrepresented in science reported that research
experiences increased their confidence and ex-
panded their images of science careers by allow-
ing them to try out the roles of research scientists
(31, 45). Other undergraduates reported that the
research experience gave them the opportunity
to broaden their academic and professional sci-
ence networks (33), the chance to learn how to
act like professionals in a research setting (45), a
feeling of ownership of their research project (46),
and the option of determining whether the work
of a scientist could align with their personal val-
ues and goals (44). Both interviews and journal
writinghad the added value of supporting students
to connect ideas from their research experience
to their views of themselves as scientists.
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Fig. 3. Characteristics of UREs and CUREs. CUREs typically provide research experiences for 30 or
more students guided by a course instructor and/or graduate student, and involve classes, credits, grades,
and assignments. Students typically compete for URE placements, spend time in a research laboratory,
and receive one-on-one mentoring from a postdoc, graduate student, or faculty member.

Fig. 4. Implementation site, duration, and research participants for UREs and CUREs. About 70%
of the research experiences were studied at 4-year institutions. Most studies of CUREs involved lower-
division students and lasted one semester or less, whereas studies of UREs involved both upper- and
lower-division students whose length of participation varied within the study.
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Access, duration, and selectivity of research
experiences influence their impact. In the studies
reviewed, students are more likely to participate
in directed research with a faculty member in a
small liberal arts institution (37) than in a large
research university (25). Sustained participation
(three or more semesters) in a URE builds iden-
tity as a scientist, whereas intermittent URE par-
ticipation can be a negative experience (37) and
short UREs have little to no benefit (25). Selec-
tion practices could also limit the impact of re-
search experiences: One study found that high
school preparation mattered more than research
experiences for a sample of students who are
from groups underrepresented in science and
who begin college with high grades and aspira-
tions (39). These findings reinforce the impor-
tance of mentoring and illustrate the complexity
of designing effective research experiences.
These results raise the question of whether re-

cruiting underrepresented students to UREs and
CUREs coupledwith appropriatementoring could
increase diversity in science. One program, SURE
at Emory University, reports increasing diversity
by bringing second-year community college students
to flagship universities for UREs (41). They select
students based on math preparation, experience
with science, and success in overcoming challenges.
Preference is given to first-generation college at-
tendees and students from underrepresented
groups. Regression analyses of transcripts re-
vealed that SURE participants tookmore science
courses as seniors and earned higher grades in
those courses than nonparticipants. A replication
with randomized assignment to SURE would
strengthen the findings.

Improving research practices

Although self-report surveys show that partic-
ipants believe they learned science practices such
as lab techniques, ability to analyze data, and skill
in oral andwritten presentation, the studies could
be strengthened by measuring progress directly
and by determining whether students have a
coherent view of science practices (23, 41, 47–49).
For example, students may develop data col-
lection skills but lack ability to interpret results
(25–27, 30). One study that combined surveys,
interviews, and shadowing of eight undergraduates
as they interacted with a research team found
that students primarily set up and conducted ex-
periments, rather than understanding the rationale
for design or the interpretation of results (40).
These studies do help explain why duration

affects outcomes from research experiences
(23–25, 27, 37). During the first year, students,
who are typically unfamiliar with the science con-
cepts and techniques of the lab, need orientation
to the specific research project and slowly acquire
this knowledge. In 1 year or less, the duration
of most UREs, students learn how to set up
experiments specific to that lab and collect data
but can rarely relate the analyses to a research
question (30). Several studies found that adopt-
ing the traits, habits, and temperament (patience,
perseverance, initiative) of scientific researchers
only begins to emerge in the third semester of a

URE (26, 27). Some second-year students learned
new methodological techniques, collected their
own data, interpreted findings, and formulated
new research questions. The slow enculturation
into scientific practices helps explain survey re-
sults showing that 1-year UREs generate little
progress in understanding science practices.

Expanding science
conceptual understanding

Understanding of the underlying theories and
concepts is essential for students to benefit from
authentic science experiences and is more suc-
cessful in CUREs than in UREs (27). CUREs offer
opportunities to develop conceptual understand-
ing by integrating lectures and readings with
investigations of an important research question
(50, 51). Thus, CUREs build on learning strategies
that students have used in other courses.
URE placements often require conceptual un-

derstanding that is beyond the student’s acad-
emic preparation, especially at research universities
where students may join labs investigating ques-
tions that do not arise in undergraduate educa-
tion. Although URE placements can motivate
students to develop new insights, the limited
evidence for gains in conceptual understanding
suggests that this is rare. Typically, students need
guidance to understand the rationale, research
design, and contribution to the field in this new
area (26, 27). Mentors may orient students to rel-
evant literature, or students may seek resources
on their own. After completing 1 year in the URE,
undergraduates begin to benefit from reading
literature, talking with senior scientists, and par-
ticipating in labmeetings, activities likely to help
them integrate their understanding of the under-
lying theories and concepts (30).
Studies have evaluated gains in conceptual

understanding by using grade-point averages
and patterns of future course selection, but these
activities could result from multiple aspects of
the experience (52). Promising assessments ask
students to analyze new examples of primary lit-
erature, but are rarely used, probably due to the
challenges of developing scoring rubrics (8, 50).

Communicating the nature of science

Both UREs and CUREs help students refine their
appreciation of the process of scientific research
(23, 27, 43). Students come to research experi-
ences with inaccurate ideas about the nature of
science (53, 54). For example, undergraduates
expect research to be more efficient and to have
fewer setbacks than they encounter. A student
may describe a procedure as “finicky” or prone to
errors rather than recognizing that trial and
refinement are part of the nature of science (27).
Students often develop conflicting ideas about
the nature of science. For example, one student
explained that the “scientific method” should be
“stuck to like glue,” yet also reported that, “well it
is alright to keep some things [the same] and
change others” [(11), p. 1091].
Several studies use interviews and journals to

show that students in research experiencesmake
progress in understanding the nature of science.

In one study, undergraduates gained ability to
attribute a scientific purpose to an experiment,
describe theories scientifically, and recognize cre-
ativity in research and teaching (12). In another
study, students shifted from viewing science as a
stepwise linear progression to seeing science as
messy and involving iteration (11). Examination
of the interviews or journals suggests that mo-
tivating students to articulate their views about
the nature of science and talk or write about their
experiences helps them reflect on their experi-
ences, consistent with the knowledge integration
framework (see Fig. 2).

Conclusions

Evidence for the benefit of research experiences
from the 60 reviewed studies published in the
last 5 years is limited. One challenge involves
documenting the differences betweenundergrad-
uate research experiences and typical labs. Studies
report that UREs often engage undergraduates
in following experimental protocols rather than
interpreting results. CUREs use lectures and
readings to impart conceptual understanding
about an important research question, consist-
ent with instructional strategies in other courses
(30, 50, 51, 55). While introducing new images of
science, research experiences may also reinforce
incomplete or inaccurate images. As expected, du-
ration of UREs and intensity of mentoring both
strengthen impacts and differentiate research
experiences from typical labs (25, 36, 37).
Overall, these findings suggest the need for

greater emphasis on integration of research ex-
periences with the beliefs and expectations of
undergraduates (13–17). When research experi-
ences introduce new ideas, these ideas are often
isolated and fragmented. Students need oppor-
tunities to integrate evidence from their research
experiences to strengthen views of their identity
as scientists, the range of science practices, ways
to learn science concepts, and the nature of sci-
ence. Interviews following UREs and CUREs
document the value of asking students to reflect.
These interviews sometimes engage undergrad-
uates in reflecting on their experiences for the
first time.
Using the knowledge integration framework

to interpret the findings, we note that students
need mentors who orient them to the practices
and concepts of the lab so that they can fully
benefit. In many UREs, it takes over a year for
students to gain sufficient understanding to
make sense of the science practices or concepts
of the lab. The few studies that validate self-
report findings with other evidence report that
research experiences can expand students’ im-
ages of the roles available in science (31, 45). This
expanded repertoire of opportunities in science
has the potential to help undergraduates findways
to self-identify as scientists. However, mentoring
to incorporate these images into the students’
identity is related to the amount of contact with
a faculty mentor—a scarce resource in most pro-
grams. The most promising studies use inter-
views or journals to elicit ideas and to encourage
students to distinguish among their initial ideas
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and their experiences. These studies suggest that
students who are encouraged to articulate their
ideas and reflect on their experiences also con-
solidate their ideas, consistent with the emphasis
in the knowledge integration framework on dis-
tinguishing ideas and reflecting. Designers could
use the features of knowledge integration as criteria
for reviewing and improving undergraduate re-
search experiences (see Fig. 2).
Studies of research experiences need the same

rigorous designs and assessments as other scien-
tific research. Studies comparing promising alter-
native approaches to mentoring, ways to illustrate
science practices, or methods for orienting par-
ticipants to a URE placement would advance
understanding. Following the knowledge inte-
gration framework, studies could compare jour-
nals, peer support, structured interviews, and
one-on-onementoring as ways to help students
consolidate their understanding.
Comparison studies need appropriate controls

to advance our understanding. Thus, compar-
isons of UREs and CUREs need to account for
the differences among participants. For example,
most students whomeet the selection criteria for
UREs have already decided to persist in science;
those in CUREs may still be deciding.
The field needs agreed-upon criteria for under-

graduate research experiences and validated, gen-
eralizable assessments for these criteria. Research
to identify measures of research practices that
can be used in multiple studies and criteria for
evaluating mentoring interactions, as well as
methods for measuring ability to locate and
interpret primary literature, could advance the
field. Promising measures should be tested across
investigations and refined.
Disaggregating the populations targeted by

undergraduate research experiences could help
decision-makers allocate scarce resources. Inmany
studies, the value of undergraduate research can-
not be disentangled from precollege preparation.
Using good measures of prior understanding
and expectations, studies that analyze benefits
for subgroups of students could also help those
designing research experiences address theunique
interests and aspirations of individuals and groups.
Such studies could experiment with variations in
the selection criteria for research experiences to
determine whether current approaches are ideal.
In addition, findings about successful experiences
need replication and extension, particularly for
students from nondominant cultures.
Research suggests a conundrumbetweenmen-

tor availability and mentor impact. Graduate
students and postdocs generally mentor under-
graduates about scientific practices and research,
whereas faculty mentor undergraduates to de-
velop an image of themselves as scientists. Men-
tors rarely receive guidance about how best to
mentor undergraduates. The field would benefit
from research that identifiesmentoring practices
and incorporates them into professional devel-
opment formentors, including graduate and post-
doctoral researchers. Professional development
can help mentors (i) identify and negotiate ex-
pectations with theirmentees; (ii) explore under-

graduate assumptions about research experiences;
(iii) monitor student progress; (iv) encourage
reflection; and (v) support students emotion-
ally as well as intellectually (51, 52). Methods
are needed to allocate credit to faculty for men-
toring students and developing effective UREs
and CUREs.
Finally, the costs and benefits of research ex-

periences for building human capital, benefiting
undergraduates, improving workforce diversity,
and strengthening educational outcomes need
better understanding. Making the best use of
extramural funds and the, often voluntary, con-
tributions of faculty to allocate opportunities and
improve undergraduate research experiences re-
quires a strong research base.
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EXPRESSION PROFILING

Combinatorial labeling of single cells
for gene expression cytometry
H. Christina Fan, Glenn K. Fu, Stephen P. A. Fodor*

INTRODUCTION: The measurement of spe-
cific proteins and transcripts in individual cells
is critical for understanding the role of cellular
diversity in development, health, and disease.
Flow cytometry has become a standard tech-
nology for high-throughput detection of protein
markers on single cells and has been widely
adopted in basic research and clinical diagnos-
tics. In contrast, nucleic acidmeasurements such
as mRNA expression are typically conducted
on bulk samples, obscuring the contributions
from individual cells. Ideally, in order to char-
acterize the complexity of cellular systems, it
is desirable to have an affordable approach
to examine the expression of a large number of
genes across many thousands of cells.

RATIONALE:Here, we have developed a scal-
able approach that enables routine, digital gene
expression profiling of thousands of single cells
across an arbitrary number of genes, without
using robotics or automation. The approach,
termed “CytoSeq,” employs a recursive Poisson
strategy. First, single cells are randomly depos-

ited into an array of picoliter wells. A combi-
natorial library of beads bearing cell- and
transcript-barcoding capture probes is then
added so that each cell is partitioned along-
side a bead. The bead library has a diversity
of ~106 so that each cell is paired with a unique
cell barcode, whereas the transcript barcode
diversity is ~105 so that each mRNA molecule
within a cell becomes specifically labeled. After
cell lysis, mRNAs hybridize to beads, which are
pooled for reverse transcription, amplifica-
tion, and sequencing. Because cDNAs from all
polyadenylated transcripts of each cell are
covalently archived on the bead surface, any
selection of genes can be analyzed. The dig-
ital gene expression profile for each cell is re-
constructed when barcoded transcripts are
assigned to the cell of origin and counted.

RESULTS: We applied CytoSeq to charac-
terize complex heterogeneous samples in the
human hematopoietic system by examining
thousands of cells per experiment. In addition
to surface proteins that are traditional cell

type markers, we examined genes coding for
cytokines, transcription factors, and intracel-
lular proteins of various cellular functions that
may not be readily accessible by flow cyto-
metry. We demonstrated the ability to identify

major subsets within hu-
man peripheral blood mo-
nonuclear cells (PBMCs).
We compared cellular het-
erogeneity in resting CD3+

T cells versus those stim-
ulated with antibodies to
CD3 and CD28, as well as

resting CD8+ T cells versus those stimulated
with CMV peptides, and identified the rare cells
that were specific to the antigen. Highlighting
the specificity of large-scale single-cell anal-
ysis compared with bulk sample measurements,
we found that the up-regulation of a number of
genes in the stimulated samples originated
from only a few cells (<0.1% of the population).

CONCLUSION: The routine availability of gene
expression cytometry will help transform our
understanding of cellular diversity in complex
biological systems and drive novel research
and clinical applications. The massively paral-
lel single-cell barcoding strategy described
here may be applied to assay other biological
molecules, including other RNAs, genomic
DNA, and the genome and the transcriptome
together.▪
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CytoSeq: Single–Cell Gene Expression Profile
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Massively Parallel 
Single–Cell Barcoding

Gene expression cytometry (CytoSeq). Massively parallel, stochastic barcoding of RNA content from single cells in a microwell bead array
enables digital gene expression profiling of thousands of single cells simultaneously. Shown here is the principal component analysis for human
PBMCs. Each point represents a single cell. Cells with correlated expression profiles are coded with similar colors.
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EXPRESSION PROFILING

Combinatorial labeling of single cells
for gene expression cytometry
H. Christina Fan, Glenn K. Fu, Stephen P. A. Fodor*

We present a technically simple approach for gene expression cytometry combining
next-generation sequencing with stochastic barcoding of single cells. A combinatorial library
of beads bearing cell- and molecular-barcoding capture probes is used to uniquely label
transcripts and reconstruct the digital gene expression profile of thousands of individual cells
in a single experiment without the need for robotics or automation.We applied the technology
to dissect the human hematopoietic system and to characterize heterogeneous response to
in vitro stimulation. High sensitivity is demonstrated by detection of low-abundance
transcripts and rare cells. Under current implementation, the technique can analyze a few
thousand cells simultaneously and can readily scale to 10,000s or 100,000s of cells.

U
nderstanding cellular diversity in large col-
lections of cells requires the measurement
of specific proteins or transcripts expressed
by individual cells. Flow cytometry is well
established as an important tool for detect-

ing proteins in single cells. In contrast, RNA ex-
pression measurements are typically conducted
on bulk samples, obscuring individual cell infor-
mation. Although single-cell RNAexpressionmea-
surements using microtiter plates or commercial
microfluidic chips have recently been reported
(1–9), these approaches require elaborate instru-
mentation and are expensive to implement for
routine transcriptome analysis of large numbers
of cells. Other methods based on nanoliter or
picoliter partitioning of single cells followed by
reverse transcription polymerase chain reaction
(RT-PCR) (10–12) allow for the analysis of large
numbers of cells but are practical for only a few
genes at a time. To characterize the contributions
of individual cells to a complex biological system,
it is desirable to have an affordable and acces-
sible method to couple large numbers of cells
with large numbers of genes.
Here, we have developed a scalable approach

that enables routine, digital gene expression pro-
filing of thousands of single cells across an arbi-
trary number of genes. Microscale engineering
and combinatorial techniques were used to label
all mRNA molecules in a cell with a unique cel-
lular barcode in a single massively parallel step.
In addition, each transcript copy within a cell
was indexed with a molecular barcode (7, 13–17),
allowing PCRbias correction and absolute digital
gene expression measurements. Labeled mRNA
molecules from all cells were pooled, amplified,
and sequenced. The digital gene expression profile
of each cell was reconstructed using the cell and
molecular barcodes on each sequence. This tech-

nology, whichwe termCytoSeq, enables the equiv-
alent of protein flowcytometry for gene expression.
Wehave applied the technique tomultiparameter
genetic classification of the hematopoietic system
and demonstrated its use for characterizing cel-
lular heterogeneity in immune response and for
identifying rare cells in a population.

Results

Cell capture, labeling, and sequencing

The CytoSeq procedure is outlined in Fig. 1A. First,
a cell suspension is loaded onto a microfabricated
surface with up to 100,000microwells. Each 30-mm-
diameter microwell contains a volume of ~20 pico-
liters. The number of cells in the suspension is
adjusted so that only about 1 out of 10 wells re-
ceives a cell. Cells simply settle into wells by gravity.
Next, the bead library is loaded onto the

microwell array to saturation, so that most wells
become filled. The dimensions of the beads and
wells have been optimized to prevent double oc-
cupancy of beads. Each 20-mm bead has been
functionalized with tens to hundreds of millions
of oligonucleotide primers of the structure out-
lined in Fig. 1B. Oligonucleotides consist of a uni-
versal PCRpriming site, followedbya combinatorial
cell label, amolecular index, and anmRNAcapture
sequence of oligo(deoxythymidine) [oligo(dT)]. All
primers on each bead share the same cell label
but incorporate a diversity ofmolecular indices. A
combinatorial split-pool synthesis method was de-
vised to generate the bead library attaining a cell
labeling diversity of close to 1 million. Because
only ~1% of the total available cell label diversity
is used, the probability of having two single cells
taggedwith the same label is low (on the order of
10−4). Similarly, the diversity of the molecular
labels on a single bead is on the order of 105, so
that the likelihood of two transcript molecules of
the same gene from the same cell taggedwith the
same molecular index is low. Once single cells
and beads are colocalized in themicrowells, a lysis
buffer is applied onto the surface and allowed to

diffuse inside. The high local concentration of
released mRNAs (10s of nanomolar) effectively
drives their hybridization onto the beads.
After mRNA capture, all beads are magneti-

cally retrieved from the microwell array. From
this point on, all reactions are carried out in a
single tube. After reverse transcription, cDNAmol-
ecules synthesized on each bead become encoded
with cell and molecular barcodes and serve as
amplification templates (fig. S1).
Sequencing of amplification products reveals

the cell label, the molecular index, and the gene
identity (fig. S1). Computational analysis groups
the reads based on the cell label and collapses the
reads with the same molecular index and gene
sequence into a single entry to correct for ampli-
fication bias, allowing the determination of abso-
lute transcript numbers for each gene in each cell.

Identifying cell types in cell mixtures

To demonstrate the ability of CytoSeq to identi-
fy individual cells among a population of two
cell types, a ~1:1 mixture of K562 (myelogenous
leukemia) and Ramos (Burkitt’s lymphoma) cells
was loaded onto a partial array of ~25,000 micro-
wells. A panel of 12 genes was selected and am-
plified from the cDNA beads and sequenced. The
panel consisted of five genes specific for K562
cells, six genes specific for Ramos cells, and the
common housekeeping gene GAPDH (table S1A).
The majority of the sequencing reads (~78%) were
associated with 765 unique cell labels (fig. S2).
The gene expression profile of each cell was

clustered using principal component analysis
(PCA) (Fig. 2A). The first principal component (PC)
separated the cells into two major clusters based
on cell type. The genes that contribute to the pos-
itive side of the first PC were specific to Ramos,
whereas the genes that contributed to the nega-
tive side of the same PC were specific to K562.
The second PC highlighted the high degree of
variability in fetal hemoglobin (HBG1) expres-
sion within the K562 cells, which has been ob-
served previously (15, 18).
Next, we spiked in a small number of Ramos

cells into primaryB cells fromahealthy individual.
A panel of 111 genes (table S1B) known to be in-
volved in B cell function (19–21) was analyzed across
1198 cells. Eighteen cells (~1.5% of the population)
were found to have a distinct gene expression pat-
tern (Fig. 2B). Genes preferentially expressed by
this groupareknown tobeassociatedwithBurkitt’s
lymphomaand includeMYC and immunoglobulin
M (IgM) and markers (CD10, CD20, CD22, and
BCL6) associatedwith follicular B cells fromwhich
Burkitt’s lymphoma originates (22) (Fig. 2C and
fig. S3). In addition, this group of cells contained
higher levels ofCCND3 andGAPDH, as well as an
overall highermRNA content (Fig. 2B). This find-
ing is consistent with the fact that lymphoma
cells are physically larger than primary B cells in
normal individuals and that they are rapidly
proliferating and transcriptionally more active.
Several methods were used to estimate the

RNA capture efficiency of CytoSeq. First,GAPDH
in 10 pg of Ramos total RNAwasmeasured to be
~343 copies using digital RT-PCR. Additionally,
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we tested individual Ramos cells using a sensitive
molecular indexing technique (15) and determined
an average of 214 T 36 (SE) GAPDH transcripts
per cell. These results were comparable to the
152 T 10 (SE) copies yielded by CytoSeq. Further,
we compared CytoSeq measurements with bulk
RNA-seqdata of ~20millionRamos cells obtained
from Sultan et al. (23). We observed a high cor-
relation of gene expression levels (R2 = 0.946)
across three orders of magnitude (fig. S4).

Dissecting human PBMCs

Most biological samples, such as blood, contain
diverse populations of numerous cell types and
states with subtle differences in gene expression
profiles. We applied CytoSeq to identify all the
major cell types in human peripheral blood
mononuclear cells (PBMCs), including mono-
cytes, natural killer (NK) cells, and the different
T and B cell subsets. Unlike traditional immu-
nophenotyping that is limited mostly to surface
protein markers, we included 98 genes for cyto-
kines, transcription factors, and intracellular pro-
teins of various cellular functions in addition to
surface proteins (table S1C). We analyzed the dig-
ital gene expression profile of 632 PBMCs (Fig. 3
and fig. S5). The first PC separated monocytes
and lymphocytes into two orthogonal clusters
by the expression of CD14, CD16a, S100A12, and
CCR2 in one cluster and lymphocyte-associated
genes in the other. Subtypes of lymphocytes were
located in a continuum along the second PC,
with B cells [expressing immunoglobulins M and
D (IgM, IgD), TCL1A, CD20, CD24, and PAX5) at
one end, naïve T cells (expressing CD4, CCR7, and

CD62L]) in the middle, and cytotoxic T cells
(expressing CD8A, CD8B, EOMES, and PRF1) at
the other end. Natural killer cells expressing killer-
like immunoglobulin receptor (KIR), CD16a, and
perforin (PRF1) were localized in the space be-
tween monocytes and cytotoxic T cells. We also
observed that GAPDH, an enzyme involved in
cellular metabolism, was expressed at highest lev-
els in monocytes and lowest in B cells. Correlation
analysis of gene expression profiles reiterated
observations with PCA and revealed additional
smaller subsets of cells within each major cell type
(fig. S6). A replicate experiment with PBMCs from
the same individual using 731 cells yielded sim-
ilar segregation and cell type frequencies (fig. S7).

Measuring heterogeneity in activated T cells

When measurements are performed on a bulk
sample, the observed gene expression levels can-
not be assigned to individual cells, and large
expression changes from a small number of
cells cannot be distinguished from small changes
in a large number of cells. The overall gene ex-
pression pattern is therefore dependent on the
cell composition and the expression level of each
gene in each cell type or subtype. To illustrate,
we studied the variability of response of human
T cells to an in vitro stimulus.
CD3+ T cells, isolated by negative selection

from a blood donor, were stimulated with anti-
bodies to CD28 and CD3 for 6 hours and analyzed
byCytoSeq. A separate sample of unstimulated cells
was also tested. Expression of a panel of 93 genes
(table S1D) that included surface proteins, cyto-
kines, and effector molecules expressed by differ-

ent T cell subsets was measured (24–26). A total
of 3517 and 1478 cells were analyzed for the
stimulated andunstimulated samples, respectively.
In the unstimulated sample, PCA analysis re-

vealed two major subsets of cells. Examination
of the genes enriched showed that one subset
represented cytotoxic T cells with expression of
CD8A, CD8B, NKG2D, GZMA, GZMH, GZMK, and
EOMES, and the other subset represented helper
T cells with expression of CD4, CCR7, and SELL
(Fig. 4A and fig. S8).
In the stimulated sample, two branches of cells

were observed on the PCAplot (Fig. 4B and fig. S9).
The first principal component represented cellu-
lar response in terms of IRF4, gamma interferon
(IFNG), CD69, tumor necrosis factor (TNF), and
GAPDH expression. CCL3, CCL4, and GZMB, cy-
tokines and effector molecules expressed in cyto-
toxic T cells, and LAG3, a marker associated with
exhausted cells, were localized to cells in the up-
per branch. Expression of interleukin 2 (IL2),
LTA, CCL20, and CD40LG, cytokines and surface
protein associated with T helper cells (TH1), were
localized to cells in the lower branch. Additional
genes, including IL4R, PRDM1, TBX21, ZBED2,
MYC, FOSL1, CSF2, TNFRSF9, and BCL2, were
expressed to various degrees in a smaller number
of cells (fig. S9). Most of these cytokines, effector
molecules, and transcription factors were either
not expressed or were expressed at very low lev-
els by cells in the unstimulated sample. Although
most of the cells that respondedwithin this short
period of stimulation were presumably memory
cells, we observed a small population of cells that
produced lower levels of IL2 and no other cyto-
kines or effector molecules and might represent
naïve cells (Fig. 4B, arrow).
To fully appreciate the heterogeneity in re-

sponse, cells were clustered based on pairwise
correlation coefficients. Although the two main
groups of helper and cytotoxic cellswere observed,
there were additional smaller subsets of cells as
well as considerable diversity within each subset
in terms of the combination and level of acti-
vated genes expressed (fig. S10, A and B).
A few cytokines, namely IL4, IL5, IL13, IL17F,

IL22, LIF, IL3, and IL21, were highly up-regulated
in the stimulated sample as a whole as compared
with the unstimulated sample, but were contrib-
uted only by a few cells in the sample (Fig. 4C).
Subsets of these cytokines were expressed by
the same cells (fig. S11). For instance, just one
cell coexpressed IL17F and IL22, a signature for
TH17 cells. Another seven cells expressed various
combinations of IL4, IL5, and IL13, signatures of
TH2 cells. The observed frequencies of TH2 and
TH17 cells, which primarily reside in secondary
lymphoid tissues and are rare in peripheral blood,
agreed with those previously measured by flow
cytometry (27, 28). The low frequency of special-
ized cells contributing to large changes in overall
gene expression highlights the importance of
sampling large number of single cells.
The large up-regulation of a set of genes in

very few cells served as an important control to
measure system cross-talk. Although any uncap-
tured RNA should be diluted into the vast volume
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of lysis buffer above the microwells, it is possi-
ble that a highly expressed mRNA could contam-
inate beads in neighboring microwells. However,
high transcript counts for IL17F and IL22 (~230
copies) were restricted to just one cell, with no
indication of significant contamination across
other beads, suggesting a low level of any cross-
talk that might have occurred.
Analysis of T cells from a second blood donor

(669 and 595 stimulated and unstimulated cells,
respectively) also demonstrated similar parti-
tioning of cells into the two main T cell branches
(figs. S8, S9, and S10, C and D).

Identifying rare antigen-specific T cells

Fresh blood from the previous two individuals,
who were seropositive for cytomegalovirus (CMV),
was exposed to a CMV pp65 peptide pool. An
untreated blood sample from each donor served
as a control. Using negatively selected CD8+ T

cells, we analyzed 581 CMV-exposed cells and 253
unexposed cells for donor 1, and 2274 exposed
and 2337 unexposed cells for donor 2.
Donor 1’s negative control did not yield a suf-

ficient number of cells to formwell-separated clus-
ters. The rest of the samples showed two main
groups of cells (Fig. 5 and figs. S12 and 13). Cells in
one group expressed naïve and central memory-
associated genes (SELL, CCR7, and CD27), whereas
cells in the other group expressed effector mem-
ory (CCL4, CX3CR1, and CXCR3) and effector-
associated genes (EOMES, GZMA, GZMB, GZMH,
TBX21, and ZNF683) (25, 26, 29). Therewas a small
but distinct cluster of cells expressing granzyme K
(GZMK) and another cluster expressingHLAclass II
histocompatibility antigen DR alpha chain (HLA-
DRA). The differential expression of the different
types of granzymes has been reported previously
(30). Our results here recapitulated those observed
in CyTOF experiments with CD8+ T cells (31).

Although a considerable proportion of cells
responded to antigen exposure by expression of
CD69 and MYC (fig. S13A), only a few cells ex-
pressed IFNG, a signature cytokine for activated
antigen-specific cells. The IFNG-expressing cells
were among the most transcriptionally active
and belong to the effector memory and effector
cell cluster (Fig. 6 and fig. S14). We identified 5
out of 581 (0.86%) and 2 out of 2274 (0.09%)
cells indonors 1 and2, respectively, thatwere likely
CMV-specific based on IFNG expressionandoverall
transcription levels. This frequency of occurrence
agrees with that observed by cytokine flow cytom-
etry, enzyme-linked immunospot assay (ELISPOT),
and tetramer assay (32). Among those cells, there
was a substantial amount of heterogeneity in
terms of combinations and levels of effector mol-
ecules (e.g., granzymes) and cytokines (e.g., IFNG,
IL2, CCL3, CCL4, TNF, CSF2, and IL4) expressed
(fig. S15). Interestingly, the most transcriptionally
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active cell in donor 2 did not express IFNG but
expressed IL6 and IL1B, inflammatory cytokines
that are usually produced by monocytes and
macrophages and might represent a unique rare
subtype of CD8+ T cell.

Discussion

Wepresent here highly scalablemRNA cytometry
that uses a recursive Poisson strategy to isolate sin-

gle cells, uniquely barcode cellular content, and
index individual molecules for quantitative analy-
sis.Wehave shown the simultaneous identification
and counting of transcript molecules belonging
to each cell in a sample of thousands of cells.
Further, this technique canbeused to characterize
individual cells based on their expression profiles
in naturally occurring heterogeneous systems and
todetect rare cells ina largebackgroundpopulation.

CytoSeq offers advantages over existing single-
cell approaches usingmicrotiter plates or commer-
cial microfluidic chips. Because the experimental
procedure does not require expensive instrumen-
tation, and reagent consumption per cell is low
(in the nanoliter range), one can readily carry
out single-cell analysis on large numbers of cells
across multiple conditions. In this study, we per-
formed single-cell gene expression measurements
of ~15,000 cells across 12 experiments,whichwould
be costly and time-consuming if attempted by
existing methods. The number of cells measured
by CytoSeq can be readily scaled to 10,000s or
100,000s by increasing the size of the microwell
array and the library size of the barcoded beads.
We calculate that the consumable cost (i.e., bar-
coded beads, microwells, enzymes, and primers)
required for a 10,000-cell experiment is at least
two to three orders of magnitude lower (less
than $1 per cell) than current commercial micro-
fluidics approaches. In addition, the method used
for isolating single cells in CytoSeq does not im-
pose a restriction on the uniformity of cell sizes,
thus allowing direct analysis of complex samples
of heterogeneous cell size and shape, such as
PBMCs. Although our experiments focused on
the hematopoietic system, solid samples can
also be analyzed using mechanical or enzymatic
tissue-dissociation methods well established for
flow cytometry.
Single-cell transcriptome analysis is a power-

ful approach for characterizing and under-
standing cellular diversity. In addition, CytoSeq
complements and expands the capabilities of
fluorescence ormass spectrometry–based cytom-
etry (33, 34). It increases versatility in terms of
the numbers and types of gene products studied.
Unlike flow cytometry, which is largely restricted
to surface proteins with high-affinity antibodies,
CytoSeq detects any transcribed mRNA without
the limitations of antibody availability. In addi-
tion, the high sensitivity and multiparametric
features of CytoSeq enable rare cell characterization
on small samples with insufficient cells for tradi-
tional flowcytometry. Finally, sequencing inCytoSeq
provides nucleotide precision along with quanti-
tative gene expression information, permitting
qualitative examinationsof genetic structure across
individual cells, such as mutations or variants,
T cell receptors (35), or immunoglobulins.
Because all polyadenylated RNAs are captured

and archived as covalently attached cDNAs on
the beads, one can elect to study any arbitrary
set of genes or repeat the analysis with other sets
of genes. Whole transcriptome sampling is also
possible by employing universal cDNA ampli-
fication techniques (36–39) or amplification-
free single molecule DNA sequencing (40–42).
However, it is important to consider the sequenc-
ing depth required for routine characterization
of large number of cells across the whole tran-
scriptome.Assuming~200,000 transcriptmolecules
per cell (considering only the polyadenylated por-
tion of the transcriptome), each cell would require
~2 million reads for a 10-fold coverage. Thus, to ex-
amine 1000 cells per sample, upwards of ~2 bil-
lion reads are required—equivalent to the current
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output of the highest-capacity next-generation
sequencer (HiSeq. 2500), of which a single run
can cost more than $15,000 and requires 6 days
to complete. In contrast, the same number of cells
assayed across ~100 genes requires only a small
sequencing run (1 to 10 million reads, less than
$1000, and a 1-day runtime). Shallowwhole trans-
criptome sequencing (20,000 to 500,000 reads
per cell), surveying several hundred to slightly over
a thousand of the highly abundant genes is an
alternative, as it has been shown to be sufficient
to differentiate cell types in some samples (5, 43).
The trade-offs of between depth of sequencing

and differential gene expression of single cells
have recently been discussed (44). As sequenc-
ing costs continue to fall, whole-transcriptome
implementation of CytoSeq will become more
affordable to a larger number of researchers to
explore larger numbers of cells and conditions.
The routine availability of gene expression cy-

tometry will help transform our understanding
of cellular diversity in complex biological systems
and drive novel clinical applications, such as cir-
culating tumor cell analysis, diagnostics of immune
disorders and infectious diseases, monitoring of
immunotherapy and vaccinations, and therapeu-

tic development. Themassively parallel single-cell
barcoding strategy described heremay be applied
to assay other biologicalmolecules, includingother
RNAs, genomic DNA, and the genome and the
transcriptome together.

Materials and methods

Fabrication of microwell array

Microwell arrays were fabricated using standard
photolithography. An array (~35 by 15 mm) con-
taining ~150,000 micropillars were patterned
with SU-8 on a silicon wafer. Polydimethylsilox-
ane (PDMS) was poured onto the wafer to create
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arrays of microwells. Replicas of the wafer were
made with NOA63 optical adhesive using the
PDMS microwell array as template. Agarose (5%,
type IX-A, Sigma) microwell arrays were cast
from the NOA63 replica before each experiment.
For experiments described here, a subsection of
the full array was cut and used, ranging from
~25,000 to 100,000 wells (table S3). The size of
the microwell array can be increased simply by

increasing the total area of the microwell array
pattern on the lithography mask and fabricated
with the same steps above. For instance, a 3′′ by
2′′ microscope slide can hold ~1.4 million wells,
for capturing ~140,000 single cells.

Synthesis of bead library

Beads were manufactured by Cellular Research,
Inc., using a split-pool combinatorial approach.

Briefly, 20-mm-diameter magnetic beads func-
tionalized with carboxyl groups (Spherotech) were
distributed into 96 tubes. Using carbodiimide
chemistry, a 5′ amine modified oligonucleotide
bearing a universal PCR priming sequence, a
unique eight-nucleotide cell label, and a com-
mon linker were coupled to the beads in each
tube. Conjugated beads from all tubes were then
pooled and split into a second set of 96 tubes for
annealing to template oligonucleotides bearing
the complement to the common linker, another
eight-nucleotide cell label, and a new common
linker. After enzymatic polymerization, the beads
were again pooled and split into a third set of 96
tubes for annealing to oligonucleotides bearing
oligo(dA)17 on the 5′ end, followed by a randomly
synthesized eight-nucleotide sequence that serves
as the molecular index, a third eight-nucleotide
cell label, and a complementary sequence to the
second linker. After enzymatic polymerization,
the beads were pooled to derive the final li-
brary. Each resulting bead is coated with tens to
hundreds of millions of oligo-(dT) oligonucleo-
tides of the same clonally represented cell label
(884,736 or 96 × 96 × 96 possible barcodes) and
a molecular indexing diversity of 65,536 (48).
The library size is increased exponentially by
linearly increasing the diversity at each step of
synthesis.

Sample preparation

K562 and Ramos cells were cultured in RPMI-
1640 with 10% fetal bovine serum (FBS) and 1x
antibiotic-antimycotic. Primary B cells from a
healthy donor were purchased from Sanguine
Biosciences. PBMCs from a healthy donor were
isolated from fresh whole blood in sodium he-
parin tubes acquired from the Stanford Blood
Center using Lymphoprep solution (StemCell).

T cell stimulation

Heparinized whole blood of two CMV sero-
positive blood donors was obtained from the
Stanford Blood Center. For CMV stimulation,
1 ml of whole blood was stimulated with CMV pp65
peptide pool diluted in phosphate-buffered saline
(PBS) (Miltenyi Biotec) at a final concentration
of 1.81 mg/ml for 6 hours at 37°C. A separate
sample of whole blood from each donor was
incubated with PBS as negative controls. CD8+

T cells were isolated using RosetteSep cocktail
(StemCell) and subsequently deposited onto mi-
crowell arrays. For stimulation with antibodies to
CD3 and CD28, T cells from the same two donors
were isolated from whole blood using RosetteSep
T cell enrichment cocktail and resuspended in
RPMI-1640 with 10% FBS and 1x antibiotic-
antimycotic. One sample of cells from each donor
was incubated with Dynabeads Human T-Activator
CD3/CD28 (Life Technologies) at ~1:1 bead-to-cell
ratio at 37°C for 6 hours. A separate sample of cells
from each donor was placed in the incubator with-
out stimulation to serve as negative controls.

Single-cell capture

Cell density was measured by hemocytometer
counting (table S3) and adjusted to achieve ~1
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captured cell per 10 or more microwells. The
cell suspension was pipetted onto the microwell
array and allowed to settle by gravity. Cell filling
of microwells was confirmed by microscopy. Cells
that settled on the surface in-between wells (~77%
of the total surface area under current design)
were removed and could be saved for future use.
The bead library was then loaded at a density of
~5 beads per well to saturate all wells. Excess
beads were washed away and cold lysis buffer
(0.1M Tris-HCl pH 7.5, 0.5M LiCl, 1% LiSDS, 10mM
EDTA, and 5 mM dithiothreitol) was pipetted
over the surface of themicrowell array. After 10 min
of incubation on a slide magnet, the lysis buffer
covering the array was removed and replaced by
fresh lysis buffer. Beads with captured mRNAs
were retrieved by placing the magnet on top of
the microwell array. Beads in solution were col-
lected into a microcentrifuge tube by pipetting
and washed twice in the tube with wash A buf-
fer (0.1 M Tris-HCl, 0.5 M LiCl, and 1 mM EDTA)
and once with wash B buffer (20 mM Tris-HCl pH
7.5, 50 mM KCl, and 3 mM MgCl2). Under cur-
rent implementation without the use of auto-
mation, this process takes up to 1.5 hours with
two samples processed in parallel.

cDNA synthesis

Washed beads were resuspended in 40 ml RT
mix (Life Technologies, 1x First Strand buffer,
20 units SuperaseIN RNase Inhibitor, 200 units
SuperScript II or SuperScript III, 3 mM addi-
tional MgCl2, 1 mM dNTP, and 0.2 mg/ml BSA) in
a microcentrifuge tube rotated at 16 revolutions

per minute in an oven at 50°C for 50 min (when
using SuperScript III for the early experiment
with K562 and Ramos cells) or 42°C for 90 min
(when using Superscript II for all other ex-
periments). After cDNA synthesis, excess oligo-
nucleotides on the beads were removed by
treatment with 20 units of ExoI (NEB) in 40 ml
of 1x ExoI buffer at 37°C for 30 min and then
inactivated at 80°C for 15 min.

Multiplex PCR and sequencing

Gene sequences were retrieved fromRefSeq. Each
marker panel consists of two sets of gene-specific
primers designed using Primer3. MATLAB was
used to select PCR primers with minimal 3′ end
complementarity within each set (table S1). The
amplification scheme is shown in fig. S1. PCR
was performed on the beads with the KAPA Fast
Multiplex Kit, using 50 nM of each gene-specific
primer in the first primer set and 400 nM uni-
versal primer in 50 ml (for K562 and Ramos cell
mixture), 100 ml (for PBMC and B cell experi-
ments) or 200 ml (for T cell experiments), with
the following cycling protocol: 3 min at 95°C; 15
cycles of 15 s at 95°C, 60 s at 60°C, 90 s at 72°C;
and 5 min at 72°C. The increase in PCR volume
was to mitigate the inhibitory effect of the iron
on themagnetic beads. The beadswere recovered
using a magnet, and PCR products were purified
with 0.7x Ampure XP (Beckman Coulter). Half of
the purified products were used for the next
round of nested PCR, with the second primer set
using the same KAPA kit and cycling protocol.
After clean-up with 0.7x Ampure XP, one-tenth

of the product was input into a final PCR re-
action whereby the full-length Illumina adaptors
were appended (1xKAPAHiFi ReadyMix, 200nM
of primer P5, 200 nM of primer P7; 95°C 5 min;
eight cycles of 98°C 15 s, 60°C 30 s, 72°C 30 s;
72°C 5 min). Sequencing was performed on the
Illumina MiSeq instrument with 150x2 base pair
chemistry at a median depth of 1.6 million reads
per sample (table S2).

Data analysis

The cell label, the molecular index, and the gene
identity were detected on each sequenced read
(fig. S1). Gene assignment for the second paired
read (read 2)was performed using the alignment
software “bowtie2” (45) with default settings. Cell
labels and molecular indices on the first paired
read (read 1)were analyzedusing customMATLAB
scripts. Only reads perfectly matching the combi-
natorial cell barcodes were retained, but this re-
quirement may be further relaxed since the cell
barcodes were designed to enable error correc-
tion (46). Reads were grouped first by cell label,
then by gene identity and molecular index. To
calculate the number of unique molecules per
gene per cell, the molecular indices of reads of
the same gene transcript from the same cell were
clustered. Edit distance greater than 1 nucleotide
was considered as a unique cluster, and thus a
unique transcript molecule. A table containing
the digital gene expression profile of each cell
was constructed for each sample; each row in the
table represents a unique cell, each column repre-
sents a gene, and each entry in the table represents
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the count of unique transcript molecules for that
gene in any given cell. The table was filtered to
remove unique molecules that were sequenced
only once (i.e., redundancy = 1). For the experi-
ment with mixture of K562 and Ramos cells, cells
with 30 or more total unique molecules were
retained for clustering. For the rest of the exper-
iments, cells with a sum of 10 or more unique
molecules or with coexpression of four or more
genes in the panel were retained for clustering.
The filtered table was then used for clustering
analysis. PCA and hierarchical clustering were
performed on natural log-transformed transcript
count (with pseudo-count of 1 added) with built-
in functions in MATLAB.

Measurement of GAPDH
copy number in single Ramos
cell using alternative methods

In the first method, total RNA from Ramos cells
was extracted by RNeasy Mini Kit (Qiagen) and
quantified by Nanodrop. Serial dilutions down
to 7 pg were prepared and loaded onto the
12.765 Digital Array (Fluidigm) with 1x EXPRESS
SuperScript quantitative PCR mix (Life Technol-
ogies), 1x EXPRESS SuperScript enzyme mix (Life
Technologies), 1x GAPDH FAM assay (ABI), 1x
Loading Reagent (Fluidigm), and 1x ROX dye.
The array was analyzed on the BioMark (Fluid-
igm) with the following protocol: 50°C for 15 min,
95°C for 2 min, and 35 cycles of 95°C for 15 s
and 60°C for 60 min. GAPDH was measured
to be 34 copies per pg of total RNA. In the sec-
ond method, a Ramos cell suspension was di-
luted in PBS to about 1 cell per 10 microliters. A
microliter of suspension was pipetted into multi-
ple 0.2-ml tubes. The presence of a single cell in
a tube was confirmed by microscopy. GAPDH
counts in the single cells were determined using
the method outlined in Fu et al. (15). Measure-
ments were obtained from eight cells. An average
of 214 T 36 (SE) copies (range 113 to 433 co-
pies) was obtained per cell. GAPDH counts per
spiked Ramos cell (18 single cells) were com-
pared to these two methods to evaluate RNA
detection efficiency.
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THERMAL MEASUREMENT

Nanoscale temperature mapping in
operating microelectronic devices
Matthew Mecklenburg,1* William A. Hubbard,2,3 E. R. White,2,3 Rohan Dhall,4

Stephen B. Cronin,4 Shaul Aloni,5 B. C. Regan2,3*

Modernmicroelectronic devices have nanoscale features that dissipate power nonuniformly,
but fundamental physical limits frustrate efforts to detect the resulting temperature
gradients. Contact thermometers disturb the temperature of a small system,while radiation
thermometers struggle to beat the diffraction limit. Exploiting the same physics as
Fahrenheit’s glass-bulb thermometer, we mapped the thermal expansion of Joule-heated,
80-nanometer-thick aluminum wires by precisely measuring changes in density.With a
scanning transmission electron microscope and electron energy loss spectroscopy, we
quantified the local density via the energy of aluminum’s bulk plasmon. Rescaling density to
temperature yields maps with a statistical precision of 3 kelvin/hertz−1/2, an accuracy of
10%, and nanometer-scale resolution. Many common metals and semiconductors have
sufficiently sharp plasmon resonances to serve as their own thermometers.

L
ong before thermodynamic temperature
was understood, it was defined as a mea-
surable quantity in terms of the thermal
expansion of air, red wine, alcohol, or
mercury-in-glass. Now, temperature T is

considered to be a statistical concept, defined
by the derivative of a system’s entropy S with
respect to its energy E according to T−1 ≡ ∂S/∂E
(1). This understanding is challenged in high-
ly localized (2) or nonequilibrium (3) systems,
in which the standard statistical reasoning is
difficult to apply. Small systems are also prob-
lematic from a practical standpoint. Contact
thermometers (such as thermocouples) require a
thermal connection that disturbs a small system’s
temperature (4, 5). Noncontact thermometers
based on the detection of radiation—whether
thermal (6), Raman (7), reflected (8), or lumines-
cent (5, 9)—naturally have their spatial resolu-
tion limited by the wavelengths of the radiation
detected (4, 5). In modern semiconductor de-
vices, millions of transistors generate thermal
gradients on length scales that are tiny com-
paredwith infrared and optical wavelengths (10).
Thus, thermometric techniques with high spatial
resolution are applicable to important problems
ranging from the statistical foundations of ther-
modynamics (2, 3) to heat management in mi-
croprocessors (5, 10, 11).

High-spatial-resolution thermometry is under
constant development inmany arenas (5). Some
approaches involve inserting local probes [even
miniature expansion thermometers (12)] that
can be queried remotely. For instance, lumines-
cent nanoparticles inserted in biological systems
can measure intracellular temperature gradients
(9), or low-melting point metals deposited on a
solid-state device can provide a binary tem-
perature determination (13, 14). Alternatively,
the thermometer can be external and mobile.
Scanning probe techniques include scanning
thermal microscopy (SThM), in which the tip
of an atomic force microscope is equipped with
a thermocouple or resistive sensor (15, 16), and
near-field scanning optical microscopy, in which
a fiber is used to beat the far-field diffraction
limit (4, 5, 11, 17). Both of these methods can
achieve resolution ≲50 nm (16, 17). Perhaps most
like the work described here, nuclear magnetic
resonance (NMR) (18), electron backscatter dif-
fraction (19), or inelastic electron scattering (20)
can induce the measured system to provide its
own thermometric signal. Of these three, only
the NMR technique has demonstratedmapping
with millimeter-scale resolution (18). Of all of
the aforementioned methods, none have dem-
onstrated detailed temperature maps with sub-
10-nm spatial resolution.
Here, we describe a noncontact, thermometric

technique that can measure bulk temperatures
with nanometer-scale spatial resolution: plasmon
energy expansion thermometry (PEET). Based
on electron energy loss spectroscopy (EELS), the
technique is noncontact in the sense that the
measurement has a negligible effect on the mea-
sured system’s temperature. Like Fahrenheit’s
mercury-in-glass thermometer, this thermo-
meter derives its sensitivity and accuracy from
the calibrated thermal expansion of a conve-

nient material—here, aluminum. As outlined in
Fig. 1A, we applied EELS in a scanning trans-
mission electron microscope (STEM) to measure
the energyE required to excite a bulk plasmon in
themetal. In the free-electronmodel, this energy
is given by

E ¼ ħwp ¼ ħ

ffiffiffiffiffiffiffiffiffiffiffiffi
4pne2

m

r
ð1Þ

where ħ is the reduced Planck constant, wp is the
plasmon angular frequency, and n is the number
density of valence electrons with charge e and
mass m. At room temperature (T0), aluminum
has n(T0) ≃ 1.8 × 1029 m−3, which gives E(T0) ≃
15.8 eV according to Eq. 1. This value is within 3%
of the measured value of 15.2 eV (21), demon-
strating the applicability of the free electron
model in aluminum.
The plasmon energy is temperature-sensitive

because thermal expansion changes the num-
ber density according to n(T) ≃ n(T0)[1 − 3f (T)],
where f ðT Þ ≡ ∫TT0aðT ′ÞdT ′≃ a1DT þ a2DT 2 and
a is the coefficient of linear thermal expansion
(21–23). The normalized change in the plasmon
energy R ≡ [E(T) − E(T0)]/E(T0) is thus related
to the temperature change DT by a quadratic
equation with solution

DT ≡ T − T0 ¼ a1
2a2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

8Ra2
3a21

s
− 1

 !
ð2Þ

In aluminum, the coefficients a1 = 23.5 × 10−6 K−1

and a2 = 8.9 × 10−9 K−2 approximate f(T) to
better than 2% over the range from 25 to 650°C
(24, 25). By focusing the STEM electron beam
into a nanometer-sized probe, rastering it over
the sample, and analyzing the shift of the plas-
mon peak in the EELS spectrum according to
Eq. 2, we produced a temperature map.
With a plasmon peak width ~1.3 eV, the peak

shift of roughly –0.54 meV/K (in the linear ap-
proximation) is too subtle to reliably detect by
merely locating the peak maximum. However,
curve-fitting improves our sensitivity to energy
or temperature shifts by almost an order of mag-
nitude (26). The shift for a large (120 K) temper-
ature difference is shown in Fig. 1B, measured
with a spectrum integration time of 26ms. Under
such imaging conditions, repeatedmeasurements
at a single point give standard deviations in the
energy loss of 8 to 12 meV, which is equivalent
to 15 to 21 K. For spectrum acquisition rates of
38 to 76 s−1, our plasmon energy sensitivity scales
like shot noise with slope ~1.7 meV/

ffiffiffiffiffiffi
Hz

p
, which

is equivalent to 3 K/
ffiffiffiffiffiffi
Hz

p
.

To demonstrate PEET’s spatial resolution, we
used electron-beam lithography to fabricate a va-
riety of serpentine aluminum devices that exhibit
temperature gradients on submicrometer-length
scales (Fig. 1C). Depending on the contacts used,
a device can be Joule-heated locally by applying
a voltage across it, or remotely by heating its
neighbor (26).
Local heating gives PEETmaps such as Fig. 1D.

Themap contains 336 by 223 pixels with an 11-nm
pitch and is derived from two EELS spectrum
images, one acquired at room temperature and
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the other at elevated temperature. Thus, each
pixel has two associated spectra similar to those
shown in Fig. 1B. Averaging over 64 pixels in the
indicated square regions gives standard errors of
2 and 3 K respectively, showing a temperature
difference 80 T 4 K with a signal-to-noise ratio
of 20. The highest temperatures are not found at
the wire’s midpoint, as would be expected for a
straight and uniform one-dimensional conduc-
tor, but rather in the sections farthest from the
lead connections. PEET reveals that the mid-
point loses heat to the cooler end legs (only 150 nm

away) through the Si3N4 membrane and via near-
field electromagnetic transport (11).
The PEET analysis procedure is described in

more detail in Fig. 2, which shows raw maps
of the plasmon energy for a device with zero
(Fig. 2A) and nonzero (Fig. 2B) power applied
to a remote heater. In both cases, the sensitive
curve-fitting procedure reveals nanometer-scale
structures in the aluminum. Most noticeable in
the leads, these structures are due to grain bound-
aries, which show a plasmon energy decrease
of DE = 13 T 12 meV (figs. S1 and S2). The im-

plied density decrease of Dn/n ≃ 2DE/E ≃ 0.2%
is expected because of the grain boundary vol-
ume excess (27). Without correction, the grain
boundary shift would give a false temperature
offset of ~24 K. The subtraction in the normal-
ized plasmon shift ratio R = (B – A)/A (where
the letters refer to the respective panels of Fig. 2)
suppresses this potential systematic, leaving resid-
uals that are barely evident in the temperature
map in Fig. 2C (fig. S3).
The map in Fig. 2C shows a steady warming

with distance from the lower contact, a trend

630 6 FEBRUARY 2015 • VOL 347 ISSUE 6222 sciencemag.org SCIENCE

Fig. 1. Experiment overview. (A) Apparatus: a
STEM, a biasing sample holder, a power source for
Joule-heating the sample, and an EELS spectrome-
ter. (B) Aluminum EELS data characteristic of 293 K
(black) and 413 K (red).The vertical lines in the inset
indicate the plasmon peak centers, as determined
by curve-fitting, and the arrows indicate the peak
maxima. (C) Scanning electron microscope image
of an example device architecture. Four leads con-
nect to three Al device geometries over an electron-
transparent, Si3N4 membrane. (D) A false-color
temperature map of a 80-nm-thick, 100-nm-wide
serpentine aluminum wire Joule-heated by the ap-
plication of 161 mA.The histogram indicates the color
scale and bins each pixel according to its temper-
ature. The average temperatures measured in the
indicated 86- by 86-nm squares are 310 T 2 K
(bottom left) and 390 T 3 K (top right).
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Fig. 2. Remoteheating. (A andB) Plasmon energy
map with 4-nm pixels of a 100-nm-thick aluminum
wire (A) at room temperature and (B) with 2 mW
applied to a heater outside the field of view. (C)
Temperature map constructed from (A) and (B).
White bars indicate the 90- by 10-pixel segments
used to generate the (D) line profiles and (E) his-
tograms. Narrow lines and histograms show data
averaged over 40 nm vertically, and dots connected
by thicker lines indicate data averaged over 40 nm in
both directions.
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easier to appreciate quantitatively in the seven
line profiles in Fig. 2D. With a spectrum acqui-
sition rate of 76 s−1, each map pixel has a sta-
tistical uncertainty of 26 K. The histograms in
Fig. 2E show that the mean temperature dif-
ference ~30 K between each horizontal leg and
its neighbor is resolved. Furthermore, the top-
most and bottommost profiles have standard
deviations that are comparable with the expected
8K statistical noise, whereas the other histograms
are generally broadened, reflecting the substantial
temperature gradients in the horizontal legs and
the absence of such gradients in the contacts.
In situ thermal studies with nanoscale ther-

mometry can use temperature control elements
that are smaller and thus faster. This advantage
enables rapidheating andquenching experiments
and better control of systematics. For instance,
annealing at elevated temperatures causes grain
boundaries to reconfigure. But with a small heat-
er over the electron-transparentwindow, the tem-
perature can be cycledwithout pausing towait for
the thermal drift to stabilize. Thus, the T0 ref-
erence map can be frequently refreshed, mitigat-
ing this systematic without incurring a large
duty-cycle penalty.
Shown in Fig. 3 is how the temperature of an

aluminum contact, here heated remotely, can
be changed by hundreds of kelvins in real time,
without disturbing the temperature measure-
ment or causing the burdensome thermal drift
typical of furnace-style heating sample holders.
These data depict an EELS spectrum image ac-
quisition in which the power to the remote heater

was ramped down in steps, with zero-power in-
tervals separating each new nonzero value from
the previous one (Fig. 3A). Heating effects are
nearly undetectable in the annular dark field
(ADF) images corresponding to zero power (Fig.
3C) and stepped power (Fig. 3D). Grain rotation
induced some tiny contrast changes, and the drift
was sufficiently small to be handled by the EELS
data acquisition software’s automated drift cor-
rection routine, which executed every two rows.
Comparison of the ADF and plasmon energy

images also emphasizes the common origin of the
structure evident in the zero-power (T0) images:
grains. The ADF image shows diffraction contrast
varying randomly from grain to grain based on
the local lattice orientation, whereas the plasmon
energy image highlights the grain boundaries be-
cause of the volume excess effect discussed above
(figs. S1 and S2). In the temperaturemap (Fig. 3G),
a few grain boundaries show residuals 3 to 4 stan-
dard deviations from the mean (fig. S3), but gen-
erally, the grainboundary systematic is suppressed.
The abrupt transitions in the power-stepped

plasmon energy (Fig. 3F) and temperature (Fig.
3G) maps demonstrate thermalization within a
26-ms pixel time. Although the field of view was
nearly isothermal at any given instant, the effec-
tively instantaneous temperature changes appear
spatial because of the 22.5-min frame time. The
mean temperature from each isothermal region
is plotted in Fig. 3G as a function of the heater
power. As expected for a small device in vacuum
that is too cool to radiate appreciably, the tem-
perature is linear in the applied power (6). When

working either with devices or with lamellae de-
ployed as local thermometers, a plot such as Fig.
3G is straightforward and fast to acquire and pro-
vides a translation between power and temper-
ature that can be ported to situations in which
direct measurements of the latter are not feasible.
With careful calibration we expect sub-1 K

accuracies are possible because the physics un-
derpinning PEET is well understood on longer
length scales (figs. S4 to S8) (21–23, 25). Heating
by the electron beam is negligible. The temper-
ature increment is roughly DT ≃ (Ib/ek)(dE/dx)
(28), where Ib ≃ 0.5 nA is the beam current and
k ≃ 240 W/K · m is aluminum’s thermal conduc-
tivity. Plasmons, the dominant source of energy
loss, are created by the beam in a mean free path
‘PL∼ 100 nm,which gives dE/dx∼ 15 eV/(100 nm).
The resultant DT, less than 1 mK, is far below our
current sensitivity. Using a furnace-style heating
sample holder, we heated a sample from room
temperature to 720 K, compared the PEET value
with the holder’s thermocouple reading, and
found that they agree to within 10% (fig. S4).
For the data presented here, the rastering

electron beam (probe) size was 1 to 2 nm, and
the pixel spacing was as small as 2 nm (26). Is it
meaningful to consider the existence of distinct
temperatures at such small length scales in a
solid, and can PEET measure them? Measure-
ments of the plasmon energy do not sample
distinct volumes for separations smaller than
the plasmon delocalization length Lpl, which
sets a resolution limit akin to the Rayleigh cri-
terion (29). At 15.2 eV, the plasmon delocalization
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Fig. 3. Rapid linear temperature changes. (A) Remote heater power versus time. (B) Plasmon energy scale for (E) and (F), and a combination temperature
scale and histogram of the pixels of (G). (C and D) ADF STEM images corresponding to zero and variable power. In these 45- by 269-pixel images the beam was
rastering from left to right, with a row time of 1.2 s, and then top to bottom. (E and F) Corresponding, simultaneously acquired plasmon energy maps. (G)
Temperature map constructed from the normalized subtraction of (E) from (F). (H) Temperature extracted from (G) versus heater power, along with a linear fit
(purple) and the corresponding fit parameters.
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is 3 nm (29), which is consistent with the grain
boundary widths (which correspond to atomic-
scale features) seen in our plasmon energy maps
(fig. S1). However, the sample does not support a
temperature gradient for separations smaller than
the electronmean free path ‘e because electrons
are ballistic over distances less than ‘e. Thus, ‘e
describes the smallest thermal feature size that
can exist in continuous aluminum. Similarly, be-
cause phonons generate thermal expansion, tem-
perature cannot produce different densities at
separations smaller than a phonon mean free
path ‘ph. We estimate ‘e ≲ 4 to 15 nm and ‘ph ≲ 2
to 5 nm in our temperature range (table S1).
For Lpl smaller than ‘ph or ‘e, PEET achieves the
maximumpossible spatial resolution; temperature
differences do not exist on length scales smaller
than the larger mean free path.
PEET is applicable to many other technolog-

ically important metals and semiconductors.
Tungsten, silver, silicon, gallium arsenide, and
gallium nitride all have sufficiently sharp plas-
mon resonances (29). [The width of the plasmon
resonance limits PEET’s precision, so decreasing
the zero loss peak width (30) gives only a small
sensitivity improvement.] Because the product
of the thermal expansion coefficient a with the
melting temperature is aTm ~ 0.02 for manyma-
terials (31), one will generally trade high sensi-
tivity for a large accessible temperature range, or
vice versa, depending on the application. Ideally,
the system to be measured serves as its own ther-
mometer, without requiring the introduction of
thermometric materials that might compromise
the thermal behavior or device function.
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EXOPLANET DYNAMICS

Asynchronous rotation of Earth-mass
planets in the habitable zone of
lower-mass stars
Jérémy Leconte,1,2,3* Hanbo Wu,1,4 Kristen Menou,2,5 Norman Murray1,4

Planets in the habitable zone of lower-mass stars are often assumed to be in a state of tidally
synchronized rotation, which would considerably affect their putative habitability. Although
thermal tides cause Venus to rotate retrogradely, simple scaling arguments tend to attribute
this peculiarity to the massive Venusian atmosphere. Using a global climate model, we show
that even a relatively thin atmosphere can drive terrestrial planets’ rotation away from
synchronicity.We derive a more realistic atmospheric tide model that predicts four asynchronous
equilibrium spin states, two being stable, when the amplitude of the thermal tide exceeds a
threshold that is met for habitable Earth-like planets with a 1-bar atmosphere around stars
more massive than ~0.5 to 0.7 solar mass. Thus, many recently discovered terrestrial planets
could exhibit asynchronous spin-orbit rotation, even with a thin atmosphere.

A
s we experience in our everyday life, atmo-
spheric temperatures oscillate following the
diurnal insolation cycle. This in turn cre-
ates periodic large-scale mass redistribution
inside the atmosphere—the so-called ther-

mal atmospheric tides. But as we all also have
experienced, the hottest moment of the day is
actually not when the Sun is directly overhead,
but a few hours later. This is due to the thermal
inertia of the ground and atmosphere that
creates a delay between the solar heating and
thermal response (driving mass redistribu-
tion), causing the whole atmospheric response to
lag behind the Sun (1).
Because of this asymmetry in the atmospheric

mass redistribution with respect to the subsolar

point, the gravitational pull exerted by the Sun
on the atmosphere has a nonzero net torque that
tends to accelerate or decelerate its rotation, de-
pending on the direction of the solarmotion (2, 3).
Because the atmosphere and the surface are usu-
ally well coupled by friction in the atmospheric
boundary layer, the angular momentum trans-
ferred from the orbit to the atmosphere is then
transferred to the bulk of the planet, modifying
its spin (4).
On Earth, this effect is negligible because we

are too far away from the Sun, but the atmo-
spheric torque due to thermal tides can be very
powerful, as seen on Venus. Indeed, although tid-
al friction inside the planet is continuously trying
to spin it down to a state of synchronous rotation,
thermal tides are strong enough to drive the plan-
et out of synchronicity and to force the slow
retrograde rotation that we see today (2–6). Very
simple scaling arguments predict that the ampli-
tude of the thermal tide is proportional to the
ratio of the atmospheric mean surface pressure
over its scale height (1). Everything else being
equal, one would thus expect the thermal tide to
be ~50 times weaker if Venus had a less massive,
cooler Earth-like atmosphere. Whether this scal-
ing really holds and howmassive the atmosphere
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must be to affect the planetary rotation has not
yet been determined.
These issues are of utmost importance as we

now find many terrestrial planets in a situation
similar to Venus. Because the habitable zone—
the zone around a star inside which a planet can
sustain surface liquid water—is closer around

lower-mass stars, planets in this region are often
expected to be tidally synchronized with the or-
bit (7–15). This seems to create additional diffi-
culties for keeping a habitable environment over
the lifetime of the planet. In particular, the per-
manent night side can be an efficient cold-trap
forwater (13, 14), strongly destabilize the carbonate-
silicate cycle (10, 11), and even cause atmospheric
collapse in extreme cases (9, 15).
Here, we investigate whether or not thermal

tides can drive terrestrial planets in the habitable
zone out of synchronous rotation if a relatively
thin atmosphere is present. Previous studies on
Venus (2–6), and for exoplanets (16, 17), have shown
that this reduces to the search for equilibrium ro-
tation states for which the bodily torque (Tg) and
the atmospheric torque (Ta) cancel each other and
provide a restoring force against deviations from
this equilibrium. In the circular case with zero
obliquity, these torques are given by

Ta ¼ −
3

2
Kabað2w − 2nÞ ð1Þ

and

Tg ¼ −
3

2
Kgbgð2w − 2nÞ ð1Þ

where Ka ≡ ð3M*R
3
pÞ=ð5ra3Þ; Kg ≡ GM2

*R
5
p=a

6;
G is the universal gravitational constant; M* is
themass of the star; Rp, w, and r are the planet’s
radius, rotation rate, and mean density, respec-
tively; and a and n are its orbital semimajor
axis and mean motion, respectively (5, 6). bg(s)
characterizes the frequency-(s)-dependent re-
sponse of the body of the planet (its rheology),
and ba(s) characterizes that of the atmosphere.
Unlike trapping in asynchronous spin-orbit reso-
nances (for example, Mercury) (18), thermal tides
do not need any eccentricity to drive a planet out
of synchronous rotation. Although some general
conclusions can be reached without a precise
knowledge of these responses (5, 6, 16, 17), the
biggest limitation in predicting the properties of
equilibrium spin states lies in the uncertainties
on the shape and amplitude of the atmospheric
response [ba(s)]. In particular, the relation be-
tween the mass of the atmosphere and the
strength of the thermal tide is key in quantify-
ing whether asynchronicity is ubiquitous and
remains unknown.
To tackle this issue, we use a generic global cli-

mate model (14, 19, 20), commonly used to model
planets in the habitable zone of low-mass stars, to

empirically quantify the amplitude of torque in-
duced by thermal tides for planets with various
atmospheric masses (characterized by the surface
pressure, ps), compositions, and incoming stellar
fluxes (F). Once ps and F are chosen, we run the
atmospheric model for several diurnal frequen-
cies, s ≡ w − n. Because of the thermal forcing, a
surface pressure pattern lagging behind the sub-
stellar point forms (fig. S1). Once mean thermal
equilibrium is reached, we compute the complex
amplitude of the quadrupolar thermal tide (q̃a)
(21), as shown in Fig. 1, and the value of the
torque is given by

Eq. 1, where bað2w − 2nÞ ¼ −
ffiffiffiffiffi
10
3p

q
Im½q̃aðw − nÞ�

To test our framework, we applied our model
to Earth and Venus, where our results meet ex-
isting constraints (fig. S2) (21). However—rather
counterintuitively—for the same forcing frequen-
cy, the amplitude of the thermal tide in an Earth-
like atmosphere of 1 bar is almost an order of
magnitude stronger than onVenus (Fig. 1B). This
difference is the result of the sunlight being al-
most completely scattered or absorbed before it
reaches Venus’s surface (21).
As discussed earlier, the lag and amplitude of

thermal tides are closely related to the thermal
inertia of the system. In fact, a careful analysis
of the result of the climatemodel shows that the
frequency dependence of the atmospheric re-
sponse shown in Fig. 1 is fairly analogous to the
thermal response of a radiating slab with a finite
thermal inertia that is periodically heated. There-
fore, to a very good approximation, we can write

q̃aðsÞ ¼ −
q0

1þ is=w0

where i2 = –1, w0 is the inverse of the time scale
needed for the system to reach thermal equilib-
rium, and q0 is the amplitude of the quadrupole
term of the pressure field at zero frequency (21).
In theory, w0 can be estimated if the heat ca-
pacity of the system is known (21), but in prac-
tice, both w0 and q0 are computed from the
numerical model for a given atmosphere and are
shown in Table 1 for limit cases. In the circular
casewith zero obliquity, the torque is expressed as

Taðw − n;ps;FÞ ¼ 3

2
Kaq0ðps; FÞ

� ðw − nÞ=w0ðps;FÞ
1þ ½ðw − nÞ=w0ðps; FÞ�2

Although governed by different physics, the at-
mospheric torque follows the same law as the
body torque for a viscoelastic sphere (with the
opposite sign).
A first qualitative difference with previous

works (3–5, 16, 17) is that we derive a very dif-
ferent functional form for the atmospheric torque.
In particular, the function f ðsÞ ≡ bað2sÞ=bgð2sÞ
(5) is not monotonic around potential equilib-
ria when a realistic rheology is used. As seen in
Fig. 2, for a constant-Q or an Andrade rheology,
this results in the possible existence of up to five
equilibria in the circular case, two of them being
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Fig. 1. Frequency dependence of the torque.
(A) Sin of the lag angle (sin2da), (B) amplitude of
the pressure bulge (jq̃aj), and (C) torque [Imðq̃aÞ]
as a function of the forcing frequency [(w – n)/n]
computed from the numerical atmospheric model
(gray data points) and given by our analytical mod-
el (black curve). Results are shown for two pressures
(squares, 1 bar; circles, 10 bar) in the 1366 W/m–2

case with an orbital period of 225 days. The error
bars show the internal variability (T1s).TheVenusian
tide amplitude is shown in (B). Despite its simplicity,
the analytical model fairly captures the frequency
dependence of the thermal tide response.

Table 1. Characteristics of the thermal tide for various types of atmospheres. Numerical values
of the amplitude of the atmospheric quadrupole (q0) and intrinsic thermal frequency of the atmosphere
(w0) derived from the global climate model.

Sets of simulations
Model output

F(W.m–2) ps (bar) q0 (Pa) w0 (s–1) 2p/w0 (days)

Venus 2610 92 201 3.77 × 10−7 193
Inner habitable zone 1366 1 1180 2.30 × 10−6 32

10 4050 1.46 × 10−6 50
Outer habitable zone (N2) 450 1 890 1.18 × 10−6 62

10 2960 7.17 × 10−7 101
Outer habitable zone (CO2) 450 10 2590 9.7 × 10−7 70
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unstable (21). The diversity of equilibria might be
even richer in eccentric systems where these num-
bers could change (16, 17). The synchronous spin
state is stable. Knowing that Venus, despite such a

rheology, did not end up synchronized tells us
that a planet can avoid being trapped in such a
stable synchronous state and constrains the his-
tory of the Venusian atmosphere (21).

In addition, the number and location of equilib-
ria undergo a bifurcation because asynchronous
spin states exist only when the amplitude of the
thermal tide reaches a threshold. Thus, our results
reveal the existence of a critical distance ac beyond
which the planet can be asynchronous, which,
using a constant-Q rheology, reads

ac ¼ 10p
3

� �1=6

GM*rR
2
p

k2
q0Q

� �1=3

ð2Þ

where k2 is the Love number and Q is the tidal
quality factor (21). Both ac (Fig. 3) and the equi-
librium asynchronicity {jw − nj ¼ w0½ða=acÞ3þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða=acÞ6 − 1
q �} (fig. S3) can be computed for
various cases by using Table 1. The corollary is
that even without any spin-orbit trapping due to
a permanent asymmetry of themantle (triaxiality),
planets on circular orbits for which atmospheric
tides are too weak should be in exact spin-orbit
resonance.
Our results provide a robust framework for

the quantitative assessment of the efficiency
of thermal tides for different atmosphericmasses
without having to rely on scaling arguments
calibrated on Venus. This is crucial because
Venus thermal tides turn out to be relatively
weak (Fig. 1B). As can be seen in Fig. 3, Earth-
like planets with a 1-bar atmosphere are ex-
pected to have a nonsynchronous rotation if they
are in the habitable zone of stars more massive
than ~0.5 to 0.7M⊙ (depending on their location
in the habitable zone). This lower limit de-
creases to≲0:3M⊙ for a 10-bar atmosphere. These
limits are much less restrictive than the one
obtained from our Venus model (Fig. 3, purple
line). This realization required full atmospheric
modeling.
Atmospheres as massive as 1 bar are a rea-

sonable expectation value given existing models
and solar system examples. This is especially
true in the outer habitable zone, where plan-
ets are expected to build massive atmospheres
with several bars of CO2 (7). So, our results
demonstrate that asynchronism mediated by
thermal tides should affect an important frac-
tion of planets in the habitable zone of lower-
mass stars.
This has many implications. On one hand,

the difficulties in sustaining a habitable cli-
mate far from the star due to the presence of a
permanent cold, night side (9–15) may not be
as severe as usually thought. On the other hand,
the habitable zone has been recently shown to
be more extended near the star for synchronous
planets (12). For these objects, if the atmosphere
is thick enough, the nonsynchronous rotation
that should ensue may thus come to limit the
extent of the habitable zone around lower-
mass stars.
The thermal tide mechanism presented here

does not only affect habitable-zone planets, so
many other terrestrial bodies with substantial
atmospheres could potentially have asynchronous
rotations, depending on their orbital location
(Fig. 3). With that in mind, observational methods
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Fig. 3. Spin state of
planets in the habit-
able zone.The blue
region depicts the hab-
itable zone (14, 25), and
gray dots are detected
and candidate exopla-
nets. Each solid black
line marks the critical
orbital distance (ac)
(Eq. 2) separating syn-
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arrow) from asyn-
chronous planets (right,
blue arrow) for ps = 1 and
10 bar (the extrapolation
outside the habitable
zone is shown with
dotted lines). Objects in
the gray area are not
spun down by tides. The
error bar illustrates how
limits would shift when
varying the dissipation
inside the planet (Q ~ 100)
(21) within an order of magnitude.
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that can constrain the rotation rate of exopla-
nets (22, 23) become more valuable and could
even be used to constrain their atmospheres.
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METALLURGY

Origin of dramatic oxygen solute
strengthening effect in titanium
Qian Yu,1,2*† Liang Qi,1*‡ Tomohito Tsuru,3 Rachel Traylor,1 David Rugg,4

J. W. Morris Jr.,1 Mark Asta,1 D. C. Chrzan,1 Andrew M. Minor1,2§

Structural alloys are often strengthened through the addition of solute atoms. However,
given that solute atoms interact weakly with the elastic fields of screw dislocations, it has
long been accepted that solution hardening is only marginally effective in materials with
mobile screw dislocations. By using transmission electron microscopy and nanomechanical
characterization, we report that the intense hardening effect of dilute oxygen solutes in
pure a-Ti is due to the interaction between oxygen and the core of screw dislocations that
mainly glide on prismatic planes. First-principles calculations reveal that distortion of
the interstitial sites at the screw dislocation core creates a very strong but short-range
repulsion for oxygen that is consistent with experimental observations. These results
establish a highly effective mechanism for strengthening by interstitial solutes.

S
olutes are intentionally added to puremetals
so as to engineer their mechanical proper-
ties but may also be present because they
are incorporated naturally during process-
ing or service. The strengthening effect of

such solutes ordinarily is due to their resistance
to dislocation motion, which is conventionally
attributed to the elastic interaction between the
respective lattice strains of the solute atoms and
the dislocations. In isotropic elasticity theory,
however, a perfect screw dislocation results in
only a shear stress field and does not interact
with a solute atom that creates an isotropic vol-

ume change (1, 2). The interaction remains rel-
atively weak even when anisotropic elasticity,
anisotropic solute strain, and the “modulus ef-
fect” of the solute are taken into account. It
follows that solution hardening is not ordinarily
expected to be an effective hardening mecha-
nism in metals with mobile screw dislocations.
First-principles calculations suggest that under

appropriate conditions, there may be a strong,
specific structural interaction between solute
atoms and the dislocation core that is not cap-
tured by the continuum elastic field (3, 4). This
raises the possibility that solution hardening
may be effective when mobile screw dislocations
are present.
The present work addresses solution harden-

ing by small oxygen additions to hexagonally
close-packed (HCP) a-Ti. This is a particularly
attractive system for such studies both because
of its technological importance and because of
the dramatic hardening effect of small oxygen
additions (5–9). We exploit recent advances in
aberration-corrected transmission electron mi-

croscopy (TEM), in situ small-scale mechanical
testing, three-dimensional (3D) dislocation anal-
ysis, and first-principles computational model-
ing to clarify solution-hardening in this system.
The experimental evidence discussed below doc-
uments strong solution-hardening by oxygen,
shows substantial solute pinning of screw dis-
locations, reveals the incorporation of oxygen
atoms in the dislocation core, and illustrates
interesting features of dislocation motion and
reconfiguration in the presence of oxygen. The
parallel first-principles calculations clarify the
crystallographic source of the oxygen interaction
with the screw dislocation core. The distortion
of the interstitial sites at the dislocation core
creates a very strong but short-range repulsion
for oxygen atoms. As a result, dislocations can
only move via a “mechanical shuffle” of the oxygen
interstitial or by a local cross slip that creates im-
mobile dislocation segments. Both mechanisms
effectively pin the dislocation near the oxygen
interstitial.
The experimental samples include nominally

pure a-Ti with 0.1, 0.2, and 0.3 weight percent
(wt %) O additions. All of the materials are
solid solutions (their chemical compositions
are shown in table S1), although a few precipi-
tates were observed in the Ti-0.3 wt%O sample.
Details of the sample preparation are provided in
the supplementary materials. In hexagonal a-Ti,
the primary mobile dislocations are believed to
be <a>-type dislocations on the prismatic plane
(1, 10), although perpendicular screw dislocations
are also active. To characterize dislocations and im-
age the oxygen in their immediate neighborhood,
we used the Transmission Electron Aberration-
Corrected Microscope (TEAM) 0.5 microscope,
a double-aberration-corrected (scanning) TEM
capable of producing images with 50-pm reso-
lution (11). The types of the dislocations were
first determined at low magnification by using
standard g·b analysis. We found that a majority
of the “near-edge” dislocations were not pure <a>-
type; they demonstrated weak contrast under the
[0002] reflection, indicating <c> components.
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This mixed character was also confirmed through
further high-resolution STEM (HR-STEM) studies.
Shown in Fig. 1A are typical dark-field and
bright-field STEM images of a “near-edge” dis-
location core, in which the Burgers circuit in green
shows both <a> and <c> components. The segre-
gation of oxygen atoms at the HCP octahedral
sites was observed on the tension side of the edge
dislocation core. The atomic structure of edge
dislocation cores was similar for both the Ti-0.1
wt % O and Ti-0.3 wt % O samples.

In contrast, the core structures of screw dis-
locations changed substantially as the oxygen
content increased, as illustrated in Fig. 1B. Fo-
cusing on screw dislocations with Burgers vec-
tor 1/3½1120�, we plotted the in-plane core atom
displacement vectors for the screw dislocation
in both Ti-0.1 wt % and Ti-0.3 wt % O samples.
We found that the projected view of the screw
dislocation core has an extended in-plane dis-
placement field in the Ti-0.1 wt % O sample.
However, the screw dislocation core is smaller

in projection for the Ti-0.3 wt % O sample, with
a narrow displacement field averaging ~0.5 nm
in width. Oxygen interstitials are more frequent-
ly observed near the core of screw dislocations
in the Ti-0.3 wt % O samples, where they occupy
octahedral sites, and the displacements are
tightly confined to the core, as suggested by the
first-principles calculations described in the sup-
plementary materials. The high-resolution TEM
observations seem to establish a direct inter-
action between oxygen interstitials and screw
dislocation cores that becomes more apparent
as the oxygen concentration increases.
To quantify the impact of such oxygen-

dislocation interactions on the mechanical
properties, we performed in situ TEM nanocom-
pression tests in which the real-time mechanical
response and the evolution of the deformation
microstructure were monitored simultaneous-
ly. Nanopillars oriented along 〈0110〉 were pre-
pared fromTi-0.1, Ti-0.2, and Ti-0.3 wt %O bulk
polycrystalline samples, respectively, by using
focused ion beam milling and Ar+ cleaning. The
pillars were ~150 nm in diameter. Potential Ga
damage in the fabrication of the nanopillars
was studied (a HR-STEM image of the edge of a
nanopillar is shown in fig. S1) and is considered
as negligible. These tests isolate the solid solu-
tion strengthening effect from any competing
influence of precipitation hardening. The di-
mensions of the pillars are less than the aver-
age spacing between oxide precipitates, and the
samples were observed to be free of such pre-
cipitates. Quantitative nanocompression tests
were performed in a JEOL 3010 TEM by using
a Hysitron (Eden Prairie, MN) picoindenter in
displacement-control mode. The load was ap-
plied along the 〈0110〉 direction. Prismatic slip
should be the primary deformation mode in
this orientation. The size, orientation, and ini-
tial microstructure of the pillars, as well as the
structure of the edge dislocation cores, were
quite similar across the different samples. Thus,
the observed differences in the mechanical prop-
erties and deformation microstructure with
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Fig. 1. Imaging of
oxygen interstitials
and their effect on the
dislocation cores in Ti.
(A) High-angle annular
dark-field scanning
(HAADF)–STEM image
of an edge dislocation
core in a Ti-0.1 wt % O
sample. Zone axis is
½2110�. At right
are shown higher-
magnification HAADF-
STEM (top) and the
corresponding bright-
field STEM image
(bottom) of the same
edge dislocation core.
Oxygen atoms can
be seen at the interstitial
positions and
segregated to the
tension side of the
dislocation core. (B)
HAADF-STEM image of
a screw dislocation core
in Ti-0.1 wt % O (left)
and Ti-0.3 wt % O
(right). Beam direction is ½1120�. The in-plane displacement vectors are plotted where each blue vector
represents the actual physical displacement of Ti atoms, and the presence of an arrowhead without a tail
indicates that the vector is less than or equal to the length of the arrowhead.The blue arrowheads point to
the ideal position of the atoms. (Right) The black arrows point to the oxygen atom columns around the
screw dislocation core.

Fig. 2. In situ TEM nanocom-
pression tests of Ti with
0.1, 0.2, and 0.3 wt % O,
respectively. (A) The engineering-
displacement curves of pillar
compression tests at different
oxygen concentrations. A
schematic of the sample and
crystallographic orientation is
shown bottom right, where the
loading direction is along ½0110�.
(B) Corresponding TEM images
of the pillars before and after
compression. g vector is along
½0110�. The Ti-0.1 wt % O
and Ti-0.3 wt % O samples were
tested under bright-field TEM
mode, whereas this Ti-0.2 wt % O
sample was tested under
dark-field TEM mode.
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increasing oxygen content are expected to be
mainly due to the enhanced interaction be-
tween the solute atoms and screw dislocations
as the concentration increases.
Shown in Fig. 2A are typical engineering stress-

displacement curves from nanocompression
tests of pillars of varying oxygen concentra-
tions. It is observed that the Ti-0.1 wt % O pil-
lars exhibited the lowest strength, but with
substantial work hardening upon yielding. The
average yield strength of the Ti-0.3 wt%Opillars
was ~2.5 GPa, which is almost 8 times greater
than the average yield strength of Ti-0.1 wt %
O pillars (~320 MPa). The yield strength of
Ti-0.2 wt % O pillars was intermediate between
these two samples, as expected. However, the
increase in yield strength was not linear with the
increase of oxygen concentration. For compar-
ison, bulk compression tests were also performed
on these same three alloys at the millimeter
scale, with details described in the supplemen-
tary materials (fig. S3). It is observed that the
oxygen strengthening effect in the nanopillars
is stronger than that in bulk samples in which
the collective deformationmechanisms aremore
complex.
As shown in Fig. 2, there were changes in the

microstructural deformation pattern as the ox-
ygen content increased. Shown in Fig. 2B are
before and after images corresponding to the
tests documented in Fig. 2A. As shown in Fig. 2B,
most of the pillars contained few preexisting
<a>-type screw dislocations. After compression,

localized primary shear was commonly observed
in Ti-0.1 wt % O pillars. Because the pillars were
loaded along 〈0110〉, the shear traces can be con-
sidered to be associated with prismatic slip. How-
ever, as the oxygen concentration increased to
0.2 wt %, localized shear was not typically ob-
served. In the Ti-0.3 wt % O pillars, the plastic
deformation was almost homogenous; the pil-
lars eventually deformed into “mushroom” shapes,
with no obvious shear localization.
We then matched the in situ TEM movies to

the real-time mechanical response of the sam-
ples. The results showed that dislocation activ-
ity in the Ti-0.1 wt % O pillar shown in Fig. 2B
originated from the top of the pillar at about
300 MPa. Localized shear began at ~750 MPa
on a prismatic plane that contained one visible
preexisting dislocation and continued along this
prismatic plane, indicating that the dislocation
generation and glide on this plane dominated
the deformation. In contrast, pillars with higher
oxygen concentrations yielded with a “burst” of
dislocations. In the Ti-0.3 wt % O pillar that is
shown in Fig. 2B, the stress for the “dislocation-
burst” event was ~2.5 GPa, indicating that strong
barriers opposed dislocation motion. Moreover,
these dislocations were quickly repinned. Even-
tually, a complex dislocation network developed
and filled the volume of the pillar, producing a
much more homogenous deformation. These
observations are attributable to the increasing
oxygen-screw dislocation interaction as the oxy-
gen content was raised.

The results from the pillar tests demonstrate
that oxygen interstitials act as extraordinarily
strong obstacles for the activation of disloca-
tion glide, with the consequence that an addi-
tion of only 0.1 wt %O increases the yield stress
several times. In addition, the strong pinning
effect of oxygen on screw dislocations is reflected
in the 3D development of the dislocation defor-
mation microstructure. To investigate the latter
phenomenon in more detail, we used a combi-
nation of electron tomography and g·b analysis
to characterize the evolution of screw dislocation
arrays. The technique involves the recording of a
series of 2D projections of a sample volume at
regular intervals over a large angular range, to
produce a 3D reconstruction of the sample state.
We compared the evolution of screw dislocation
arrays that had similar initial configurations and
Burgers vectors of b = T½1012� in 0.1 and 0.3 wt %
O pillars. The tilt series were collected using g =
½1011�, as detailed in the supplementary mate-
rials. Both the Ti-0.1 and Ti-0.3 wt % O samples
were then loaded in tension by using a Gatan
straining holder ex situ. The samples were loaded
to similar displacements, which given the similar
sample geometries generates a comparable level
of strain. The tilt series were then collected again
in the deformed samples, and the changes of
the 3D structure of the same dislocation arrays
were recorded. Shown in Fig. 3, A and B, are the
tomograms of the dislocation arrays before and
after strain. After strain, the same location is
imaged, and the dislocation arrays found at this
location demonstrate that the basic structure of
the screw dislocation array was maintained in
the Ti-0.1 wt % O samples, whereas some other
dislocations, with kinked structures, glided into
the nearby region. A tilted view of the original
dislocation array shows that the dislocations re-
mained on the same crystal plane. In contrast,
the structure of the screw dislocation array (in
terms of the average spacing between disloca-
tions and the arrangement of dislocations) was
substantially changed during deformation in
the Ti-0.3 wt % O samples. In this case, the dis-
location array broke up into groups, each con-
taining several dislocation lines with defined
pinning points. From the tilted view, it is clear
that some groups had slipped onto other crystal
planes, promoting the development of a more
homogenous deformation pattern. Together, the
nanopillar and dislocation tomography exper-
iments demonstrate strong interactions between
oxygen interstitials and screw dislocations.
Turning to the theoretical analysis, we began

from the observation that solute-dislocation in-
teractions arise from two primary mechanisms:
elastic interactions mediated by the long-ranged
strain fields produced by a dislocation, and
shorter-ranged interactions with the dislocation
core that are generally referred to as “chemical”
interactions (4, 6). The former are generally weak
(on the scale of ~0.1 eV per solute atom); in fact,
symmetry constraints have the consequence that
there should be no linear elastic interaction at
all between oxygen interstitials at octahedral sites
and a straight <a> screw dislocation in the hcp
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Fig. 3. Tomograms
shown the 3D evolu-
tion of screw disloca-
tion arrays in Ti-0.1
and Ti-0.3 wt % O,
respectively. (A) The
structure of the disloca-
tion array is similar
before and after defor-
mation in Ti-0.1 wt % O.
(B) The dislocation
array has become
tangled and moved
to different planes
after deformation in
Ti-0.3 wt % O.
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structure (details are provided in fig. S6, and the
corresponding analysis is in the supplementary
materials). On the other hand, short-range inter-
actions can change the dislocation core structure
and influence dislocation mobility by changing
the restoring force due to lattice slip. This effect
can be described indirectly in terms of the gen-
eralized stacking fault (GSF) energy (12–14)—the
energy as a function of the relative displacement
of two half crystals parallel to a slip plane—and
can be found directly by computing the energetics
of the dislocation core structure. Consequently,
we used first-principles density functional theory
(DFT) calculations (15) to find the effects of oxy-
gen interstitial atoms on the GSF energy for slip
along the ½1120� direction on the Ti prismatic
plane and on the core structure of an <a> screw
dislocation in the Ti lattice.
The calculated results for GSF energy as a

function of slip distance are shown in Fig. 4A.
Two features of the results are immediately ap-
parent. First, if the O interstitial is located at an
octahedral site on the slip plane (“path I”), the
calculated GSF energy is much higher than that
for pure Ti. Second, as shown in Fig. 4B, the
original octahedral site on the slip plane grad-
ually disappears during slip and transforms to
a tetrahedral site with much lower interstitial
volume when slip is close to 0.5 a. At the same
time, a new octahedral site is formed on the
basal plane of the Ti structure. Transfer of the
O atom from the original octahedral site to this
newly formed interstitial site reduces the energy
by asmuch as 1.6 eV (fig. S4) (16). The GSF energy
also can be computed with O at the basal-plane
interstitial site (“path II”). As shown in Fig. 4A,
this path leads to lower energies than path I once
the slip displacement is larger than approximate-
ly a/4. The barrier for oxygen to shuffle (hop) from
the original site in path I to the new site in path
II varies from between 0.42 to 0.95 eV, depend-
ing on the magnitude of the slip displacement,
which is consistent with the large diffusion bar-
rier for oxygen in the bulk hcp Ti structure (17).
Within the classical Peierls-Nabarro model (18),
variations in the restoring force on the GSF sur-
face can change the Peierls stress (the minimum
stress required to move a straight dislocation at
zero temperature) exponentially. The large in-
crease in the GSF energy, coupled with the large
barrier (at least 16 times the thermal energy at
room temperature) for oxygen shuffle due to lat-
tice slip, qualitatively explains the strong strength-
ening effects observed in the in situ experiments.
The large changes in GSF energy associated

with the presence of oxygen on the slip plane
can be correlated with the changes in interstitial
volume induced by the slip displacements. These
changes are also observed in direct simulations
of the core structures of <a> screw dislocations
in a-Ti, as shown in Fig. 4C. In the bulk hcp struc-
ture of Ti, the octahedral site has the largest
interstitial volume. Near a screw dislocation core,
the interstitial volumes of these octahedral sites
decrease by approximately 50% at the geometric
center of the dislocation core. On the other hand,
a new interstitial site is formed on the basal plane

near the core. These changes agreewith the change
of atomic structure found from the GSF calcu-
lations. In addition, the most pronounced changes
in the volumes of the interstitial sites are observed
on one prismatic plane, on which the core struc-
ture of <a> screw dislocations in Ti is spread [the
spreading of screw dislocation cores on prismatic
planes found here is consistent with previous the-
oretical studies (19)].
We also calculated the interaction energies

between oxygen interstitial atoms and the dis-
location core using DFT. In these calculations,
oxygen is inserted into every octahedral site near
the dislocation core (details are provided in the
supplementary materials), and for each site, the
change in energy with respect to placing oxygen
far from the dislocation is computed. The results
show that the interaction energies are very weak
(0.06 eV or smaller) as long as the oxygen is on a
prismatic plane other than the one including the
dislocation core, or as long as the oxygen is at a
distance larger than c/2 from the center of the core
on the same prismatic plane. The relatively small
magnitude of the interaction energies for sites
away from the core is consistent with the predic-
tions of the linear theory described above. On the
other hand, if oxygen is inserted into the small core
region on the same prismatic plane as the dis-
location, there is a strong repulsive interaction,
which is associated with the small interstitial
volume shown in Fig. 4C. In the calculations, this
interaction is so strong that the dislocation core
is observed to displace from its original position,
partially cross slipping onto an adjacent prismatic

plane (fig. S5) during the atomic relaxations. In
contrast, if the oxygen is inserted into the inter-
stitial site on the Ti basal planes within the core,
there is only a small repulsive energy (~0.05 eV),
which is consistent with GSF calculations.
The computational results summarized above

suggest two effects associated with the interac-
tion of a screw dislocation and oxygen interstitial.
First, interstitial oxygen atoms may be forced to
move away from their original sites to nearby Ti
basal planes because the shear dramatically de-
creases the volume of the octahedral site. Con-
sistent with this expectation, we have observed
by means of HR-STEM oxygen interstitials lo-
cated on basal planes in some lightly deformed
samples (fig. S2); these observations suggest
that after the passage of a dislocation, oxygen
atomsmay become “stuck” in the basal-plane sites
rather than hop back to the lower-energy bulk
octahedral positions. Second, as shown in Fig. 4D,
the presence of oxygen interstitials near the core
may force part of the dislocation line to cross-
slip to the nearest neighboring prismatic plane.
This has the effect of producing two short dis-
location edge segments that connect the screw
dislocation segments on the two neighboring
prismatic planes. These segments can only glide
on the basal planes perpendicular to the pris-
matic planes, and they should thus have very low
mobility owing to the larger GSF energy on basal
planes (20). Additionally, the resolved shear stress
for the edge segments is zero under stress con-
ditions that cause motion of the <a> screw dis-
location along the <c> direction on the prismatic
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Fig. 4. Simulation results showing the crystallographic source of the oxygen interaction with the
screw dislocation core. (A) GSF curves for ½1120�ð1100Þ slip system in (2a × 1c) supercell in Ti with
oxygen at different interstitial sites on the slip interface. (B) In path I, oxygen is near the original octahedral
site in the perfect lattice as the left part figure; in path II, oxygen is at the new octahedral site on Ti basal
plane when lattice slip is close to 0.5 a (right part). (C) Distribution of interstitial volume near <a> screw
dislocation core. Yellow dots stand for the position of Ti atoms, and the red asterisk in the center is the
geometric center of dislocation core. The interstitial volume is defined as 1/6 × p × d3, where d is the
distance between one point to its nearest Ti atom. (D) A schematic of local dislocation cross slip
when <a> screw dislocation encounters oxygen interstitials.
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plane. The net result is expected to be a pinning
of the dislocation core near the oxygen intersti-
tials as shown in Fig. 1B, resulting in strong
strengthening effects. The local cross-slipping
due to oxygen interstitials is consistent with the
tomograms of the dislocation arrays in Ti-0.3 wt
% O samples in Fig. 3B. The classical solid solu-
tion strengtheningmodel that neglects these two
effects may not provide an accurate description
of oxygen strengthening in a-Ti (details are pro-
vided in the supplementary materials).
The present work establishes a direct connec-

tion between the pronounced strengthening ef-
fect of oxygen in hcp-structured a-Ti and the
strong interactions between these solute atoms
with screw dislocation cores. The strongly re-
pulsive solute-dislocation interaction energies,
the large barriers for the “mechanical shuffle”
of oxygen atoms in the core, and the local cross-
slip induced by oxygen interstitials combine to
result in a strong pinning effect on screw dis-
locations. We suggest that these results provide
a well-documented, prototypic example of solid
solution strengthening by solute interaction
with screw dislocations. This type of crystallo-
graphically induced strengthening mechanism

should also exist for other types of dislocations,
depending on the corresponding dislocation core
structures and themobility of solid solute atoms.
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DNA NANOTECHNOLOGY

Programming colloidal phase transitions
with DNA strand displacement
W. Benjamin Rogers1 and Vinothan N. Manoharan1,2*

DNA-grafted nanoparticles have been called “programmable atom-equivalents”: Like
atoms, they form three-dimensional crystals, but unlike atoms, the particles themselves
carry information (the sequences of the grafted strands) that can be used to “program”
the equilibrium crystal structures. We show that the programmability of these colloids can
be generalized to the full temperature-dependent phase diagram, not just the crystal
structures themselves.We add information to the buffer in the form of soluble DNA strands
designed to compete with the grafted strands through strand displacement. Using only
two displacement reactions, we program phase behavior not found in atomic systems or
other DNA-grafted colloids, including arbitrarily wide gas-solid coexistence, reentrant
melting, and even reversible transitions between distinct crystal phases.

L
ike atoms, colloidal particles suspended
in a fluid can form bulk phases such as
gases and crystals. These particles can also
be directed to form new states of matter
(1) through careful tuning of their inter-

particle interactions—for example, by grafting
DNA strands onto the particles to create specific
attractions (2, 3). SuchDNA-grafted particles have
been called “programmable atom-equivalents”
(4), a moniker that highlights the experimenter’s
ability to dictate, or “program,” the self-assembled
structures through the DNA sequences. The im-
plied analogy to computer programming is a

useful way to conceptualize how information
in the sequences is translated to structure: Much
as one can program a computer to perform com-
plex tasks by writing statements that are com-
piled tomachine code, one can “program” a colloid
to form a complex structure by designing nucleo-
tide sequences (statements) that are “compiled”
into specific interparticle interactions (machine
code). Recent advances in our understanding
of this compilation process, in the form of de-
sign rules (5) or mean-field models (6–8) relating
the effective interactions directly to the nucleo-
tide sequences (9), have enabled the assembly
of crystal phases not found in ordinary colloids
(5, 10–13) and could be extended, in principle,
to the assembly of prescribed nonperiodic struc-
tures (14, 15).

Structure, however, is just one aspect of self-
assembly; more generally, self-assembly describes
a phase transition between a disordered and an
ordered state, or a pathway on a phase diagram.
Thus far, only a subset of the full colloidal phase
diagram has been programmed: the equilibrium
structure of the ordered state as a function of
density and composition. Programmatic control
over the phase behavior in the orthogonal ther-
modynamic dimension—the temperature—remains
elusive. Typically, the attraction between twoDNA-
grafted particles decreases steeply and mono-
tonically with increasing temperature (16, 17). As
a result, the suspension displays phase behavior
resembling that of simple atoms rather than
programmable ones: It is fluid at high temper-
ature and solid at low temperature (Fig. 1A). Our
goal here is to develop a comprehensive ap-
proach to programming the full phase diagram
of colloidal suspensions: We seek to design a
set of interaction “primitives” that can be com-
bined to program both the structure of equilib-
rium phases and their temperature-dependent
transitions. In other words, we aim to program
the equilibrium self-assembly pathways, not just
their end points.
We achieve this goal by adding information

to the buffer in the form of free DNA strands.
We refer to these as displacing strands because
their sequences are designed to be complemen-
tary to subunits of the grafted strands; they can
therefore react with a double-stranded bridge,
displacing one of the grafted strands and form-
ing a nonbridging duplex (Fig. 1B). This hybrid-
ization reaction, known as toehold exchange or
strand displacement, is widely used in the DNA
nanotechnology field to construct dynamic assem-
blies and devices (18, 19). Strand displacement has
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also been used to melt or change the lattice con-
stants of nanoparticle-based materials (20–23).
Here, rather than modifying the structure of
an already assembled material, we use strand-
displacement reactions to control the equilib-
rium assembly process. The additional degrees of
freedom that we introduce allow us to design
temperature-dependent interaction potentials
with tunable shape, steepness, and specificity
(Fig. 1, B and C). Returning to the computer pro-
gramming analogy, the free DNA sequences act
as the language for programming the transitions
between phases, much as the grafted sequences
program the structure of the phases. Because we
separate the functions of the grafted and free
strands, the two mechanisms can be controlled
independently.
To understand how displacing strands affect

the interparticle potential, consider the hybrid-
ization reactions shown in Fig. 1. Given that hy-
bridization of complementary strands happens
on time scales much shorter than that of particle
motion, we can assume that interacting DNA
strands are in chemical equilibrium (6–8). More
precisely, the DNA-induced colloidal attraction
is determined by the spatially varying hybrid-
ization yield of DNA bridges, whose tempera-
ture dependence comes from the free energy
change DG/RT [for details, see (7, 24, 25)]. In
the absence of displacement, the free energy
change of the hybridization reaction A þ B⇌AB,
given by DG/RT = DHAB/RT – DSAB/R, is mono-
tonic with a steepness set by DHAB, because the
enthalpy change DHAB and entropy change DSAB
are largely independent of temperature (Fig. 1A).
With displacing strands, the free energy dif-

ference between bridged and unbridged states
can bemodified owing to the additional reaction
pathways ABþ D1⇌AD1 þ B and ABþ D2⇌A þ
BD2. Because the enthalpic changes of displace-
ment reactions can be tuned through the base
sequences of the displacing strands, the free
energy change DG′/RT can be designed to have
various nonlinear dependences on temperature
(figs. S1 andS2). Furthermore, the entropic changes
of the displacement reactions can be adjusted
by changing the molar concentrations of the
displacing strands, providing a way to tune the
magnitude of DG′/RT independently of its de-
pendence on temperature.
A single displacement reaction (Fig. 2A) al-

lows precise control over the thermodynamics
of the fluid-solid transition. We control the tem-
perature dependence of the free energy change
DG′/RT, and thus of the interaction potential, by
changing the displacing strand sequence. Using the
nearest-neighbor model, which relates DNA se-
quences to hybridization free energies (9), we pre-
dict the enthalpic changes of displacement and
bridge formation. If we choose the appropriate se-
quences such that these enthalpic changes are the
same ðDHAB ¼ DHAD1 Þ, we can eliminate the tem-
perature dependence entirely over a range of tem-
peratures (fig. S1). We thereby establish a dynamic
equilibrium in which the bridging and nonbridg-
ing duplexes exchange freely by toehold-exchange
hybridization, without an enthalpic barrier.

This single-displacement scheme, where DHAB ¼
DHAD1 , eliminates the boundary between the co-
existence region and the solid phase, resulting in
coexistence between fluid and solid that persists
even at low temperatures (Fig. 2B). In the ab-
sence of the displacing strand, we find a single,
steep melting curve with an approximate width
of 1°C, consistent with earlier reports (16). The
melting transition softens with increasing con-
centration of the free strand (Fig. 2C), widening
by 10°C or more. Furthermore, the singlet frac-
tion remains nonzero and constant down to room
temperature. Because the entropy of the free
strands can be adjusted by changing their molar
concentration, the singlet fraction, and thus the
interaction strength, can still be tuned.
This single-displacement scheme solves a long-

standing problem in DNA-directed self-assembly:
the steep dependence of the interparticle attrac-
tion on temperature (17), which frustrates equi-
librium self-assembly. Previous experiments and
simulations have shown that crystal nucleation
and growth occur over a range of interaction
strengths only 1 to 2 kBT wide, corresponding to
a temperature window roughly 1°C wide (6, 26).
In contrast, with a single displacement reaction,
we find that nucleation and growth of binary
crystals occurs over a range of temperatures
wider than 10°C—an improvement of at least an

order of magnitude relative to displacement-free
schemes. Expanding the temperature window of
equilibrium assembly makes it easier to grow
crystals and obviates the need for precision tem-
perature control, temperature gradients, or com-
plex annealing schemes (10, 11, 13).
Our model of DNA-mediated attractions in

the presence of strand displacement quantita-
tively reproduces these measurements (Fig. 2C).
Taking the grafting density, free-strand concen-
tration, ionic strength, and DNA sequences as in-
puts, we reproduce themeasured singlet fractions
to within the inherent uncertainty associated
with the nearest-neighbor model (25). This level
of agreement supports our physical picture—that
the changes in the temperature dependence re-
sult directly from molecular-scale displacement
reactions—and demonstrates that the emergent
phase behavior can be predicted and therefore
programmed.
With two-displacement reactions (Fig. 3A),

we canmake the free energy not only a nonlinear
function of temperature but also a nonmono-
tonic one, with interesting consequences for the
phase behavior: The resulting suspensions display
multiple fluid-solid transitions and inverted phase
behavior, in which the stable, low-temperature
phase is a fluid that freezes upon heating be-
fore melting again at higher temperatures. Such
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AB + D AD  + B1 1
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A + B AB

AB + D AD  + B1 1
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0
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∆F /k Ta B
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T

Fig. 1. Strand-displacement reactions program phase behavior by modifying the local chemical
equilibrium between DNA-grafted particles. (A) In the absence of displacing strands, the strength of
theDNA-induced attraction (DFa) decreasesmonotonicallywith increasing temperatureT, resulting in simple
phase behavior in the f-Tspace, where f is the particle volume fraction.The fluid-solid coexistence region is
shown in gray. (B) A single displacement reaction eliminates the temperature dependence of DFa/kBTover a
range of temperatures, thereby widening the fluid-solid coexistence region. (C) Adding a second strand-
displacement reaction allows DFa/kBT to vary nonmonotonically with T, inverting the colloidal phase behavior
and creating a reentrant fluid phase.The elementary reaction steps in orange are drawn schematically.
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reentrant behavior results from a competi-
tion between entropy and enthalpy. The low-
temperature fluid is stabilized enthalpically:
Because each bridge can be replaced by two non-
bridging duplexes of the same length, the most
favorable state contains few or no bridges be-
tween particles, thus maximizing the total num-
ber of base pairs. At higher temperatures, entropy
favors the solid phase, because formation of a
single bridge liberates two displacing strands.
At even higher temperatures, the solid phase
melts again, owing to thermal dissociation of
DNA bridges.
Our experiments (Fig. 3B) show that the re-

sulting reentrant melting transition is tunable
and can be programmed independently of the
solid-phase symmetry. By adjusting the concen-
trations of the displacing strands, we control the
temperature window in which the solid phase is
stable (Fig. 3C). Higher concentrations of dis-
placing strands shift the local chemical equilib-
rium toward nonbridging duplexes, leading to a
narrower window (Fig. 3D). Strand concentra-
tions exceeding a critical limit prevent freezing
entirely. The crystals that we assemble have the
expected cesium chloride (CsCl) symmetry (fig. S3).

Because energetic arguments suggest that intra-
species attractions as weak as ~1 kBT would lead
to formation of Cu-Au crystals instead of the ob-
served CsCl crystals (13, 27), we conclude that our
approach does not result in undesired cross-talk
between intra- and interspecies attractions.
Of course, the principal feature of DNA-grafted

particles is the ability to create multiple particle
species that interact with each other in specific
ways. Strand displacement allows us to modify
each interaction and thereby program path-
ways between different self-assembled structures.
To demonstrate this feature of our approach,
we combine the displacement-free and two-
displacement schemes to program a reversible
pathway between two compositionally distinct
equilibrium ordered phases. Specifically, we de-
sign a system containing three different particle
species with a temperature-dependent interac-
tion matrix, implemented through six DNA se-
quences (table S5), four of which are grafted to
particles and two of which are displacing strands
that modulate interactions between species 2
(green in Fig. 4A) and the other two species. At
low temperatures, the interaction matrix favors
cocrystallization of species 2 and 3, as confirmed

by confocal fluorescence microscopy (Fig. 4B).
At high temperatures, it favors cocrystallization
of species 1 and 2. At intermediate temperatures,
we program an intervening fluid phase by tuning
the displacing strand concentrations, which al-
lows us to easily nucleate and grow either crystal
by lowering or raising the temperature. Because
the system is in equilibrium at each temperature,
the observed phase transitions are completely
reversible.
These last experiments demonstrate that the

specificity afforded byWatson-Crick base pairing,
which is used to program the structure of equi-
librium self-assembled phases, can itself be pro-
grammed to depend on temperature, enabling
reconfigurablematerials inwhich particles change
their interactions and reconfigure their struc-
ture in response to temperature. The approach
is limited only by the freezing and boiling points
of the buffer: Because the transition illustrated
in Fig. 4 is roughly 10°C wide, one could con-
ceivably design transitions between at least
10 distinct solid phases in the 0° to 100°C tem-
perature range, which could each be directed to
self-assemble independently andon cue simply by
changing the temperature. Moreover, incorpora-
tion of thermally driven solid-solid transitions
could also enable the sequential self-assembly
of other crystal phases not accessible by direct
nucleation from the fluid, but which have the
lowest free energy at a given temperature (13).
These systems represent an additional direction
in self-assembly, in which information supplied
to the buffer can program equilibrium pathways
between many different target structures within
a closed system.
The zero-, one-, and two-displacement reaction

schemes constitute a set of primitives that can be
combined to further program thermal pathways
to self-assembly.We have demonstratedone such
combination—a zero-displacement reaction com-
bined with a two-displacement reaction—but
many others are possible, owing to the speci-
ficity of DNA hybridization. A key feature of
our approach is that it separates the functions
of the grafted strands, which encode the inter-
action matrix, and the free displacing strands,
which control the temperature dependence of
the interactionmatrix. Other competitive binding
schemes have been proposed (28–30), but none
results in independent control of the temperature-
dependent phase transitions and the symmetry
of the equilibrium phases. This independent con-
trol, which is crucial to fully program self-assembly,
could make it possible to assemble complex ma-
terials in multiple stages. For example, particles
might first self-assemble into a scaffold that would
disassemble after helping the final, prescribed
structure to assemble. Similar strategies are used
in biological systems such as bacteriophages (31)
and could prove to be more robust than current
one-step approaches to assembly. More gener-
ally, our demonstration that strand displacement
alters the local chemical equilibrium between
DNA-grafted particles opens the door to the inclu-
sion of more complex strand displacement–based
devices into colloidal assembly. For example,

SCIENCE sciencemag.org 6 FEBRUARY 2015 • VOL 347 ISSUE 6222 641

Fig. 2. A single displacement reaction eliminates the temperature dependence of binding. (A)
Competition between bridge formation and strand displacement results in stable coexistence between
fluid and solid phases that persists over a wide range of temperatures. (B) Representative confocal
fluorescence micrographs of a binary suspension of DNA-grafted particles at various temperatures. (C)
Experimentally measured particle singlet fraction (symbols) shows the broadening of the melting
transition with increasing concentration of free strand D1 (indicated on plot) (25). Error bars denote SD
of three measurements. A model based on local chemical equilibrium (curves), together with a separate
model of the singlet fraction (16), reproduces our results to within the inherent uncertainty of the nearest-
neighbor model (9, 25, 32). DNA sequences and predicted free energies are given in tables S1 and S2.
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incorporation of DNA-based logic gates, cas-
caded circuits, or catalytic amplifiers (19) could
make it possible to program nonequilibrium self-
assembly pathways in colloidal matter.
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Fig. 3. Two strand-displacement reactions program a tunable reentrant melting transition. (A)
Hybridization of free displacing strands induces a second melting transition. (B) Representative confocal
fluorescence micrographs show reentrant melting of a binary suspension of DNA-grafted particles. (C)
Singlet fraction f measurements (symbols) show that the reentrant melting transition can be tuned by
changing the displacing strand concentrationsCD0 for equimolar mixtures of D1 and D2 (indicated on plot)
(25). Error bars denote SD of three measurements. Our local chemical equilibrium model (curves)
reproduces our results to within the inherent uncertainty of nearest-neighbor predictions (9, 25, 32). (D) The
displacing strand concentration–temperature coexistence envelope is delimited by the temperature and
CD0 where 0.15 < f <0.85 (gray). Symbols show experimental data: orange for f>0.85, blue for f <0.15.We
achieve coexistence over roughly 10°C when CD0 = 250 mM. DNA sequences and hybridization free
energies are shown in tables S3 and S4.

Fig. 4. The zero- and two-displacement reaction schemes are combined to program a pathway
between two colloidal crystals. (A) Strand displacement yields a temperature-dependent specificity
matrix defining favorable (gray) and unfavorable (white) interactions in a ternary suspension. Measured
pair interactions (symbols) in this experimental system agree quantitatively with our model calculations
(curves). Error bars denote SD of threemeasurements. (B) Confocal fluorescence experiments (25) show
CsCl binary crystals of species 2 (green) and 3 (blue) in coexistence with a fluid of species 1 (red) at low
temperature (left), andCsCl crystals of species 1 (red) and 2 (green) in coexistencewith a fluid of species 3
(blue) at high temperature (right), separated by a homogeneous fluid phase of all three species at in-
termediate temperature (middle), as predicted.The two crystals have the same symmetry, as determined
by the lattice distance x ¼ ½4=

ffiffiffi
3

p
�D in the {110} plane, but different compositions; D is the particle

diameter. Hybridization free energies are shown in table S6.
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CARBON RADICALS

Direct observation and kinetics of a
hydroperoxyalkyl radical (QOOH)
John D. Savee,* Ewa Papajak,* Brandon Rotavera, Haifeng Huang, Arkke J. Eskola,
Oliver Welz,† Leonid Sheps, Craig A. Taatjes, Judit Zádor, David L. Osborn‡

Oxidation of organic compounds in combustion and in Earth’s troposphere is mediated by
reactive species formed by the addition of molecular oxygen (O2) to organic radicals.
Among the most crucial and elusive of these intermediates are hydroperoxyalkyl radicals,
often denoted “QOOH.” These species and their reactions with O2 are responsible for the
radical chain branching that sustains autoignition and are implicated in tropospheric
autoxidation that can form low-volatility, highly oxygenated organic aerosol precursors.
We report direct observation and kinetics measurements of a QOOH intermediate in the
oxidation of 1,3-cycloheptadiene, a molecule that offers insight into both resonance-stabilized
and nonstabilized radical intermediates. The results establish that resonance stabilization
dramatically changes QOOH reactivity and, hence, that oxidation of unsaturated organics can
produce exceptionally long-lived QOOH intermediates.

O
xidation of organic compounds in such dis-
parate processes as secondary organic aero-
sol (SOA) formation in Earth’s troposphere
(1–3) and fuel autoignition in internal com-
bustion engines (4) is governed by a sur-

prisingly similar set of reactive intermediates. At
the heart of low-temperature oxidation are chain
reactions initiated by peroxy radicals, ROO (4, 5).
These oxygen-centered radicals are formed when
O2 adds to an organic radical, R, initially formed

by either hydrogen abstraction from RH or ad-
dition of radicals (primarily OH) to p bonds be-
tween carbon atoms. It is well established that
isomerization of ROO to a carbon-centered
hydroperoxyalkyl radical (typically denoted as
QOOH) can occur via intramolecular hydrogen
abstraction, and in many cases this isomeriza-
tion step profoundly influences the rate and
effect of the oxidation reaction (4, 6–8).
Unimolecular decomposition ofQOOHcanpro-

duce a reactive OH radical and therefore plays an
important role in radical chain propagation.More
important, reaction of QOOH with O2 can form
OOQOOH intermediates that may subsequently
decompose, yielding two OH radicals. This mech-
anism is regarded as the most important radical

chain-branching step in hydrocarbon oxidation
below ~900 K (4). In combustion, understanding
low-temperature chain branching is critical for
improving efficiency through new engine designs
in which ignition is controlled by fuel oxidation
chemistry (autoignition) (9). In the tropospheric
context, recent studies suggest that facile isom-
erization of ROO to QOOH in the oxidation of
isoprene (2, 10–12) and other biogenic hydro-
carbons (13–15) may participate both in the gen-
eration of low-volatility SOA precursors (1, 8, 16)
and in HOx regeneration over remote (low-NOx)
areas (11, 17–20).
Despite this awareness of the importance of

QOOH intermediates, they have eluded direct
experimental detection.With one exception (21)
studies of QOOH reactivity rely onmeasurements
that necessarily involve complex assumptions
about the reaction mechanism. Routine theoret-
ical calculations of QOOH + O2 kinetics are hin-
dered by the large size of these systems and the
absence of a saddle point separating QOOH + O2

fromOOQOOH, necessitating extensive and com-
putationally demanding sampling of the potential
energy surface (PES). Theoretical predictions
of QOOH + O2 rate coefficients are thus scarce
(21–24), and direct experimental measurements
combined with theory and modeling are critical
for a detailed understanding of this class of chem-
ical reactions.
The PESs for hydrocarbon oxidation reactions

illustrate why direct observation of QOOH is
fundamentally difficult. For reactions governing
alkane oxidation, exemplified by the 2-butyl + O2

reaction shown in Fig. 1 (red path), QOOH inter-
mediates generally lie higher in energy than
ROO, with equilibrium heavily favoring the lat-
ter (25). Here, barriers to unimolecular decom-
position of QOOH generally lie at or even below
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Fig. 1. Energy landscape for
QOOH formation. Computed
0 K stationary point energies
relevant to the production of
QOOH from R + O2 for R = 2-butyl
(red, derived from n-butane) (25),
3-oxopent-2-yl (blue, derived
from 3-pentanone) (27), and
3,5-cycloheptadienyl (gray, Ra)
and 2,4-cycloheptadienyl (black,
Rb) (both derived from c-hpd and
calculated in the present work).
The different PESs are offset to
match at the energy of QOOH. For
clarity, slight barriers that may
exist in R + O2 entrance channels
are not shown.E
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the reactant (R + O2) energy. At atmospheric
conditions (i.e., 300 K and 1 atm), much of the
flux from R + O2 is stabilized in the deep ROO
well. In the low-temperature oxidation regime in
combustion (i.e., 500 to 900 K), isomerization of
ROO becomes rapid, resulting in substantial flux
through QOOH. However, rapid decomposition,
isomerization, and reaction with O2 typically re-
move QOOH faster than it is formed.
Molecular structure can substantially affect

QOOHreactivity. In particular, pathways inwhich
R and/or QOOH exhibit resonance stabilization
are common in oxidation of carbonyl-containing
molecules andunsaturated hydrocarbons (8, 11, 26).
For example, for 3-pentanone, a model system
for autoxidation in the troposphere (8) and a po-
tential biofuel (27), vinoxylic resonance stabiliza-
tion in R has two significant effects on the R +O2

PES (Fig. 1, blue path)when comparedwith alkyl +
O2 systems. First, resonance stabilization in R re-
sults in a smaller well depth for ROO, which
cannot be resonance stabilized. Second, resonance
stabilization of QOOH makes it nearly isoener-
getic with ROO and increases barrier heights
for unimolecular decomposition.
Here, we report direct detection of a resonance-

stabilized QOOH intermediate formed during ox-
idation of the cyclic unsaturated hydrocarbon
1,3-cycloheptadiene (c-C7H10, c-hpd). As shown in
Fig. 2, abstraction of one of the alkylic (a) or al-
lylic (b) H atoms from c-hpd leads to two start-
ing points on the R + O2 (c-C7H9 + O2) PES: the
non–resonance stabilized Ra or the doubly al-
lylic resonance-stabilized Rb radicals. Although
numerous pathways are possible from these
two entry points [figs. S14 and S15], electronic
structure calculations suggest that the kineti-
cally most favored pathways from both en-
trance channels lead to the same doubly allylic,
resonance-stabilized QOOH intermediate (2-
hydroperoxy-4,6-cycloheptadienyl, QOOHab), as
shown in Fig. 1 (black and gray paths). The dou-
ble resonance stabilization of QOOHab lowers
its energy below that of RaOO and RbOO. Our
experiments produce both Ra and Rb, enabling in-
vestigation of both nonstabilized and resonance-
stabilized R in this system.
We characterized QOOHab spectroscopically

and performed direct kinetics measurements of
its reactionwith O2 at 400K and 10 Torr using pho-
toionization mass spectrometry with synchrotron-
generated tunable vacuum ultraviolet ionizing
radiation. This method, described in the supple-
mentary materials (SM), provides simultaneous
kinetic and spectroscopic identification of multi-
ple species in a reacting gas mixture. The experi-
ments are complemented by kinetic modeling
using quantum chemical calculations and time-
dependent master equation rate coefficient calcu-
lations. In experiments, Ra andRbwere generated
in roughly similar yields, based on predictions
from structure-activity relationships [see (28)
and the SM], via abstraction of H atoms from
c-hpd by Cl radicals. The reactions are initiated
by pulsed 351-nm laser photolysis of a gas mix-
ture containing c-hpd, Cl2, varying amounts of O2

(in sufficient excess to ensure pseudo–first-order

conditions), andHe as a buffer gas. In the presence
of O2, we observed a transient reaction product at
mass-to-charge ratio (m/z) = 125.06, corres-
ponding to the sum formula C7H9O2, consistent
with ROO and/or QOOH (Fig. 3 inset and SM).
Different C7H9O2 isomers (e.g., ROOandQOOH)

could be identified by their characteristic photo-
ionization spectra. A photoionization spectrum of
C7H9O2 (Fig. 3) shows a clear onset near 7.2 eV.
This value is consistent with the calculated adia-
batic ionization energy (AIE) of QOOHab (7.21 eV)
but not with the calculated AIEs for the RaOO
and RbOO isomers (8.70 and 8.78 eV, respective-
ly). Photoionization spectra obtained at a vari-
ety of [O2], temperatures, and time intervals
after photolysis have identical shapes in the 7.1-
to 8.5-eV range, evidence that signal in this spec-
tral region arises solely from QOOHab (SM). The

scaled photoionization spectrum for C7H9O2

at a late reaction time (Fig. 3) shows increased
ion signal above ∼8.5 eV, consistent with con-
tributions from ROO species, which are less
reactive than QOOH and therefore persist to
longer times. Other C7H9O2 isomers exhibit con-
siderable barriers to their formation or have
AIEs inconsistent with the observed C7H9O2 sig-
nal onset. Quantum chemical calculations suggest
that contributions from dissociative ionization
of likely QOOHab + O2 products can also be
excluded.
Wealsoprobed the timedependence ofQOOHab

as a function of oxygen concentration ([O2] = 1.9 ×
1016 to 1.5 × 1017 cm−3) at a photoionization energy
of 8.3 eV. Time-dependentQOOHab signals (Fig. 4A
and fig. S17) are well fit by a double exponential
kinetic model, yielding time constants for both
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Fig. 2. Initial c-C7H9 radicals (Ra, Rb) formed by H-abstraction from c-hpd.
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Fig. 3. Mass and photoionization spectra of C7H9O2. The inset shows a c-hpd oxidation mass
spectrum near m/z = 125, indicating the sum formula C7H9O2. The main figure presents superimposed
photoionization spectra for C7H9O2 over two different time intervals, with 2-SD uncertainties derived
from Poisson counting statistics for the 0- to 40-ms interval shown in gray. Above 8.5 eV, the spectrum
depends on its observation time interval, suggesting the presence of at least two isomers consistent with
QOOHab (AIE = 7.21 eV) and RaOO (8.70 eV) and/or RbOO (8.78 eV). Calculated AIEs are marked by
arrows.
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the rise (trise) and decay (tdecay) that decrease
with increasing [O2]. Oxygen-centered ROO rad-
icals are not expected to react with O2, and the
presence of two time constants that depend on
[O2] provides further evidence that C7H9O2

signal probed at 8.3 eV arises from the carbon-
centered QOOHab radical. The observed linear
dependence of 1/trise and 1/tdecay on [O2] (Fig.
4B) yields second-order rate coefficients at 10
Torr and 400 K of krise = (2.9 T 1.0) × 10−15 cm3 s−1

and kdecay = (3.2 T 0.5) × 10−16 cm3 s−1 (uncer-
tainties 2 SD precision). The y intercepts likely
result from reactions with Cl2 molecules and do
not affect rate coefficient determinations.
However, detecting the intermediate species

in sequential kinetic schemes is insufficient to
assign themeasured time constants (trise or tdecay)
to formation and depletion. To this end, in sep-
arate experiments at a radical concentration
lower by a factor of 50, designed to minimize
self- and cross-reactions of Ra and Rb, we mea-
sured loss of c-C7H9 as a function of [O2] and
independently extracted the rate coefficient for
reaction of Rbwith O2, k(Rb + O2) = (3.3 T 0.5) ×
10−16 cm3 s−1. The equivalence of this value with
kdecay obtained from the QOOHab time profile is
experimental evidence that kdecay is the rate
coefficient forQOOHab formation (predominantly
via Rb + O2 reactions); therefore, krise describes
QOOHab consumption via the reactionQOOHab +
O2 → products.
Examining the underlying C7H9O2 PES and

comparing experimental results to a kinetic mod-

el of this reaction system (SM) confirms this in-
terpretation and affords additional mechanistic
details. This model combines master-equation
calculated rate coefficients of reactions on the
C7H9O2 PES with kinetic parameters for R + R,
RH + Cl, R + Cl2, and others taken from litera-
ture measurements of analogous reactions. Be-
cause the experiment provides time profiles and
photoionization spectra for many species, com-
parison with the detailed model is a rigorous test
of the experimental reaction system. Although we
observe several [O2]-dependent signals that likely
reflect products formed from QOOHab consump-
tion, they cannot be definitively assigned.
The R + O2 PES shown in Fig. 1 and master

equation rate coefficients reported in table S3
provide the necessary framework for understand-
ing the observed QOOHab kinetics. Although the
Ra + O2 ⇌ RaOO addition step is barrierless and
the RaOO ⇌ QOOHab isomerization barrier is
lower in energy than Ra + O2, kinetic modeling
suggests that pathways from the more stable Rb

radical are the major source of QOOHab produc-
tion (see fig. S21). The RaOO potential well is
rather deep (–33.9 kcal mol−1 relative to Ra + O2)
so that thermal equilibrium at 400 K strongly
favors the stabilized RaOO species ([Ra]/[RaOO]
~ 10−9 at [O2] ~ 1017 cm−3 and 400 K) and effec-
tively traps almost all Ra as RaOO. The kinetic
model (SM) predicts that Ra + O2 generates only
5% of all QOOHab, with equal contributions from
the chemically activated pathway Ra + O2 →
QOOHab (i.e., without stabilization in the RaOO

well) and from slow, tunneling-mediated isom-
erization of RaOO → QOOHab. Under our con-
ditions, Ra + O2 → RaOO reaches equilibrium in
<1 ms and does not affect measurement of the
slower Rb reactions.
By contrast, a small barrier (+1.4 kcal mol−1,

not shown in Fig. 1) separates the resonance-
stabilized Rb radical from the shallow RbOOwell
(–13.9 kcal mol−1 relative to Rb + O2), and equi-
librium favors Rb + O2 under our conditions
([Rb]/[RbOO] ~ 102 at [O2] ~ 1017 cm−3 and 400K).
Moreover, the RbOO ⇌ QOOHab isomerization
barrier is higher in energy than Rb + O2. Never-
theless, the model predicts that Rb pathways
account for 95% of total QOOHab formation, pri-
marily through two tunneling-mediated processes:
isomerization of RbOO (66%) and chemically ac-
tivated reaction directly fromRb +O2 (29%). Based
onmaster equation predictions for Rb + O2 (table
S3) and the large size of the QOOHab + O2 sys-
tem, we anticipate that the present conditions
(400 K and 10 Torr) probe kinetics near the high-
pressure limit.
Only one direct experimental rate coefficient

for any QOOH + O2 reaction exists in the litera-
ture (21), along with a few calculated rate coef-
ficients (21–24, 29), in all cases for saturated
parent hydrocarbons. These rate coefficients are
~10−11 to ~10−12 cm3 s−1 near 400K and in the high
pressure limit (21–23, 29), three to four orders of
magnitude larger than the (2.9 T 1.0) × 10−15 cm3 s−1

value determined here for QOOHab + O2. This
dramatic reduction is likely due to the doubly
allylic resonance stabilization of QOOHab. Com-
paring R + O2 rate coefficients for saturated hy-
drocarbon radicals to analogous systems where
R has doubly allylic resonance stabilization (e.g.,
cyclohexyl versus 2,4-cyclohexadienyl and neo-
pentyl versus 2,4-pentadienyl; see table S1) sug-
gests that a decrease of ~103 in the rate coefficient
for reaction with O2 is reasonable. Resonance-
stabilized QOOH intermediates will occur in
many important systems, such as the oxidation
of biogenically derived hydrocarbons [e.g., iso-
prene (11, 12) and a/b-pinene (13, 14)]. This small
rate coefficient for reaction with O2 implies a
long lifetime of the resonance-stabilizedQOOHab,
suggesting that QOOH photochemistry and bi-
molecular reactions with minor species such as
HOx and NOx may need to be considered. In the
general case, both R and QOOH are carbon-
centered radicals, and it is often assumed that
these species exhibit similar reactivity toward O2

(30). However, we find that the rate coefficient
for QOOHab + O2 is ~10 times as large as in the
analogous Rb +O2 reaction. This finding suggests
reexamination of assumed equivalences between
rate coefficients for R + O2 and QOOH + O2 re-
actions used in many organic oxidation models
(31, 32).
In addition to a tunneling-mediated ROO →

QOOH pathway (12), we have revealed a chem-
ically activated mechanism as an important
source of QOOH production in c-hpd oxidation
with resonance-stabilized R and QOOH species.
Although chemical activation is more prominent
at low pressure, there is evidence for this type of
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Fig. 4. QOOH kinetics. (A) Time
dependence of m/z = 125.06
signal obtained at 8.3 eV (i.e.,
probing only QOOHab) at several
[O2] (open symbols) and the
corresponding double exponen-
tial fits (solid lines). (B) Second-
order plots showing the linearity
of 1/trise and 1/tdecay versus [O2]
and accompanying linear fits
[symbols and colors correspond
to (A)]. Their slopes determine
krise and kdecay, respectively,
which we assign as rate coeffi-
cients for QOOHab + O2 →
products and Rb + O2 → QOOHab

reactions, respectively.
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mechanism in the troposphere (33). Current tro-
pospheric models underpredict HOx regeneration
by isoprene oxidation in pristine environments
(18), and a recently proposedmechanism suggests
that ROO⇌QOOH isomerization pathways are a
substantial source of this missing HOx (11, 12).
Like the c-hpd system investigated here, oxida-
tion of isoprene proceeds through resonance-
stabilized initial radicals (isoprene-OH adducts)
that undergo peroxy chemistry, with the lowest-
energy pathways leading to resonance-stabilized
QOOH intermediates. The direct detection and
kinetic determination provided here give exper-
imental benchmarks for reactivity of resonance-
stabilized QOOH and suggest that such radicals,
including those proposed in formation of SOA
precursors (8), may be relatively long-lived in the
troposphere and in combustion systems.
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NONCOVALENT ASSEMBLY

A rational strategy for the
realization of chain-growth
supramolecular polymerization
Jiheong Kang,1,2 Daigo Miyajima,1* Tadashi Mori,3 Yoshihisa Inoue,3

Yoshimitsu Itoh,2 Takuzo Aida1,2*

Over the past decade, major progress in supramolecular polymerization has had a
substantial effect on the design of functional soft materials. However, despite recent
advances, most studies are still based on a preconceived notion that supramolecular
polymerization follows a step-growth mechanism, which precludes control over chain
length, sequence, and stereochemical structure. Here we report the realization of
chain-growth polymerization by designing metastable monomers with a shape-promoted
intramolecular hydrogen-bonding network. The monomers are conformationally restricted
from spontaneous polymerization at ambient temperatures but begin to polymerize
with characteristics typical of a living mechanism upon mixing with tailored initiators.
The chain growth occurs stereoselectively and therefore enables optical resolution of a
racemic monomer.

S
ince Staudinger experimentally proved the
existence of covalentmacromolecular chains
in the late 1920s, after a long debate on the
controversial concept of colloidal aggregates
(1), numerous essential achievements in the

field of polymer science have precipitated major
innovations in everyday life (2–4). In the late 1980s,
alongside substantial progress in the field of non-
covalent chemistry (5, 6), research groups led by
Lehn (7–9) and Meijer (10, 11) breathed life into

the controversial concept of colloidal aggregates
(1). These authors demonstrated that linear aggre-
gates (i.e., supramolecular polymers) of small
molecules that are tailored by complementary
hydrogen-bonding (H-bonding) interactions are
sufficiently stable, even in dilute solution, to be-
have like covalent linear polymers under appro-
priate conditions (10, 12). With a view to reduce
the dynamic nature of supramolecular polymer-
ization,Wang et al. reported in 2007 a strategy of

using crystallizablemonomers upon self-assembly
and successfully obtained well-defined block co-
polymers (13). This achievement, together with
some relatedworks reported later (14–16), indicated
new possibilities of supramolecular polymeriza-
tion in the context of precision macromolecular
engineering. However, because of the precon-
ceived notion that supramolecular polymeriza-
tion follows a step-growth mechanism (Fig. 1A,
upper), the prospect of realizing noncovalent
chain-growth polymerization has received little
attention until recently. Encouraging reports to
this end used thermally cleaved supramolecular
polymers as seeds for noncovalently polymeriz-
ing the associated monomers, where elongation
of polymer chains with incubation time was ob-
served by atomic forcemicroscopy (AFM) and/or
transmission electron microscopy (13, 14, 16).
Nevertheless, even at this stage, no strategic ra-
tionale has been proposed for achieving chain-
growth supramolecular polymerization (Fig. 1A,
lower). In contrast with step-growth polymeriza-
tion, chain-growthpolymerization usesmonomers
that do not polymerize spontaneously without
initiators (11, 17). In this context, we noticed that
a particular compound in our separate work
(18) serves as a metastable monomer that is
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temporarily disabled for spontaneous polym-
erization in the absence of initiators.
Here we report the realization of chain-growth

supramolecular polymerization involving de-
fined initiation and propagation steps. Figure 1B
illustrates the metastable monomers and tail-

ored initiators used for the present study, all of
which carry a corannulene core with five amide-
appended thioalkyl side chains (18–20). Although
these corannulene derivatives are chiral because
of theirC5-symmetric nonplanar bowl shape, bowl-
to-bowl inversion, leading to racemization, can

occur thermally even at 25°C. Recently, we reported
that compound M (Fig. 1B) adopts a cagelike
closed conformation (Fig. 1C, right) in low-polarity
media such as methylcyclohexane (MCHex), be-
cause the bowl-shaped core orients the side-chain
amide units to facilitate their intramolecular

SCIENCE sciencemag.org 6 FEBRUARY 2015 • VOL 347 ISSUE 6222 647

Fig. 1. A monomer-
initiator system for
supramolecular chain-
growth polymerization.
(A) Schematic represen-
tations of step-growth
(upper) and chain-growth
(lower) polymerizations.
In step-growth polymeri-
zation, propagation
involves coupling of
multiple combinations of
monomers and oligomers
of varying lengths. Chain-
growth polymerization
requires an initiator that
reacts with a monomer to
produce a dimer carrying
a reactive terminus;
subsequently, polymer
chains grow exclusively
by sequential monomer
addition to these termini.
The growth of a polymer
occurs only at its reactive
terminus with the
monomer. (B) Chemical
structures of C5-symmetric
corannulene-based chiral
initiators and monomers
carrying amide-appended
thioalkyl side chains and
a schematic representa-
tion for the bowl-to-bowl
corannulene inversion.
The arc-shaped arrows
represent tentative defi-
nitions of the clockwise
and counterclockwise
H → R substituent arrays
along the corannulene
periphery. (C) Schematic
representations of the
conformational and
configurational aspects
of the initiator and
monomer families. The
corannulene core of the
monomer family adopts a
cagelike closed confor-
mation with a small
activity for the bowl-to-
bowl inversion due to
an intramolecularly
H-bonded amide network.
By contrast, the initiator family adopts an open conformation with a large activity for the bowl-to-bowl inversion at the corannulene core because its side-
chain amide groups are N-methylated and cannot form such an intramolecular, cyclic H-bonded network. (D) Schematic representation of the chain-
growth supramolecular polymerization of monomer M initiated with I, where the chain growth is accompanied by the H-bond reorganization of M. The
growing polymer carries an initiator unit at one end (the initiating end), whereas the other end [the growing (active) end] adopts a structure analogous to
I, with free amide C=O groups. This structural feature prevents bimolecular coupling of the propagating ends.

RESEARCH | REPORTS



H-bonding interactions (18). Consequently, un-
like disk-shaped triphenylene analogs (11), mono-
mer M does not self-assemble (polymerize) in
solution.However, during the course of this study,
we found thatM spontaneously polymerizes into
a one-dimensional polymeric assembly upon heat-
ing in MCHex. Unexpectedly, even without fur-
ther heating, this polymer continued to growwhen
a fresh feed ofM was provided.
From these observations, we hypothesized that

M is metastable and temporarily restricted from
spontaneously polymerizing but possesses the
capacity to undergo chain-growth polymeriza-
tion (Fig. 1A, lower). As highlighted in this paper,
we discovered that compound I (Fig. 1B), an
N-methylated derivative ofM, can initiate the
polymerization ofM (Fig. 1D) inMCHex at 25°C.
The polymerization proceeds with characteris-
tics typical of a living process (17). Initiator I
lacks the capacity for intramolecular H-bonding
(Fig. 1C, left) and does not self-assemble but serves
as a proton acceptor for H-bonding interactions.
As a typical example of the polymerization, 10 ml

of a solution I (1.0 mM in MCHex) were added

to 500 equivalents of M (5 ml of a 1.0 mM solu-
tion in MCHex), and the mixture was allowed to
stand at 25°C for 6 hours, during whichM grad-
ually transformed into a supramolecular poly-
mer with a small polydispersity index (PDI). As
observed by dynamic light scattering (DLS), the
average hydrodynamic diameter of the polymer
increased continuously whenever a fresh feed of
Mwas added to the system after a certain interval
(Fig. 2A). Diffusion-ordered spectroscopy (DOSY)
nuclearmagnetic resonance (NMR)measurements
in deuteratedMCHex indicated that the diffusion
coefficient (D) of the polymer decreases nonlin-
early upon increment of the total monomer-to-
initiator mole ratio ([M]total/[I]0) (Fig. 2B and
fig. S10). According to a diffusion theory of poly-
mers (21), a cube root of the molecular weight
of a polymer is proportional to D−1 usingM as a
reference. As shown in Fig. 2B, theDp values thus
estimated are in good agreement with the ratios
of [M]total/[I]0. Figure 2C exemplifies tapping-
mode AFM images on silicon wafers of air-dried
polymerization mixtures formed at [M]0/[I]0 =
1000 and 2000. Their height profiles (0.9 nm)

confirm that the polymer molecules thus visual-
ized are unimolecularly dispersed. In accord with
the results of DLS and DOSY NMR measure-
ments, the polymer chains formed at [M]0/[I]0 =
2000 (Fig. 2C, bottom) are clearly longer than
those at [M]0/[I]0 = 1000 (Fig. 2C, top). As shown
by the histogram in Fig. 2D, the contour lengths
of polymers formed at [M]total/[I]0 = 250, 500,
1000, and 2000 were successfully evaluated by
measuring the lengths of 100 randomly se-
lected polymer chains at individual [M]total/[I]0
ratios (fig. S11). We confirmed that their aver-
age chain lengths are proportional to the ratios
of [M]total/[I]0 employed (Fig. 2D, inset). Be-
cause the overall noncovalent interaction, op-
erative in a single polymer chain, is rather strong
(see below), the polymerization can be traced by
size-exclusion chromatography (SEC) on a poly-
styrene gel column under optimized conditions
at 4°C usingMCHex/CHCl3 (1/1 v/v) as an eluent.
Figure 2E shows that, as the [M]total/[I]0 ratio
increased, the elution peak of the produced poly-
mer, though exhibiting a little broadening, shifted
stepwise toward a region of higher molecular
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Fig. 2. Multistage chain-growth supramolecular polymerization of
monomer M with initiator I in MCHex at 25°C. Reactions were conducted
by stepwise addition of fresh feeds of M, after a certain interval, to a 10 ml
initiator solution ([I]0 = 1.0 mM) at varying [M]total/[I]0 ratios. (A) DLS profiles
in MCHex at 25°C of polymers formed at [M]total/[I]0 = 50 (green), 250
(orange), 500 (pink), and 1000 (red). The vertical dashed line represents the
peak-top position of M. a.u., arbitrary units. (B) Plots of the diffusion coef-
ficients D of polymers formed at [M]total/[I]0 = 50 (green), 250 (orange), 500
(pink), and 1000 (red), evaluated with DOSY NMR in deuterated MCHex at
20°C, and their degrees of polymerization Dp theoretically calculated using

the D value of M as a reference. (C) Tapping-mode AFM images on a silicon
substrate with height profiles of air-dried polymers formed at [M]total/[I]0 =
1000 and 2000. (D) AFM-based histogram of the counter lengths of randomly
selected 100-polymer chains formed at [M]total/[I]0 = 250 (orange), 500 (pink),
1000 (red), and 2000 (blue). (Inset) Average polymer chain lengths (Ln).
(E) SEC traces of polymers formed at [M]total/[I]0 = 50 (green), 250
(orange), 500 (pink), and 1000 (red), monitored using an UV detector at
290 nm.The vertical dashed line represents the peak-top position ofM. (F)
Plots of the Dp and PDI versus [M]total/[I]0, as estimated from the SEC-UV
traces using polystyrene standards for calibration.

RESEARCH | REPORTS



weight (22). The average Dp values of the poly-
mers formed at individual stages, as estimated
using polystyrene standards for calibration,
scaled linearly over a wide range with [M]total/[I]0
(Fig. 2F, circles). Equally important, the PDI val-
ues of the polymers were all determined to lie

in a range of 1.2 to 1.3 (Fig. 2F, squares), which
is much smaller than that of a polymer formed
upon heating without initiator I (fig. S12).
We posit that the monomer units in the poly-

mer chain are intermolecularly H-bonded at their
side-chain amide groups. Infrared spectroscopy

(fig. S13) demonstrates that the polymeriza-
tion is accompanied by a shift of an H-bonded
amide C=O vibration from 1650 to 1642 cm–1.
Simultaneously, the amide NH groups that are
H-bonded to C=O shifted from 3331 to 3326 cm–1.
Thus, the H-bonds formed intermolecularly in
the polymer chain are more robust than those
oriented intramolecularly in the monomer state.
As expected from the non–self-assembling be-
havior of I (the N-methylated derivative of M)
in MCHex, corannulene derivatives without
H-bonding side-chain motifs hardly stack, even
in the solid state (23). Considering also that the
electronic absorption spectrum of the polymer
is substantially the same as that of M (fig. S14),
the van der Waals contributions, including a
p-electronic interaction, between the constituent
monomer units are rather weak in this solvent
(11). MCHex is an excellent solvent for the su-
pramolecular polymerization of M. In this low-
polarity medium, the H-bonds in the polymer
chain are stable at ambient temperatures and,
even upon 10-fold dilution ([M] = 0.1 mM), the
polymer obtained upon initiation by I did not
exhibit any substantial change in its SEC profile
(fig. S15). However, when the MCHex solution
was annealed at 100°C for 1 hour, the polymer
underwent quick depolymerization. As expected,
the heated mixture underwent repolymeriza-
tion when it was allowed to cool to 25°C. In this
case, particularly when the cooling rate was as
small as 1.0°C min–1, the elution profile of the
resultant mixture in SEC became more compli-
cated than that before the thermal treatment
(fig. S16), indicating that the polymerization of
M with I is driven kinetically and is pathway-
dependent (16, 24). In sharp contrast, in polar
media (including moderately polar CHCl3, in
which H-bonding interactions are destabilized),
the polymer, once formed in MCHex, dissociated
within a few minutes, even without heating (fig.
S17). Accordingly, M did not polymerize.
The extraordinary stability of the polymer in

MCHex is essential for achieving the living char-
acter of polymerization. Equally important to
consider is an end-capped structure of the poly-
mer. As described, initiator I was derived from
MbyN-methylation of the side-chain amide groups
(Fig. 1B). Owing to the initiation mechanism il-
lustrated in Fig. 1D, the produced polymer should
be end-capped with initiator I at the initiating
end. This capped initiating end lacks the capacity
forH-bonding interactions because theC=Ogroups
at its N-methylated amide units are H-bonded
with the amide NHs of its neighboringmonomer
unit. Hence, this capped end neither interacts
with incomingM nor recombines with the other
polymer terminus, although bimolecular recom-
bination often occurs in conventional supramolecu-
lar polymerization and enlarges the PDI (22). To
support the importance of this end-capped struc-
ture, we cleaved the polymer chain using sonica-
tion in MCHex to generate terminally uncapped,
short polymer chains (fig. S18, A and B) and then
allowed the resultant mixture to stand at 25°C.
SEC showed that these short polymer chains re-
combined spontaneously (fig. S18C), whereas no
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Fig. 3. Stereoselective chain growth polymerization of chiral monomers. (A) Schematic represen-
tation of the stereoselective chain-growth supramolecular polymerization of monomers MR and MS with
initiators IR and IS (Fig. 1B), respectively, where the monomers and initiators both carry chiral side chains.
The polymerization proceeds only when the absolute configurations of their side-chain stereogenic
centers are identical to one another. (B) SEC-UV traces at 290 nmof the supramolecular polymerization of
MR (i) andMS (ii) using IR as the initiator at the initial monomer-to-initiator mole ratio of 500 in MCHex at
25°C for 6 hours. (C) Schematic representation of the optical resolution of racemic monomer Mrac by
stereoselective polymerization initiated with IR. (D) SEC-UVand SEC-CD traces at 290 nm ofMrac (i) and
its polymerized mixture initiated with IR at [Mrac]0/[IR]0 = 500 in MCHex at 25°C for 6 hours (ii).The flow
rate of the eluent for SECwas set at 0.5 mlmin–1 except for the case of Fig. 3D, for which the flow rate was
0.2 ml min–1 (23).
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recombination took place when initiator I, capa-
ble of end-capping, was immediately added to the
sonicated mixture at [I]/[M]total = 1/5 (fig. S18, D
and E). Therefore, we conclude that our design
strategy for chain-growth supramolecular polymer-
ization operates as intended.
We next explored the possibility of stereo-

selective polymerization using chiral initiators
(25). UnlikeM, compoundsMR andMS, together
with their respective N-methylated derivatives IR
and IS (Fig. 1B), carry chiral side chains, and each
chain has a stereogenic center in proximity to the
H-bonding amide unit. We found that MR and
MS polymerize in a precise stereoselective man-
ner using IR and IS, respectively, as chiral ini-
tiators (Fig. 3A and figs. S19 to S21). For example,
when IRwas added at 25°C to a MCHex solution
ofMR at [MR]0/[IR]0 = 500,MR polymerized in
the same way as M, thereby yielding a polymer
with a small PDI in 6 hours (Fig. 3B, i). In stark
contrast, the opposite enantiomer MS did not
polymerize with IR (Fig. 3B, ii), even with a pro-
longed reaction time, whereas it polymerized
readily upon mixing with initiator IS (fig. S22).
Namely, the polymerization occurs only when the
stereogenic centers of themonomer and initiator
in their chiral side chains arematched in configu-
ration. Such precise enantioselection of chiral
monomers MR and MS indicates a large ener-
getic penalty for stereochemical mismatching
in the polymer sequence (26).
In relation to the stereoselective nature of poly-

merization described above, we also investigated

the polymerization of M using chiral initiators
IR and IS (Fig. 4A). As described previously,
monomerM, identical toMR andMS, carries an
asymmetric center at theC5-symmetric corannulene
core, but it is devoid of chiral side chains and
therefore exists as a racemic mixture (Fig. 1B).
The main interest here is whether IR and IS can
differentiate the enantiomeric forms of M in
the polymerization (25, 27). Thus, a solution of a
mixture ofM and IR and at [M]0/[IR]0 = 500 in
MCHex ([M] = 1.0 mM) was incubated at 25°C,
whereinMwas completely consumed in 6 hours,
as observed by SEC, to yield a polymer in a man-
ner analogous to the case of using I as the ini-
tiator. As expected, the resultswere the samewhen
IS was used as the initiator instead of IR under
conditions otherwise identical to those described
above. In a SEC trace monitored with a circular
dichroism (CD) detector at 290 nm (SEC-CD) (Fig.
4B), the resultant polymers exhibitedpositive (red)
and negative (blue) chiroptical responses when
IR and IS were used as the initiators, respective-
ly. As shown in Fig. 4C (right), the vibrational
circular dichroism (VCD) spectroscopy displayed
a positive or negative band at ~1000 cm–1 due to
the corannulene skeleton of polymericM. Figure
4D shows that the polymers are also CD-active,
displaying mirror image spectra of one another.
Furthermore, the CD spectra intensified with time
monotonically at the initial stage and then fell off
gradually to reach a plateau in 5 hours. Although
the time to reach such a plateau region became
shorter when [M]0/[IR]0 was reduced from 500

to 250 and then 50, at a constant [M]0 of 1.0 mM
the CD intensities finally attained were substan-
tially the same as one another (Fig. 4E). Note that
the CD spectral pattern is almost identical to that
ofmonomericMR orMS (fig. S23). Together with
the VCD spectral profile in Fig. 4C (right), the CD
spectra in Fig. 4D most likely reflect the genuine
chiroptical feature of the corannulene skeleton
rather than of the intermolecular exciton couples
(28). By applying themolar ellipticity of the enan-
tiomerically pureC5-symmetric corannulene skele-
ton (18), the enantiomeric excess of M in the
polymer chain was estimated as close to 100% in
MCHex at 25°C (tables S2 and S3).
In accord with the posited mechanism in Fig.

1D, initiator IR or IS attaches to the initiating
end of polymeric M and serves as a chiral au-
xiliary to stereochemically bias the polymeriza-
tion (Fig. 4A). How does this chiral auxiliary at a
polymer terminus enable such strong geomet-
rical control over the entire polymer chain? In
relation to this question, we noticed that not only
the corannulene skeleton but also the H-bonded
amide C=O at 1642 cm–1 is VCD-active (Fig. 4C,
left), thus indicating that the polymer adopts
either a clockwise or counterclockwise helical ge-
ometry (Fig. 4A) (29). This helical structure is
stabilized by the intermolecular H-bonded amide
network. Hence, no racemization resulted when
the polymer chain end-capped with IR or IS was
cleaved by sonication to transform into uncapped,
short polymer chains (fig. S24). We consider that
this highly stable helical geometry most likely
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Fig. 4. Characterization of homochiral polymers from conforma-
tionally flexible monomers with achiral side chains. (A) Schematic
representation of the stereospecific chain-growth supramolecular
polymerization of monomer M using initiators IR and IS carrying chiral
side chains (Fig. 1B), where right- and left-handed helical polymers
formed with IR and IS, respectively. (B and C) SEC-CD traces (290 nm)
of the polymerized mixtures ofM using IR and IS at the initial monomer-
to-initiator mole ratio of 500 in MCHex at 25°C for 6 hours (B) and their
vibrational circular dichroism (VCD; upper) and infrared (IR; lower)
spectra (C). The vertical dashed line in (B) represents the peak-top
position of M in its SEC-CD trace. Abs, absorption. (D) CD spectra of
polymerizedmixtures at [M]0/[IR]0 = 500 ([M]0 = 1.0 mM) in MCHex at
25°C in 0 (black), 1 (blue), 2 (light blue), 3 (green), 4 (orange), and 5
(red) hours. The dashed curve represents the CD spectrum of a
polymerized mixture of M using IS under conditions otherwise identical to those described above. (E) Plots of molar ellipticity at 290 nm ([q]290) against
incubation time in the polymerization ofM with IR at [M]0/[IR]0 = 50 (red), 250 (orange), and 500 (green) ([M]0 = 1.0 mM) in MCHex at 25°C.
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accounts for the near 100% stereochemical bias
of the C5-symmetric corannulene core of M in
the polymer chain. After observing the notable
stereoselectivity of the polymerization in Fig. 3A,
we were motivated to investigate whetherMrac,
a racemic mixture of MR and MS, could be op-
tically resolved by the polymerization using IR
or IS as the initiator (Fig. 3C). Thus, IR was
added at 25°C to a solution of Mrac (1.0 mM) in
MCHex at [Mrac]0/[IR]0 = 500, where in 6 hours
the SEC–ultraviolet (UV) profile demonstrated
the appearance of a polymeric fraction along
with the monomer (Fig. 3D, ii, red). By means
of SEC-CD, the polymeric fraction was revealed
to possess a positive CD sign at 290 nm, where-
as the unassembledmonomer fraction possessed
a negative CD sign (Fig. 3D, ii, blue). Even upon
prolonged reaction for 14 days, the residual mono-
mer observed in 6 hours remained without fur-
ther consumption (fig. S25A).
For the purpose of quantitatively analyzing

the SEC-CD profile in Fig. 3D, we prepared two
reference samples, a MCHex solution of non-
polymerized MS ([MS] = 0.5 mM) and its poly-
merized version using IR as the initiator at [MR]0/
[IR]0 = 250 ([MS] = 0.5 mM). As shown in fig.
S25B, the SEC-CD (ii, blue) and SEC-UV (ii, red)
traces in Fig. 3Dwere perfectly reproducedwhen
the corresponding SEC traces of the above refer-
ence samples were superimposed. We thus suc-
ceeded in optically resolving MS and MR, using
initiator IR to polymerize onlyMR and vice versa
stereoselectively, thus leavingMS orMR unpoly-
merized (Fig. 3C). This notable stereochemical
selection results from the homochiral nature of
the polymer with respect to both the chiral side
chains and stacked corannulene units. So far, some
chiralmonomers are known to self-assemble only
homochirally.However, thisprocess yields a racemic
mixture of right- and left-hand helical polymers
(26) because the conventional mechanism does
not allow for selection of one enantiomer of the
monomer for polymerization. Even for thoroughly
studied covalent chain-growth polymerizations,
such a high level of optical resolution has been
rarely reported (30).
In differential scanning calorimetry (DSC), M

unavoidably polymerizes during the heating pro-
cess. Upon first heating in DSC (fig. S26, blue),
monomeric M exhibited an exotherm (20 J g–1)
at 82°C and an endotherm at 175°C (27 J g–1). By
reference to the DSC profile of polymericM sep-
arately prepared (endothermic peak at 177°C,
27 J g–1) (fig. S26, red), the exotherm and endo-
therm in fig. S26 (blue) are assigned to the
thermal polymerization of M and dissociation
of the resulting polymer, respectively. These
DSC profiles corroborate the H-bond stability
of M, as suggested by comparing its infrared
spectrum with that of polymeric M. Although
the exotherm in the DSC trace indicates that
the polymerization is enthalpically driven, the
monomer M does not spontaneously polymer-
ize without initiator I at ambient temperatures
becauseM is metastable with a sufficiently large
energetic barrier for the self-opening of its intra-
molecularly H-bonded cage. We presume that

the chain growth proceeds through an H-bond–
assisted transition state (Fig. 1D), where M is
preorganized with the growing end of the poly-
mer as well as initiator I (both having free amide
C=O groups) and transforms its H-bonding
mode from intramolecular to intermolecular.
This transition state is energetically less demand-
ing than the self-cleavage of theH-bonded amide
network in the monomer state. Although the
concave structure of the monomer is critical for
the present work, further conceptual diversifica-
tion of metastable monomers for chain-growth
supramolecular polymerization may give rise
to a paradigm shift in precision macromolecular
engineering.
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ECOLOGICAL FEEDBACKS

Termite mounds can increase the
robustness of dryland ecosystems to
climatic change
Juan A. Bonachela,1* Robert M. Pringle,1,2 Efrat Sheffer,1 Tyler C. Coverdale,1

Jennifer A. Guyton,1 Kelly K. Caylor,2,3 Simon A. Levin,1 Corina E. Tarnita1,2†

Self-organized spatial vegetation patterning is widespread and has been described using
models of scale-dependent feedback between plants and water on homogeneous substrates.
As rainfall decreases, these models yield a characteristic sequence of patterns with increasingly
sparse vegetation, followed by sudden collapse to desert. Thus, the final, spot-like pattern
may provide early warning for such catastrophic shifts. In many arid ecosystems, however,
termite nests impart substrate heterogeneity by altering soil properties, thereby enhancing
plant growth. We show that termite-induced heterogeneity interacts with scale-dependent
feedbacks to produce vegetation patterns at different spatial grains. Although the coarse-grained
patterning resembles that created by scale-dependent feedback alone, it does not indicate
imminent desertification. Rather, mound-field landscapes are more robust to aridity,
suggesting that termites may help stabilize ecosystems under global change.

O
ver the past decade, many studies have
documented large-scale, spatially periodic
clusters of vegetation and other sessile or-
ganisms, typically in resource-limited en-
vironments (1–4). Such patterns, found

at many levels of biological organization (5),

can be described by models of scale-dependent
feedback (SDF) coupling short-range activation
with long-range inhibition (3–9). For example,
in arid and semi-arid savannas and grasslands
(“drylands”), plants facilitate neighbors by in-
creasing water infiltration while competing for
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water with distant individuals (10). In these
models, reducing rainfall generates a predicta-
ble sequence of patterns with decreasing overall
plant biomass: overdispersed gaps, labyrinths,
spots, and finally, barren desert. This last tran-
sition is known as a “catastrophic shift,” or sud-
den collapse to an unvegetated state (11, 12).

The robustness [sensu (13), also called resilience
(14)] of drylands to such catastrophic shifts is an
urgent concern given the importance of these sys-
tems to human livelihoods [drylands cover >40%
of Earth’s land surface and are home to >38% of
the populace (15)] and the increased frequency/
intensity of drought expected under climate change
(16). Scientists have therefore proposed using
spotted vegetation patterns, readily identifiable
in aerial imagery, as “early-warning signals” of im-
minent catastrophic shifts (11, 12). However, op-
erationalizing an early-warning system requires
mechanistic understanding of both the cause of
spotted patterns and the linkage between patterns
and robustness; otherwise, “false alarms” could
lead to costly resource misallocation (17).

Prior SDF models assume soil homogeneity,
but most real ecosystems feature heterogeneous
substrates. One globally widespread source of
heterogeneity is ecosystem engineering by soil-
dwelling macrofauna such as termites, ants, and
earthworms. Termites are particularly impor-
tant in savannas of Africa, Australasia, and South
America, and their nest structures (“mounds”)
shape many environmental properties; analogous
structures built by ants and burrowingmammals
are similarly influential worldwide (18). Mound
soils differ from surrounding “matrix” soils in
physical and chemical composition, which en-
hances vegetation growth (19, 20), creating “is-
lands of fertility” (Fig. 1) (20–22). Moreover,
mounds are frequently spatially overdispersed
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Fig. 1. Patterned termite mounds in real ecosystems. (A) False-color
infrared Quickbird satellite image (2.4-m resolution) of termite mounds
at MRC; mounds appear as small red spots, indicating high primary
productivity (larger red patches are abandoned cattle corrals). (B) Pre-
sumed termite mounds in northwestern Tanzania (–1.29158 latitude,
34.37146 longitude) identified by using Google Earth (2006 image copy-
right DigitalGlobe). Barren halos are visible around many mounds, as pre-

dicted by our model. (C) Grass-dominated mounds in Kenya’s Masai Mara,
taken from hot-air balloon; elephants in the photo provide scale. (D) Tree-
dominated mounds in Sofala, Mozambique, taken from helicopter (image
courtesy of Marc Stalmans). (E) Light detection and ranging (LIDAR) hill-
shade image of termite mounds in South Africa’s Kruger National Park, from
(25). (F) Termite mounds on Bangweulu floodplain, Zambia (image courtesy
of Frans Lanting).
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owing to competition among neighboring col-
onies (20–25), which creates spotted vegeta-
tion patterns (Fig. 1). The resemblance of these
patterns to those predicted by SDF has been
noted (4, 10) but not formally analyzed. These two
patterning mechanisms are not mutually exclu-
sive and may co-occur.
We modeled SDF on a template of overdis-

persed termitemounds and tested results against

imagery from semi-arid savanna at Kenya’s Mpala
Research Centre (MRC). Mounds in this system—
lenticular humps with belowground chambers
and passages (21)—are built by fungus-cultivating
termites (Macrotermitinae: Odontotermes), which
are common throughout the Paleotropics. How-
ever, our results are applicable to mounds of
diverse species and architectures, provided nu-
trient and/or water availability is elevated either

on the mound-proper or in the annular zone
around the mound.
We adapt a well-studied three-variable SDF

model (10) that describes the spatiotemporal dy-
namics of aboveground vegetation biomass as a
function of rainfall (partitioned into runoff and
soil water) (10, 23). In traditional two-component
SDF models, short-distance enhancement lead-
ing to pattern formation usually arises from
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Fig. 2. Vegetation patterns obtained with stochastic rainfall and termite-
induced heterogeneity. (A) Stochastic rainfall (brown curve) based on
observed mean-monthly rainfall (blue curve) at MRC, 1999–2013. (B)
Transect of predicted vegetation biomass density through a mound (solid
curve) and in the absence of mounds (dashed curve). (C to E) Model
outputs showing (C) 123- by 123-m region encompassing seven hexag-

onally distributed mounds; (D) 20.5- by 20.5-m region with only one mound,
showcasing halo effect (for comparison, Fig. 1, B and D); and (E) 2- by
2-m region showing patchy off-mound vegetation and homogeneous on-
mound vegetation. Green represents vegetation; brown represents soil.
Darker green regions have higher biomass. Parameterization is provided in
table S1.

Fig. 3. Correspondence of pre-
dicted and observed vegetation
patterns. (A) Photograph of 3.5- by
6-m region of matrix vegetation
taken from 10 m height. (B) 1.5- by
1.5-m section used in the analysis,
from white square in (A). (C) Binary
transformation of (B) (white repre-
sents vegetation, black represents
soil). (D) Model output used for
comparison, with parameterization
as in Fig. 2. (E) Normalized radial
spectrum of real images (n = 14
samples) and model simulations
(n = 192 samples), as a function of
wave number.
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autocatalysis (positive-feedback) in an “activator”
species (8, 9). When more than two components
interact, as in the model used here, enhancement
can arise indirectly through autocatalytic feed-
back loops (here, plants–soil water), generating
similar pattern morphologies (26). We include
termite-mound effects in the model by mod-
ifying just two parameters. One is the conver-
sion factor c, the efficiency with which plants
convert water into biomass (“water-use effici-
ency”), which we assume is mediated by elevated
nutrient availability on mounds (19, 27). The
other is the half-saturation constant of water
infiltration, k2, which we modify to account for
termites’ creation of macropores and alteration
of soil texture (19, 28). We leave all other param-
eters unchanged (table S1) to enable comparison
with prior work.
We assume that both nutrient-mediated water-

use efficiency and infiltration are elevated on
mounds (fig. S1), which is consistent with prior
research; specifically, we explore a likely range
of on- versus off-mound increases of 0 to 67%
for infiltration and 0 to 50% for water-use effi-
ciency (20, 23, 29). We further assume that ter-
mites’ effects on water-use efficiency (but not
infiltration) are zero-sum: Termites concentrate
nutrients onmounds (27) but do not increase net
nutrient content of the system [this is conserv-
ative in terms of finding beneficial effects of ter-
mites, and we analyze alternative scenarios in
(23)]. To assess the effects of rainfall variability,
we incorporate seasonality and stochasticity in
rainfall based on MRC rainfall records (Fig. 2A).
This modified model yields greater on- than

off-mound vegetation biomass (Fig. 2B). Two
types of pattern can be identified. One is a coarse-
grained lattice of overdispersed vegetation hot-
spots, reflecting the underlying distribution of
termite mounds (21), which is exogenous to our
model, in conjunction with mounds’ positive ef-
fects on plant biomass, which is predicted by our
model and confirmed with field data from MRC
(Fig. 2C) (23). The other comprises fine-grained
regularity of mound and matrix vegetation re-
sulting from SDF (Fig. 2, D and E). The wave-
lengths of the fine-grained pattern, both on and
off mounds, are determined by local dispersal
of plants and diffusion of soil and surface water
(30) and depend on the values of water-use effi-
ciency and infiltration: Greater values increase
vegetation homogeneity; lower values yield reg-
ular gaps, labyrinths, and spots, as found in prior
SDFmodels. Thus, the greater the termite-induced
improvements in water-use efficiency and infil-
tration, the more divergent the on- versus off-
mound patterning (Fig. 2D and fig. S6). These
fine-grained patterns are insensitive to mound
distribution (we find equivalent patterns for a
single mound and square or hexagonal arrange-
ments), and off-mound patterning is largely in-
sensitive to mound proximity (fig. S3). Our model
also produces a “halo” of barren soil at mound
edges, resulting from the highly vegetated mound
acting as a sink for nearby water, matching ob-
servations from various African savannas (Fig. 1,
B and D).

To evaluate model predictions of fine-grained
patterning, we used Fourier transforms to an-
alyze low-altitude (10 m) aerial photographs of
matrix vegetation from MRC (Fig. 3, A to C) (23).
Off-mound, we find spotted patterns with ~20-cm
wavelength, which closely matches the simulated
pattern (Fig. 3, D and E). Moreover, as predicted,
mound vegetation is both denser (23) and more
evenly distributed thanmatrix vegetation (fig. S8).
Thus, incorporating termite-induced soil hetero-
geneity in the SDF framework gives a realistic
description of observed patterning. Exact quan-
titative correspondence is not expected because
our analysis uses generic parameter values from
prior work (10). This model could be further ex-
tended to include interactions among plant types
(such as trees versus grasses) and/or herbivore
impacts, and its predictions could be tested via
rain-out/watering experiments.
We next used the modified model to analyze

the system’s robustness (13) to precipitation
changes.We consider two components of robust-
ness: “resistance” to perturbation and “recovery”
from an undesirable stable state. We find that
termite mounds increase ecosystem robustness
in three ways (Fig. 4). They enhance resistance,
enabling vegetation to persist under substan-
tially reduced rainfall; they reduce the rainfall
threshold required for recovery from desert; and
they make desertification more gradual (less cat-

astrophic) and thus easier to anticipate and ame-
liorate. These changes occur because improved
infiltration andwater-use efficiency on and around
mounds enable plants to persist and to repopu-
late after extirpation, undermore arid conditions:
Mounds act as refugia for vegetation after the
matrix has collapsed to desert.
Sufficient improvement of either water-use

efficiency or infiltration can independently in-
crease robustness. As rainfall decreases, two sud-
den drops in biomass occur (Fig. 4B and figs. S4
and S5). The first (Fig. 4B, i) represents loss of
matrix vegetation only and corresponds to total
desertification in the system without mounds
(Fig. 4A, i). The second (Fig. 4B, ii) represents loss
of vegetation frommounds (and hence the entire
system) and occurs at lower rainfall, indicating
enhanced resistance. As rainfall increases from
zero, two sudden jumps in biomass occur (Fig. 4B
and figs. S4 and S5): Revegetation of mounds
occurs first, at lower rainfall, followed by reveg-
etation of the matrix, indicating enhanced re-
covery. Insufficient termite-induced improvements
yield only one shift, as occurs in the absence of
mounds (10), and do not enhance ecosystem ro-
bustness (fig. S5); in this case, on- and off-mound
trajectories are similar. Improving either param-
eter yields comparable effects, but for our param-
eter regions, water-use efficiency contributesmore
to robustness than does infiltration (fig. S5).
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Fig. 4. Termite mounds
increase ecosystem
robustness. (A and B)
Semilogarithmic phase
diagrams under
increasing (blue) and
decreasing (red) rainfall
for (A) model with no
termite mounds and
(B) the modified model
with 50% on- versus
off-mound improvement
in both growth rate and
infiltration efficiency. (A)
Without mounds, one
hysteresis cycle occurs
(i), corresponding to
sudden transitions to
and from desertification.
(B) Adding mounds
generates two hystere-
sis cycles, corresponding
to loss/recovery of
matrix vegetation (i) and
desertification/
revegetation (ii). For both
(A) and (B), we used
fixed rainfall rates and
parameters as described
in table S1 and fig. S5.
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This model describes annual-to-decadal tem-
poral scales, over which precipitation influences
the dynamics of vegetation, but not the mounds
(23). Thus, the model captures pattern evolution
and sudden transitions in response to climate-
change–induced pulses of drought and rainfall
but may not apply if sustained (>50-year) reduc-
tions in baseline precipitation cause termite
extinction and subsequent homogenization of
mound structures. Future theoretical and empir-
ical work is needed to elucidate longer-term dy-
namic feedbacks between vegetation andmound
construction, distribution, and decay.
Our analysis shows that when SDF occurs on

a template of overdispersed mounds created by
ecosystem engineers, two distinct types of reg-
ular patterning coexist at different scales. The
fine-grained SDF-generated patterns documented
here may be common, but previously unreported
because (i) they cannot be observed in available
satellite imagery; (ii) even at lower altitudes, grass
canopies obscure patterns with centimeter-scale
wavelengths; and (iii) stochastic rainfall decreases
apparent regularity (compare Fig. 2 and movies
S1 and S2 with fig. S3, which assumes constant
rainfall). The simplest SDF scenarios typically
produce patterns with a single characteristic
wavelength (3), whereas models combining mul-
tiple mechanisms can show complex patterns
(31, 32). Thus, co-occurrence of patterns with
distinct wavelengths may be a general indicator
that multiple mechanisms are operating simul-
taneously. The mound–SDF interaction is one
such route to pattern coexistence and is likely
common worldwide because it does not depend
on specific mound attributes. Appropriately mod-
ified models might therefore inform ongoing
debates in which SDF and soil macrofauna are
considered alternative hypotheses for particular
large-scale patterns, such as Namibian “fairy cir-
cles” (33, 34) and various “mima-like mounds”
worldwide (35).
We further conclude that termites, by creating

refugia for plants and nuclei for revegetation,
can enhance drylands’ resistance to and recovery
from drought. These islands of fertility (20) ap-
pear spot-like in remotely sensed imagery (Fig. 1),
but unlike SDF-generated spots, they indicate ro-
bustness rather than vulnerability to collapse.
These findings confirm the critical links between
remotely sensed patterns and ecosystem dynam-
ics but qualify the use of remotely sensed pat-
terning to predict catastrophic shifts. Similar
phenomenamay occur in other systems inwhich
vegetation patterning is governed bymechanisms
that generate apparent SDF dynamics, such as
banded vegetation arising from runoff induced
by biological crusts on arid hillslopes (4, 36). By
such engineering of soil, termites and other eco-
system engineers may buffer the effects of an-
thropogenic global change in some of the world’s
most environmentally and socioeconomically
sensitive regions.
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PLANT DEVELOPMENT

Genetic control of distal stem cell fate
within root and embryonic meristems
Brian C. W. Crawford,1 Jared Sewell,2 Greg Golembeski,1 Carmel Roshan,1

Jeff A. Long,2* Martin F. Yanofsky1*

The root meristem consists of populations of distal and proximal stem cells and an
organizing center known as the quiescent center. During embryogenesis, initiation of the
root meristem occurs when an asymmetric cell division of the hypophysis forms the distal
stem cells and quiescent center. We have identified NO TRANSMITTING TRACT (NTT) and
two closely related paralogs as being required for the initiation of the root meristem. All
three genes are expressed in the hypophysis, and their expression is dependent on the
auxin-signaling pathway. Expression of these genes is necessary for distal stem cell fate
within the root meristem, whereas misexpression is sufficient to transform other stem cell
populations to a distal stem cell fate in both the embryo and mature roots.

D
evelopment of plant roots depends on reg-
ulation of stem cell function in the root ap-
ical meristem, where the quiescent center
separates twopopulations of stem cells into
proximal and distal domains (Fig. 1A) (1, 2).

The cells in the quiescent center rarely divide
themselves but signal to surrounding stem cells
to remain undifferentiated. The quiescent center
is formed during embryo development when the

uppermost cell of the suspensor, known as the
hypophysis, divides asymmetrically to initiate
the root meristem. Here we analyze the signals
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Fig. 1. Phenotype of the nwwmutant and expression ofNWWgenes in embryos. (A) Stages in root meristem development, from an early globular-stage embryo
to amature root meristemwith different regions of themeristem labeled and colored.QC, quiescent center. (B andC) Seedling phenotype of the wild type (B) and nww
mutant (C). The arrow in (C) indicates the absence of the root. (D to G) Arrows indicate root meristem initiation in globular (glob) and heart-stage embryos of the wild
type [(D) and (F)] and nwwmutant [(E) and (G)]. (H to K) Recombineered NTT [(H) and (I)],WIP4 (J), and WIP5 (K) reporters in a 32-cell or early globular stage before
rootmeristem initiation [arrows in (H), (J), and (K)] and a late globular stage (I). Arrows point to hypophysis (hypo) cell in (H), (J), and (K). Scale bars, 20 mm in (D) to (K).

Fig. 2. Expression analysis in WTand mutant embryos. (A and B) Arrows
indicate gNTT-n2YPETaccumulation in divided hypophysis of WT (A) and mp
mutant (B) globular-stage embryos. (C and D) In situ hybridization of MP in
globular-stage embryos. To ensure that we were not detecting background
signal, we used a segregating mp mutant population along with an in situ
probe that only detected WT MP transcript. Arrows show expression in
outlined hypophysis (C) of early globular-stage embryo, but no expression in

a phenotypically mp mutant (D) late globular-stage embryo. (E) Accumula-
tion of recombineered gMP-n2YPET throughout an early globular embryo.The
arrow indicates accumulation within the hypophysis. (F) Diagram of the genetic
pathway to promote root initiation. (G and H) Normal initiation of pDR5-GFP
expression is indicated by arrows in the wild type (G) and nww mutant (H).
(I and J) Normal initiation of pWOX5-GFP expression indicated by arrows in the
wild type (I) and nww mutant (J). Scale bars, 20 mm in (A) to (E) and (G) to (J).
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that first establish the quiescent center and distal
stem cell populations.
The NO TRANSMITTING TRACT (NTT) gene

encodes a putative zinc finger transcription fac-
tor that is required in developing carpels for trans-
mitting tract formation (3,4).NTT is also expressed
in root meristems, although ntt homozygous mu-
tant roots are normal. To determine if NTT acts
redundantly with other genes, we combinedmu-
tations in NTT with mutations in WIP DOMAIN
PROTEIN 4 (WIP4) and WIP5, the two genes
most closely related toNTT (5) (see supplementary
materials andmethods). Although plants lacking
one or twoof these genes hadnormal roots, plants
lacking all three genes—ntt,wip4, andwip5 (here-
after referred to as nww)—had no roots (Fig. 1, B
and C, and fig. S1). Thus, the NWW function is
required for root formation, and these three genes
can each individually fulfill that function.
Development of wild-type (WT) and nwwmu-

tant embryos diverges at the 32-cell (early glob-
ular) stage, when the hypophysis normally divides
asymmetrically to form the lens-shaped cell that
goes on to generate the quiescent center (Fig. 1A).
In nww mutants, this asymmetric cell division

fails to occur, and the lens-shaped cell does not
form (Fig. 1 and fig. S1). Because activity of the
rootmeristem is dependent on the quiescent cen-
ter, loss of the lens-shaped cell likely explains the
absence of roots in the nww mutant.
As WT embryos continue to develop, the root

meristem becomesmore distinct. In nwwmutant
embryos, this region is highly disorganized, lack-
ing a recognizable rootmeristem (Fig. 1 and fig. S1).
In nwwmutant embryos, cell divisions above the
hypophysis appear normal at the globular stage,
but after failure of that key asymmetric cell divi-
sion, they become progressively more abnormal.
These cell division defects may be a result of the
loss of the quiescent center, which normally sends
a signal to the proximal stem cells, and these de-
fects are reflected postembryonically by the lack
of vasculature tissue in the hypocotyl of the nww
mutant (fig. S2).
To determine if the pattern of expression and

protein accumulation for NTT correlated with
the observed mutant phenotypes, we created a
recombineeredconstruct expressing2XYPET fused
to NTT under the control of the entireNTT locus,
gNTT-n2YPET (6, 7). This construct was capable

of complementing the ntt single- and nww triple-
mutant phenotypes. The expression pattern was
indistinguishable from in situ hybridization pat-
terns (fig. S3). NTT was expressed in the hypoph-
ysis cell in globular-staged embryos (Fig. 1H) and
was maintained as the hypophysis gave rise to the
apical and basal daughter cells (Fig. 1I). WIP4 and
WIP5 were similarly expressed in the hypophysis
but, in contrast with NTT, not in the suspensor
(Fig. 1, H to K). Thus, the NWW genes are all ex-
pressed in the hypophysis, where they act redun-
dantly to promote root meristem initiation.
The rootless phenotype of the nww triple mu-

tant resembles mutants in the auxin response fac-
tor MONOPTEROS (MP/ARF5) (8). We therefore
examined accumulation of NTT inmpmutants to
determine if NTT accumulation was dependent
on MP. Whereas gNTT-n2YPET accumulation
was observed in the hypophysis of WT embryos
(Fig. 2A), little or no accumulation in the hypophy-
siswasdetected inmpmutants (Fig. 2Band fig. S4).
This suggests that NTT acts downstream of MP
in promoting root meristem initiation.
To better understand the relationship between

MP andNTT, we examinedMP expression within
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Fig. 3. Control of distal meristem fate within the root. (A and B)
Accumulation of NTT (A) and WIP4 (B) in the quiescent center and
columella initials (arrow) of the root meristem. (C and D) Rescued root
phenotype of the wild type (C) and nww mutant (D) after auxin treatment
and 2 days after transfer to MS media. (E to L) Phenotype of the wild type
[(E), (G), (I), and (K)] and nww mutant [(F), (H), (J), and (L)]. The QC25

marker is indicated by an arrow in the wild type (E) and is absent in nww
mutant (F). pPIN7-PIN7-GFP marker, with distal expression indicated by an
arrow in the wild type (G) and absent in the nww mutant (H). pWOX5-GFP
[(I) and (J)] and pDR5-GFP [(K) and (L)] markers in the wild type [(I) and
(K)] and nww mutant [(J) and (L)]. Scale bars, 20 mm in (A), (B), and (E) to
(L); 1 mm in (C) and (D).
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the embryo. A recombineered MP 2XYPET re-
porter, gMP-n2YPET, accumulated broadly in the
embryo, including all of the suspensor region that
includes the hypophysis (Fig. 2E and fig. S5).
Similarly, in situ data and the pMP-MP–green
fluorescent protein (GFP) reporter showed expres-
sion in the hypophysis (fig. S5, D to G). We de-
tected MP expression in WT embryos but not in
thempmutant embryos (Fig. 2, C andD). RNA-seq
data confirm expression of MP in the suspensor
region (http://seedgenenetwork.net) (fig. S5H).
We conclude thatMP is expressed in the hypoph-
ysis, where it promotes rootmeristem initiation by
activating theNWW genes. To provide further sup-
port for the idea that NTT functions downstream
of MP, we used a chromatin immunoprecipitation
assay and found that MP binds in vivo to a con-
servedAuxRE binding site within theNTT intron
(fig. S4F). Similar AuxRE sites are conserved in the
introns of bothWIP4 andWIP5, and these AuxRE
sites are also found in orthologs of theNWW genes
in other Brassicaceae species (fig. S4G). These data
are consistent with NTT functioning downstream
of MP and suggest that MP directly binds to NTT
regulatory sequences to promote expression.
To provide further insights into the nature of

the defects seen in the nww triple mutant, we
analyzed the expression of several relevantmark-
ers. We first looked at the expression of the
pDR5-GFP marker that contains several AuxRE
sites and reflects auxin signaling (9–11). In WT
embryos, pDR5-GFP expression was observed in
the hypophysis, and the loss of this expression in
mp mutants has been linked to the absence of
root meristem initiation (12). We found that the
initial expression of the pDR5-GFP marker was
similar in both WT and nwwmutant embryos at
the globular stage (Fig. 2, G and H, and fig. S6, A
and B). Thus, in contrast to MP, our data show
that the NWW genes are not required for the ini-
tial activation of the pDR5-GFPmarker, consistent
with theNWW genes functioning downstreamof
MP. At later stages of embryo development, ex-
pression of pDR5-GFP was much reduced in the
nww mutant as compared with the wild type,
presumably a consequence of the failure of the
root meristem to form (fig. S6).
Wenext examined the expression ofWUSCHEL-

RELATED HOMEOBOX5 (WOX5), a gene that is
expressed in the quiescent center and is required
for columella stem cell maintenance (13). During
root meristem initiation, pWOX5-GFP is first de-
tected in the hypophysis and is absent inmpmu-
tants (13),which suggests that, similar topDR5-GFP,
pWOX5-GFP is also dependent on MP expres-
sion. In contrast, we found that the initial expres-
sion of pWOX5-GFP was normal in the nww
mutant (Fig. 2, I and J), although later expression
was diffuse and mislocalized apically within the
nwwmutant embryo (fig. S6). Thus,NWW genes
are not required for the initial activation ofWOX5
but are required for maintenance of the WOX5
expression patternwithin the rootmeristem. Thus,
even though theMP andNWWgenes arenormally
required for root initiation, otherMP-dependent
targets are still activated independently ofNWW
genes (Fig. 2F).

Expression of the threeNWW genes persists in
the root meristem during postembryonic root
development. We detected gNTT-n2YPET expres-
sion within the mature root meristem in the qui-
escent center, columella stem cells (also referred
toas columella initials), andcolumella cells (Fig. 3A).
We similarly found that gWIP4-n2YPET and
gWIP5-n2YPET were expressed in the mature
root meristem, although their expression was re-
stricted to the quiescent center and columella ini-
tial cells (Fig. 3B and fig. S3J). Thus, the NWW
genes may be needed to maintain meristem in-
tegrity in the developing root.
The plant hormone auxin can promote root

initiation in tissue culture. Despite the require-
ment for MP for root initiation in the embryo,
phenotypically WT roots can be induced if mp
mutants are treated with auxin (14). We found
that exogenous application of auxin could simi-
larly rescue root formation in nwwmutants (Fig. 3,
C and D, and fig. S7). However, in contrast to
mp mutants, the rescued roots of nww mutants
are highly abnormal. The nww-rescued roots
were larger than WT roots and failed to form
amyloplasts, a marker for distal stem cell fate
(Fig. 3, E and F). As a result, these rescued roots

lack a gravitropic response. Our data indicate
that the NWW genes are required to pattern
distal stem cells within the root meristem. To
further test this idea, we analyzed the PIN-
FORMED 7 marker (pPIN7-PIN7-GFP), which is
normally expressed in cells derived from both
the proximal and distal regions of the root meri-
stem (Fig. 3, G and H). Consistent with our hy-
pothesis, we found that PIN7 expression was not
detected in the distal region of the nwwmutant
root meristem yet was still present in the prox-
imal region.
Because the stereotypical pattern of cell divi-

sions within the root meristem is dependent on
signals from the quiescent center (15), the in-
creased size and disorganization of the nww
mutant roots suggest that the quiescent center
may be abnormal. We examined the expression
of two quiescent centermarkers, QC25 andWOX5.
We found that the QC25marker was not detected
in the rescued roots of the nwwmutant (Fig. 3, E
and F), consistent with the idea that the quiescent
center is not normal. As different quiescent center
markers depend on different stem cell regulators
(13), we also analyzed the expression ofWOX5. In
WT roots, pWOX5-GFP expression was detected
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Fig. 4. QOOH kinetics. (A) Time
dependence of m/z = 125.06 signal
obtained at 8.3 eV (i.e., probing
only QOOHab) at several [O2] (open
symbols) and the corresponding
double exponential fits (solid lines).
(B) Second-order plots showing
the linearity of 1/trise and 1/tdecay
versus [O2] and accompanying
linear fits [symbols and colors
correspond to (A)]. Their slopes
determine krise and kdecay, respec-
tively, which we assign as rate
coefficients for QOOHab + O2 →
products and Rb + O2 → QOOHab

reactions, respectively.
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only within the four cells of the quiescent center,
whereas expression in thenwwmutant expanded
to include a larger number of cells (Fig. 3, I and J).
Because WOX5 has been shown to be down-

stream of auxin signaling, we also analyzed
pDR5-GFP expression to determine whether
auxin signaling is altered in the nww mutant
root (Fig. 3, K and L, and fig. S7). In WT roots,
pDR5-GFP was observed in only the quiescent
center and columella cells. In the rescued roots
of the nwwmutant, pDR5-GFP was misexpres-
sed throughout thepresumptive root cap.Although
auxin signaling still occurs in the nww mutant,
the altered pDR5-GFP expression pattern suggests
that the roots are unable to respond to auxin in an
appropriate manner. Thus, the NWW genes are
required for appropriate development of the qui-
escent center and the distal root meristem.
Misexpression of NTT might be sufficient to

transform other stem cells within the root meri-
stem into a distal fate. To test this prediction, we
created an inducible line by fusing NTT to the
glucocorticoid receptor (p35S-NTT-GR) (16). In
the wild type, columella cells are restricted to the
distal region within the root meristem. In con-
trast, induction of NTT activity within mature
root meristems caused ectopic production of col-
umella cells (Fig. 4, A and B). The QC25 marker,
normally expressed only in the quiescent center,
was ectopically expressed in the proximal region
whenNTT activity was induced. Thus, NTT is both
necessary and sufficient to pattern distal stem cell
identity within the rootmeristem. The p35S-NTT-
GR line can alsomimic the root-inducing effects of
exogenous auxin application. When WT seedlings
were transferred to normalmedia after germinat-
ing on 10-mm1-naphthaleneacetic acid (NAA), extra
roots were produced. Similarly, extra roots formed
after p35S-NTT-GR seeds were germinated in the
presence of the dexamethasone inducer and then
transferred to normal media (fig. S8). This is con-
sistent with a role of theNWW genes in mediating
an auxin signal for root initiation.
NTT misexpression can also change stem

cell fate within the embryo. In WT embryos, the
apical region gives rise to the shoot apical meri-
stem and two groups of primordial cells known
as the cotyledon initials. The AS1 gene is strong-
ly expressed in the cotyledon initials in transition-
stage embryos (17). Misexpression of NTT under
the control of the AS1 promoter caused roots to
form instead of cotyledons in the resultant seed-
lings (Fig. 4, C and D, and fig. S8, E to G). This
suggests thatNTT expression is sufficient to trans-
form cotyledon primordia to a root meristem
fate within the apical region of the embryo.
More widespread NTT misexpression in the

protodermal layer of the apical cells of early
globular-stage embryos using the AtML1 promot-
er (pML1>>NTT) (18) resulted in embryos with
asymmetrical structure, losing both the cotyle-
dons and the shoot apicalmeristem (Fig. 4, E and
F, and fig S8). Taken together, these studies
support a model in which NTT misexpression is
sufficient to pattern basal stem cell identity with-
in the embryo and distal stem cell identity in the
root meristem (fig. S8K).

There is tremendous interest in identifying the
major pathways that specify stem cells in both
animal and plant systems. Identification of the
NWW genes will help to explain the formation of
stemcells andmayultimately allow for themanip-
ulation of the root to enhance agricultural yield.
Additionally, althoughmany regulators have been
found to pattern plant meristems, it is likely that
additional intrinsic factors remain undiscovered
due to genetic redundancy, as is the case with the
NWW genes.
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ADDICTION THERAPY

Refining deep brain stimulation to
emulate optogenetic treatment of
synaptic pathology
Meaghan Creed,1 Vincent Jean Pascoli,1 Christian Lüscher1,2*

Circuit remodeling driven by pathological forms of synaptic plasticity underlies several
psychiatric diseases, including addiction. Deep brain stimulation (DBS) has been applied to
treat a number of neurological and psychiatric conditions, although its effects are transient
and mediated by largely unknown mechanisms. Recently, optogenetic protocols that
restore normal transmission at identified synapses in mice have provided proof of the idea
that cocaine-adaptive behavior can be reversed in vivo. The most efficient protocol relies
on the activation of metabotropic glutamate receptors, mGluRs, which depotentiates
excitatory synaptic inputs onto dopamine D1 receptor medium-sized spiny neurons and
normalizes drug-adaptive behavior. We discovered that acute low-frequency DBS, refined
by selective blockade of dopamine D1 receptors, mimics optogenetic mGluR-dependent
normalization of synaptic transmission. Consequently, there was a long-lasting
abolishment of behavioral sensitization.

D
eep brain stimulation (DBS) consists of
passing electric current, typically in excess
of 100 Hz, through electrodes surgically
implanted into subcortical nuclei of the
brain. DBS is currently an FDA-approved

treatment for Parkinson’s disease, dystonia, and
essential tremor (1, 2). Additional indications,

such as depression, obsessive-compulsive dis-
orders, and addiction have been considered
(3). The mechanisms by which DBS produces
its therapeutic effects remain largely unknown
(4, 5), although recent studies suggest that it
may have widespread effects on brain network
activity (6, 7). In the context of addictive dis-
orders, altered activity in areas projecting to
the nucleus accumbens (NAc), such as themedial
prefrontal cortex (mPFC), has been implicated in
the effects of DBS (8). The effects of classical
high-frequency DBS are transient. Symptoms
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typically reappear once stimulation is stopped,
requiring lifelong continuous stimulation (9).
Because pathological synaptic plasticity drives
circuit dysfunction in many neurological and
psychiatric disorders (10, 11), tailoring DBS to
restore normal transmission may have long-
lasting effects and thus represent a major ther-
apeutic advance.
Addiction may be a condition ideally suited to

test the potential of DBS to correct pathological
synaptic function, because the disease is associ-
ated with behavioral changes (12) that are caused
by drug-evoked synaptic plasticity of glutamatergic
transmission in the mesolimbic dopamine system
(13, 14). Specifically, in the NAc, cocaine exposure
increases the strength of excitatory afferents onto
dopamine D1 receptor–expressing medium-sized
spiny neurons (D1R MSNs) (15, 16). This plasticity

underlies behavioral changes associated with
drugs of abuse, such as psychomotor sensitiza-
tion (15, 17). Low-frequency optogenetic stim-
ulation of the excitatory projections to the NAc
is able to reverse cocaine-evoked plasticity and
erase drug-adaptive behaviors (15, 18).
Locomotor sensitization is a straightforward be-

havioral paradigm used to model drug-adaptive
behavior (19, 20). In rodents, repeated cocaine
exposure induces progressively enhanced loco-
motor activation in response to a cocaine injection;
after five injections, the locomotor response is
typically fully sensitized, a state that persists for
months after cocaine withdrawal (21). Locomo-
tor sensitization is thus thought to underlie im-
portant aspects of vulnerability to drug addiction
and relapse, specifically drug craving (19, 21, 22).
The expression of locomotor sensitization ismedi-

ated by enhanced glutamatergic transmission in
theNAc (23–25). After repeated cocaine exposure,
glutamate projections selectively ontoD1RMSNs
of the NAc are strengthened (15, 26), which is
driven by the insertion of AMPA receptors (27–29).
As expected, sequential injections of cocaine in

mice [20mg per kilogram of body weight (mg/kg),
intraperitoneally (i.p.)] progressively enhanced the
locomotor response, which plateaued after five
sequential injections and was still elevated dur-
ing the cocaine challenge test, given after 10 days
of withdrawal (Fig. 1A). Classical high-frequency
DBS (130Hz, 90 ms) applied to the shell of theNAc
(Fig. 1B and fig. S1) during the cocaine challenge
suppressed the sensitization, but had no effect on
the acute locomotor response to cocaine in saline
controls (Fig. 1C). When DBS was applied to the
NAc shell for 60 min leading up to the cocaine
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Fig. 1. Classical DBS transiently suppresses locomotor sensitization to
cocaine and fails to depotentiate excitatory transmission onto D1R MSNs.
(A) Schematic of experiment: Cocaine locomotor activity is monitored for
60 min, immediately after the injection of cocaine or saline. (B) Coronal
section depicting bilateral electrode placement in the anterior portion of the
NAc shell. Scale bar, 250 mM. (C) After five daily cocaine injections, a robust
locomotor sensitization is observed that persists for 10 days after withdrawal;
130-Hz DBS applied during the cocaine challenge on day 15 reduced the
locomotor sensitized response [controls: saline/cocaine = 10/10; 130-Hz
DBS: saline/cocaine = 8/8. Repeated measures analysis of variance
(ANOVA) with post-hoc t test; cocaine control versus cocaine 130-Hz DBS,
t = 2.27, P = 0.035]. (D) 130-Hz DBS applied immediately before cocaine
challenge [time (T) = 0 hours] also suppressed the sensitized response to
cocaine (controls: saline/cocaine = 9/14, T = 0 hours; 130-Hz DBS: saline/
cocaine = 5/9. Repeated measures ANOVA with post-hoc t test; cocaine
control versus cocaine 130-Hz DBS, t = 2.19, P = 0.041). (E) 130-Hz DBS

did not have an effect on the sensitized response to cocaine when applied
4 hours (T = 4 hours, 130-Hz DBS: saline/cocaine = 6/8) and (F) 24 hours
(T = 24 hours, 130-Hz DBS: saline/cocaine = 5/8) before cocaine
challenge. (G) Cocaine treatment significantly increased the AMPA/NMDA
ratio (controls: saline/cocaine = 8/7; 130-Hz DBS: saline/cocaine = 7/7.
Two-way ANOVA with post-hoc t test, saline versus cocaine control, t =
2.34, P = 0.036, saline 130-Hz DBS versus cocaine 130-Hz DBS, t = 2.23, P =
0.049). (H) Cocaine treatment also significantly increased the rectification
index (controls: saline/cocaine = 7/6; 130-Hz DBS: saline/cocaine = 7/7. Two-
way ANOVA with post-hoc t test, saline versus cocaine control, t = 2.39, P =
0.034; saline 130-Hz DBS versus cocaine 130-Hz DBS, t = 2.21, P = 0.050)
measured in D1R MSNs; 130-Hz DBS had no effect on either parameter.
Representative traces of control animals (left) and animals treated with
130-Hz DBS (right) are shown. Saline-treated animals are shown in black
and cocaine-treated animals in red. Scale bars are 20 pA and 20 ms. All
plots are means with SEM, *P < 0.05, **P < 0.01.
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challenge, locomotor sensitization was still sup-
pressed (Fig. 1D and fig. S2, A and B). This sup-
pressionwas not observedwhenDBSwas applied
to the mPFC (fig. S2C) or the core of the NAc (fig.
S2D). However, when the interval between DBS
offset and cocaine challenge was extended to
4hours (Fig. 1E) or 24hours (Fig. 1F), the sensitized
response was not reduced, relative to unstimu-
lated controls. High-frequency DBS had no effect
on general ambulatory activity, asmeasured by an
open-field task (fig. S3A). Classical high-frequency
DBS thus has only a transient effect on behavioral
sensitization, probably because this manipulation
does not affect cocaine-evoked synaptic plasticity.
As in previous studies (15), cocaine led to a

long-lasting strengthening of excitatory trans-
mission onto D1R MSNs (Fig. 1G), which were
identified by using BAC transgenic mice expres-
sing a reporter protein (td-Tomato) under the
control of a drd1a promoter. This potentiation
was determined by measuring an increase of the
ratio of AMPA receptor (AMPAR) excitatory post-
synaptic potentials (EPSCs) over N-methyl-D-
aspartate receptor (NMDAR) EPSCs (the AMPA/
NMDA ratio). In addition, we observed an in-
ward rectification of AMPAR currents (Fig. 1H).

This inward rectification is indicative of GluA2-
lacking AMPARs. Their insertion also contrib-
utes to increases in synaptic strength (30–32).
Viral insertion of GluA2-lacking AMPARs into
the NAc is indeed sufficient to induce sensitiza-
tion (33). Neither of these indices of cocaine-
evoked plasticity was affected by the 130-Hz DBS
applied 24 hours before the ex vivo recordings
(Fig. 1, G and H).
Why was high-frequency DBS unable to re-

store normal synaptic transmission in the NAc?
To reverse cocaine-evoked potentiation, one would
have to apply a depotentiation or long-term de-
pression (LTD) protocol. Stimulation frequencies
at very high frequencies (>100Hz) are unlikely to
induce a LTD [previous studies have actually
shown an induction of long-term potentiation
(LTP) (34, 35)] of excitatory transmission. How-
ever, in the NAc, low-frequency (10 to 15 Hz) stim-
ulation elicits a LTD that depends on mGluRs
and also efficiently removes GluA2-lacking
AMPARs (36). We therefore directly compared
the magnitude of synaptic depression induced
by optogenetic and electrical stimulation deliv-
ered at 12 Hz in slices obtained from cocaine-
treated drd1a-td-tomato mice (Fig. 2, A and B).

For these proof-of-concept experiments, we used
one injection of cocaine 7 days before the elec-
trophysiological recordings or the cocaine chal-
lenge, a protocol that efficiently potentiates D1R
MSN afferents and induces sensitization (15).
We injected ChR2 tagged with enhanced yel-
low fluorescent protein (eYFP) into the mPFC
of drd1a-td-tomato mice (fig. S4A) and cut slices
of the NAc after 5 to 8 weeks of expression (see
the supplementary materials). Ex vivo, 473-nm
light stimulation at 12 Hz induced a robust LTD
of excitatory transmission onto D1R MSNs (Fig.
2C), whereas this same protocol appliedwith elec-
trical stimulation failed to do so (Fig. 2D, open
circles). Because previous studies have indicated
that blockade of D1Rs is necessary to unmask
the mGluR-dependent LTD inD1RMSNs (37), we
repeated the electrical stimulation in the pres-
ence of the D1R antagonists SCH23390 (10 mM)
or SCH39166 (10 mM). In the presence of either
compound, we observed an LTD comparable to
that observed with optogenetic stimulation (Fig.
2D and fig. S5A).
Using the insight gained from these ex vivo LTD

experiments, we sought to design a rational DBS
protocol for use in vivo. Using a two-injection
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fibers tagged with eYFP in the NAc shell in a D1R-td-tomato mouse (scale bar,
20 mM). (C) A robust (–61.2%) LTD of EPSC was induced by 12-Hz laser
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Schematic of in vivo experiments. (F) Diagram of channelrhodopsin infec-
tion site (mPFC; scale bar, 200 mM) with optic fibers implanted in the NAc
shell (scale bar, 20 mM). (G) Sensitization was abolished by 12-Hz optogenetic
stimulation in vivo (control n = 9, laser n = 9; t = 2.73, P = 0.015). (H)
Sensitization was significantly reduced by 12-Hz DBS in combination with
SCH23390, but not by either intervention alone (control n = 11, SCH23390
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SCH23390 + 12 -z DBS, t = 2.23, P = 0.034). (I) Sensitization was signif-
icantly reduced when SCH23390 was infused into the NAc shell in combi-
nation with 12-Hz DBS (control = 11, SCH23390 intraNAc + 12-Hz DBS = 12,
t = 3.00, P = 0.007), but not by infusion of SCH23390 alone (n = 12, control
versus SCH23390 intraNAc, t = 0.93, P = 0.363). All plots are means with
SEM, *P < 0.05, **P < 0.01.
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sensitization paradigm, we determined that
12-Hz in vivo optogenetic stimulation (Fig. 2, E
and F, and fig. S4B) applied bilaterally to theNAc
24 hours before the cocaine challenge abolished
the sensitized locomotor response (Fig. 2G). Nei-
ther 12-Hz DBS alone nor SCH23390 (0.3 mg/kg,
i.p.) administered alone affected sensitization,

but when given in combination, sensitization was
abolishedwhen challenged 24 hours later (Fig. 2H).
To confirm that local blockade of D1Rs is neces-
sary for the effects of 12-Hz DBS, we infused
SCH23390 (0.15 mg in 300 nl) bilaterally into the
NAc shell. This infusion, in combination with
12-Hz DBS, was sufficient to abolish sensitization,

confirming the important role of the antagonism
of D1R specifically in the NAc (Fig. 2I). None of
the above interventions affected spontaneous
locomotor activity (fig. S3, B and C).
To establish a causal link between cocaine-

evoked synaptic plasticity and the abolition of fully
established locomotor sensitization, we evaluated
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Fig. 3. Optogenetically inspired DBS reverses locomotor sensitization to
cocaine and cocaine-evoked plasticity in D1R MSNs. (A) Schematic of
experiment. (B) Representative traces and summary plot of AMPA/NMDA
(n = 6 to 8 cells per condition). There was a significant effect of cocaine
(ANOVA, cocaine effect F1 = 10.76, P = 0.002) and a significant interaction
between DBS and SCH23390 treatment (F1 = 5.74, P = 0.020) on the AMPA/
NMDA ratio. AMPA/NMDA in cocaine-treated animals treated with DBS was
reduced to the level of that in saline-treated controls (cocaine control versus
cocaine + DBS, t = 2.39, P = 0.029). Sample traces are of AMPA and NMDA
EPSCs at +40 mV from saline- (black) and cocaine-treated (red) animals. (C)
Representative traces and summary plot of rectification index (n = 6 to 8 cells
per condition). There was a significant effect of cocaine on RI (ANOVA,
cocaine effect F1 = 6.04, P = 0.018); cocaine-treated animals that had
undergone DBS were not different from saline-treated controls (cocaine
control versus cocaine + DBS, t = 2.16, P = 0.046). Sample traces are of
AMPAR EPSCs at −70, 0, and +40mV from saline- (black) and cocaine-
treated (red) animals. (D) 12-Hz DBS alone (controls: saline/cocaine = 9/10,
12-Hz DBS: saline/cocaine = 6/8) or (E) SCH23390 alone (controls: saline/
cocaine = 9/9; SCH23390: saline/cocaine = 5/7) did not affect sensitization
to cocaine. (F) 12-Hz DBS in combination with SCH23390 reduced the
sensitized locomotor response to cocaine (controls: saline/cocaine = 9/10;

DBS: saline/cocaine = 11/8, post-hoc t test on cocaine challenge: cocaine
control versus cocaine 12-Hz DBS, t = 2.98, P = 0.008); there was a
significant effect of cocaine (repeated measures ANOVA, F1 = 30.72, P <0.001)
and interaction between time and DBS (F5 = 17.48, P < 0.001) and interaction
between cocaine and treatment (F5 = 2.707, P = 0.022, post-hoc t test on
cocaine challenge: cocaine control versus cocaine DBS, t = 2.98, P = 0.008).
(G) Experimental protocol. (H) Locomotor response to cocaine was
suppressed 7 days after DBS with SCH23390 (controls: saline/cocaine = 4/6;
DBS + SCH23390: saline/cocaine = 6/10, cocaine control versus cocaine +
SCH23390 and DBS, t = 2.59, P = 0.021). (I) Representative traces and
summary plot of AMPA/NMDA (n = 7 to 12 cells per condition). AMPA/NMDA
in cocaine-treated animals treated with DBS was reduced to the level of
saline-treated controls (cocaine control versus cocaine + SCH23390 DBS, t =
2.35, P = 0.029). Sample traces are of AMPA and NMDA EPSCs at +40 mV
from saline- (black) and cocaine-treated (red) animals. (J) Representative
traces and summary plot of rectification index (n = 6 to 9 cells per condition).
Cocaine-treated animals that had undergone DBS were not different from
saline-treated controls (cocaine control versus cocaine + DBS, t = 2.02, P =
0.062). Sample traces are of AMPAR EPSCs at −70, 0, and +40mV from
saline- (black) and cocaine-treated (red) animals. Scale bars, 20 pA and 20ms.
*P < 0.05, **P < 0.01.
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the effects of LTD on synaptic transmission by
returning to the five-injection sensitization pro-
tocol. Mice underwent 5 days of cocaine treat-
ment, and electrophysiological recordings were
performed after 10 days of withdrawal (Fig. 3A
and fig. S5B). In control animals, cocaine treatment
led to an increase in the AMPA/NMDA ratio and
rectification index (Fig. 3, B and C, and fig. S4C).
12-Hz DBS, when applied in combination with
the D1R antagonist, normalized these parame-
ters, but 12-Hz DBS or D1R antagonist applied
separately failed to do so (Fig. 3, B and C, and fig.
S5, C and D). Accordingly, in the five-injection
sensitization protocol, 12-Hz DBS alone (Fig. 3D)
or SCH23390 alone (Fig. 3E) had no effect on
sensitization, whereas SCH23390 or SCH39166
in combinationwith DBS significantly reduced the
sensitization, without affecting the acute response
to cocaine (Fig. 3F and fig. S5E). There was a trend
toward a decrease in theRIwith SCH23390,which
couldbedue toanendogenous activationofmGluR
signaling. In the caseof 12-HzDBSalone, the strong
mGluR activation may partially overcome inhibi-

tion byD1R signaling. However, these effects were
not significant, and there was no effect of either
intervention on locomotor sensitization.
These results were comparable in magnitude

to the effects of 12-Hz optogenetic stimulation on
the sensitized response to cocaine and cocaine-
evoked plasticity in the same five-injection pro-
tocol (fig. S6, A toD). Furthermore, we confirmed
that the sensitized locomotor response to cocaine
was still present 2 weeks after cocaine exposure
(Fig. 3G), and we demonstrated that the sensi-
tized locomotor response was still suppressed
when DBS in combination with SCH23390 was
given 1 week before the challenge. Cocaine-
evoked plasticity was also still normalized at
this time point (Fig. 3, I and J). These results
strengthen the observation that the acute inter-
vention has long-lasting effects on both cocaine-
evoked plasticity and consequent locomotor
sensitization.
There are two general classes of LTD available

in MSNs of the NAc. mGluR-dependent LTD is
induced at frequencies between 10 and 15 Hz,

whereas a second form depends on NMDAR
activation and is induced by stimulation at lower
frequencies (~1 Hz) (38–40). Given that DBS was
delivered at 12 Hz, a mGluR-dependent mecha-
nism seems likely. In a final series of exper-
iments, we confirmed the crucial role of mGluR1
in the effects of DBS in combination with
SCH23390. Mice pretreated with the selective
mGluR1 antagonist A-841720 (0.1 mg/kg, i.p.)
were not sensitive to the effects of SCH23390
in combination with 12-Hz DBS, in reversing both
locomotor sensitization (Fig. 4A) and cocaine-
evoked plasticity (Fig. 4B). Conversely, pre-
treatment with NMDAR antagonist MK-801
(0.2 mg/kg, i.p.) had no effect on the efficacy of
SCH23390 in combination with 12-Hz DBS (Fig.
4, C and D). Again, no intervention tested af-
fected acute locomotor activity (fig. S2D). To fur-
ther highlight the crucial role of the mGluR1
receptor in the depotentiation mechanism in-
ducedbyDBS, we first showed that the activation
of mGluR1 by dihydroxyphenylglycine (DHPG) in
presence of the mGluR5 antagonist MPEP (see

SCIENCE sciencemag.org 6 FEBRUARY 2015 • VOL 347 ISSUE 6222 663

Fig. 4. Optogenetically inspired DBS exerts its effects via an mGluR-
dependent mechanism. (A) Pretreatment with the mGluR1 antagonist
A-841720 prevented the reversal of sensitized locomotor response (controls:
saline/cocaine = 7/12; A-841720 with SCH23390 + 12-Hz DBS: saline/cocaine =
4/6) and (B) reversal of increased AMPA/NMDA and rectification index (AMPA/
NMDA: controls: saline/cocaine = 8/7; cocaine with SCH23390 + 12-Hz DBS with/
without A-841720 pretreatment = 11/12. Rectification index: controls: saline/cocaine =
6/7; cocaine with OiDBS with/without A-841720 pretreatment = 8/11) induced by
SCH23390 + 12-Hz DBS in cocaine-treated animals. (C) MK-801 did not alter the
ability of SCH23390 + 12-Hz DBS to reverse locomotor sensitization (controls:
saline/cocaine = 7/6; A-841720 with SCH23390 + 12-Hz DBS: saline/cocaine =
5/5) or (D) cocaine-evoked increases in the AMPA/NMDA (left) or rectification
index (right). (E) A slight LTD of EPSCs in D1R MSNs was induced by DHPG
(50 mM) in saline-treated animals (–22.67% T 18.74), which was greater in
cocaine-treated animals (–68.26%, T 16.14), after incubation with MPEP. This
DHPG-induced LTD was occluded in cocaine-treated animals that underwent

SCH23390 + 12-Hz DBS (–19.65% T 15.52. Controls: saline/cocaine = 9/12;
cocaine with SCH23390 + 12-Hz DBS = 8. Repeated measures ANOVA, treat-
ment effect F2 = 5.92, P = 0.008; Bonferroni post-hoc test, saline versus cocaine
P = 0.006, saline versus cocaine and SCH23390 + 12-Hz DBS, P = 0.939). Inset:
Representative traces at baseline (black) and 20min after protocol (red) in saline-
treated mice (top), cocaine-treated mice (center), and cocaine-treated mice that
underwent SCH23390 + 12-Hz DBS 24 hours before being killed (bottom). Scale
bar = 10 pA, 50 ms. (F) HFS induced an LTP of EPSCs in D1R MSNs in saline-
treated animals (89.37%, T 21.31), but was occluded in cocaine-treated animals
(–7.64%, T 15.132) (controls: saline/cocaine = 9/7, repeated measures ANOVA,
effect of treatment F2 = 9.016, P = 0.002; Bonferroni post-hoc test, saline versus
cocaine, P = 0.987). LTP in cocaine-treated mice was rescued by treatment with
SCH23390 + 12-Hz DBS (110.49%, T 29.87; n = 6, P = 0.004), Inset: Rep-
resentative traces at baseline (black) and 20 min afte protocol (red), in saline-
treated mice (top), cocaine-treated mice (center), and cocaine-treated mice that
underwent SCH23390 + 12-Hz DBS (bottom). Scale bars, 10 pA, 50 ms.
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methods) induced a LTD of excitatory transmis-
sion onto D1R MSNs (Fig. 4E). Consistent with
previous studies, the magnitude of this LTD
was enhanced in cocaine-treated as compared
to saline-treated animals (41, 42). However,
in cocaine-treated animals that underwent
SCH23390 exposure in combination with 12-Hz
DBS 24 hours before being killed, this enhanced
mGluR1 LTD was occluded, suggesting a shared
mechanism between DBS and DHPG-induced
LTD. Finally, cocaine exposure occludes the abil-
ity of high-frequency stimulation (HFS) to induce
a LTP in D1R MSNs (15). SCH23390 in combina-
tion with 12-Hz DBS rescued HFS LTP in cocaine
treated animals, further suggesting that DBS in-
duces a depotentiation in vivo (Fig. 4F).
We used insight obtained from optogenetic

in vivo manipulations to propose a novel DBS
protocol, which efficiently abolishes behavioral
sensitization to cocaine through the reversal of
cocaine-evoked potentiation of excitatory trans-
mission onto D1RMSNs. Classical high-frequency
DBS does not alter cocaine-evoked plasticity and
has only transient effects on locomotor sensitiza-
tion; its behavioral effects aremediated through a
mechanism that remains elusive. Low-frequency
DBS applied on its own fails to affect drug-evoked
plasticity, most likely because it causes release
from dopamine terminals, due to the nonspecific
nature of electrical stimulation. Only the combi-
nation of acute low-frequency DBS with a D1R
antagonist (optogenetically inspired DBS) then en-
ables the induction of the mGluR1 LTD necessary
for the depotentation of synapses on D1R MSNs,
most likely formed by the projections from the
mPFC (18), and abolishment of the drug-adaptive
behavior. Given that SCH39166 is a U.S. Food
and Drug Administration–approved D1R antag-
onist (43), translational studies in humans may
be feasible.
Our results demonstrate the potential of novel

DBS protocols inspired by optogenetic manipu-
lations of synaptic pathology. Using DBS to
correct synaptic pathology and restore normal
behavior may have applications in other neuro-
psychiatric disorders. Given the obstacles to the
rapid translation of optogenetic interventions
to humans (44), these findings may lead to a
full realization of the potential of novel DBS
protocols.
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GENOMIC VARIATION

Impact of regulatory variation from
RNA to protein
Alexis Battle,1,2*‡ Zia Khan,3†‡ Sidney H. Wang,3‡ Amy Mitrano,3 Michael J. Ford,4

Jonathan K. Pritchard,1,2,5§ Yoav Gilad3§

The phenotypic consequences of expression quantitative trait loci (eQTLs) are presumably
due to their effects on protein expression levels. Yet the impact of genetic variation,
including eQTLs, on protein levels remains poorly understood. To address this, we mapped
genetic variants that are associated with eQTLs, ribosome occupancy (rQTLs), or
protein abundance (pQTLs). We found that most QTLs are associated with transcript
expression levels, with consequent effects on ribosome and protein levels. However, eQTLs
tend to have significantly reduced effect sizes on protein levels, which suggests that
their potential impact on downstream phenotypes is often attenuated or buffered.
Additionally, we identified a class of cis QTLs that affect protein abundance with little or
no effect on messenger RNA or ribosome levels, which suggests that they may arise from
differences in posttranslational regulation.

T
o understand the links between genetic
and phenotypic variation, it may be essen-
tial to first understand how genetic variation
impacts the regulation of gene expression.
Previous studies have evaluated the associ-

ation between variation and transcript expres-
sion in humans (1–3). Yet protein abundances are
more direct determinants of cellular functions
(4), and the impact of genetic differences on the
multistage process of gene expression through
transcription and translation to steady-state
protein levels has not been fully characterized.
Studies in model organisms have shown that var-

iations in mRNA and protein expression levels
are often uncorrelated (5–8). Comparative studies
(9–13) have suggested that protein expression
evolves under greater evolutionary constraint
than transcript levels (14) and have provided
evidence consistent with buffering of protein ex-
pression with respect to variation introduced at
the transcript level. Yet, in contrast to compara-
tive work, there are few reports of quantitative
trait loci (QTLs) associated with protein levels
(pQTLs) in humans (15–17).
Here, we present a unified analysis of the

association of genetic variation with transcript
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expression, ribosome profiling (18), and steady-
state protein levels in a set of HapMap Yoruba
(Ibadan,Nigeria) lymphoblastoid cell lines (LCLs).
We collected ribosome profiling data for 72 Yoruba
LCLs and quantified protein abundance in 62 of
these lines. Genome-wide genotypes and RNA-
sequencing (RNAseq) data were available for all
lines (19).
Ribosome profiling is an effective way to

measure changes in translational regulation
by using sequencing (18). We obtained a median
coverage of 12 million mapped reads per sample,
and as expected, the ribosome profiling reads
are highly concentrated within coding regions
and show an enrichment of a 3–base pair (bp)
periodicity, which reflects the progression of
a translating ribosome (figs. S1 to S3 and
table S1).
We collected relative protein expression mea-

surements using a SILAC internal standard sample

(20) and quantitative protein mass spectrom-
etry (fig. S4). To confirm the quality of the pro-
teomics data (tables S2 and S3), we evaluated
the agreement between measurements of dis-
tinct groups of peptides from the same protein.
Differences between these measurements can
reflect true biological variation (e.g., splicing)
or experimental noise. The high correlations
(Spearman’s rho 0.7 to 0.9; R2 of 0.3 to 0.7;
depending on the sample) confirmed that we
are able to precisely quantify interindividual
variation in protein levels (fig. S5). We also
analyzed quantifications of peptides that over-
lapped nonsynonymous SNPs that were heter-
ozygous in either the analyzed or the internal
standard sample (fig. S6). The median ratios
measured from these peptides matched the ex-
pected values closely, indicating that our pro-
tein measurements were likely not subject to
ratio compression (figs. S7 and S8).
As a final quality check, we considered vari-

ation in expression levels within and between
genes. We found that transcript and protein

expression levels—which are the furthest removed
processes studied here—are the least correlated
(figs. S9 and S10). Our observations are in agree-
ment with most high-throughput studies that
considered large number of samples, although
smaller studies have often observed higher cor-
relations (18, 21, 22).
We mapped genetic associations with regu-

latory phenotypes. First, we evaluated QTLs for
each phenotype independently by testing for
association between the phenotype and all gen-
etic variants withminor allele frequency >10% in
a 20-kb window around the corresponding gene.
We used a shared standardization, normaliza-
tion, regression, and permutation pipeline for all
three phenotypes. At a false discovery rate (FDR)
of 10%, we detected 2355 eQTLs, 939 rQTLs, and
278 pQTLs (Table 1 and fig. S11).
There is substantial overlap among detected

QTLs (fig. S12). Among the 4322 genes quanti-
fied for all three phenotypes, 54% of the genes
with pQTLs also have a significant rQTL and/or
eQTL. Given the incomplete statistical power
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Table 1. Number of cis-QTLs identified at FDR of 10%.

Measurement Genes tested No. of cell lines cis-QTLs

Protein abundance 4,381 62 278
Ribosome occupancy 15,059 72 939
mRNA expression 16,614 75 2,355
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Fig. 1. Comparisons of QTLs at three levels of gene regulation. (A)
Many QTLs exhibit shared effects across mRNA, ribosome occupancy, and
protein. This example illustrates a shared QTL for the schlafen family mem-
ber 5 (SLFN5) gene (24). (Top two panels) Mean sequence depth (per bp)
for mRNA and ribosome occupancy, averaged among individuals with each
genotype at the QTLSNP. (Bottom)Median log2 SILAC ratios at each detected
peptide, relative to the shared internal standard. (B) Replication rates between
independently tested cis-QTLs for each phenotype pair, at FDR = 10%. QTLs

detected for the phenotype labeled on each row were tested in the pheno-
type listed for each column, considering only the 4322 genes quantified in all
three phenotypes. (C) On average, eQTLs exhibit attenuated effects on protein
abundance but not on ribosome occupancy. We used eQTLs detected by the
GEUVADIS study to avoid ascertainment bias, and we polarized the alleles
according to the direction of effect in GEUVADIS. Mean effect sizes and stan-
dard errors of the means, measured as expected fold-change per allele copy
on a log2 scale.
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to detect QTLs in each dataset independently,
we performed replication testing across data
sets, using the specific single-nucleotide poly-
morphism (SNP)–gene pairs underlying each
class of QTLs. This analysis is less sensitive to
power limitations than genome-wide testing. The
results confirm that many QTLs are shared across
all three phenotypes (example in Fig. 1A). In par-
ticular, most (90%) genetic variants associated
with ribosome occupancy are also associated with
transcript levels (fig. S13). In contrast, eQTLs
showed the lowest overlap with pQTLs (35%), as
expected (Fig. 1B).
Our observation that many SNPs identified

as eQTLs are not associated with differences in
protein levels is consistent with the notion
that, across species, protein levels diverge less

than transcript levels (12–17). Yet some QTLs
may not replicate at the protein level simply
because of incomplete mapping power. To
address this and to avoid overestimation of
effect sizes due to ascertainment bias at signif-
icant QTLs, we focused on eQTLs detected pre-
viously in European samples by the GEUVADIS
study (2). We then attempted to replicate the
GEUVADIS eQTLs using our transcript, ribo-
some profiling, and protein data and considered
themeanQTL effect size in each data type. Mean
effect sizes calculated in this way are expected to
be unbiased with respect to either technical or
biological variance.
Using this approach, we observed a reduced

mean effect size for the GEUVADIS eQTLs in the
protein data compared with either the RNAseq

data (t test P = 6.7 × 10−3) or ribosome data (P =
5.6 × 10−3) (Fig. 1C). In contrast, the average ef-
fect sizes observed for the RNAseq and ribosome
data are not significantly different from each
other, and their effect sizes are highly correlated
across the tested eQTLs (Pearson c = 0.79, P <
10−96) (fig. S14). The reduction in effect size ob-
served in protein data is robust with respect
to potential technical confounders, including
intensity-based absolute quantification inten-
sity level and transcript model complexity (fig.
S15). We thus conclude that the majority of ge-
netic variants affecting transcript levels also alter
ribosomal occupancy, typically with a similar
magnitude of effect. Yet both QTL mapping
and effect-size analyses indicate that many eQTLs
have attenuated (or absent) effects on steady-
state protein levels (fig. S16).
In addition to the observation of generally

attenuated effect sizes in pQTLs compared with
eQTLs, we identified a subset of variants that
appear to affect levels of proteins but not mRNA
and, hence, are candidates to affect posttran-
scriptional gene regulation. To evaluate evidence
for these, we tested each SNP for association
with one regulatory phenotype, while treating
one or both of the other phenotypes as covariates
(conditional model). Considering protein levels,
with RNA levels as a covariate, we identified 146
protein-specific QTLs (psQTLs) at FDR = 10%
(Fig. 2A). The identification of psQTLs is gen-
erally robust to the choice of technology used to
characterize transcript expression (fig. S17).

666 6 FEBRUARY 2015 • VOL 347 ISSUE 6222 sciencemag.org SCIENCE

0.40

0.40

re
ad

s 
pe

r 
m

ill
io

n

2.5

-5.5

lo
g 2

(s
am

pl
e/

st
an

da
rd

),
 S

IL
A

C

protein-specific QTL: APOL2, rs8142325

mRNA

ribosome occupancy

protein

TA TTAA

βg = 0.11

βg = 0.14

P = 0.23 

P = 0.18

βg = 0.86
P = 4.4×10-9

re
ad

s 
pe

r 
m

ill
io

n

Scale
150 bp exon
3kbp intron

−
1

0
1

2
3

4
Q

T
L 

ef
fe

ct
 s

iz
e

−
1

0
1

2
3

4
−

1
0

1
2

3
4

Q
T

L 
ef

fe
ct

 s
iz

e

protein QTLs with significantly different and larger effect size on 
protein than mRNA at FDR 0.1

expression QTLs with significantly different and larger effect size 
on mRNA than protein at FDR 0.1

protein

ribosome occupancy
mRNA

protein

ribosome occupancy
mRNA
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larger effect (LRT, P = 3.3 × 10−6, interaction model; P = 5.1 × 10−13, con-
ditional model) in protein than mRNA and that the effect on protein is not
mediated by either mRNA or ribosome occupancy (LRT, P = 2.1×10−12,
conditional model). Plotting details as in Fig. 1A. Although the causal variant
underlying this pQTL is unknown, several linked variants near the 3′ end of
APOL2 are all strongly associated with protein levels, including rs8142325

shown here and missense variant rs7285167 [linear model coefficient bg =
0.83, P = 9.8 × 10−9; LRT, P = 2.1 × 10−5, interaction model; P = 5.5×10−13,
conditional model]. (B) Effect sizes for ribosome occupancy tend to track
with RNA—not protein. (Top) effect sizes in all three phenotypes are shown
for psQTLs. Effect sizes were estimated using linear regression in each of
the phenotypes independently.The signs of the effects were set to be positive
in protein. Solid lines reflect predicted effects based on a linear model.
(Bottom) Similarly, effect sizes in all three phenotypes for esQTLs. Here, signs
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Table 2. Enrichment of genomic annotations among esQTLs and psQTLs. Enrichments were
evaluated by a continuous test using QTL results from the conditional model (see supplementary
materials). Columns (from left to right) describe the annotation being considered, the number of
SNPs matching this annotation, the set of SNPs used as background for the corresponding test, and
the enrichment P values for psQTLs and esQTLs, respectively.

Annotation No. of SNPs Background Protein RNA

Exonic 12,568 Intergenic 2.8 × 10−14 2.3 × 10−21

5′ UTR 6,488 Intergenic 3.2 × 10−5 5.9 × 10−19

3′ UTR 15,139 Intergenic 2.0 × 10−6 1.7 × 10−16

Intronic 628,591 Intergenic 7.1 × 10−3 2.9 × 10−38*
Nonsynonymous 2,099 Exonic 5.7 × 10−3 9.7 × 10−2

Ribo SNitch 414 Exonic 5.2 × 10−2 2.5 × 10−2

Acetylation site 22 Nonsynonymous 3.2 × 10−2 0.62
*Depletion relative to background.
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Using an alternative approach, an interaction
model, we identified 68 psQTLs with significant-
ly larger effects in protein thanmRNA [according
to a likelihood ratio test (LRT)] (FDR = 10%).
We also used the interaction model to identify
76 expression-specific QTLs (esQTLs, interac-
tion model, LRT; FDR = 10%). We then consid-
ered the ribosomal data. We found that the
effect sizes for ribosomal occupancy are similar
to the esQTL effect sizes (Fig. 2B). Yet, for psQTLs,
low ribosome effect sizes are observed. Thus, for
QTLs with discordant effects between transcript
and protein, the ribosome data usually tracked
with levels of RNA. Put together, these results
allow us to identify loci where genetic variants
have specific impacts on protein levels that are
not fully mediated by regulation of either tran-
scription or translation and hence may affect
rates of protein degradation.
Finally, we performed enrichment analysis in

which we considered each tested gene-SNP pair
separately and evaluated the full distribution
of P values from the conditional model (rather
than choosing a significance threshold) for dif-
ferent genomic and functional annotations. SNPs
within transcribed regions [exonic and in the un-
translated region (UTR)] are enriched for more
significant psQTLeffects, comparedwith intergenic
or intronic SNPs, even within the narrow 20-kb
windows tested (figs. S18 to S20). In addition,
psQTLs are further enriched for nonsynonymous
sites (compared with all exonic SNPs) (Table 2).
Investigating additional annotations (Table 2

and fig. S21), we found that nonsynonymous SNPs
near acetylation sites showed nominal enrich-
ment for psQTLs. This possibly reflects the func-
tional role of lysine acetylation in modulating
protein degradation (23). Overall, the enrichment
results suggest that genetic variants involved in
posttranscriptional regulation are functionally
distinct from genetic variants that primarily af-
fect transcription—they are more likely to fall
within translated regions of the gene and more
likely to occur at nonsynonymous sites.
In summary, we have shown that, although a

substantial fraction of regulatory genetic variants
influence gene expression at all levels frommRNA
to steady-state protein abundance, there are al-
so a number of effects with specific impact on
particular expression phenotypes. QTLs affecting
mRNA levels are, on average, attenuated or buf-
fered at the protein level, as has been observed
between species (14). Our analysis indicates that
this attenuation is not evident at the stage of
translation. Although the overall phenotypic sim-
ilarity between ribosome occupancy and protein
abundance is high, cis-regulatory genetic effects
on ribosomeoccupancy appear to bemore strong-
ly shared with mRNA than with protein. These
observations, along with the phenotype-specific
QTL analysis, indicate a scarcity of translation-
specific QTLs and minimal attenuation of genetic
impact betweenmRNAand ribosomephenotypes.
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HOST RESPONSE

Inflammation-induced disruption
of SCS macrophages impairs B cell
responses to secondary infection
Mauro Gaya,1* Angelo Castello,1* Beatriz Montaner,1 Neil Rogers,2 Caetano Reis e Sousa,2

Andreas Bruckbauer,1 Facundo D. Batista1†

The layer of macrophages at the subcapsular sinus (SCS) captures pathogens entering
the lymph node, preventing their global dissemination and triggering an immune response.
However, how infection affects SCS macrophages remains largely unexplored. Here we
show that infection and inflammation disrupt the organization of SCS macrophages in a
manner that involves the migration of mature dendritic cells to the lymph node. This
disrupted organization reduces the capacity of SCS macrophages to retain and present
antigen in a subsequent secondary infection, resulting in diminished B cell responses.
Thus, the SCS macrophage layer may act as a sensor or valve during infection to
temporarily shut down the lymph node to further antigenic challenge. This shutdown
may increase an organism’s susceptibility to secondary infections.

T
hehighly organized architecture of the lymph
node (LN) is critical for mounting effective
immune responses against pathogens. One
particular facet of this organization is the
layer of CD169+ macrophages at the sub-

capsular sinus (SCS) floor; strategically positioned
at the lymph-tissue interface to capture patho-
gens as they enter the LN (1). This prevents

systemic dissemination of pathogens (2–5) and
allows presentation of intact antigen in the form
of immune complexes, viruses, and bacteria to
cognate B cells for the initiation of humoral im-
mune responses (2, 6–8).
Infection causes a remodeling of the global

architecture of the LN (9, 10). However, how
this process affects the organization of the SCS
macrophage layer is not well defined. To address
this, we visualized the distribution of SCSmacro-
phages in draining LNs of C57BL/6mice after ear
skin infection with Staphylococcus aureus, the
most common etiological organism of skin and
soft tissue infection. Cryosections of superficial
cervical LNs were immunostained and examined
7 days after infection by confocal microscopy. The
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Fig. 1. Infection and inflammation disrupt SCS macrophage organization in
draining LNs. (A and B) Draining LN cryosections stained for CD169 (green)
and B220 (red) derived from mice administered either PBS (control), (A) 107

colony-forming units (CFU) of S. aureus in the ear 7 days previously, or
(B) 10 mg of CpG or 50 mg of LPS in the footpad 4 days previously. Scale bars,
300 mm (top); 60 mm (bottom). Bar charts show the quantification of SCS
macrophage disruption and distance of macrophages to LN border in each
condition for an individual experiment (see materials and methods). Each dot
represents the analysis of a distinct follicle. Data are shown as mean T SEM
and are representative of at least three independent experiments. (C) Three-
dimensional multiphoton microscopy of explanted popliteal LNs from animals
injected in the footpad with either PBS or CpG (4 days) and anti-CD169

(green) 10 min before dissection. Second harmonic signal generated by
collagen fibrils is shown (cyan). Scale bars, 500 mm (left); 40 mm (middle and
right). Bar charts show the number and density of CD169+ macrophages in
the SCS in each condition from three independent experiments. Each dot
represents an individual LN. Data are shown as mean T SEM. (D) Repre-
sentative Z sections (right) and schematics (left) of 3View electron micros-
copy analysis of popliteal LNs after 4 days of PBS or CpG administration.
Yellow stars indicate macrophages. Scale bar, 5 mm. Bar chart represents
the distance of macrophages to LN SCS in an individual experiment. Each
dot indicates a single macrophage. Data are shown as mean T SEM and are
representative of two independent experiments. Student’s t test, *P < 0.05,
**P < 0.01, ***P < 0.001, ****P < 0.0001.
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Fig. 2. DC arrival at draining LN during inflammation is necessary for
SCS macrophage disruption. (A) Confocal microscopy images of popliteal
LNs fromWT,Myd88−/−,Myd88flox/flox Cd19 Cre+,Myd88flox/flox Lyz2 Cre+, and
Myd88flox/flox Cd11c Cre+ mice collected 4 days after footpad administration of
PBS or CpG. Cryosections were stained with anti-mouse monoclonal antibodies
(mAbs) to CD169 (green) and B220 (red). Scale bars, 300 mm (top); 60 mm
(bottom). Bar charts represent quantification of SCS macrophage disruption
and distance of macrophages to LN border in each condition for an individual
experiment. Each dot represents a distinct follicle. Data are shown as mean T

SEM and are representative of three independent experiments. (B and C)
Confocal microscopy images of popliteal LN sections stained with mAbs to
CD169 (green) and (B) Langerin (magenta) or (C) CD11c (magenta) derived
from mice that were injected with PBS or CpG 4 days previously. Scale bars,

300 mm (top); 60 mm (bottom). Histograms represent CD169, Langerin, and
CD11c fluorescence measured from the outer edge of the LN to the inner
areas. Stars indicate DCs at the SCS. (D) Confocal images of popliteal LNs
cryosections stained as in (A) from WTand Ccr7−/− mice 4 days after footpad
administration of PBS or CpG. Scale bars, 300 mm (top); 60 mm (bottom).
Quantifications were performed as in (A). Data are representative of three
independent experiments. (E) Confocal images of popliteal LN cryosections
4 days after footpad injection with 3 × 106 carboxyfluorescein diacetate
succinimidyl ester (CFSE)–labeled (magenta) control BMDCs, CpG-treated
WT BMDCs, or CpG-treated Tlr9−/− BMDCs. Sections were stained with mAb
to CD169 (green). Scale bars, 300 mm (top); 60 mm (bottom). Quantifications
were performed as in (A). Data are representative of three independent
experiments. Student t test, *P < 0.05, ***P < 0.001, ****P < 0.0001.
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overall dimensions of the LNs were increased
around fourfoldwith considerable enlargement of
the B220+ follicular regions and a marked disrup-
tion of the CD169+ population at the SCS and
interfollicular regions (Fig. 1A). We observed a
similar disruption in the SCS macrophage orga-
nization after localized infection with influenza
A virus, Vaccinia virus (VACV), and group B
Streptococcus (GBS) but not after administration
of ultraviolet (UV)–inactivated virus or inert beads
(fig. S1, A to C). Notably, mice receiving either the
Toll-like receptor 9 (TLR9) agonist CpG or the
TLR4 agonist lipopolysaccharide (LPS) in the foot-
pad display similar changes in the LN organiza-
tion (Fig. 1B and figs. S1D and S2). This is a
temporary process as the compact layer of SCS
macrophages is reestablished after 28 days (fig.
S1E). Overall, these data show that disruption

of SCS macrophages in draining LNs is a fre-
quent feature associated with inflammation and
viral or bacterial infections.
We further investigated this loss of integrity in

the SCS macrophage layer following inflamma-
tion by using two high-resolution technologies.
Three-dimensional (3D) multiphoton imaging of
whole explanted LNs showed a decrease in the
number and density of CD169+ macrophages ac-
companied with a change in morphology and
retraction of these cells from the SCS (Fig. 1C
and movie S1). Three-dimensional electron to-
mography, scanning 100-nm LN sections over
a distance of 100 mm, revealed that macrophages
are located toward the follicular interior during
inflammation, whereas they are positioned lon-
gitudinally on the inner wall of the SCS on steady
state (Fig. 1D andmovie S2). Together, this shows

that the characteristic disruption of SCS macro-
phages is a result of both cell loss and displace-
ment of cells toward inner follicular areas.
To analyze the mechanism by which inflam-

mation triggers alterations in SCS macrophage
organization, we used the CpG-mediated inflam-
mation model and a series of mouse strains in
which different components of the TLR signaling
pathway have been genetically ablated. Mice de-
ficient in TLR9,MyD88-TRIF adaptors, orMyD88
alone did not exhibit SCS macrophage disrup-
tion, concordant with the notion that responses
to CpG aremediated by TLR9 signaling viaMyD88
(Fig. 2A and fig. S3). To determine which MyD88-
expressing immune cell population is required
for this process, we deleted MyD88 in B cells
(Myd88flox/flox Cd19 Cre+ mice), dendritic cells
(DCs) (Myd88flox/flox Cd11c Cre+ mice), and
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Fig. 3. Inflammation impedes acquisition of subsequent antigen by SCS
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injected again with 8 × 108 fluorescent microspheres (0.2 mm,white). Sections
were labeledwith antibodies to B220 (red) andCD169 (green). Scale bar,70 mm.
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from three independent experiments. (B) Flow cytometry analysis of popliteal
LNs from animals treated as in (A). Representative dot plots depict beads ac-
quisition by B220–CD3– cells. Quantification of beads-positive cells from three
independent experiments is shown in the bar chart. (C) Confocal microscopy
images of LNs from mice that were (i) adoptively transferred with 5 × 106

SNARF-labeled MD4+ Tlr9−/− B cells (red) on day 0, (ii) administered PBS or
CpG in the footpad on day 1, (iii) injected again with 8 × 108 avidin fluorescent

particles (green) coated or not with HEL on day 5, and (iv) killed after 6 hours.
Sections were stained with B220 antibody (blue). Scale bar, 20 mm. Bar charts
represent the proportion of MD4 B cells loaded with particles for an individual
experiment. Data are representative of three independent experiments.
(D and E) ELISPOTanalysis of HEL-specific ASCs (day 14) in popliteal LNs of
animals thatwere (i) adoptively transferredwith (D) 5 × 106MD4Tlr9−/−B cells
and 5 × 106 OT-II Tcells or (E) 2 × 106 MD4 Tlr9−/− B cells, (ii) injected with PBS
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(E) aGalCer-HEL beads on day 7. Bar charts represent the number of HEL-
specific ASCs in each condition for an individual experiment. Data are
representative of three independent experiments. In all panels, each dot in bar
charts represents a single mouse. Data are shown as mean T SEM. Student’s
t test, *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001.
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neutrophils (Myd88flox/flox Lyz2Cre+mice) (fig. S4).
As revealed by flow cytometry,MyD88 abundance
in SCS macrophages remains unchanged in the
different transgenic models (fig. S4). B cells are
not required for SCS macrophage disruption,
as this process was observed in Myd88flox/flox

Cd19 Cre+ and Rag2-deficient mice (Fig. 2A and
fig. S5A). Furthermore, the disruption was not
prevented by lack of expression of MyD88 in

neutrophils or their in vivo depletion with an
antibody against Ly6G (anti-Ly6G) (Fig. 2A and
fig. S5, B and C). In contrast, whereas draining
LNs were enlarged in Myd88flox/flox Cd11c Cre+

mice following inflammation, disruption of the
SCS macrophage layer was significantly reduced
(Fig. 2A and fig. S3B). These observations dem-
onstrate that SCS macrophage disruption during
inflammation is not simply due to associated

enlargement of draining LNs but requires the
expression of MyD88 in the DC population.
In line with these observations, we found a

significant accumulation of DCs in the SCS fol-
lowing inflammation (Fig. 2, B and C, and fig. S6,
A and B). Therefore, to determine if DC arrival is
necessary for the disruption of the SCS macro-
phage layer, we injected phosphate-buffered
saline (PBS) or CpG into either wild-type mice
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Fig. 4. Inflammation and primary infection shut down B cell responses to
subsequent pathogens. (A) Flow cytometry analysis of GC formation (day 14)
in popliteal LNs from mice that were administered PBS or CpG in the footpad
and 7 days later infected with 104 plaque-forming units (PFU) of VACV. Rep-
resentative contour plots display the percentage of B220+ cells that are GL-7+Fas+.
Bar charts display the quantification of GL-7+Fas+ B cells in the different conditions
for a single experiment. (B) Confocal microscopy analysis of popliteal LNs from
mice treated as in (A). Sections were stained with mAbs to B220 (red) and Bcl-6
(cyan). Scale bar, 60 mm. Quantification of the GC area for an individual ex-
periment is depicted on the right bar chart. (C) Flow cytometry analysis of PC
formation in mice treated as in (A). Representative contour plots show the

percentage of B220+ cells that are also CD138+IgDlow. The quantification of
CD138+IgDlow B cells for a single experiment is shown on the right bar charts.
(D) ELISPOTanalysis of total, immunoglobulin M (IgM) and IgG VACV-specific
ASCs in popliteal LNs frommice that were treated as in (A). Bar charts represent
the number of VACV-specific ASCs for an individual experiment. (E) ELISPOT
analysis of total, IgM, and IgG VACV-specific ASCs (day 14) from mice that were
administered PBS or 106 CFU of GBS in the footpad and then infected with 104 PFU
of VACV on day 7. Bar charts represent the number of VACV-specific ASCs from
three independent experiments. In all panels, experiments were performed at least
three times and each dot represents a different mouse. Data are shown as mean T

SEM. Student’s t test, *P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.0001.
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or mice lacking CCR7, the main LN-homing
chemokine receptor for DCs (fig. S6, C and D)
(11). Indeed, disruption of the macrophage layer
was significantly reduced in CCR7-deficient ani-
mals (Fig. 2D). To evaluate whether DC arrival
to the LN is sufficient for this disruption, we
adoptively transferred into the footpad bone
marrow–derived DCs (BM-DCs) that were pre-
viously treated with CpG in vitro. We observed
disruption of the SCSmacrophage layer in drain-
ing LNs of animals receivingCpG-treatedBM-DCs
but not control DCs; neither PBS-treated nor
TLR9-deficient DCs (Fig. 2E and fig. S6E). Notice-
ably, a marked disruption was also observed when
BM-DCmigration was induced independently of
TLR signaling with prostaglandin E2 (12), sug-
gesting that DC migration per se can alter SCS
macrophage organization (fig. S6F). Our obser-
vations suggest that the arrival of mature DCs
during inflammation plays an important role in
the disruption of SCS macrophages
We next examined the functional implications

of the impaired integrity of SCSmacrophages for
the retention and presentation of antigen arriv-
ing in a subsequent wave. We treated mice with
PBS (control), CpG, VACV, or GBS and then chal-
lenged them with fluorescent microspheres
(0.2mm)or fluorescently labeledGBS.Asdescribed
previously (6), antigen particles localized at the SCS
of LNs from control mice after 6 hours (Fig. 3A).
However, this accumulation was diminished in
mice that had previously received CpG, VACV, or
GBS (Fig. 3, A and B, and fig. S7, A to D). Anti-
gen retention was not impaired owing to disrup-
tion in lymphatic flow or antigen transport (fig.
S7, E and F) and was restored by 4 weeks after
initiation of inflammation (fig. S7G). Thus, infec-
tion or inflammation has a temporary, functional
impact on the capacity of SCS macrophages to
retain antigen from a subsequent wave.
Antigen retained by SCS macrophages can be

presented to follicular B cells, so we examined the
effect of inflammation on the ability of cognate
B cells to acquire antigen arriving at the LN in
a subsequent wave. SNARF-labeled Tlr9−/− MD4
B cells, expressing a transgenic B cell receptor
specific for hen egg lysozyme (HEL) but unable
to respond to CpG, were adoptively transferred
into recipient animals. These mice were treated
with either PBS (control) or CpG and later received
either uncoated or HEL-coated fluorescent micro-
spheres. In control mice, ≈50% of MD4 B cells
acquired one to five HEL-coated microspheres,
whereas in CpG-treatedmice, only 3% of B cells
acquire HEL-coated microspheres and never more
than one per cell (Fig. 3C and fig. S7, H and I).
Thus, concordant with the reduction in antigen
retention by SCS macrophages, the acquisition
of cognate antigen by B cells is reduced in draining
LNs following inflammation.
Does the observed reduction in antigen acqui-

sition during inflammation affect the capacity of
B cells to respond to subsequent antigen challenge
in vivo? To address this, wild-typemice were adop-
tively transferred with Tlr9−/− MD4 B cells and
OT-II T cells (ovalbumin-specific T cell receptor).
Afterwards, they were treated with PBS or CpG

followed by administration of HEL-ovalbumin–
coated microspheres. LNs from control mice con-
tained ≈103 HEL-specific antibody-secreting cells
(ASCs), although this was significantly lower in
LNs from CpG-treated mice (Fig. 3D). We ob-
served a similar reduction in HEL-specific ASC
formation whenmice were adoptively transferred
with Tlr9−/− MD4 B cells followed by injection
of CpG andHEL-aGalCer–coated microspheres
(13) (Fig. 3E). These approaches demonstrate
that inflammatory signals affect the extent to
which B cells can acquire and respond to fur-
ther antigenic challenge in vivo.
We then examined the potential impact that

inflammation-mediated disruption of the SCS
layer has on B cell responses to a subsequent
viral infection. Wild-type mice were treated with
PBS (control) or CpG and then infected with
VACV. Control LNs exhibited an expansion of
GL7+Fas+Bcl6+ germinal center (GC) B cells and
CD138+IgDlo virus-specific plasma cells (PCs) (Fig.
4, A to D). Instead, both GC and PC formation
were impaired when infection was initiated after
inflammation induction (Fig. 4, A to D). B cell
responses to VACV were restored to control
levels when infection occurred 4weeks after CpG
administration (fig. S8), a time frame consistent
with the recovery of the structural integrity of
the SCS macrophage layer (fig. S1E). Similar re-
ductions in B cell responses were observed when
Diphtheria toxin or clodronate liposomes were
used to deplete SCS macrophages (14, 15) before
VACV infection (fig. S9) or when mice received
CpG or clodronate in the ear before infectionwith
S. aureus (fig. S10). Therefore, it appears that the
SCS macrophage disruption triggered by inflam-
mation affects the ability of B cells to mount
responses to viral or bacterial antigen arriving
in a secondary wave.
Finally, we asked whether SCS macrophage

disruption during a primary infection impedes
the ability of B cells to respond to a secondary
pathogen. After PBS (control) or GBS adminis-
tration, mice were infected with VACV. The for-
mation of VACV-specific PCs was significantly
reduced in GBS-infected mice (Fig. 4E). This is
consistent with the notion that loss of integrity
of the SCS macrophage layer during primary
infections severely affects the capacity of B cells
to respond to secondary pathogens.
SCS macrophages have been placed at the

heart of antipathogen responses because of their
key role in antigen trapping and immune re-
sponse initiation (1–8, 16–20). We found that
infection or inflammation leads to a significant
loss of CD169+macrophages at the SCS and to a
displacement of these cells toward inner fol-
licular areas. Regardless of whether this is due to
cell death (5) and/or macrophage redistribution,
these observations raise the important question
of the potential benefit of such a phenomenon.
We speculate that this marked architectural re-
organization might be beneficial in allowing the
entry of afferent lymph-derived immune cells di-
rectly through the SCS floor (21); it may facilitate
antigen relay to follicular DCs (7) or it might
maximize presentation of antigen to B cells.

However, although these scenarios would be
likely to enhance immune responses in a primary
infection, the disruption of SCS macrophages
would also render draining LNs temporarily
refractory to newly arriving pathogens. This in-
ability to respond to subsequent pathogens par-
allels recent findings that the failure of host
defenses to counteract secondary infections re-
sults from loss of lymphoid tissue integrity or com-
promised innate host defense (22, 23). Here, we
propose amodel in which SCSmacrophages func-
tion as a valve that senses inflammation within
draining LNs, triggering the temporary shutdown
of humoral responses to secondary infections to
prioritize the effective control of contemporane-
ous lymph-borne infecting pathogens (fig. S11).
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PROTEIN EVOLUTION

Pervasive degeneracy and epistasis
in a protein-protein interface
Anna I. Podgornaia1,2* and Michael T. Laub2,3†

Mapping protein sequence space is a difficult problem that necessitates the analysis of
20N combinations for sequences of length N. We systematically mapped the sequence
space of four key residues in the Escherichia coli protein kinase PhoQ that drive
recognition of its substrate PhoP. We generated a library containing all 160,000 variants
of PhoQ at these positions and used a two-step selection coupled to next-generation
sequencing to identify 1659 functional variants. Our results reveal extensive degeneracy
in the PhoQ-PhoP interface and epistasis, with the effect of individual substitutions often
highly dependent on context. Together, epistasis and the genetic code create a pattern
of connectivity of functional variants in sequence space that likely constrains PhoQ
evolution. Consequently, the diversity of PhoQ orthologs is substantially lower than that
of functional PhoQ variants.

P
rotein-protein interactions drive the op-
eration and function of cells. These in-
teractions involve a molecular interface
formed by a subset of amino acids from
each protein. Interfacial residues often

vary between orthologs, indicating some muta-
tional tolerance or degeneracy (1, 2), but such
natural variability may not capture the full plas-
ticity of interfaces. Thus, it remains unclear how
many combinations of interface residues will
support a given interaction and how these com-

binations are distributed and connected in se-
quence space (3) (fig. S1A). It is also unknown
whether all functional variants can be reached
through a series of mutations that retain func-
tion, or whether evolution is fundamentally
constrained, limiting the natural diversity in or-
thologous proteins. Several studies have exam-
ined the mutational intermediates separating
two proteins, but these typically exclude residues
not present in either protein (4). Assays that
couple genotype to phenotype along with deep

sequencing have enabled the interrogation of
large numbers of mutants, including saturation
mutagenesis of individual positions. These deep
mutational scans have also tested many double
and higher-order mutants, although not com-
prehensively, impeding the systematic analysis
of functional variants and mutational paths in
sequence space (5–10).
We mapped the sequence space underlying

the interface formed by bacterial two-component
signaling proteins in vivo (Fig. 1A and fig. S1, B
and C). E. coli PhoQ is a sensor histidine kinase
that is stimulated by low extracellular magne-
siumconcentrations to phosphorylate the response
regulator PhoP (11). When not stimulated to auto-
phosphorylate, PhoQ binds to and drives the
dephosphorylation of PhoP. The interface formed
by two-component signaling proteins, such as
PhoQ-PhoP, involves a limited number of resi-
dues from each protein (12, 13) (fig. S1B). For
histidine kinases, mutating just three or four
interfacial residues to match those in another
kinase is often sufficient to reprogram partner
specificity (12, 14).

SCIENCE sciencemag.org 6 FEBRUARY 2015 • VOL 347 ISSUE 6222 673

Fig. 1. Mapping sequence space. (A) PhoQ phosphorylates or de-
phosphorylates PhoP depending on extracellular magnesium concen-
tration.White asterisks indicate interfacial residues randomized in the
phoQ library. (B) YFP levels measured by flow cytometry for cells ex-
pressing wild-type phoQ, lacking phoQ, or harboring the phoQ library,
before and after selection. Shaded regions indicate wild-type YFP levels.
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For PhoQ, these key interfacial residues are
Ala284, Val285, Ser288, and Thr289 (AVST), which is
just one of 160,000 possible combinations at
these four positions. To assess the ability of each
combination to promote a functional PhoQ-PhoP
interface inE. coli, wedevelopedahigh-throughput
screen using a strain where yfp is expressed from
a PhoP-dependent promoter, PmgrB (Fig. 1A and
fig. S1, B and C). When extracellular Mg2+ con-
centration is low, PhoQ is predominantly a kinase,
driving PhoP phosphorylation and YFP (yellow
fluorescent protein) production; in high extra-
cellular Mg2+, PhoQ is mainly a phosphatase,
stimulating PhoP dephosphorylation and prevent-
ing YFP production (11) (fig. S2A). To systemati-
cally probe the PhoQ interface, we constructed a
library in which the four key interfacial residues
were fully randomized and then transformed
this library into a DphoQ strain harboring the
PmgrB-yfp reporter. The library was grown for
6 hours inmediumwith low or high extracellular
Mg2+ to stimulate PhoQ kinase or phosphatase
activity, respectively, and was then subjected to
fluorescence-activated cell sorting to isolate those

mutants that behaved similarly to wild-type PhoQ
(fig. S3A).
This screen provedmore stringent in selecting

mutants with wild-type phosphatase activity be-
cause cells deficient in PhoQ kinase activity still
accumulate some phosphorylated PhoP via acetyl-
phosphate (fig. S2B). We therefore performed a
second screen in which cells selected for phos-
phatase activitywere starved of extracellularMg2+

for 18 hours and then recovered in Mg2+-replete
medium for 6 hours (figs. S4 and S5). Kinase
activity comparable to that of the wild type was
required to induce the PhoP regulon and survive
without Mg2+ (fig. S2C).
To identify interfacial residues that promote a

PhoQ-PhoP interaction, we deep-sequenced the
relevant region of phoQ from cells that passed
our two-step selection (Fig. 1B and fig. S4). The
starting library used NNS codons to randomize
the four interfacial residues (where N = any nu-
cleotide and S = G or C). Hence, the theoretical
diversity of the library is 194,481, with 160,000
combinations lacking stop codons. Sequencing of
the starting library indicated that 93% of 160,000

possible protein variants had more than three
reads (fig. S3). For the postselection library, we
used an unbiased binary classifier to identify se-
quences that were enriched relative to the start-
ing library. The training set for the classifier
consisted of (i) library data for the 34,481 PhoQ
variants harboring one or more stop codons,
each of which produces a nonfunctional PhoQ,
and (ii) data collected individually for each single
mutant of PhoQ at the first three positions ran-
domized in our library. Of these 57 single point
mutants, 13 exhibited nearly wild-type flow cyto-
metry profiles and could successfully compete with
the wild type under conditions of Mg2+ starvation
(Fig. 2A and fig. S6). The binary classifier identified
1659 unique, functional PhoQ variants with an
estimated false positive rate of <0.01% and false
negative rate of ~7% (table S1).
To validate the functionality of the PhoQ

variants identified, we isolated and tested 20
individual mutants. Each mutant enabled PhoP-
dependent gene expression at approximately
wild-type levels in the presence of low Mg2+

and each suppressed PhoP activity in high Mg2+,

674 6 FEBRUARY 2015 • VOL 347 ISSUE 6222 sciencemag.org SCIENCE

Fig. 2. Functional degeneracy of PhoQ interfacial residues. (A) Func-
tionality of point mutations assessed individually. Blue indicates functional
variants; magenta boxes indicate wild-type residues. Amino acid abbrevia-
tions: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L,
Leu; M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; Y, Tyr.
(B) Flow cytometry measurements of YFP levels for 20 PhoQ variants.

Error bars indicate SD; n = 2. (C) PhoQ variants indicated were auto-
phosphorylated in vitro and tested for phosphotransfer to and dephos-
phorylation of PhoP. (D) Head-to-head competitions of wild-type against
strains expressing the indicated PhoQ variant. (E) Summary of functional
PhoQ variants. (F) Heat map indicating amino acid frequencies in the 1659
functional PhoQ variants.
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indicating that these PhoQ variants harbored
kinase and phosphatase activity (Fig. 2B). We
purified four of these variants, harboring the
residues ALAV, SLSS, SVAQ, and SVSY, and con-
firmed that each exhibited kinase and phospha-
tase activity in vitro and in vivo (Fig. 2, C and D,
and fig. S2D).
The identification of 1659 functional PhoQ

variants that are signal-responsive in vivo and
that survived magnesium starvation indicates
extensive degeneracy of the PhoQ-PhoP inter-
facial residues. In addition to 16 single mutants,
there were 100 double, 544 triple, and 998 quad-
ruple mutants; this finding demonstrates that
many diverse combinations of residues can sup-
port a functional interaction with PhoP (Fig. 2E
and table S1). The set of 1659 functional variants
showed an enrichment of hydrophobic and small
polar residues at each position (Fig. 2F).Most bulky
and charged residues appeared at low frequencies,
which indicates that they can only be tolerated in
certain contexts (Fig. 3, A to C). For example, the
substitution A284H (variant HVST) abolished the
phosphatase activity of PhoQ. However, the mu-
tant HSLV was functional, indicating that A284H
can be tolerated in this context. Similarly, the

substitution S288Q alone (AVQT) was nonfunc-
tional but permissible in some variants harbor-
ing the A284S substitution, such as SIQC.
Conversely, some substitutions were permissible

individually but not in combination. For instance,
A284S, V285T, S288L, and T289V individually sup-
port a functional PhoQ-PhoP interface but are
nonfunctional when combined (STLV) (Fig. 3D).
Similarly, the combinations ACLV, TISV, and SILS,
each involving residues found individually at high
frequency, were severely impaired in competition
against wild-type PhoQ (Fig. 3D and fig. S7A).
Thus, the effects of individual substitutions are
often context-dependent, or epistatic (15–19).
This epistasis implies that the functionality of

variants with multiple substitutions cannot be
easily predicted from the behavior of single point
mutants or site-saturation mutagenesis. If each
position contributed independently, our single-
mutant data (Fig. 2A) would predict 2 × 7 × 7 × 5 =
490 functional combinations: [AS][ACDILTV]
[ACLMSTV][RTVWY]. However, our screen re-
covered only 104 of these and revealed an addi-
tional 1555 functional combinations (Fig. 3E),
emphasizing the interdependency of individual
positions.

To further assess interdependencies in PhoQ,
we measured mutual information between each
pair of positions in the set of 1659 functional
variants (Fig. 3F and fig. S7B). The strongest
coupling occurs between positions 1 and 2 and
positions 1 and 3. For instance, a histidine at
position 1 in functional PhoQ variants is highly
correlated with a leucine or methionine at po-
sition 3 (Fig. 3, F and G), occurring three times
as often as expected if these substitutions oc-
curred independently. Similarly, a glutamine at
position 3 correlates with a serine or threonine at
position 1 (Fig. 3, F and G). These dependencies
likely arise from constraints on the packing of
adjacent residues. Positions 1 and 3 are separated
by three residues in the primary sequence but
are adjacent on a helix 1 in PhoQ.
The epistasis observed significantly constrains

themutational paths thatPhoQcan follow through
sequence space, assuming that PhoQmust retain
a productive interaction with PhoP. For instance,
of the 100 functional double mutants of PhoQ,
only 23 represent cases where both single mu-
tants are functional (Fig. 4A and fig. S8A). In 46
cases, only one of the singlemutants is functional;
thus, themutational paths to these doublemutants

SCIENCE sciencemag.org 6 FEBRUARY 2015 • VOL 347 ISSUE 6222 675

Fig. 3. Epistasis of PhoQ interfacial residues. (A and B) Flow cytometry (A) and in vitro analysis (B) of the PhoQ variants indicated. Shaded regions
indicate wild-type YFP levels. (C and D) Head-to-head competitions of the wild type against strains producing the indicated PhoQ variant. (E) Venn diagram
comparing the number of functional PhoQ variants identified with that predicted from single mutants, assuming position independence. (F) Heat map
showing frequency of residue pairs at positions 1 and 3 relative to frequency expected if residues occurred independently. (G) Frequency logos for residues
at each position in the PhoQ sets indicated. The height of each letter is proportional to its frequency in each set.
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are constrained, requiring a certain order of sub-
stitutions. In the remaining 31 cases, the double
mutant is functional even though neither single
mutant is functional. Paths connecting the wild-
type combination AVST to such double mutants,
if they exist, must be indirect.
To systematically explore the impact of epista-

sis onmutational paths, we quantified the shortest
path connecting the wild-type combination AVST
with each of the 1658 functional variants (Fig. 4B).
There are 79 PhoQ variants that cannot be reached
from AVST without passing through a nonfunc-
tional intermediate. For 428 variants, the Ham-
ming distance from AVST equals the shortest
path length. For example, AVST can convert to
MLAI using four consecutive substitutions, with

each intermediate being functional. However,
because of epistasis, only 3 of 24 possible direct
paths are permissible (Fig. 4C). Of the 1658 func-
tional PhoQ variants, 1151 (~70%) would require
more mutational steps than their Hamming dis-
tance from AVST (Fig. 4B), indicating that many
paths in sequence space are indirect and require
the transient introduction of other residues (Fig.
4, B and D). Similar results were obtained when
considering all possible starting points, not just
AVST (fig. S8B).
To visualize connectivity in sequence space,

we generated a force-directedgraph inwhichnodes
represent functional PhoQ variants and edges con-
nect nodes differing by one residue (Fig. 4E). This
graph revealed five primary clusters, each with

high internal connectivity. Functional variants
have an average of seven neighbors (Hamming
distance 1), ranging from 0 to 20 (fig. S8). The
wild-type combination AVST has 16 neighbors
and resides within a densely interconnected re-
gion of sequence space. Epistasis helps drive the
separation of clusters; for example, clusters 1 and
2, featuring an A or S at position 1, are distal to clus-
ter 5, which contains an L at position 3 that is in-
compatiblewith A/S at position 1 (Figs. 3F and 4E).
We also generated a force-directed graph in

which edges connect functional variants sepa-
rated by a single nucleotide substitution, follow-
ing the codon table (Fig. 4F and fig. S9, A and B).
This resulted in 260 variants that could not be
reached from AVST without passing through
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Fig. 4. PhoQ sequence space. (A) Tabulation and examples of double mutants
reached by 2, 1, or 0 direct paths from AVST. Functional variants are circled. Lines
connect variants differing by one residue (black, accessible paths; gray, inacces-
sible paths). (B) Cumulative fraction of functional variants reached fromwild-type
PhoQ in a given number of amino acid (blue) or nucleotide (green) substitutions.
(C and D) Examples of shortest paths connecting AVST (wild type) to MLAI and
SIQC. Green text indicates residues not in either terminal node. (E and F) Force-

directed graphs of functional PhoQ variants (nodes) with edges connecting var-
iants differing byone residue (E) orone nucleotide (F). Node size is proportional to
number of neighbors. In (E), clusters are colored with corresponding frequency
logos shown. In (F), the color scale represents the probability of reaching a node
after 20mutational steps,with rednodes indicating variants found inPhoQorthologs.
(G) Shortest paths connecting AVST and MLAI via nucleotide substitutions. (H)
Frequency logo for interfacial residues of PhoQ orthologs from g-proteobacteria.
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nonfunctional intermediates, as well as a sub-
stantial increase in the length of shortest paths
connecting functional variants (Fig. 4B and fig.
S8). For example, the shortest path fromAVST to
MLAI increased from 4 to 10 (Fig. 4G). Shortest
path lengths now exceeded Hamming distances
for >97% of all connected variant pairs (fig. S8B).
Together, the genetic code and epistasis severely
constrain mutational paths in sequence space
for PhoQ.
The set of functional variants includes 13 res-

idue combinations found in PhoQ orthologs. Some
residue combinations found in PhoQ orthologs
are not included, possibly because these ortho-
logs have widely divergent PhoP partners (fig.
S9C) and are thus constrained differently from
E. coli PhoQ. In general, the natural diversity in
PhoQ orthologs (Fig. 4H and fig. S9C), even those
with divergent PhoP partners, is muchmore lim-
ited than the diversity in our selected, functional
variants. This difference may indicate that some
PhoQ variants identified as functional have sub-
tle defects that confer a disadvantage in the wild
on long time scales. However, there was no ob-
vious correlation between the enrichment ratios of
variants after magnesium starvation and their
sequences (figs. S5 and S10) (20). Alternatively,
mutational paths may be fundamentally con-
strained by the nonuniform interconnectivity of
variants in sequence space, such that nature has
not sampled certain sequences. To test this idea,

we simulated PhoQ mutational paths starting
from AVST and making one nucleotide change
at each step. Even after 20 simulated steps, a
relatively limited region of sequence space was
explored (Fig. 4F and fig. S9D), with the region
most densely sampled including all of the 13 PhoQ
ortholog residue combinations. Collectively, our
results suggest greater functional degeneracy for
PhoQ than would be expected by site-saturation
mutagenesis. However, the interconnectivity of
functional variants, which results from epistasis
and the structure of the genetic code, has likely
limited nature’s exploration of sequence space
(2, 15–18, 21), as reflected in the limited diversity
of PhoQ orthologs (Fig. 4H).
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The Diabetes Research Center (DRC) at Indiana University School of
Medicine is seeking applications for tenure track/tenured faculty positions
at the Assistant/Associate/Full Professor level positions in the area of
diabetes research. This search continues a vigorous commitment to
expand upon and develop aworld-class diabetes research program at the
University.There are currently 65 principal investigators in theDRC, and
NIH funded areas include: islet cell biology,metabolism and physiology
of obesity, cardiovascular complications of obesity and diabetes, renal and
retinal complications of diabetes, and clinical trials research.TheDRC is
supported by state-of-the-art Core facilities, including an islet isolation
and characterization core, a rodent phenotyping core, a swine physiology
core, a microscopy/imaging core, and a human in vivo studies core. In
addition, the DRC is supported by a Signature Centers Initiative to fund
innovative projects and encourage collaboration, and by 3 dedicatedT32
grants to support pre- and post-doctoral trainees.

Candidateswith research interests in any area of diabetes, including islet
biology, stem cell and developmental biology, insulin action, diabetes
complications, and obesity research are invited to apply. Successful
applicants are expected to have/develop a strong, independent extramurally
funded research program and participate in training students and fellows
and engage in research interactionswith the clinical diabetes program.A
competitive salary, startup funds, and spacewill be provided.Applicants
must have anMD and/orPhD degree (or equivalent degrees), post-doctoral
research experience, and clear evidence of research productivity. The
search committee will begin considering applications immediately and
on an on-going basis until positions are flled. Applicants should submit
a curriculum vitae, summary of past accomplishments and future plans,
and names and email addresses of three references electronically to Dr.
RaghuG.Mirmira,MD,PhD at islets@iupui.edu (Fax: 317-278-8910).

Indiana University is an EEO/AA Employer, M/F/D.
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Featured NEB Tool

Explore NEB’s entire suite of interactive online tools at
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with NEB’s interactive
tool, NEBcloner™.
Find the right product and protocol for your next
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At the western gate of the Second Military

Medical University (SMMU) in Shanghai,

there stands a ˇve-story building. In 1999,

when the Department of Immunologyóthe

predecessor of the National Key Laboratory

of Medical Immunology (LOMI)ómoved into

this building, Dr. Xuetao Cao, the director

and founder, said to his colleagues, ìIt is our

historical responsibility to establish a lab with

an international reputation.î At that time,

the Chinese economy was growing at an

astonishing speed and attracting international

attention; however, scientiˇc research in

China, especially the basic sciences, had yet

to make a name in the world.

Fifteen years have now passed and Caoís

dream is beginning to come true. The De-

partment of Immunology has blossomed

from a small department to the only National

Key Laboratory in the ˇeld of immunology

in China. Focusing on basic research for the

functional regulation of innate and adaptive immunity and on translational research for cancer immunotherapies, LOMI has been conducting

innovative research and exploration, and is becoming a rising star in the international immunology community.

China’s National Key Laboratory of Medical
Immunology

At the Forefront of
Immunology Research

W
hen the Institute of Immunology at SMMU

won the title of National Key Laboratory of
Medical Immunology in 2006, it was consid-
ered well deserved by Chinese colleagues.
Though relatively young at just 15 years old,

the institute has fast established itself at the forefront of immu-
nology research worldwide.
This recognition is, in part, due to LOMIís reputation for pio-

neering research.Director Cao has long followed the Chinese
traditional philosophy of Yin-Yang while investigating immune
regulation. For example, he has focused LOMIís research not
only on how the immune response is initiated to eliminate
invading pathogens, but also on how immune responses are
negatively regulated to avoid excessive activation thatmay

cause damage. Such studies have resulted in the publication of
over 250 peer-reviewed papers and ChinaísMinistry of Science
and Technology choosing LOMIís discovery of prognostic bio-
markers for patients with cancer as one of the top ten scientiˇc
achievements of 2011.
The instituteís leadership has also worked hard to promote

Chinese immunology research on the international stage, con-
tributing greatly to its growing recognition. For example, LOMI

has hosted several international immunology conferences in
Shanghai to help its international colleagues learn more about
Chinese research and scientists.Alongside such efforts to devel-
op global relationships, Cao has been elected as the president
of Global Alliance for Chronic Disease, president of the Federa-
tion of Immunological Societies of Asia-Oceania, and an editori-
al boardmember for the journals Annual Review of Immunology
and Cell.

A unique history
Prior to being awarded its National Key Laboratory status in

2006, LOMIís predecessor, the Department of Immunology, ex-
isted as part of the School of BasicMedical Sciences at SMMU.

In 1990, Cao graduated from SMMU as the universityís youngest
Ph.D. student. He turned down a postdoctoral training oppor-
tunity at Yale University to stay on at SMMU as a lecturer in the
department to keep a promise to hismentor,Dr. Tianxing Ye, to
grow the Department of Immunology into themost productive
lab at SMMU. Cao quickly advanced, becoming the vice direc-
tor of the department and full professor in 1992, and director
in 1995. During that time, the department experienced its ˇrst
round of rapid development and was focused on adoptive
cellular immunotherapy for cancer.
However, in contrast to todayís funding climate, support for

the basic sciences was limited at the time. Therefore, to create

a better research environment, Cao sought out venture capital
funding to set up a new building for his quickly expanding team.

ìI wished to establish a top-level lab. Inspired bymy visits to top
universities inWestern countries, I worked with an architect to
design a building with academic style for a new institute,î recalls
Cao. In October 1999, he moved the lab into the ˇve-story brick
red building.One year later, he established a new institute,
mainly from the Department of Immunology: the Institute of
Immunology.
With the slow progress of cancer immunotherapy research,

Cao was struggling to ˇnd ways to carry out basic research
to develop new strategies for cancer treatment. Yu Yizhi, a
professor at LOMI, recalls Caoís astute decision regarding the
departmentís direction: ìIn themid-1990s,Dr. Cao asked us to
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Laboratory staff members gathered outside the SMMU guest house.
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Though such innate immune responses are key to combating
foreign invaders, these cellular responses are disruptive when
activated during organ transplantation. ProfessorQuanxing
Wang explores ways to alter these responses. ìWe believe that
themain limitation in organ transplantation is chronic rejection,î
saysWang, ìbecause it takes place over several months or
years.îWangís team is searching for ways to treat chronic rejec-
tion by geneticallymodifying APCs, such as dendritic cells, to
promote tolerance of transplanted tissue.
Translational research at LOMI also focuses on using basic

research ˇndings to develop new cancer therapeutics. For
example, Professor TaoWanís team is trying to establish a new
approach to chemoimmunotherapy. ìOver the past ten years,

we have been developing a new vaccine for colorectal cancer,î
says Wan. This type of vaccine could greatly beneˇt these pa-
tients,who often show resistance to 5-ˇuorouracil, a major che-
motherapy agent used to treat colorectal cancer.

A creative approach to research
Taoyong Chen, a young professor who also investigates the

molecularmechanisms underlying host innate immune respons-
es to pathogens, says that a unique and valued trait about the
laboratory is that creativity is encouraged.
Chen is developing strategies to enhance innate immune

responses against infection and is searching for novel signaling
mechanisms underlying inˇammation in autoimmune diseases
such as arthritis andmultiple sclerosis. ìIf you are interested in
a ˇeld, any ˇeld, you can research it,î he says. ìThe work time in
our lab is very ˇexible, and I like to work in this style.î
This progressive work environment emanates from Caoís lead-

ership style. ìIf one of my faculty has a creative idea, I encourage
them to go forward, even if it is not successful in the end,î says
Cao. ìBeing a scientistmeans having an open mind and respect-
ing the creativity of the individual. Coming from different direc-
tions with different viewsmeans we can collaborate. This is why
our lab is so efˇcient.î
Collaboration is not only limited to the lab, but broadened

to the global community. To facilitate such interactions, immu-
nologists are invited from abroad to give lecturesóand heated
discussions often follow.Additionally, LOMI researchers are
encouraged to study abroad. ìThey need to broaden their hori-
zons,î says Cao. ìWe should pay attention to the frontiers in the
ˇeld and learn new technologies, and then integrate what we
learn into our own system.î

The institute has been successfully integrating basic immu-
nology and translational research over the past decade and will
continue to emphasize this strategy in the future. Cao believes
that the challenges ahead lie in disseminating information to
themedical community and forming new collaborations. ìThe
future of LOMI lies in translating our scientiˇc knowledge into
clinical applications,î says Cao. ìThereís a gap in communication
between scientists and doctors, which we aim to ˇll by creating
translational-focused projects.î
ìWe still have a long way to go before becoming a top-level

lab; however,with the increasing support from the government,
the timing is right for LOMI and its researchers
to achieve our goals of contributing to the
global understanding of immunology and
developing new immunotherapeutic
strategies to treat diseases,î says Cao.

investigate antigen-presenting cells [APCs], particularly dendritic
cells,î says Yu. ìDuring that time this ˇeld was not as popular, but
Dr. Cao thought these cells could be important for the ˇeld of
immunology, so we began researching them.î

This decision opened a new chapter for the institute. Start-
ing in 1997, LOMI researchers began identifying novel genes
from human immune cells (mainly dendritic cells) by random
sequencing of cDNA libraries and bioinformatics analysis. Since
then, 23 new gene names have been approved by the Human
GenomeOrganization Gene Nomenclature Committee. These
advances, along with studies on the functional regulation of
dendritic cells, have led to a number of publications in high-im-
pact journalsówith the ˇrst Nature Immunology paper from
China being published by LOMI researchers. LOMI underwent a
second rapid growth period and was subsequently designated
as Chinaís National Key Laboratory of Medical Immunology in
2006.

The following eight years brought stable ˇnancial support
from the central government speciˇcally for the National Key
Laboratory, over 60 scientiˇc publications, and a number
of signiˇcant discoveries, including the unique function
of long noncoding RNAs and the novel function ofmajor
histocompatibility complex class I and IImolecules in toll-like
receptor signaling. LOMI is now entering its third round of
rapid expansion.

Research highlights
The instituteís success is largely due to the facultyís creative

research. The directorís ofˇce door bears the motto: ìTime is
precious, spendmore time thinking.î It is in this spirit that Cao,
who is also the past president of the Chinese Society for Immu-
nology, leads his team of scientists and students. Cao says, ìWe

are a young laboratory with great energy, and we focus on the
frontiers of this ˇeld, which is why I think we have made some
signiˇcant discoveries in the past years. Most importantly, our
ˇnal goal is not only to produce publications, but also translate
what we ˇnd into disease treatments.î
Understanding the regulation of immune system responses

is one such frontier. Early on, Caoís group discovered that the
immunemicroenvironment could drivemature dendritic cells
to differentiate into a unique type of regulatory dendritic cell,
challenging the dogma thatmature dendritic cells are terminally
differentiated. This research became the cover story of a Novem-
ber 2004 issue of Nature Immunology. Caoís team continues to
study how immune system homeostasis ismaintained and the
role of the immunemicroenvironment.
LOMI researchers continue to cover novel immune cell-specif-

ic genes.Nan Li,who has been a professor at LOMI since 1996,
has investigated the function of over 30 new proteins, including
immune receptors, tumor antigens, and signaling molecules.
ìMost of thesemolecules have important roles in dendritic
cell function, such asmigration and activation of T cells,î she
explains. ìSo theymay be targets for the design of therapeutic
approaches to infection and cancer.î
To investigate immune defenses against pathogen infections,

Huazhang An, a professor who has worked at LOMI since 2000,

explores the effects of innate immune receptors on inˇamma-
tion. Invading pathogens can activate proinˇammatory respons-
es and cause tissue damage as well. ìIf we can ˇnd a way to
inhibit inˇammation but also enhance immunity against a virus,
it would bemuch better for patients,î explains An. His group
discovered that activating phosphatase SHP-1 inhibits inˇam-
mation while simultaneously increasing antiviral activity. This
discovery could generate new treatments for autoimmune and
viral diseases.

National Key Laboratory of Medical Immunology,

Second Military Medical University

800 Xiangyin Road

Shanghai, 200433

China
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Hot Plate Stirrer

The new Analog Hotplate Stirrer with a 

7îx7î ceramic coated hot plate has a 

maximum hot temperature surface rating 

of 380∞C with stirring speeds that can be 

precisely controlled between 100ñ1,500 

rpm at maximum capacity of 5 L. A large 

control panel includes two easily visible 

lamps, which indicate when the heating 

and stirring functions are activated as well 

as a third lamp to indicate when the unit 

is powered on. Safety features include an 
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side of the unit, as well as an angled con-

trol panel, which extends away from the 

hot surface. Hotplate stirrers are popular 

for both biology and chemistry applica-

tions, and can be purchased separately 

as hotplate, magnetic stirrer, or combined 

hotplate stirrer.

Labnet International 

Phone: 732-417-0700 

www.labnetinternational.com 

Pipette Tips 

BrandTech is introducing the new line of 

BRAND pipette tips from BRAND GMBH 
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������
�	�
�����	������������������������
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friendly box and insert system with 
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manufactured in BRANDís new state-of-

the-art clean room and packaged DNA-, 

RNase-, ATP-, and endotoxin-free. Tips 
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including the BRAND Transferpette S. 
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For info: 888-522-2726
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Luteinizing Hormone ELISA Kit 

The new LH ELISA Kit for Sensitive and 

Rapid Detection of luteinizing hormone 

(LH) can be used to quantify human LH in 

serum and plasma samples as well as tis-

sue culture media. This sensitive assay is 

fully quantitative, with the ability to detect 

as low as 5.2 mIU/mL of LH, surpassing 

semi-quantitative Western blot analysis. This assay produces rapid 

results in less than 2 hours with negligible reactivity to similar gly-

coprotein hormones. With this new kit, Enzo Life Sciences extends 

its line of ELISAs for endocrine analysis, including angiotensin I & 
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thelin-1, gastrin I, GLP-1, leptin, oxytocin, progesterone, serotonin, 

substance P, testosterone, Arg8 vasopressin, and 25(OH) vitamin D.

Enzo Life Sciences

For info: 800-942-0430

www.enzolifesciences.com 
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Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations 

are featured in this space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any 

products or materials mentioned is not implied. Additional information may be obtained from the manufacturer or supplier.

Highly Validated Antibody 

Conjugates

An exclusive range of highly validated 

�!"���������"���!��������"!������	-

able for use in key imaging applications 

�"�	���"������"!��!�����"�����!��
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ies enable scientists to easily perform 

multi-protein analysis. It is essential for 

scientists to study and image proteins 

in their multi-component state rather 

���"��"�������		
��������������"��"���

indicate that proteins rarely operate in 

isolation but function within multi-protein 

�!��	�������������!���
�!������"���

antibodies are developed using Abcamís 

��� �������"!	!�
���"�������!"��������

to Alexa Fluor dyes, HRP, or biotin, com-

bining high signal to noise ratios with 

�������������
��������"���!�
��������"�

produced and extensively validated 

by Abcamís scientists. Performance 

data including images, references and 

customer reviews is provided with each 

product.

Abcam

For info: 888-772-2226
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Gamma-H2AX Assay 

A gamma H2AX Pharmacodynamic 

assay kit for the study of double strand 

DNA breaks through the detection 

of gamma H2AXóa phosphorylated 

histone historically proven to be a 

����	
���������%����%��������$	���	���

marker for double strand DNA damage 

detection. This new assay has been 

developed for anticancer drug screening, 

basic research, and upcoming clinical 

trials providing one of many tools 

needed to support hypothesis-driven 

drug design strategies. Documented 

variability in DNA double-strand break 

���������$%����'���%�������%���$������

human population may contribute to 

�����%����������������������$����������

enabling a more personalized approach 

to treatment. A quantitative determination of gamma-H2AX levels 

�%�����$%����$��������%���$�	����	���$������	���������%���������

dose regimens minimizing the toxicity, while maximizing the 
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levels in peripheral blood mononuclear cells, cultured cells, and 

tissue biopsies.  

AMS Biotechnology

For info: +44-(0)-1235-828200  

www.amsbio.com

Transcriptome Solution

Translational researchers who previously 

could not obtain global gene expression 

��%	�����%����%��&"�����	��������%�

limited amounts of tissue now have ac-

cess to a wealth of valuable RNA data 

with the launch of the Ion AmpliSeq 

Transcriptome Solution for the Ion Proton 

System. Its ability to draw gene expres-

��%&���%	�����%��������#�&��%���$�������

the Ion AmpliSeq Transcriptome Solution 

apart from other solutions in the market, 

�&���������%������	��������%���	�& �����

����!& �������������	���������%&�

Ampliseq Solution also provides a faster 

�&���%����%�� �'��������%�"�%������-

out the sample manipulation required for 

microarrays or analytical complexity nor-

mally associated with whole transcrip-

tome RNA-sequencing. The solution is 

�����&������������	����
��&��������	��
��&�

��&�����'���&���	���������%&���%	�������

generated through a push button analy-

sis application within Ion Torrent Suite 

Software. After primary analysis, current 

microarray and next generation sequenc-

ing users are able to conveniently export 

data into their existing downstream 

analysis software app. 

	���
�����������������

For info: 800-955-6288
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NEW CellTiter-Glo
®

2.0

Ready When You Are

Same high performance and sensitivity

as the original CellTiter-Glo® Assay,

now as a single reagent ready to use with

storage stabilty at 4°C or room temperature.

No mixing. No thawing. No waste.
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To learn more and request

a FREE SAMPLE, visit:

www.promega.com/Glo2

Scan QR code
to directly
access the free
sample form.
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There’s only one

Cellular and Molecular Neuroscience Faculty Position

TheDepartmentof IntegrativePhysiology andNeuroscience (IPN) atWashingtonStateUniversity inPullman,WAis
seeking an outstanding academic scientist to fll a full-time, tenure-track faculty position in cellular and/or molecular
neuroscienceat the rankofAssistant/Associate/Full Professor. The position is a permanent 12-month appointment.

Requirements: Must have one of the following earned degrees: PhD in neuroscience or related biomedical
discipline, MD, or DVM, and at least two years post-doctoral research experience. Ability to support and
mentor graduate students and postdoctoral trainees is essential. Must be able to communicate effectively and
work in a highly collegial and collaborative environment with a diverse population of colleagues and students.

Applicants for associate/full professor positions must have an established/active extramurally funded
independent research program, and a record of peer-reviewed publications and national/international recognition
commensurate with rank. Candidates considered for associate professor must have 6 years of experience
or equivalent at the assistant professor rank. Candidates considered for full professor must have 6 years of
experience or equivalent at the associate professor rank.

Applicants for an assistant professor position must have demonstrated potential to establish and maintain
an externally funded research program. The successful applicant will have a record of peer-reviewed
publications and will be able to articulate an innovative agenda for their future research program in cellular/
molecular neuroscience.

Duties:Maintain an innovative, extramurally funded research program in cellular/molecular neuroscience that can
interface with current faculty scholarship in such areas as drug abuse, food intake/energy homeostasis, circadian
rhythms/sleep, neurodevelopment, synaptic plasticity, neurodegenerative disease and/or affective neuroscience.
Teaching in the graduate and/or undergraduate Programs inNeuroscience. Salary and rankwill be commensurate
with experience and quali-cations.Acompetitive start-up packagewill be available, alongwith laboratory space
in a newly completed, state-of-the-art research building speci-cally designed and equipped for neuroscience
research. This facility includes behavioral, imaging and protein/genetic analysis in common equipment cores.

Washington State University has a vibrant neuroscience community plus the collaborative environment of
a large research university, and is located in a region having a high quality of life with excellent access to
outdoor activities and the arts.

Screening of applications will beginMarch 9, 2015. Applications must include a cover letter that states the
rank being sought, a current curriculum vitae, a statement of research interests and goals, a description of
teaching experience and/or philosophy, and the names and contact information (including email addresses)
for three references. The application must be submitted online at www.wsujobs.com (job listing #42016).
Direct questions to kinslow@vetmed.wsu.edu; http://ipn.vetmed.wsu.edu/

EEO/AA

Faculty Position in Immunology
Department of

Microbiology-Immunology
Northwestern University Feinberg

School of Medicine

A tenure-track position is open for a full-time
faculty researcher (PhD, MD/PhD or MD) in
Immunology. Areas of particular interest include
immune regulation, lymphocyte activation
and differentiation, and innate and adaptive
immunity to microorganisms. Rank is open, and
salary, start-up packages and lab space will be
competitive.All applicants should have substantial
peer-reviewed publications that demonstrate
productivity and the ability to perform cutting edge
research. Candidates for an Assistant Professor
position should have postdoctoral research
experience and current or pending external
funding. Candidates seeking appointment at the
Associate Professor or Full Professor level should
have substantial research productivity, current
grant support and academic service. Candidates
should have an interest in teaching graduate and
medical students. Starting date is negotiable.

Application materials will be reviewed as
received, but to receive full consideration, should
be received by August 1, 2015. Please send a
completeCV, a one page research plan alongwith
the name and contact information of at least three
references by email to: immunologysearch@
northwestern.edu.

Northwestern University is an Equal Opportunity,

Affrmative Action Employer of all protected
classes, including veterans and individuals
with disabilities. Women and minorities are

encouraged to apply. Hiring is contingent upon
eligibility to work in the United States.

A Unique opportunity
for Research Careers in
Science & Technology
in CSIR-IMTECH, INDIA

CSIR-INSTITUTE OF
MICROBIAL

TECHNOLOGY
CHANDIGARH, INDIA

Applications for Scientists

positions are sought from

Indian Nationals for R&D in

various areas in Microbiology

/ Biotechnology / Synthetic

Biology, etc.

Applications’ deadline is

12th March, 2015.

(For details, see our website:

www.imtech.res.in)



ONLINE CAREER FAIR

SCIENCECAREERS.ORG

HOW THE EVENT WILL WORK

Employers receive a fully customized “booth”

tailored to meet their recruiting needs. This

landing page can include open positions,

company information, testimonials and

branding videos.

During the live event, candidates browse your

booth and then choose to chat one-on-one.

The conversations are timed to allow companies

to meet as many candidates as possible.

BENEFITS OF EXHIBITING

§ Connect with candidates from the comfort of

your own desk

§ Showcase your employer brand online to your

target audience

§ No travel or accommodation costs

§ Get access to resumes to build your talent

community

§ Candidate information is displayed during

the chat

§ Powerful follow up tools to move top candidates

through the hiring process

§ Screen candidates with pre-qualifying questions

to connect with the most relevant candidates

March 4, 2015 | 10:00 AM – 4 PM EST

Register now for this

exciting virtual career

fair and engage, screen,

and recruit hundreds of

targeted candidates.

Over 3,000 pre-registrants; over E00 live participants

Field Experience

Life Sciences – 75%

Physical Sciences – 15%

Health Sciences – 7%

Other – 5%

PhD Ð 71%

Masters – 14%

BA/BS – 8%

PhD/MD – 4%

Other – 2%
Degree Type

ATTENDEE DEMOGRAPHICS

Book your booth today!

For more information, please visit:

ScienceCareers.org/onlinecareerfairemployers
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Assistant, Associate or Full Professor in Biomedical Sciences
The Division of Biomedical Sciences within the School ofMedicine at the University of California Riverside is seeking to hire two new facultymembers at
the rank ofAssistant,Associate or Full Professor.We are looking for accomplished research scientistswith expertise in physiology or molecular pharmacology
as applied to biomedical research in pulmonary or renal disease, the microbiome, medical bacteriology or cancer (CNS or GI preferred). Preference will
be given to those individuals examining the molecular mechanisms of human disease who are committed to a collaborative approach to research, and who
are expert in their specifc disease model.

The successful candidates will be appointed in the Division of Biomedical Sciences. The School ofMedicine at UCR is the sixth University of California
Medical School and serves the rapidly growing and dynamic Inland SouthernCalifornia region by training amuch-needed physicianworkforce and catalyzing
innovations in research, education, and health care delivery that will improve the health of medically underserved populations. Laboratory and offce space
will be in the School of Medicine Research Building. Areas of research within the Division include diseases of epithelial biology, ion transport, signal
transduction,mucosal immunology, host-pathogen interactions, vaccine development, neurodevelopmental disorders, neurodegeneration, neuroendocrinology
and cancer biology. Particular strengths on the campus pertinent to this recruitment include genetics, epigenetics, genomics/bioinformatics, microRNAs,
vector biology, bioengineering, nanotechnology, synthetic and analytic chemistry.

The Division of Biomedical Sciences sponsors an innovative Ph.D. program that integrates the core medical curriculum with biomedical sciences graduate
training and research.The successful candidatewill be expected to teach in themedical curriculum and actively participate in theBiomedical Sciences Ph.D.
program. Preference will be given to candidates who indicate an ability to contribute to teaching in general areas of pharmacology, histology, pathology or
physiology.

The University of California, Riverside is centrally located within Riverside and situated in an historic citrus growing area surrounded bymountain ranges.
Riverside is about an hour away from ski slopes, surfng, or hiking in mountain or desert environments, and housing in the area is very affordable. The
campus is also located in a prime position to take advantage of the other universities, research institutes, and biotech industries present in SouthernCalifornia.
Applicants must hold a Ph.D., M.D., Pharm D., or equivalent degree and qualify for a tenure track or tenured faculty appointment at the University of
California.Applications will be reviewed beginningMarch 1, 2015 and the positions will remain open until flled.

To Apply: Please submit the following items electronically through the APRecruit system: Cover Letter, Curriculum vitae, statement of research
accomplishments and goals, statement of teaching expertise. Choose the appropriate link based on qualifcations:

Assistant Professor - https://aprecruit.ucr.edu/apply/JPF00304

Associate/Full Professor - https://aprecruit.ucr.edu/apply/JPF00303

The University of California is an Equal Opportunity/Affrmative Action Employer. All qualifed applicants will receive consideration of employment
without regard to race, color, religion, sex, national origin, age, disability; protected veteran status, or any other characteristic protected by law.

University ofWashington, Seattle
Department of Pediatrics

Seattle Children’s Research Institute

The Center for Global Infectious Disease Research at the Seattle Children’s
Research Institute invites applications for a full-time faculty position as a
Professor, Associate Professor, or Assistant Professor, without tenure, in
the Department of Pediatrics, Division of Infectious Diseases, University of
Washington.

Applicants should have a grant-supported research program that complements
those of current faculty, whose research spans infection-associated cancers,
mechanisms of pathogen persistence and virulence, novel cure strategies,
immunopathogenesis, antibiotic resistance and pathogen diagnostics.
Responsibilities of the position include maintaining an independent,
extramurally-funded research program and teaching and mentoring graduate
students, postdoctoral fellows, and junior faculty investigators. The successful
candidate must have a PhD,MD, orMD/PhD (or foreign equivalent).

Please direct a letter of interest and curriculum vitae to:Dr.TimothyRose and
Dr.LisaFrenkel at:CGIDRadmin@seattlechildrens.org,SeattleChildren’s

Research Institute, 1900 NinthAvenue, Seattle,WA 98101.

University of Washington faculty engage in teaching, research and service.
In order to be eligible for University sponsorship for an H-1B visa,
graduates of foreign (non-U.S.) medical schools must show successful

completion of all three steps of the U.S.Medical Licensing Exam (USMLE),
or equivalent as determined by the Secretary of Health and Human

Services. The University of Washington is an Affrmative Action and Equal
Opportunity Employer. All qualifed applicants will receive consideration
for employment without regard to, among other things, race, religion, color,
national origin, sex, age, status as protected veterans, or status as qualifed

individuals with disabilities.
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These days, the Duke University 

professor and Howard Hughes 

Medical Institute investigator stud-

ies the molecular mechanisms un-

derlying the capacity for spoken 

language, a uniquely human trait. 

His work was featured promi-

nently in the 12 December Science 

special issue. (You can read it at 

scim.ag/1v9GcNv.) It required an 

unusual collaboration with re-

searchers studying a seemingly dif-

ferent topic: the evolution of birds.

Parrots, songbirds, and humming-

birds are among the few animals ca-

pable of imitating sounds they hear, 

a trait called vocal learning. Jarvis 

wanted to compare the genomes of 

vocal-learning birds with their non-

vocal-learning evolutionary cousins. 

He first teamed up with Genome 

10K, a project aiming to sequence 

the genomes for 10,000 vertebrate 

species, and when he heard about 

another parallel bird-sequencing project, he helped bring 

everyone together to create a coalition. “Some people say 

competition leads to greater advances, but I’ve found that 

coordinating, and forming collaborations and cooperating, 

actually works just as well if not better,” he says. 

Jarvis took an indirect route to science. A student at New 

York City’s High School of Performing Arts, the setting for 

the 1980 movie Fame, he earned an audition with Alvin Ailey 

American Dance Theater, a prestigious modern dance com-

pany. He chose science instead. “My mother always taught 

me to do something that has a positive impact on the planet, 

and I felt I could do that better as a scientist than as a dancer,” 

he explains. “Science and dance are very similar to me. They 

both require discipline, creativity, invention, and lots of effort 

that in the end rewards you with something new.” 

His undergraduate research at Hunter College produced 

six papers. “A lot of people were surprised that a person of 

color could do this,” he says. “I re-

member people telling me that di-

rectly; they weren’t shy about it.” He 

encountered similar sentiments in 

graduate school at Rockefeller Uni-

versity, where some implied he was 

only there because of a quota, he 

says. “I remember internalizing this 

feeling that I’m not as good as others 

here and that I don’t belong here.” 

When the time came to apply for 

faculty jobs, “I felt like I suddenly 

became a commodity because of 

the successes I had, like I was be-

ing sought after almost like a bas-

ketball player.” Yet his minority 

status continues to present chal-

lenges. “Anything that has to do 

with any kind of diversity issue, I’m 

called upon because I’m an under-

represented minority,” he says. “I 

am expected to hold two jobs. One 

is to be the best scientist I can be, 

like anybody else, and the other is 

to cure society’s disease. … I had to learn how to say ‘no’ 

to a lot of things in order for it to not take up my time and 

sink my science career.” 

It’s not that he believes the issue is unimportant or 

solved. He says he could not have succeeded as a sci-

entist without special programs and awards for minor-

ity researchers, “no matter how much talent I had.” 

He just wants more company—more researchers from 

underrepresented-minority backgrounds in faculty posi-

tions in the basic sciences, where they can “lead by exam-

ple.” Science needs to be more visible as a career option, 

he says. “In my old neighborhoods, people haven’t heard 

the word Ph.D. that much. … They say, ‘What’s a Ph.D.?’ ” ■

Rachel Bernstein is a staf  writer for Science Careers. For 

more on life and careers, visit www.sciencecareers.org. Send 

your story to SciCareerEditor@aaas.org. IL
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“My mother always taught 
me to do something 

that has a positive impact 
on the planet.”

Scien ce by any means necessary

A
s a child of mixed ancestry growing up 5 decades ago in the Harlem and Bronx neighborhoods 

of New York City, Erich Jarvis was immersed in the teachings of civil rights leaders. From 

Martin Luther King Jr., he took the precept to “love everybody, accept everybody.” Malcolm 

X inspired him to succeed “by any means necessary.” Both principles have served him well in 

science, says Jarvis, now a prominent neurobiologist. Jarvis is a natural collaborator and also 

an opportunist. “I try to accept any kind of tool or any type of technology that I need to use 

to answer my questions,” he says.

By Rachel Bernstein
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