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A
t the end of 2014, construction began on the 

Grand Canal in Nicaragua, a project shrouded 

in secrecy since its inception 2.5 years ago. The 

Nicaraguan government showed scant evidence 

of having accounted for the impact on the en-

vironment and on local residents, or of having 

adequately consulted the public in selecting the 

final 278-km route. Such disregard should be alarming 

to everyone. Projects of this 

magnitude warrant dialogue 

among all stakeholders. As 

construction is projected to 

span 5 years, there is still 

time to reconsider it and 

convene independent assess-

ments and meetings that are 

transparent, inclusive, and 

respectful of different per-

spectives, to guide the proj-

ect toward the best outcome.

Declared an income gen-

erator by the Nicaraguan 

government, the Grand Ca-

nal is owned by a Chinese 

company (HKND). It will 

enter Nicaragua from the Pa-

cific through the Brito River, 

cross agricultural land and 

forests, and traverse Lake 

Cocibolca (the largest tropi-

cal lake of the Americas). On 

the Caribbean side, it will 

cross pasturelands, forests, 

natural reserves, wetlands, and indigenous communities, 

entering the Caribbean close to the Punta Gorda River.

At an international multidisciplinary workshop con-

vened in Managua in November 2014, experts from the 

Academy of Sciences of Nicaragua (ASN) and the InterA-

merican Network of Academies of Sciences, with support 

from the International Council for Science in Latin Amer-

ica and the Caribbean, explored technical and scientific 

aspects of the canal and shared their scientific concerns 

with the public, HKND, and the government.* The final 

communiqué highlighted the importance of environmen-

tal impact assessments (EIAs) on biodiversity and re-

gional water resources, including Lake Cocibolca, which 

supplies drinking water to the surrounding population. 

Particularly disquieting is how the initial construction 

and recurrent dredging of the lake channel might affect 

the trophic dynamics, water quality, and sedimentation 

of local rivers, along with implications for domestic water 

supplies, crop irrigation, and fisheries. Also planned is 

an artificial lake to serve the canal and lock system. The 

potential impact of “Lake Atlanta” and the canal on for-

ests, wetlands, and coastal ecosystems has been grossly 

underexplored. Species cohesiveness and migration are 

also at risk. Although a private EIA was commissioned 

by HKND—undermining its independence—it will not be 

completed before April 2015, diminishing its influence.

Most countries follow rig-

orous environmental guide-

lines before approving large 

infrastructure projects. The 

Nicaraguan government’s 

decision to grant the canal 

concession without pub-

lic consultation, feasibil-

ity studies, or EIAs departs 

from such practices and 

increases the project’s risks. 

Without independent EIAs, 

unintended and irrevers-

ible impacts on wildlife and 

indigenous populations are 

more likely. Social unrest 

is growing along the canal 

route. Government and se-

curity forces are responding 

by harassing, repressing, and 

jailing opposition protesters 

and leaders, increasing fear 

among the populace.

It is incumbent upon sci-

entists, human rights ad-

vocates, nongovernmental organizations, and wildlife 

protection organizations to share knowledge, voice con-

cerns, provide guidance, and demand a greater role for 

science in the design and construction of this massive 

project. There is tremendous need for the international 

scientific community to join ASN and global organiza-

tions such as the Association for Tropical Biology and 

Conservation and the International Society of Limnology 

to analyze design plans of the canal and its subprojects 

for safety, social responsibility, and sustainability; make 

recommendations to protect the region’s water resources 

and biodiversity; and draft statements urging the Nicara-

guan government to halt construction until studies can 

be performed and evaluated by experts. In this matter of 

great urgency and importance, this is an opportunity to 

exercise scientific leadership, raise awareness, and con-

tribute to averting a potential environmental disaster.

– Jorge A. Huete-Perez, Axel Meyer, Pedro J. Alvarez
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First light for planet hunter
PARANAL, CHILE |  A group of European 

institutions announced first light on the 

Next-Generation Transit Survey (NGTS), 

a new planet-hunting instrument in Chile, 

last week. NGTS, like NASA’s Kepler satel-

lite, hunts for exoplanets by measuring 

dips in brightness as a planet crosses in 

front of its star. From the duration and 

frequency of the dips, scientists can deduce 

an exoplanet’s size and orbit. Previous 

transit surveys by ground-based telescopes 

have only been able to detect Jupiter-sized 

or bigger planets due to the blurring effect 

of Earth’s atmosphere. Kepler, by focus-

ing on one patch of sky for years, can spot 

Earth-sized or smaller planets with long 

orbits. NGTS aims to fill the gap between 

those rocky planets and gas giants, focus-

ing on planets between two and eight 

times the diameter of Earth—super-Earths 

to exo-Neptunes. http://scim.ag/NGTSopen

Long-lost Mars lander found
PASADENA, CALIFORNIA |  At last, sci-

entists know the fate of the Beagle 2, a 

British-built probe sent to the Red Planet 

in late 2003 as part of the European Space 

Agency’s (ESA’s) Mars Express mission. 

When it couldn’t establish contact with 

the probe, ESA declared the probe lost in 

2004. But last week, scientists examin-

ing three images taken by NASA’s Mars 

Reconnaissance Orbiter over several years 

(and at different sun angles) with its High 

Resolution Imaging Science Experiment 

camera, announced they had spotted signs 

of the errant spacecraft on the planet’s 

surface. Although mission scientists origi-

nally feared Beagle 2 had crash-landed, 

the images show that it landed success-

fully enough to partially deploy its solar 

panels—but the partial deployment wasn’t 

enough to transmit data.

Lawsuit over mine approval
SYDNEY, AUSTRALIA |  Australian 

environ mentalists are taking the nation’s 

environment minister to court over his 

approval last July of Indian firm Adani’s 

AU$16.5 billion Carmichael coal mine 

in Queensland. Lawyers for the Mackay 

NEWS
“

I don’t know if it is all [man’s fault] but 
the majority is. … It is man who continuously 

slaps down nature.

”Pope Francis on 15 January, responding to questions about his views 

on humankind’s role in global climate change.

A
fter hearing “voluminous, dense, highly technical, 

and confl icting” testimony from geoscientists, a fed-

eral judge on 15 January ruled that petroleum giant 

BP spilled 3.19 million barrels of oil into the Gulf of 

Mexico during the 2010 Deepwater Horizon disaster. 

The U.S. government had argued for 4.2 million bar-

rels; BP 2.45 million. The ruling means BP faces a maxi-

mum fi ne of $13.7 billion, or $4300 per barrel, for violations 

of the Clean Water Act; the fi nal amount will be set in a pro-

ceeding that begins 20 January. Under the 2012 RESTORE 

Act, 80% of the fi ne will be dedicated to Gulf Coast resto-

ration, recovery, and research. “There is no way to know 

with precision how much oil discharged. … There was no 

meter counting of  each barrel of oil,” wrote District Court 

Judge Carl Barbier of the Eastern District of Louisiana in 

New Orleans. Six experts testifi ed that as few as 2.4 million 

barrels of oil, and as many as 6 million, escaped during the 

86-day ordeal; BP and the government agreed that 810,000 

barrels were captured. http://scim.ag/_BPruling

Judge’s ruling: BP Gulf spill 
totaled 3.19 million barrels of oil 

The Next-Generation Transit Survey observatory.

I N  B R I E F
A controlled burn 

of surface oil from 

the 2010 Deepwater 

Horizon oil spill in the 

Gulf of Mexico.

Published by AAAS
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Conservation Group will 

argue that the minister, 

Greg Hunt, failed in his 

duty to properly consider 

the impact that green-

house gas emissions from 

the burned coal will have on 

global warming and therefore on the Great 

Barrier Reef. Hearings begin 3 February. 

Over the mine’s 60-year life, mining and 

transporting the coal is expected to produce 

more than 200 million tonnes of CO
2
; the 

burned coal will also emit 130 million 

tonnes yearly. A representative for Hunt said 

the minister made his decision in accor-

dance with federal environmental protection 

legislation. The case is one of three lodged 

by conservation groups against the mine. 

Plan to save monarch butterflies backfires

I
t started with the best of intentions: Well-meaning gardeners across the United States, 

upon learning that monarch butterflies were losing the milkweed they depend on 

because of the spread of herbicide-resistant crops, began planting milkweed in their 

own gardens. But inadvertently, they may be endangering the monarchs’ iconic migra-

tion to Mexico by planting the wrong species of milkweed, scientists reported last 

week in the Proceedings of the Royal Society B. Many gardeners planted widely available 

tropical milkweed Asclepias curassavica, which doesn’t die back in the winter like native 

milkweed does, offering the monarchs a year-round place to lay their eggs—so that many 

monarchs don’t bother making the trip to Mexico at all. Worse, tropical milkweed hosts 

the protozoan parasite Ophryocystis elektroscirrha, which caterpillars ingest along with 

their milkweed meals; when they hatch, the butterflies are covered in spores and are 

much weaker than their healthy counterparts. If an infected monarch does try to migrate, 

it will probably die long before it arrives in central Mexico. http://scim.ag/monarchfail 
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Horizon 2020 cuts unveiled
STRASBOURG, FRANCE |  A contro-

versial plan to divert research funds to 

economic stimulus became more concrete 

on 13 January, as European Commission 

President Jean-Claude Juncker unveiled 

legislation to implement the shift. It 

would deduct €2.7 billion over 5.5 years 

from Horizon 2020, the commission’s 

main research program, set to invest 

about €80 billion between 2014 and 2020. 

The largest cut—€350 million—would 

come from the European Institute of 

Innovation and Technology (EIT) in 

Budapest, which funds industry-academia 

collaborations. The cut amounts to 13% 

of EIT’s budget. The European Research 

Council loses €221 million, mostly in 2016 

and 2017. The move has drawn muted 

opposition. “I’m surprised that there isn’t 

a louder outcry and no clearer opposition 

from the scientific community,” Hans-

Olaf Henkel, a member of the European 

Parliament, told Science|Business. 

http://scim.ag/Hor2020cuts

Squeeze put on flush scientists
BETHESDA, MARYLAND |  In the latest 

example of U.S. biomedical research 

budget stretching, the National Institute 

of General Medical Sciences (NIGMS) is 

imposing a strict one-grant limit on scien-

tists who already have plentiful no-strings 

support. The rule, which will take effect 

in January 2016, will apply to research-

ers who have at least $400,000 per year 

in research funding not tied to a specific 

project (not including salary or overhead 

costs). The new limit “will enable NIGMS 

to fund additional labs, increasing the 

likelihood of making significant scientific 

advances,” NIGMS says. NIGMS Deputy 

Director Judith Greenberg estimates there 

are at least 22 Howard Hughes Medical 

Institute investigators who hold two or 

three NIGMS research grants. Limiting 

them to a single grant could free up 

$6 million for 25 to 30 grants. 

http://scim.ag/onegrant

NEWSMAKERS

‘Eye in the sky’ to lead space org
Veteran space engineer Alur Seelin Kiran 

Kumar has taken the reins of the Indian 

Space Research Organisation (ISRO), 

an organization riding high after its 

Mangalyaan probe reached Mars last 

September on the nation’s first try. Known 

as “India’s eye in the sky,” Kumar, 62, has 

overseen development of India’s remote 

sensing systems, including the Bhaskara-1 

Earth observation satellite in 1979 and a 

constellation of high-resolution imaging 

satellites now in orbit. As director of the 

Space Applications Centre in Ahmedabad, 

Kumar headed the team that designed 

three of Mangalyaan’s five scientific pay-

loads, including the Mars Color Camera. 

Kumar will oversee an ambitious slate 

of missions at ISRO, 

including the launch 

this spring of India’s 

prototype space shuttle 

and Chandrayaan-2, 

India’s second moon 

foray featuring a lander 

and a rover and slated 

for liftoff in 2017. 

To help out the 

monarchs, planting the 

right milkweed matters.

Published by AAAS
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By Eric Hand

A 
boring lump of ice and dust 

it’s not. Comet 67P/Churyumov-

Gerasimenko—already the best ex-

plored comet ever—turns out to be 

pocked with pits, incised by cracks 

and cliffs, and decorated with ripples 

and flows of dust: all signs of an extraordi-

narily active place.

Five months after the European Space 

Agency’s (ESA’s) Rosetta spacecraft arrived 

at 67P—and 2 months after the spacecraft 

dropped the Philae lander to the surface—

the mission team this week publishes a suite 

of papers in Science that detail a surprising 

diversity of features on the 4-kilometer-long 

duck-shaped comet. 

The main science camera, OSIRIS (Op-

tical, Spectroscopic and Infrared Remote 

Imaging System), cataloged much of that 

diversity. Many of the intriguing landforms 

it has found testify to the power of the sun, 

which heats up 67P during part of every or-

bit, igniting jets of gas and dust that resculpt 

the surface of the comet. Other discoveries 

could be primordial, dating from the comet’s 

formation more than 4.5 billion years ago.

The sun alone can’t have created all the 

layers, topography, and chemical diversity 

that scientists see, says Nicolas Thomas, an 

OSIRIS co-investigator and an experimental 

physicist at the University of Bern. “I find it 

hard to believe at the present time that [67P] 

was originally homogeneous,” he says. “You’ve 

got to produce all of these diverse morpholo-

gies on the surface with that one energy 

source—I find this tough.” He and others say 

the complexity of the comet today suggests 

that the comet-forming regions of the early 

solar system were more turbulent and chemi-

cally diverse than theorists have thought.

The diversity occurs at scales both small 

and big. At the big end, the team has divided 

the comet into 19 distinct regions. Some are 

buried in dust, while others contain brittle 

and rocky-seeming terrain. One puzzling 

area called Aten, on the “wing” of the duck-

shaped comet, is a depression that is oddly 

free of dust. It, at least, is unlikely to be pri-

mordial, Thomas says. He speculates that 

the hollow formed during recent passes by 

the sun. Sharp changes in temperature may 

have cracked and weakened the surface, and 

rising subsurface gas pressures may have 

blown off chunks of the comet in one or 

more catastrophic shedding events.

Cliff faces also record the ongoing trans-

formation of the comet, says Holger Sierks, 

principal investigator for OSIRIS at the Max 

Planck Institute for Solar System Research 

in Göttingen, Germany. Boulders at the base 

of cliffs indicate that material can fall from 

them, exposing fresh ice and dust for the sun 

to erode. Pits a few hundred meters across, 

which appear all over the comet, are less im-

portant sites of material loss, at the moment 

at least. Many of them are clogged with sev-

eral meters of insulating dust, and scientists 

are eager to see if they become unplugged as 

the comet heats up.

The pits contained some surprises. In one, 

OSIRIS revealed a delta of material that had 

flowed out, like ooze from a baking-soda-

and-vinegar volcano. Thomas says the flow 

is a sign that pockets of pressure can build 

up so high in the icy interior that fluid mixes 

of material occasionally erupt.

In the walls of other pits, OSIRIS has 

spotted what could be features dating back 

to the comet’s formation: what the team 

calls “goosebumps” or “dinosaur eggs,” 

nodules about 3 meters across that could 

represent the fundamental chunks of mate-

rial that coalesced into 67P. “It’s a window 

to the early days of the solar system, to the 

building blocks when no Earth was pres-

ent,” Sierks says.

Other clues about the comet’s origins 

came from the spacecraft’s chemical sen-

sors. Scanning the surface, for instance, 

a spectrometer detected an absorption 

feature associated with complex organic 

molecules that could include carboxylic 

acids—precursors to amino acids. Finding 

organic molecules on 67P is not a surprise—

scientists have spotted them in the halos of 

other comets, and NASA’s Stardust mission 

found actual amino acids in comet dust it 

PLANETARY SCIENCE 

Comet close-up reveals a world of surprises
Diverse landscape of 67P suggests an unexpectedly complicated origin 

I N  D E P T H

As comet 67P/Churyumov-

Gerasimenko gets closer to 

the sun, it is starting to spew 

dust and gas into space.

Published by AAAS
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sampled in 2004—but the molecules Ro-

setta has detected are more complex than 

those seen on other comets. 

These organics form only in extreme cold, 

when ultraviolet light and cosmic rays strike 

various types of ice-coated dust. That suggests 

they formed when the comet did, instead of 

evolving later, says the spectrometer’s prin-

cipal investigator, Fabrizio Capaccioni of 

the National Institute for Astrophysics in 

Rome. The molecules could indicate that 67P 

formed farther out in the solar system than 

comets that lack them. “This comet is more 

pristine than others,” he says.

Another spectrometer, looking just above 

the comet’s surface, found a diversity of 

gases emanating from it. In some places, the 

comet is emitting mostly water. In others, 

emissions are dominated by carbon dioxide 

and carbon monoxide, which sublime more 

quickly than water ice when the comet is 

warmed by the sun. The gas concentrations 

don’t always vary as the sunlight falling on 

the comet changes—evidence that they may 

be due to heterogeneous concentrations of 

different ices.

The comet is still relatively quiet. Its jets 

are expected to become about a hundred 

times as active by the time 67P reaches its 

closest point to the sun in August. Pits will 

become geysers, cliff faces will tumble, and 

perhaps a more catastrophic shedding event 

awaits. “The fun thing is going to be seeing 

these changes,” Thomas says. Watching them 

will help investigators understand how much 

of the evolution can be explained by the sun 

and how much by underlying hetero geneity 

that was emplaced at the comet’s birth. “The 

answer, always, is: It’s probably both,” says 

Jessica Sunshine, a planetary scientist at the 

University of Maryland, College Park, who is 

not on the mission.

Rosetta’s envoy to the comet itself, the 

Philae lander, has not contributed to current 

papers. But the lander team is preparing a 

set of manuscripts for publication. During 

the 57 hours the lander spent on the sur-

face before its batteries died, cameras on 

the sides took images, but mission scientists 

do not think that the lander’s drill success-

fully extracted a sample and fed it to the two 

chemical analysis ovens. However, one of the 

ovens performed a gas measurement as the 

lander first bounced off the surface, and it 

may have sucked in and analyzed some dust 

as well. “There is a possibility that maybe 

we collected something,” says Hermann 

Böhnhardt, a lead lander scientist at the Max 

Planck Institute for Solar System Research.

Philae, which came to rest on its side in 

a shadowed area, still has not been found. 

In December, Rosetta swooped in to 18 

kilometers above the surface to scrutinize a 

500-by-300–meter area where the lander is 

presumed to be. Combing through the im-

ages by hand, the OSIRIS team found many 

bright spots, but none that could be distin-

guished from boulders. Böhnhardt hopes 

that the OSIRIS team will now allow the 

wider Rosetta and Philae teams to study the 

images. “Looking by eyes, this is certainly 

the first approach,” he says. “It is just not as 

good as reading the pixel values and trying 

to do something with computers.”

Knowing just where Philae ended up will 

help its science team assess their data and 

allow engineers to evaluate how precarious 

the lander’s situation is. The lander team is 

lobbying for ESA to schedule another close 

reconnaissance pass by the orbiter—but this 

becomes more risky as the comet wakes up 

and its jets of gas and dust become stronger.

Another option is simply to wait. As the 

comet’s seasons change and more light falls 

on the lander’s solar panels, Philae could 

just wake up. Böhnhardt says there’s a good 

chance that its computer will boot up in May 

and that its radio will regain contact with 

the orbiter by June. “It can shift earlier, it 

could also be never,” he says. On 16 January, 

the lander steering committee agreed to re-

sume science planning for later this year—a 

sign of confidence that Philae’s mission is 

not yet done. ■

Surveys reveal 
state of Afghan 
population
From fertility to mortality, new 
data will help guide aid efforts

DEMOGRAPHY

By Mara Hvistendahl

L
ast winter, thousands of surveyors 

fanned out across Kabul to learn 

the state of the population after de-

cades of turmoil. Key findings from 

that door-to-door exercise, part of a 

nation wide effort called the Socio-

Demographic and Economic Survey (SDES), 

were released last week. They show that Af-

ghanistan, where U.S.-led forces formally 

ended combat missions last month, faces 

steep challenges as it seeks to rebuild: New-

borns are dying in droves, and fully 64% of 

adults in Kabul had no meaningful income 

in the year before the survey.

Scholars and aid workers welcome the 

hard data if not the bleak findings, because 

Afghanistan was once a demographic mys-

tery. “All the reports of mortality for decades 

had basically been opinion,” says David 

Peters, a public health researcher at the 

Johns Hopkins Bloomberg School of Pub-

lic Health in Baltimore, Maryland. Now, the 

SDES, which will run until 2018, and a slew 

of other surveys carried out by Afghan agen-

cies in collaboration with overseas scientists 

are revealing a wealth of information about 

everything from fertility to mortality. The re-

sults will help government officials and aid 

agencies forecast population growth, assess 

the labor market, plan for education and 

other services, and analyze health programs. 

Such data are “critical,” Peters says, “to know 

if your programs are working.”

Merely starting the SDES was a fraught 

process. In the 2001 Bonn Agreement, which 

followed the U.S. invasion of Afghanistan 

and laid out steps for establishing a tran-

sition government, parties called for a full 

census: a simultaneous tally of households 

in all 34 Afghan provinces. (Afghanistan’s 

last attempt at a census had been in 1979, 

on the eve of the Soviet invasion.) “Donors 

were pouring in aid for reconstruction,” 

notes Mercedita Tia, a statistician with the 

United Nations Population Fund (UNFPA) 

in Kabul, and they needed to track results. 

But by 2010, with the Taliban dominating 

Cracks in 67P’s narrow “neck” suggest 

the lopsided nucleus could be flexing and 

might someday split in two.

Published by AAAS
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sampled in 2004—but the molecules Ro-

setta has detected are more complex than 

those seen on other comets. 

These organics form only in extreme cold, 

when ultraviolet light and cosmic rays strike 

various types of ice-coated dust. That suggests 

they formed when the comet did, instead of 

evolving later, says the spectrometer’s prin-

cipal investigator, Fabrizio Capaccioni of 

the National Institute for Astrophysics in 

Rome. The molecules could indicate that 67P 

formed farther out in the solar system than 

comets that lack them. “This comet is more 

pristine than others,” he says.

Another spectrometer, looking just above 

the comet’s surface, found a diversity of 

gases emanating from it. In some places, the 

comet is emitting mostly water. In others, 

emissions are dominated by carbon dioxide 

and carbon monoxide, which sublime more 

quickly than water ice when the comet is 

warmed by the sun. The gas concentrations 

don’t always vary as the sunlight falling on 

the comet changes—evidence that they may 

be due to heterogeneous concentrations of 

different ices.

The comet is still relatively quiet. Its jets 

are expected to become about a hundred 

times as active by the time 67P reaches its 

closest point to the sun in August. Pits will 

become geysers, cliff faces will tumble, and 

perhaps a more catastrophic shedding event 

awaits. “The fun thing is going to be seeing 

these changes,” Thomas says. Watching them 

will help investigators understand how much 

of the evolution can be explained by the sun 

and how much by underlying hetero geneity 

that was emplaced at the comet’s birth. “The 

answer, always, is: It’s probably both,” says 

Jessica Sunshine, a planetary scientist at the 

University of Maryland, College Park, who is 

not on the mission.

Rosetta’s envoy to the comet itself, the 

Philae lander, has not contributed to current 

papers. But the lander team is preparing a 

set of manuscripts for publication. During 

the 57 hours the lander spent on the sur-

face before its batteries died, cameras on 

the sides took images, but mission scientists 

do not think that the lander’s drill success-

fully extracted a sample and fed it to the two 

chemical analysis ovens. However, one of the 

ovens performed a gas measurement as the 

lander first bounced off the surface, and it 

may have sucked in and analyzed some dust 

as well. “There is a possibility that maybe 

we collected something,” says Hermann 

Böhnhardt, a lead lander scientist at the Max 

Planck Institute for Solar System Research.

Philae, which came to rest on its side in 

a shadowed area, still has not been found. 

In December, Rosetta swooped in to 18 

kilometers above the surface to scrutinize a 

500-by-300–meter area where the lander is 

presumed to be. Combing through the im-

ages by hand, the OSIRIS team found many 

bright spots, but none that could be distin-

guished from boulders. Böhnhardt hopes 

that the OSIRIS team will now allow the 

wider Rosetta and Philae teams to study the 

images. “Looking by eyes, this is certainly 

the first approach,” he says. “It is just not as 

good as reading the pixel values and trying 

to do something with computers.”

Knowing just where Philae ended up will 

help its science team assess their data and 

allow engineers to evaluate how precarious 

the lander’s situation is. The lander team is 

lobbying for ESA to schedule another close 

reconnaissance pass by the orbiter—but this 

becomes more risky as the comet wakes up 

and its jets of gas and dust become stronger.

Another option is simply to wait. As the 

comet’s seasons change and more light falls 

on the lander’s solar panels, Philae could 

just wake up. Böhnhardt says there’s a good 

chance that its computer will boot up in May 

and that its radio will regain contact with 

the orbiter by June. “It can shift earlier, it 

could also be never,” he says. On 16 January, 

the lander steering committee agreed to re-

sume science planning for later this year—a 

sign of confidence that Philae’s mission is 

not yet done. ■

Surveys reveal 
state of Afghan 
population
From fertility to mortality, new 
data will help guide aid efforts

DEMOGRAPHY

By Mara Hvistendahl

L
ast winter, thousands of surveyors 

fanned out across Kabul to learn 

the state of the population after de-

cades of turmoil. Key findings from 

that door-to-door exercise, part of a 

nation wide effort called the Socio-

Demographic and Economic Survey (SDES), 

were released last week. They show that Af-

ghanistan, where U.S.-led forces formally 

ended combat missions last month, faces 

steep challenges as it seeks to rebuild: New-

borns are dying in droves, and fully 64% of 

adults in Kabul had no meaningful income 

in the year before the survey.

Scholars and aid workers welcome the 

hard data if not the bleak findings, because 

Afghanistan was once a demographic mys-

tery. “All the reports of mortality for decades 

had basically been opinion,” says David 

Peters, a public health researcher at the 

Johns Hopkins Bloomberg School of Pub-

lic Health in Baltimore, Maryland. Now, the 

SDES, which will run until 2018, and a slew 

of other surveys carried out by Afghan agen-

cies in collaboration with overseas scientists 

are revealing a wealth of information about 

everything from fertility to mortality. The re-

sults will help government officials and aid 

agencies forecast population growth, assess 

the labor market, plan for education and 

other services, and analyze health programs. 

Such data are “critical,” Peters says, “to know 

if your programs are working.”

Merely starting the SDES was a fraught 

process. In the 2001 Bonn Agreement, which 

followed the U.S. invasion of Afghanistan 

and laid out steps for establishing a tran-

sition government, parties called for a full 

census: a simultaneous tally of households 

in all 34 Afghan provinces. (Afghanistan’s 

last attempt at a census had been in 1979, 

on the eve of the Soviet invasion.) “Donors 

were pouring in aid for reconstruction,” 

notes Mercedita Tia, a statistician with the 

United Nations Population Fund (UNFPA) 

in Kabul, and they needed to track results. 

But by 2010, with the Taliban dominating 

Cracks in 67P’s narrow “neck” suggest 

the lopsided nucleus could be flexing and 

might someday split in two.

Published by AAAS
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southern Afghanistan, international ex-

perts recommended scrapping the census 

in favor of the SDES: a staggered, province-

by-province survey of households in all but 

the most dangerous districts.

The SDES, which is being carried out 

by the Afghan Central Statistics Organiza-

tion (CSO) with assistance from UNFPA, 

uses an unusual method. In every second 

household, surveyors collect detailed infor-

mation on age, gender, education, literacy, 

employment, fertility, mortality, birth regis-

tration, and other indicators. In the others, 

they simply record the name of the head of 

household and the number of members by 

sex. That arrangement cuts costs while still 

giving reliable results at the district level, 

Tia says. Even so, the SDES is immensely 

time-consuming. In rural areas, surveyors 

have to set out by donkey or motorbike, and 

for months at a time snow makes parts of 

the mountainous country inaccessible.

Earlier, more focused surveys gave 

glimpses of demographic and health condi-

tions in parts of Afghanistan. In 2002, Linda 

Bartlett, then an epidemiologist and mater-

nal health specialist with the U.S. Centers for 

Disease Control and Prevention in Atlanta, 

set out on horseback with a team of health 

researchers to assess maternal and infant 

mortality in rural Afghanistan. Bartlett hired 

Afghan women as surveyors, but a Taliban 

restriction held they could only travel es-

corted by their husbands or male relatives. 

The team canvassed 13,000 households, ask-

ing family members for information on an 

estimated 85,000 women. They later recon-

structed how many maternal deaths had oc-

curred from 1999 to 2002. 

Their findings were grim: The four dis-

tricts surveyed showed an average of 1600 

maternal deaths per 100,000 live births—a 

rate that would now be among the highest 

in the world. In one district in northern 

Afghanistan, Bartlett says, “there was no 

access to any kind of prenatal care, obstet-

ric care, or postnatal care, and there was 

no family planning available.” Traditional 

practices included pushing on a woman’s 

belly during delivery. 

In the years that followed, the Afghan 

government made maternal and child 

health a priority, vastly expanding access 

to health care services. The number of mid-

wives shot up from 467 in 2002 to more than 

4600 today, according to UNFPA. And the 

2010 Afghanistan Mortality Survey (AMS) 

of 24,000 households suggested that such 

efforts were paying off. It uncovered a steep 

drop in maternal mortality, compared with 

previous estimates: 327 deaths per 100,000 

live births. But some researchers skewered 

the finding as the product of underreport-

ing, possibly reflecting Afghan reluctance 

to discuss women who died. “It was pretty 

concerning for a lot of us, because we felt 

that it falsely represents what’s going on,” 

Bartlett says.

The finding “may be on the low side,” 

says Fred Arnold, a demographer at ICF 

International in Fairfax, Virginia, which 

provided technical assistance for the AMS. 

But it jibes with figures from neighbor-

ing countries, he notes. Earlier surveys 

in Afghanistan drew largely from areas 

with higher rates of maternal deaths, says 

Arindam Das of the Indian Institute of 

Health Management Research in Jaipur, 

which also assisted on the AMS. The survey 

is not nationally representative: Since 2008, 

volatile conditions have made it virtually 

impossible to collect data from areas like 

Kandahar, a Taliban stronghold in southern 

Afghanistan covered in Bartlett’s survey. 

(On two occasions, the Taliban kidnapped 

AMS surveyors, despite the team avoid-

ing rural areas in Kandahar and two other 

provinces.) Still, Das says, they covered a 

larger area than did previous surveys.

Other studies have underscored how hard 

it will be to get a clear picture of demo-

graphic trends. In 2006, for example, Peters 

and his Hopkins colleague Gilbert Burnham 

set out to estimate mortality for children 

under 5. Available estimates had been de-

rived from models relying on 1970s data and 

hadn’t been updated since 1993. Surveying 

more than 8200 households in 29 of 34 Af-

ghan provinces, they found signs pointing 

to significant underreporting of girl births—

and possibly girl deaths—meaning that any 

future child mortality figures would need to 

be adjusted. “People don’t like to talk about 

girls, period,” Peters says.

The SDES has surveyed six provinces, says 

Mohammad Sami Nabi, director of the CSO’s 

field operations department, and data are 

still limited. Work in the other 28 provinces 

is projected to wrap up in 2018.

Although survey costs in Afghanistan are 

skyrocketing with worsening security condi-

tions—organizations now have to shell out 

for helicopters to circumvent roadblocks—

plans for still more ambitious surveys are 

now being rolled out. In March, Arnold says, 

fieldwork is scheduled to begin on Afghani-

stan’s inaugural Demographic and Health 

Survey, part of a worldwide program that 

collects detailed population and health data 

for developing countries. 

Meanwhile, SDES investigators are learn-

ing all they can while minimizing risk. Be-

cause ethnicity is an explosive issue in the 

fractured country, surveyors aren’t includ-

ing it in their questions. Even so, the find-

ings are potentially charged. In 2012, survey 

results from Bamiyan province, home to a 

persecuted Shia Muslim minority, showed 

a smaller than anticipated population. Mis-

construing the figure as a sign of prejudice, 

hundreds of residents took to the streets, 

shouting “death to the enemies of Bamiyan,” 

reported Pajhwok Afghan News. The inci-

dent prompted UNFPA to step up publicity 

campaigns for the survey, Tia says: “We 

have learned a lot.” ■

Surveyors for the Socio-Demographic and Economic Survey at a training session in Bamiyan province.
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By Dennis Normile, in Tokyo

J
apan’s battered nuclear industry is fi-

nally getting back on its feet, raising 

anew a vexed question: what to do 

with the waste. Nearly 4 years after 

the Tohoku earthquake and tsunami 

sparked meltdowns at the Fuku-

shima Daiichi Nuclear Power Station and 

led to the shutdown of all 48 of the country’s 

reactors, the central government is expected 

this spring to approve the restart of two nu-

clear reactors in Kagoshima Prefecture. But 

critics charge that uncertainties and wishful 

thinking are clouding prospects for dealing 

with the waste.

“Japan is totally at a loss about how to re-

solve the high-level waste disposal problem,” 

says antinuclear crusader Hideyuki Ban of 

the Citizens’ Nuclear Information Center 

here. “The waste issue should be addressed 

before restarting the reactors.” Prime Min-

ister Shinzo Abe’s administration has ac-

knowledged the challenge. The energy plan 

of April 2014, which reversed the previous 

government’s no-nukes policy, noted that de-

lays, accidents, and cover-ups in developing 

technologies for handling radioactive waste 

“have generated a feeling of distrust among 

the people.” 

When Japan commissioned its first nuclear 

power plant in 1966, it envisioned reprocess-

ing spent fuel to extract uranium and pluto-

nium for reuse in reactors and to reduce the 

amount of radioactive waste that would need 

to be entombed underground. In theory, re-

processing could help ensure a supply of fuel 

and make it easier to cope with the remain-

ing waste. But a half-century later, none of 

the reprocessing technologies are ready. Ja-

pan now has 17,000 tons of spent nuclear fuel 

submerged in cooling pools at reactor sites 

across the country, and a planned reprocess-

ing plant has suffered years of delays. Repro-

cessing turns out to be the answer to “a very 

complicated equation,” says Hajimu Yamana, 

a reprocessing expert at Kyoto University.

Japan Nuclear Fuel Ltd. (JNFL), owned 

by 10 utility companies, broke ground on a 

reprocessing facility in Rokkasho, a village 

at the northern tip of Honshu, in 1993 and 

planned to complete it 4 years later. Two de-

cades later, it is still a work in progress. The 

new facility will use the Plutonium Uranium 

Redox EXtraction (PUREX) method, pio-

neered in the Manhattan Project, to separate 

plutonium and uranium from spent fuel. The 

process greatly reduces the volume of waste 

but leaves a highly radioactive residue that 

amounts to about 3% of the original volume. 

JNFL opted to design its own method for 

encasing these leftovers in glass, a process 

known as vitrification. Yamana says Japan 

chose an experimental liquid-fed ceramic 

melter vitrification process that promised 

to be more durable and provide a higher 

throughput than the metallic melter-based 

techniques then in commercial use. But 

when scaled up, the chemistry involved in 

mixing the aqueous nitric acid solution con-

taining the waste into the molten glass, he 

says, proved “extremely complex.”

JNFL announced in early 2013 that it 

had finally worked out the kinks. But tougher 

seismic and safety requirements that fol-

lowed the Fukushima disaster led to further 

delay. The price tag for the Rokkasho facility 

will end up at about $18.8 billion, according 

to JFNL, nearly triple the original $6.5 billion 

budget. The new target date for finally com-

pleting the plant is March 2016, after which 

it will take several years to ramp up capacity 

to process a planned 800 tons of waste per 

year. Yamana says this amount would gradu-

ally put a dent in the accumulated waste if 

Japan reduces its reliance on nuclear power 

in accordance with the latest energy plan. 

Critics question whether Japan should 

even be in the business of reprocessing. 

The original plan was to use the separated 

uranium in conventional reactors and the 

plutonium in so-called fast reactors, once 

thought to be a next-generation nuclear 

power source. But Japan’s experimental 

Monju fast reactor in Tsuruga on the Sea 

of Japan has been largely shuttered since 

it was commissioned 20 years ago. Most 

other countries have abandoned fast re-

actor projects because of technical dif-

ficulties, high costs, and concerns about 

safeguarding plutonium, though China 

and India are still studying the technology. 

The 2014 energy strategy calls for using 

Monju to “burn” spent fuel to reduce the 

volume of high-level waste. 

But that won’t eliminate the waste issue. 

Despite more than a decade of trying, the 

government has been unable to interest any 

locality in hosting a deep underground repos-

itory. In September 2012, the Science Council 

of Japan recommended abandoning the idea, 

arguing that it is impractical in seismically 

active Japan to identify a geological forma-

tion that would remain stable for millennia. 

The council suggested instead that Japan de-

velop secure facilities for temporarily storing 

nuclear waste until further research hits on a 

better solution and a public consensus can be 

reached on an overall nuclear energy policy. 

That could take a while. ■

Japan’s nuclear renaissance 
dogged by waste challenge
Nuclear reprocessing is years late; repository is in limbo

NUCLEAR POWER
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Japan’s reprocessing takes spent fuel rods and separates low-level waste for disposal, high-
level waste for vitrification, and purifies uranium and plutonium for reuse.

Published by AAAS



NEWS   |   IN DEPTH

362    23 JANUARY 2015 • VOL 347 ISSUE 6220 sciencemag.org  SCIENCE

P
H

O
T

O
: 

D
E

A
/

G
. 

C
A

P
P

E
L

L
I/

D
E

 A
G

O
S

T
IN

I/
G

E
T

T
Y

 I
M

A
G

E
S

BIOLOGY 

Malaria may accelerate aging in birds
Infection erodes telomeres and life spans—hinting that there are no benign parasites

By Gretchen Vogel

M
alaria is a scourge of humankind, 

but many birds seem to shrug it off. 

Although they are chronically in-

fected with malaria parasites, their 

behavior seems unaffected, and 

they mostly reproduce and raise 

young just as well as noninfected birds. 

That was a puzzle not just for ornitholo-

gists but also for evolutionary biologists, 

who have long theorized that parasites in-

evitably take a toll on fitness.

The birds’ healthy appearance turns out 

to be deceiving, however. Drawing on data 

from a 3-decade study of great reed warblers 

in southern Sweden, researchers report on 

page 436 that long-term infection with ma-

laria significantly shortened the birds’ lives. 

The analysis also revealed a possible expla-

nation: The blood cells of infected birds had 

shorter telomeres, stretches of DNA that 

cap the ends of chromosomes and protect 

them during cell division. In many species, 

shorter telomeres are associated with aging 

and shorter life span. 

The work “is an almost deceptively simple 

study that puts the nail in the coffin of the 

idea of benign parasites,” says Marlene Zuk, 

an evolutionary biologist at the University 

of Minnesota, Twin Cities. And although it’s 

not clear exactly how malaria infection influ-

ences telomere length, the study raises the 

question of whether other mild, but chronic, 

infections have similar hidden costs in dif-

ferent animals, even humans.

Evolutionary biologists have been arguing 

for more than a century about the long-term 

costs of nonlethal diseases to fitness and re-

productive success. It is famously difficult, 

however, to tease out the effects of disease 

from all the other variables that affect a wild 

animal’s ability to reproduce. The problem is 

compounded by small sample sizes in most 

studies of wild populations, says evolution-

ary ecologist Ben Sheldon of the University 

of Oxford in the United Kingdom. 

In 1983, two biology students at Lund 

University in Sweden, Dennis Hasselquist 

and Staffan Bensch, began collecting data 

on great reed warblers nesting at nearby 

Lake Kvismaren. Dozens of the brown-and-

white birds with a loud, raspy song visit 

the lake each summer to breed, and most 

come back to the nesting site where they 

were born. Bensch and Hasselquist, now 

both professors at Lund, still spend sum-

mers at the lake, and with colleagues keep 

track of which warblers return, who mates 

with whom, and how many offspring each 

bird raises. The scientists also take blood 

samples from hatchlings and adults. 

Roughly 40% of the birds that nest at the 

site are infected with one or more species of 

malaria parasites picked up in their winter 

habitat, which ranges across sub-Saharan 

Africa. After an initial acute phase of the 

disease, in which birds are anemic, lethar-

gic, and lose their appetite, survivors re-

cover but often remain infected, with a low 

level of parasites in their blood. Many seem 

to do just fine nonetheless. In a 17-year 

study, for example, the research team found 

no significant differences in annual breed-

ing success and survival to the next year of 

infected and uninfected birds. 

Then came the telomere clue. Muham-

mad Asghar, a Ph.D. student in Bensch’s 

group, recently measured their lengths in 

the blood samples using a PCR technique 

pioneered for birds by Pat Monaghan’s 

group at the University of Glasgow. “Some 

amazing patterns started to emerge,” 

Bensch says: Infected birds had signifi-

cantly shorter telomeres, and those with 

more intense infections showed more dra-

matic telomere loss.

That could have been because birds with 

shorter telomeres were more susceptible to 

malaria. But in an earlier study, the group 

had deliberately infected captive warblers. 

Examining the birds’ stored blood, the re-

searchers found that the telomeres shrank 

in a direct response to the infection. “The 

combination of comparative and experi-

mental results makes for a very strong case,” 

says Robert Fleischer, an evolutionary ge-

neticist at the Smithsonian Institution’s Na-

tional Zoological Park in Washington, D.C. 

Infection shortened life spans as well as 

telomeres—by about a year, the lake records 

showed. That stole breeding opportunities. 

On average, uninfected birds lived 2.5 years 

and raised more than eight offspring to 

fledglings. Infected birds lived an average 

of 1.6 years and raised just four offspring. 

“It’s a different kind of cost” than research-

ers expected, Hasselquist says. 

It isn’t clear if the shorter telomeres are 

a result of the extra red blood cells infected 

birds have to make—telomeres typically 

shrink with every cell division—or whether 

they are a more general consequence of the 

body’s efforts to fight the infection. But the 

authors and others suggest it’s worth looking 

more closely at chronic infections in birds 

and elsewhere, perhaps even in people with 

asymptomatic malaria. “Maybe we underesti-

mate what ‘mild’ disease is,” Hasselquist says. 

“Like herpesvirus. We have it, and we don’t 

think there are any problems. But the poten-

tial is there at least” that it could carry some 

hidden long-term costs. ■

Malaria doesn’t affect the great reed warbler’s care for its chicks, but does cut its lifetime number of offspring.

Published by AAAS
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H
all A here at Thomas Jefferson 

National Accelerator Facility is 

everything a science fan could 

want from a physics lab. The cy-

lindrical cavern, 24 meters from 

floor to dome and twice as wide, 

echoes like a cathedral. From high 

on the wall, a silvery pipe extends 

fingerlike to the center, from 

which fan out two vast machines, multi-

tiered assemblages of steel, pipes, wires, and 

electronics that sweep up to the roof.

Think of it all as part of a giant electron 

microscope, designed to probe two of the 

most familiar yet mysterious constituents 

FEATURES

Probing
the proton
A newly upgraded accelerator explores the 
seething maelstrom at the heart of matter
By Adrian Cho, in Newport News, Virginia

The GlueX detector will search for weird new particles 

predicted by the theory of the strong force.

of the universe: the proton and the neutron. 

The pipe carries a beam of high-energy 

electrons from an accelerator, which smash 

into targets mounted at the room’s center. 

The hall’s two 1400-tonne spectrometers 

capture the subatomic particles blasted 

from the collisions, tracking their paths 

and energies. For 20 years, Jefferson Lab 

physicists have battered the nucleus with-

out quite cracking its secrets. But starting 

this year, they will train a more powerful 

microscope on their quarry.

In the cartoon view, the positively charged 

proton and the uncharged neutron both 

consist of trios of particles called up quarks 

and down quarks. (Two ups and a down 

make a proton; two downs and an up make a 

neutron.) But earlier experiments have 

shown that those “valence” quarks are 

just a small part of the story. A nucleon—a 

proton or neutron—is really a pullulating 

mass of countless quarks, antiquarks, and 

gluons, particles that convey the strong 

nuclear force that holds quarks together. A 

proton or neutron is so messy that physi-

cists can’t say exactly how its most ba-

sic properties, such as its mass and spin, 

emerge from the tangle.

Jefferson Lab physicists are finishing a 

$338 million upgrade to their particle accel-

erator, the Continuous Electron Beam Ac-

celerator Facility (CEBAF), to double its en-

ergy and probe the innards of protons and 

neutrons with unprecedented precision. 

Compared with meccas of particle physics 

such as CERN, Europe’s particle physics lab 

near Geneva, Switzerland, Jefferson Lab is 

relatively obscure. But it will be the global 

focal point for this sort of nuclear physics. 

“It will be a very exciting program,” says 

Fabienne Kunne, a physicist at the French 

Atomic Energy Commission in Saclay, who 

is not involved with the project. “It should 

make enormous progress.”

Unlike particle physicists’ quest for the 

famed Higgs boson, spotted in 2012 at CERN, 

Jefferson Lab’s mission requires not one 

grand experiment but a mosaic of measure-

Published by AAAS
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ments. The diversity shows in the lab’s four 

experimental halls: Two, including Hall A, 

feature spectrometers that can be reconfig-

ured to study specific interactions, and two 

contain detectors designed to capture every 

interaction so that they can be sorted out 

later. “Jefferson Lab is a little bit more Wild 

West,” says Cynthia Keppel, a physicist who 

oversees the two spectrometer halls. “You’ve 

got settlers coming in from all over with all 

manner of ideas.”

The mess inside a nucleon arises from 

the peculiar nature of the strong force. 

At first blush, that force works something 

like the electromagnetic force, which binds 

electrons to nuclei in atoms and produces 

light. Within an atom, the negatively 

charged electrons cling to the positively 

charged nucleus by exchanging massless 

quantum particles called photons. In the 

same way, the quarks within the nucleon 

cling to one another by exchanging mass-

less particles called gluons, which carry the 

strong force.

But the strong force is far more complex 

than the electromagnetic force. Unlike the 

passive photons, gluons themselves exchange 

gluons—lots of them. Moreover, a nucleon’s 

three valence quarks aren’t the only ones in-

side it. Untold quark-antiquark pairs also flit 

into and out of existence. Those fleeting “sea” 

quarks need not be up and down quarks, but 

can be heavier strange and charm quarks, 

too. Thus, each valence quark is shrouded by 

a cloud of quarks and gluons in which “what 

you see depends on the scale at which you 

look,” says Michael Pennington, chief theorist 

at Jefferson Lab.

That complexity makes calculating any-

thing involving the strong force nearly im-

possible. For example, most of a nucleon’s 

mass comes not from the valence quarks, 

but from the energy of the quark-gluon 

cloud (thanks to Einstein’s equivalence of 

mass and energy). But only recently have 

theorists accounted for it in numerical 

simulations (Science, 19 December 2008, 

p. 1772). As for nucleons’ spin, physicists 

once thought it came from the spins of the 

valence quarks. But since 1987, they have 

known that most of it must originate in 

some other way—either in the swirling mo-

tion of the quarks or in the gluons.

Unfortunately, physicists can’t decipher 

nucleons by simply taking them apart. The 

strong force is so strong that they can’t iso-

late a quark or a gluon the way they might 

pluck an electron from an atom. Strike a 

nucleon hard enough to smash it, and it will 

spew particles containing either three quarks 

or a quark-antiquark pair, forcing research-

ers to tease information from those compos-

ite particles instead.

The “confinement” of quarks and gluons 

within other particles remains mysterious, 

says Colin Morningstar, a theorist at Carn-

egie Mellon University in Pittsburgh, Penn-

sylvania. Experiments and numerical simu-

lations leave little doubt that it holds, but 

nobody has proved mathematically that it 

must or explained how the “field” of gluons 

arranges itself to make it happen. The Clay 

Mathematics Institute in Providence offers 

a $1 million prize for a proof. “I’ve demon-

strated it numerically,” Morningstar quips, 

“but they haven’t sent me a check.”

Jefferson Lab physicists are hardly the 

first to try to pierce the confusion. From 

1967 until 1975, physicists at SLAC National 

Accelerator Laboratory in Menlo Park, 

California, used their linear accelerator to 

fire electrons into nucleons, discovering 

the quark in 1968. Since 1978, physicists 

at CERN have fired muons—heavier, un-

stable cousins of electrons—into nucleons, 

discovering the proton’s “spin crisis.” From 

1992 to 2007, researchers at Germany’s 

Electron S y n c h r o t r o n l a b i n H a m b u r g 

collided beams of electrons 

and protons in their Hadron 

Electron Ring Accelerator.

But those efforts raised as 

many questions as they an-

swered, Pennington says. “It’s 

a little bit like the discovery of 

North America,” he says. “These 

other experiments showed that 

there was something there, 

and we’re going to map it out.” 

Jefferson Lab physicists say the 

CEBAF accelerator is the ideal 

tool for the job. 

Instead of a traditional circu-

lar accelerator or synchrotron, 

CEBAF consists of twin 235-

meter linear accelerators, like 

the straights on a racetrack, 

connected by arcing beamlines. 

The electrons make five laps, 

passing through a different set 

of arcs each lap. The resulting 

beam has an extremely narrow 

range of energies, says Arne 

Freyberger, Jefferson Lab’s di-

rector of accelerator operations. That nar-

row energy spread enables physicists to pre-

cisely measure the changes in a scattered 

electron’s energy and momentum. And be-

cause the beam is continuous rather than 

pulsed like most accelerator beams, particle 

collisions don’t bunch up in time, enabling 

researchers to use timing techniques to sift 

out rare decays.

Just to build CEBAF, which turned on in 

1995 and cost $515 million, Jefferson Lab 

helped pioneer a whole new technology. 

Within an accelerator, charged particles gain 

energy by surfing radio waves sloshing in hol-

low “RF cavities” the size of a big salami. Until 

the 1990s, accelerators used copper cavities, 

but Jefferson Lab physicists opted for cavi-

ties of superconducting niobium. Although 

they must be cooled to near absolute zero 

with liquid helium, they consume just 5% as 

much power as copper cavities, says Robert 

Rimmer, an accelerator physicist at Jefferson 

Lab. “For a machine like CEBAF, you couldn’t 

afford the power bill if you used copper cavi-

ties,” he says. Superconducting cavities have 

become standard for accelerators.

The huge, reconfigurable spectrometers in Jefferson Lab’s Hall A swivel around on massive steel wheels.
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In upgrading CEBAF, physicists doubled 

the accelerator’s energy from 6 to 12 giga-

electron volts simply by adding new cavities 

in empty space at the end of each linac. That 

extra energy will be a boon to the more than 

70 experiments approved for the upgraded 

machine, most of which are devoted to fath-

oming the nucleon. In particular, the energy 

will literally add new dimensions to physi-

cists’ picture of nucleons.

For decades, physicists have made do 

with essentially one-dimensional views of 

nucleons. Ping electrons off a nucleon gen-

tly, and their deflections reveal the distribu-

tion of the quarks within—but only perpen-

dicular to electrons’ original path. Strike 

the nucleon hard enough to break it apart, 

and the electrons’ deflections and energy 

losses will reveal the momenta of quarks 

and gluons within the nucleon—but only 

along the electrons’ initial path.

In nuclear physics, higher energy means 

finer resolution. So the upgraded CEBAF will 

enable physicists to trace the distribution of 

the quarks’ position and momentum in three 

dimensions. To do so, they must capture not 

only scattered electrons, but also other par-

ticles that shoot out of certain rare collisions. 

For example, Julie Roche of Ohio Univer-

sity, Athens, and colleagues will focus on a 

process in which an electron interacts with 

a quark by exchanging a photon that then 

rebounds out of the interaction. Working in 

the lab’s Hall A, they aim to capture both the 

electron and the photon.

Tracking quarks in three dimensions 

would probe their swirling motion and could 

help explain the nucleon’s spin. It would 

mark a “major advance” that could help unify 

physicists’ understanding of the strong force, 

says Amanda Cooper-Sarkar, a physicist at 

the University of Oxford in the United King-

dom who does not work at Jefferson Lab.

For other clues to the strong force, 

Jefferson Lab researchers will look for new, 

exotic particles made of quarks and gluons. 

Physicists know of only two general kinds 

of particles cemented by the strong force: 

baryons, which contain three quarks or three 

antiquarks, and mesons, made of a quark-

antiquark pair. But simulations suggest other 

combinations are possible. Particles called 

glueballs would consist entirely of gluons, 

and “hybrid” mesons and baryons would 

contain an extra “valence” gluon. They would 

have distinctive combinations of mass, spin, 

and symmetry properties that would show 

through in their decays.

A dedicated detector called GlueX housed 

in the new Hall D will search for those odd 

particles. GlueX researchers will first fire the 

CEBAF electron beam into a diamond crystal 

to produce polarized high-energy photons. 

These will then crash into a liquid hydro-

gen target to produce particles familiar and 

novel. If newcomers appear, the GlueX team 

aims to study the pattern of their properties, 

says Eugene Chudakov, a physicist at Jeffer-

son Lab who oversees Hall D. “You cannot 

say anything [about the theory] if you see 

only one,” he says. “You really need to be able 

to see several.”

Jefferson Lab physicists will also explore 

a long-standing mystery: why an isolated 

proton or neutron behaves differently from 

one in a nucleus. In 1983, researchers with 

the European Muon Collaboration (EMC) at 

CERN fired muons both into deuterium nu-

clei, which contain one proton and one neu-

tron, and into iron nuclei, which contain 26 

protons and typically 30 neutrons. In theory, 

the momentum distribution of the quarks 

should be the same in the nucleons in each 

nucleus. Instead, researchers found a deficit 

of higher momentum quarks in the larger 

one. That “EMC effect” is unexplained.

Or Hen of Tel Aviv University in Israel and 

Douglas Higinbotham of Jefferson Lab have 

an idea of how it comes about. In 2008, re-

searchers working in Hall A found that in 

the nucleus of carbon-12, the six protons and 

six neutrons tend to form fleeting proton-

neutron pairs. Last October, they spotted 

similar pairs in heavier nuclei, too. The 

paired particles overlap spatially, and the 

commingling of their quark-gluon clouds 

could cause the EMC effect.

To test that idea, the physicists will fire 

electrons from CEBAF into deuterium nuclei 

to probe the quarks inside the neutron. The 

electrons will also break up the nuclei. In 

each event, measuring the momentum of the 

recoiling proton should tell physicists how 

much the proton and neutron in the nucleus 

overlapped when the electron struck. If the 

number of high-momentum quarks in the 

neutron decreases when the neutron and 

proton overlap more, then such pairing could 

explain the EMC effect, Hen says.

Will the upgraded CEBAF completely deci-

pher the proton and the neutron? Not quite. 

The machine should be adept at mapping 

the quarks. But to fully probe the gluons 

will require higher energy collisions than 

CEBAF can muster. Jefferson Lab research-

ers now hope to build a second accelerator 

that would fire protons or nuclei into their 

electron beam, boosting the collision ener-

gies. But they have competition: Physicists 

at Brookhaven National Laboratory in Up-

ton, New York, want to build an electron-ion 

collider by adding an electron accelerator 

to their $1.1 billion 4-kilometer-long atom 

smasher, the Relativistic Heavy Ion Collider 

(Science, 19 October 2012, p. 324).

Wherever it winds up, such a machine is 

at least a decade away. For now, the Depart-

ment of Energy has asked both labs to work 

together on developing the science case for 

building one, says Jefferson Lab Director 

Hugh Montgomery: “Unless we can convince 

people that it’s worth doing this, there’s no 

point in discussing where it could be built.” 

Meanwhile, Jefferson Lab physicists are 

ready to ramp up their new experiments. For 

the proton, clarity may be coming. ■

The proton (artist’s concept) is a bit like a troubled 

teenager: a mess inside and nearly incomprehensible.

Electron racetrack

The CEBAF accelerator comprises two linear accelerators connected by arcing beam pipes. 
Electrons take up to five laps of the track. Thanks to a last-minute design change to the original 
accelerator, physicists had room to double CEBAF’ s energy just by extending each accelerator.

New 
accelerator 
modules

New experimental hall

Additional arc

Magnetic 
arcs for 
circulating 
beam 
(upgraded)

Original 
superconducting 
linear accelerator

Existing 
experimental 
halls (upgraded)
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B
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rom a small wooden desk in a row 

home a few miles north of the U.S. 

Capitol, Justin Goodman is wag-

ing war against animal research. 

Goodman, 34 and thin, with a 

scruffy beard, close-shaved head, 

and colorful tattoos covering most 

of his skin, directs laboratory in-

vestigations at People for the Ethi-

cal Treatment of Animals (PETA). Whereas 

other activists stick to protests and publicity 

stunts, he and his team have spent the past 

5 years challenging scientists on their own 

turf. In talks and papers published in the 

peer-reviewed literature, they marshal data 

in an attempt to show researchers that ani-

mal experimentation is flawed, cruel, and 

just plain worthless. “We’re trying to make 

inroads with a community that has histori-

cally despised us,” he says.

Goodman never earned a Ph.D., but he’s 

notched some significant successes as a 

PETA scientist. His papers have questioned 

the validity of the university committees 

that oversee animal research, encour-

aged U.S. allies to explore alternatives to 

animals in military medical training, and 

wounded the reputation of the world’s larg-

est accreditor of lab animal welfare. 

Many researchers are unswayed, counter-

ing that although Goodman’s studies have 

the veneer of science, they’re anything but. 

They say the work is biased, methodologi-

cally flawed, and deeply misleading. “PETA 

is trying to make a point, and they’ve done 

a good job making that point,” says Taylor 

Bennett, the senior scientific adviser for the 

National Association for Biomedical Re-

search, who’s based in Hinsdale, Illinois. “But 

I don’t consider what they’re doing science.” 

Science or not, Goodman’s campaign 

could weaken the public’s shaky support 

Animal rights activist Justin Goodman is 
using science’s own tools to combat animal research

THE INSURGENT

By David Grimm

Published by AAAS
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for animal studies, Bennett says. The effort 

is already hurting research, adds Christian 

Newcomer, who leads the accrediting orga-

nization Goodman has targeted. “The point 

is to attack everything about biomedical re-

search at every level,” he says. “They’re put-

ting up barriers to scientific progress.”

But Goodman is just getting started. 

“LET ME PLAY YOU SOMETHING,” Good-

man says, as he tilts open a laptop on his 

dining room table and pulls up Spotify. He 

clicks on a song from 1989 called “Cats and 

Dogs” by the hardcore punk band Gorilla 

Biscuits. Breakneck drumming and guitar 

thrash from the speakers as a nasal-voiced 

singer screams, “My true compassion is for 

all living things/And not just the ones who 

are cute so I do what I can/I wanna save 

lives and I’ve got a plan.” Goodman nods 

along with the tempo. “My whole ethic as a 

human being can be traced back to records 

like this,” he says.

Goodman began thinking about animal 

rights as a teenager. Although he grew up 

eating meat, something changed when, at 15, 

he started going to punk rock shows in dive 

bars and smoky nightclubs in New York City. 

His immediate family was wracked by drug 

addiction and mental illness, and the gigs 

and the sense of community they fostered of-

fered escape. They were also a window into a 

new worldview. 

“I would go see a show on a Saturday night, 

and there would be a table set up about ani-

mal rights issues,” he says.

Pamphlets trumpeted undercover PETA 

investigations at chimpanzee labs; a TV 

hooked up to a VHS player looped videos 

with titles like “Meat is Murder.” Bands 

talked about vivisection between songs and 

wrote about the evils of factory farming in 

their album liner notes. It was a world that 

nurtured many animal rights advocates. 

“It connected with something in me,” 

says Goodman, who soon went 

vegan. His voice is deep and 

raspy, as if his vocal cords are 

still strained from years of 

howling along with his favorite 

groups. “I was trying to figure 

out who I was and what I cared 

about, and it was all laid out for 

me on a silver platter.” 

He wanted to follow punk 

bands around the country, but 

forced himself to go to college 

instead. His grandfather had 

practically raised him, taking 

him to movies and museums 

when things got volatile at 

home. He taught Goodman how 

to oil paint and write letters, and 

he schooled his young grandson 

in civic engagement, bringing 

him along as he visited politi-

cians in Queens to complain about every-

thing from cracks in the sidewalk to the 

national debt. “After he retired, he spent 

30 years auditing classes at a local univer-

sity,” Goodman says. “The whole reason I 

went to college is because I didn’t want to 

disappoint my grandfather.” 

Still, Goodman struggled. He dropped out 

of three schools before entering San Diego 

City College in 2002. There, in a speech com-

munications class, he had to give a presenta-

tion on how something is made. “I had never 

spoken publicly about animal issues before,” 

he says, “but I decided to talk about where 

meat comes from.” He delivered a 5-minute 

presentation about making a hamburger, 

from the cow to the meat patty, with no grisly 

details omitted. “A couple of years later, I ran 

into a guy who sat next to me in that class,” 

Goodman says. “He told me he had gone 

vegetarian because of my talk. I realized the 

power an individual could have when talking 

about animal rights.”

The issue became Goodman’s calling. Af-

ter college, he moved back to the East Coast 

with his wife, where they attended the Uni-

versity of Connecticut (UConn), Storrs. Both 

pursued Ph.D.s: his wife in experimental psy-

chology, he in sociology. Though Goodman 

had begun thinking about animal rights, he 

had never participated in, much less orga-

nized, a protest. That changed when Herbert 

Terrace gave a talk on campus. The Colum-

bia University psychologist was famous for 

trying to teach a chimpanzee, named Nim 

Chimpsky, to communicate with humans, 

and Goodman felt Terrace had mistreated 

the animal. He founded a group called the 

UConn Animal Rights Collective, a name that 

belied its modest composition: Goodman, his 

wife, and one other student. 

Nevertheless, the group made an impact, 

handing out flyers at the door of Terrace’s 

talk that blasted primate “imprisonment” 

in U.S. labs. “People thought we were 

passing out information about the talk,” 

Goodman grins. “You should have seen their 

faces when they sat down.” 

But what he considers his biggest coup 

came when he found out that a lab at UConn 

was doing invasive research on monkeys. Sci-

entists had implanted devices into the skulls 

of a handful of rhesus macaques to study 

how the brain records eye movements. “The 

lab wasn’t on anyone’s radar,” Goodman says, 

“so I started looking into it.” He asked ques-

tions around campus, scoured the Internet, 

and reached out to a scientist at PETA, the 

world’s largest animal rights organization, 

with headquarters in Norfolk, Virginia. 

Although PETA was known for its cam-

paigns against fur and factory farming, it 

had made its reputation fighting animal re-

Goodman with his dog Zoe. The “WOLF FIRE” tattoos on his knuckles 

refer to a book about radical environmentalism.

Justin Goodman at his 

primary workspace—a desk in 

his Washington, D.C., home.
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search. In 1981, one of PETA’s co-founders 

went undercover at a monkey lab in Silver 

Spring, Maryland, exposing animal welfare 

violations that resulted in the first convic-

tion of a U.S. researcher for animal cruelty. 

(It was later overturned.)   

The PETA scientist taught Goodman how 

to file Freedom of Information Act (FOIA) 

requests to get lab documents. “I was read-

ing sloppily written vet records, experi-

mental protocols, and grant applications,” 

Goodman says. The lab files revealed wel-

fare violations including injured animals 

and inadequate veterinary care, he says. 

Two monkeys died during the research. 

Goodman’s group hammered the lab in 

a 4-year campaign that included leafleting 

the campus, staging a mock funeral while 

wearing monkey masks, and disrupting the 

university’s 125th anniversary festivities, 

shouting on bullhorns, “There’s nothing to 

celebrate. UConn kills primates!” Goodman 

also sent a 40-page complaint to the U.S. 

Department of Agriculture. His efforts were 

covered by Connecticut’s largest newspaper 

and The New York Times. The National In-

stitutes of Health (NIH) eventually ordered 

the lab to return more than $65,000 in 

grant money, and the research shut down 

in 2006. 

Empowered by the victory, Goodman de-

cided to pursue animal rights full time. He 

got the words “WOLF FIRE” tattooed on his 

knuckles—a reference to a book about radi-

cal environmentalism—and dropped out of 

his Ph.D. program, leaving UConn after 5 

years with just a master’s degree. Then he 

applied for a job at PETA.

GOODMAN’S DESK SITS IN THE BACK of 

his house, snuggled into a corner under-

neath a single window on the first floor. In-

herited from his grandfather, the workspace 

overlooks a narrow yard, where a black-and-

white border collie and a chestnut-brown 

mutt sun themselves on the grass. On the 

desktop is a stack of PETA business cards, 

a laptop, and a framed postcard from 1928 

that features a portrait of a white cat. “It says 

something about a mysterious and delicate 

creature ending up on the table of a vivi-

s e c t o r , ” G o o d m a n s a y s , t r a n s l a t i n g  t h e 

French text at the bottom. 

Goodman has spent the past 7 years at 

this desk, ever since he and his wife moved 

to Washington, D.C., after leaving Connecti-

cut. (She, unlike her husband, finished her 

Ph.D. and now teaches experimental psy-

chology at Marymount University in Ar-

lington, Virginia.) PETA hired him in 2007, 

and he spent his first couple of years filing 

FOIA requests to corroborate tips about 

animal welfare violations at university labs. 

But he soon realized he could do much 

more. “PETA had amassed tons of data on 

animal research, but most people were just 

focused on individual cases,” he says. “I 

wanted to find a better way to use it.” 

That meant compiling the data, looking 

for patterns, and publishing in the peer-

reviewed scientific literature. “A lot of things 

about animal research are taken at face 

value,” Goodman says, noting for example 

that researchers often claim they are trying 

to reduce the number of animals they use. “I 

knew there was actual science we could bring 

to the table that would challenge decisions 

about funding and policymaking.” 

His methodology tends to be simple. In 

2010 and 2011, for example, he and col-

leagues sent e-mail surveys to all 28 NATO 

nations, asking whether they used animals 

in military medical training, like gunshot 

surgery or treating injuries from chemical 

warfare. Most said they didn’t. 

Goodman published the find-

ings in Military Medicine—a 

move that pressured some of 

the remaining countries to 

form a working group to ex-

plore alternatives. 

At about the same time, 

Goodman’s team requested fed-

eral and state records to glean 

the composition of Institutional 

Animal Care and Use Commit-

tees (IACUCs), which oversee an-

imal welfare at U.S. universities. 

The resulting paper, published 

in Animals in 2012, showed that 

IACUCs at the top NIH-funded 

schools were heavily dominated 

by animal researchers. “These 

committees are supposed to be 

unbiased,” Goodman says. “Our 

work showed that there’s no 

meaningful oversight.” 

Goodman made his biggest 

impact last year when he pub-

lished a study in the Journal of 

Applied Animal Welfare Science 

that questioned the validity of 

inspections by the Association 

for Assessment and Accredita-

tion of Laboratory Animal Care (AAALAC) 

International, a private organization that 

bestows its seal of approval on more than 

900 institutions in 39 countries. The 

paper—based on records requests and data 

from government databases—claimed that 

AAALAC-accredited labs were more likely 

to violate animal welfare guidelines than 

nonaccredited labs (Science, 29 August 2014, 

p. 988). Though scientists slammed the 

study, it received prominent media coverage 

and tarnished AAALAC’s reputation. 

Today, Goodman commands a small 

army of 12 researchers, and he’ll be add-

ing more soon. The group—which also co-

ordinates undercover investigations, runs 

ad campaigns, and lobbies policymakers—

has published six papers and presented 

Goodman (left) and other PETA members protest outside the National Air and Space Museum in Washington, D.C., in 2010.  
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more than two dozen posters at scientific 

conferences. More manuscripts are in the 

pipeline, including studies documenting a 

rise in animal use in U.S. labs and research 

into the mental impacts of captivity on 

primates. Goodman hopes that by publish-

ing in the peer-reviewed literature, he can 

reach an audience that has traditionally 

viewed PETA as the enemy. “The public can 

push all it wants,” he says, “but ultimately 

we need scientists to change their minds.” 

That’s likely to be a hard sell.

THIS PAST NOVEMBER, at a convention 

center just outside Washington, D.C., PETA 

supporters disrupted a special address by 

Francis Collins. As the NIH director began 

his presentation—celebrating the 20th an-

niversary of the Association for Molecular 

Pathology—two women began shouting, 

“Why do you cause the suffering of baby 

monkeys, Francis Collins?,” a reference to 

an NIH lab that has been measuring the 

psychological impact of removing young 

rhesus macaques from their mothers. A 

security officer escorted the women from 

the crowded room, as they yelled “Shame 

on you!” while holding signs that read, 

“Collins: Stop Abusing Baby Monkeys.”

The stunt—coordinated by Goodman’s 

department—and similar PETA tactics 

are one reason Goodman will have a hard 

time reaching scientists, says Bennett, who 

oversaw animal research at the University 

of Illinois, Chicago, for nearly 3 decades. 

He adds that PETA has rebuffed attempts 

by him and other scientists to engage in a 

dialogue, leading him to believe that the 

group’s only goal is to demonize biomedical 

research. “Given PETA’s reputation, many 

scientists don’t even bother to read these 

things,” he says of Goodman’s papers.

But Bennett and others say there are 

even more fundamental problems with the 

studies. Take the NATO and IACUC papers. 

Bennett says both draw overblown conclu-

sions from simplistic data sets. Most NATO 

countries, he notes, don’t have a large mili-

tary presence—so of course they don’t use 

animals in training. “It’s comparing apples 

and oranges.” And although he acknowl-

edges that IACUCs are stacked with animal 

researchers, he says that the committees 

require this type of expertise to properly 

evaluate animal protocols. He adds that 

Goodman’s study found no evidence that 

federal guidelines are being violated. “The 

paper misrepresents the process.”

Similar problems plague the AAALAC 

study, says Bennett, who notes that a lab 

can be cited for reasons that may have noth-

ing to do with how its animals are actually 

treated, such as mundane paperwork errors. 

He adds that the paper’s last author, the only 

PETA takes on animal research
Since its founding in 1980, People for the 
Ethical Treatment of Animals (PETA) has 
sought to end all animal research. Here are 
some of its notable campaigns.

1980

Ingrid Newkirk and Alex Pacheco

found PETA and organize a protest 

against animal research: World Day 

for Laboratory Animals. 

1981

Pacheco goes undercover at a Silver 

Spring, Maryland, laboratory, exposing 

injured monkeys in filthy conditions. Lead 

scientist is convicted for animal cruelty, 

but conviction later overturned.

1986

Maryland laboratory run by SEMA Inc. 

stops putting chimpanzees in isolation 

after PETA protests.

1996

By holding stock shares and proposing 

shareholder resolutions at annual meet-

ings, PETA convinces Gillette to adopt a 

moratorium on animal testing. 

2008

PETA announces $1 million prize for lab-

grown meat, to spur research. Abandons 

prize in 2014 after limited interest.

2010

Justin Goodman becomes an associate 

director of research at PETA, soon begins 

publishing in scientific journals.

2012

PETA donates simulators to Egypt 

(pictured) so country will stop using 

animals in medical trauma training. 

2013

PETA launches an International Science 

Consortium, which promotes and funds 

animal alternatives in biomedical research. 

2014

PETA protests maternal deprivation 

experiments at NIH primate lab.

one unaffiliated with PETA, was paid for his 

work. “That raises red flags for me.”  

Newcomer, AAALAC’s executive di-

rector, says he asked Goodman for a 

copy of his raw data, but Goodman re-

fused. So AAALAC painstakingly com-

piled a comparable data set, which 

Newcomer says showed that—in some 

cases—PETA could not have determined 

which labs were and were not AAALAC-

accredited. “The underlying data points are 

hopelessly flawed,” says Newcomer, who 

sent a letter to the journal. “They’re trying 

to hoodwink scientists.” 

Yet AAALAC has already begun to feel 

the impact of the study, Newcomer says. 

Labs pay thousands of dollars a year to be 

accredited, and he says his employees have 

started getting questions about AAALAC’s 

utility at conferences and during lab visits. 

If labs opt not to become certified based on 

the paper, he says, it will hurt animal wel-

fare in the long run because they will no 

longer have AAALAC oversight. “We’ll see 

more stray activities.” 

For his part, Goodman says that scien-

tists aren’t obligated to share their data and 

that AAALAC has a clear bias, too. “They 

make millions of dollars a year on their ac-

creditations,” he says. “Of course they’re go-

ing to claim that their process works.” He 

also takes issue with the idea that his pa-

pers overreach. “Our core conclusion with 

the AAALAC paper is that there needs to be 

more transparency with the accreditation 

process. Coming from PETA,” he laughs, 

“that’s pretty tame.”

Goodman admits that if his AAALAC 

data had painted the organization in a posi-

tive light, he probably wouldn’t have writ-

ten it up. That doesn’t make him different 

from any other researcher, he claims. “Peo-

ple don’t publish stuff that isn’t interesting. 

That’s just the reality of science.” He says he 

hopes researchers can get past PETA’s repu-

tation. “We are an interest group,” he says. 

“But that in and of itself does not discredit 

the science we do. We shouldn’t be held to a 

higher standard than everyone else.”

 

BEFORE  I  LEAVE,  GOODMAN takes me 

upstairs to show me his two cats, Mister 

and Baby, brown Maine Coons rescued from 

a shelter in San Diego. “Right after we got 

back from our honeymoon, we started a fam-

ily,” he smiles as he cuddles Baby. He says he 

sees where the desire to do animal research 

comes from. “I grew up with close family 

members who suffered from addiction, men-

tal illness, and Alzheimer’s,” he says. “I’m not 

so far removed from the issue of human suf-

fering that I can’t understand why someone 

would be desperate to seek treatments and 

cures. I just think there’s a better way.” ■ 
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Play it 
again, SAM

By Kevin Zahnle 

Lasers shine new light on the 
drying of Mars while reviving 
the mystery of methane
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          S
ome discoveries are new, others old. 

Here, we consider one of each from 

NASA’s Curiosity rover. The new dis-

covery, reported by Mahaffy et al. 

( 1) on page 412 of this issue, is a re-

markable measurement of the deute-

rium-hydrogen (D/H) ratio in a Gale crater 

mudstone from 3 billion years ago. On page 

415, Webster et al. ( 2) report on the latest 

chapter in the muddy matter of methane 

on Mars. What links them is that both were 

made using the tunable laser spectrometer 

(TLS), part of the SAM (Sample Analysis at 

Mars) package on the rover.

Martian water is enriched in deuterium 

(D), hydrogen’s heavier isotope, compared 

with most water in the solar system. The 

cause of the enrichment is the preferen-

tial escape to space of H. The D/H ratio in 

Mars’s air is now about 6 × SMOW (stan-

dard mean ocean water; that is, Earth) and 

was roughly the same 180 million years 

ago, as recorded by water trapped in mar-

tian meteorites ( 3). Curiosity has found in a 

single sample that D/H was only 3 × SMOW 

when a mudstone formed in a cold little 

pond at the bottom of Gale crater some 3 

billion years ago ( 1).

Mars today holds the equivalent of 30 m of 

water in polar ice ( 4)—this is how deep the 

water would be if it were spread uniformly 

over the surface. Climate modelers think 

Looking back at you. A selfie taken by NASA’s Curiosity rover. Whether the detected methane is from the rover 

itself or from the martian surface is not so clear.

Space Science and Astrobiology Division, NASA Ames 
Research Center, Mof ett Field, CA, USA. E-mail: 
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that all the polar water is exchangeable on 

10-million-year time scales in response to 

Mars’s Milankovich cycles ( 5). When D es-

cape is taken into account, the implication 

is that Mars had at least ~90 m of exchange-

able water at the time of the pond.

All this water will make many Mars sci-

entists happy, but there are consequences. 

Today, H escape is equivalent to the loss of 

~2 m of water per billion years, which is a lot 

less than ~60 m in 3 billion years. Faster H 

escape in the past, although not unexpected, 

needs to be balanced by an oxygen sink ( 6). 

Extreme oxidation is seen at the surface of 

Mars (for example, perchlorates), but there 

is no evidence that oxidation is deep enough 

and pervasive enough to accommodate all 

the oxygen from 60 m of water in the past 3 

billion years. Apparently most of the oxygen 

escaped with the hydrogen ( 6).

The saga of methane on Mars begins with 

its first discovery in 1969. That announce-

ment, based on a spectrum obtained 48 

hours earlier by Mariner 7, was greeted by a 

front-page story in the New York Times ( 7). 

The team soon realized that they had actu-

ally seen a forbidden band in frozen CO
2
. But 

the fascination with methane—the simplest, 

most stable, and most abundant organic 

molecule in the cosmos—has not gone away. 

Methane does not have a known chemical 

source in an atmosphere like Mars’s, and its 

lifetime [standard photochemistry predicts 

300 years ( 8)] is short enough that its pres-

ence in the atmosphere almost demands an 

exciting source. Pursuit has been vigorous, 

and there have been many subsequent dis-

coveries of variable credibility and consis-

tency ( 2). The reports describe an ephemeral 

gas with a lifetime of weeks or months rather 

than the expected 300 years, and the best of 

them describes phenomena seen only during 

the winter of 2003 ( 9). The reality of ephem-

eral methane has been contested nearly as 

vigorously ( 10,  11).

The TLS/SAM experiment was intended to 

resolve the matter by looking for a distinc-

tive pattern of spectral lines that uniquely 

identifies methane. The TLS looks at two 

slivers, one for the isotopes of H, C, and O, 

and the other for CH
4
. The good news is that 

a lot of methane is seen. The bad news is 

that little of the methane is martian. Most 

is in the antechamber to the sample cell and 

comes from several sources, known and un-

known, in the rover itself. Martian methane, 

when present, would be seen in the small 

difference between the signal obtained when 

there is martian air in the cell and the signal 

obtained when the cell is empty.

Figure 1 of Webster et al. chronicles the 

differences ( 2). At first, no martian methane 

was seen, both while the rover was awash in 

stowaway Florida air and then after the rover 

was evacuated. But later, as methane slowly 

built up again inside the rover [see column 

I, table S2, of the SM in ( 2)], methane ap-

peared in five of six samples of Mars’s air at 

levels on the order of 7 parts per billion by 

volume (ppbv). The statistics are marginal, 

but the measurements are self-consistent. 

After the fifth sighting, TLS/SAM performed 

the first of two higher-sensitivity enrichment 

experiments, only to find the methane nearly 

gone. A second enrichment experiment done 

3 months later gives a low but nonzero CH
4
 

abundance of 0.9 ppbv with better statistics. 

Although 0.9 ppbv may not seem like much, 

it is probably more than can be supplied in 

steady state by the degradation of incoming 

exogenic matter.

It is an intriguing story. William of Ock-

ham ( 12) would warn us to be wary of peeka-

boo methane when a known source—the 

rover—is so nearby. Because the concentra-

tion of methane inside the rover is approxi-

mately 1000 times as high as that in the 

martian air, it would not take much. But it 

would be a mistake to be too confident that 

the methane was never there. We know very 

little about Mars. The synchronous report 

that O
2
 is seasonally variable [from Chem-

cam, another Curiosity instrument ( 2)] sends 

a clear warning that theory may be missing 

something fundamental about Mars’s atmo-

sphere. Methane could be caught up in this.

There is no denying that Mars has been 

something of a disappointment ( 13), at least 

if one had been hoping for a second Earth. 

The disappointment of today may turn to the 

wonder of tomorrow when we come to see 

Mars as the unique world that it is.          ■
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          D
ifferent types of T lymphocytes play a 

key role in many immune responses, 

such as killing virally infected or 

cancerous cells directly, inducing 

high-affinity antibody responses in 

B cells, and increasing or decreasing 

responses from other immune cells. This 

multiplicity of roles may relate to their rec-

ognition properties, which are very difficult 

to evade. Moreover, cells are very diverse—

for CD4+ T cells alone, there are at least six 

distinct subtypes. This raises the question of 

just how these different T cells are produced. 

Early evidence indicated that the type of T 

cell that dominates the response was depen-

dent on the type of pathogen and route of 

entry ( 1,  2). However, over the past several 

years, more and more flexibility has been ob-

served in a T cell’s phenotype ( 3,  4). On page 

400 of this issue, Becattini et al. ( 5) show that 

this flexibility is more the rule rather than 

the exception.

Most T cells use antibody-like T cell recep-

tors (TCRs) on their cell surface to recognize 

degraded bits of proteins (peptides) or lipids 

that are bound to molecules of the major his-

tocompatibility complex (MHC) expressed on 

the surface of various cell types. These MHC 

molecules are much like the people in Hol-

lywood who go through the garbage cans of 

celebrities, looking for interesting bits of in-

formation to display to the tabloid press. But 

MHC molecules cannot tell whether the frag-

ments they bind are from endogenous pro-

teins of the cell; that is the job of T cells, with 

their diverse TCRs. The functional beauty of 

this system, and perhaps the reason for its 

centrality in so much of adaptive immunity, 

is that everything pertaining to a cell or a 

pathogen is eventually degraded, making it 

much harder for pathogens to evade detec-

tion. By contrast, antibodies must recognize 

intact antigens and thus are often diverted 

from the most important bits. In particular, 

MHC molecules bind small peptides—typi-

cally 8 to 10 amino acids—just enough infor-

mation to be fairly unique, making it easier 

Flexibility for 
specificity

By Mark M. Davis 

Human T cells show 
remarkable differentiation 
plasticity in responding to 
pathogens
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that all the polar water is exchangeable on 

10-million-year time scales in response to 

Mars’s Milankovich cycles ( 5). When D es-

cape is taken into account, the implication 

is that Mars had at least ~90 m of exchange-

able water at the time of the pond.

All this water will make many Mars sci-

entists happy, but there are consequences. 

Today, H escape is equivalent to the loss of 

~2 m of water per billion years, which is a lot 

less than ~60 m in 3 billion years. Faster H 

escape in the past, although not unexpected, 

needs to be balanced by an oxygen sink ( 6). 

Extreme oxidation is seen at the surface of 

Mars (for example, perchlorates), but there 

is no evidence that oxidation is deep enough 

and pervasive enough to accommodate all 

the oxygen from 60 m of water in the past 3 

billion years. Apparently most of the oxygen 

escaped with the hydrogen ( 6).

The saga of methane on Mars begins with 

its first discovery in 1969. That announce-

ment, based on a spectrum obtained 48 

hours earlier by Mariner 7, was greeted by a 

front-page story in the New York Times ( 7). 

The team soon realized that they had actu-

ally seen a forbidden band in frozen CO
2
. But 

the fascination with methane—the simplest, 

most stable, and most abundant organic 

molecule in the cosmos—has not gone away. 

Methane does not have a known chemical 

source in an atmosphere like Mars’s, and its 

lifetime [standard photochemistry predicts 

300 years ( 8)] is short enough that its pres-

ence in the atmosphere almost demands an 

exciting source. Pursuit has been vigorous, 

and there have been many subsequent dis-

coveries of variable credibility and consis-

tency ( 2). The reports describe an ephemeral 

gas with a lifetime of weeks or months rather 

than the expected 300 years, and the best of 

them describes phenomena seen only during 

the winter of 2003 ( 9). The reality of ephem-

eral methane has been contested nearly as 

vigorously ( 10,  11).

The TLS/SAM experiment was intended to 

resolve the matter by looking for a distinc-

tive pattern of spectral lines that uniquely 

identifies methane. The TLS looks at two 

slivers, one for the isotopes of H, C, and O, 

and the other for CH
4
. The good news is that 

a lot of methane is seen. The bad news is 

that little of the methane is martian. Most 

is in the antechamber to the sample cell and 

comes from several sources, known and un-

known, in the rover itself. Martian methane, 

when present, would be seen in the small 

difference between the signal obtained when 

there is martian air in the cell and the signal 

obtained when the cell is empty.

Figure 1 of Webster et al. chronicles the 

differences ( 2). At first, no martian methane 

was seen, both while the rover was awash in 

stowaway Florida air and then after the rover 

was evacuated. But later, as methane slowly 

built up again inside the rover [see column 

I, table S2, of the SM in ( 2)], methane ap-

peared in five of six samples of Mars’s air at 

levels on the order of 7 parts per billion by 

volume (ppbv). The statistics are marginal, 

but the measurements are self-consistent. 

After the fifth sighting, TLS/SAM performed 

the first of two higher-sensitivity enrichment 

experiments, only to find the methane nearly 

gone. A second enrichment experiment done 

3 months later gives a low but nonzero CH
4
 

abundance of 0.9 ppbv with better statistics. 

Although 0.9 ppbv may not seem like much, 

it is probably more than can be supplied in 

steady state by the degradation of incoming 

exogenic matter.

It is an intriguing story. William of Ock-

ham ( 12) would warn us to be wary of peeka-

boo methane when a known source—the 

rover—is so nearby. Because the concentra-

tion of methane inside the rover is approxi-

mately 1000 times as high as that in the 

martian air, it would not take much. But it 

would be a mistake to be too confident that 

the methane was never there. We know very 

little about Mars. The synchronous report 

that O
2
 is seasonally variable [from Chem-

cam, another Curiosity instrument ( 2)] sends 

a clear warning that theory may be missing 

something fundamental about Mars’s atmo-

sphere. Methane could be caught up in this.

There is no denying that Mars has been 

something of a disappointment ( 13), at least 

if one had been hoping for a second Earth. 

The disappointment of today may turn to the 

wonder of tomorrow when we come to see 

Mars as the unique world that it is.          ■
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          D
ifferent types of T lymphocytes play a 

key role in many immune responses, 

such as killing virally infected or 

cancerous cells directly, inducing 

high-affinity antibody responses in 

B cells, and increasing or decreasing 

responses from other immune cells. This 

multiplicity of roles may relate to their rec-

ognition properties, which are very difficult 

to evade. Moreover, cells are very diverse—

for CD4+ T cells alone, there are at least six 

distinct subtypes. This raises the question of 

just how these different T cells are produced. 

Early evidence indicated that the type of T 

cell that dominates the response was depen-

dent on the type of pathogen and route of 

entry ( 1,  2). However, over the past several 

years, more and more flexibility has been ob-

served in a T cell’s phenotype ( 3,  4). On page 

400 of this issue, Becattini et al. ( 5) show that 

this flexibility is more the rule rather than 

the exception.

Most T cells use antibody-like T cell recep-

tors (TCRs) on their cell surface to recognize 

degraded bits of proteins (peptides) or lipids 

that are bound to molecules of the major his-

tocompatibility complex (MHC) expressed on 

the surface of various cell types. These MHC 

molecules are much like the people in Hol-

lywood who go through the garbage cans of 

celebrities, looking for interesting bits of in-

formation to display to the tabloid press. But 

MHC molecules cannot tell whether the frag-

ments they bind are from endogenous pro-

teins of the cell; that is the job of T cells, with 

their diverse TCRs. The functional beauty of 

this system, and perhaps the reason for its 

centrality in so much of adaptive immunity, 

is that everything pertaining to a cell or a 

pathogen is eventually degraded, making it 

much harder for pathogens to evade detec-

tion. By contrast, antibodies must recognize 

intact antigens and thus are often diverted 

from the most important bits. In particular, 

MHC molecules bind small peptides—typi-

cally 8 to 10 amino acids—just enough infor-

mation to be fairly unique, making it easier 
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for T cells to discern what belongs in the 

body (“self”) and what doesn’t. Although this 

rationale is somewhat speculative, the diver-

sity of T cell types is very clear.

Becattini et al. used two pathogens (Can-

dida albicans and Mycobacterium tuber-

culosis) and a protein (tetanus toxin with 

the adjuvant alum) to show that a variety 

of different T cell types can be derived from 

a single initial T cell clone. Because TCRs 

do not mutate, unlike antibody genes, it is 

relatively easy to follow a particular T cell 

clone through its various divisions, and (in 

this case) the different functional properties 

of the daughter clones, just by sequencing 

the TCRs expressed by the clonal population 

and correlating sequences with phenotypic 

information.

Becattini et al. focused on four CD4+ T cell 

types: T helper 1 (T
H
1) cells, which produce 

the cytokine interferon IFN-γ to combat in-

tracellular bacteria and viruses and activate 

macrophages; T
H
2 cells, which make inter-

leukins IL-4, IL-5, and IL-13 and help control 

parasites and activate eosinophils; a recently 

discovered T
H
1* type (also known as T

H
1/17) 

that makes some IL-17 in addition to IFN-γ ; 
and T

H
17 cells, which produce IL-17 and IL-

22, mobilize neutrophils, and combat fungi 

and extracellular bacteria. The authors took 

peripheral blood cells from up to five human 

donors, loaded them with carboxyfluores-

cein succinimidyl ester (CFSE, a fluorescent 

dye that allows one to track the number of 

cell divisions), and stimulated the cells with 

the fungus C. albicans. Memory T cells were 

recovered in bulk or isolated from each of the 

four different T cell populations surveyed, 

with the criterion of low CFSE staining to 

collect only those T cells that had divided in 

response to the pathogen. The TCRβ chains 

were then sequenced in bulk for each popu-

lation, using high-throughput techniques. As 

expected for this pathogen, T
H
17 cells were 

the most common, but T
H
1* cells also were 

abundant. Surprisingly, all four cell types 

were represented and were relatively equally 

diverse (595 to 976 unique TCRβ sequences 

in each population), indicating that at least 

initially, T cells of all predispositions were 

drawn upon. Most important, there was 

widespread sharing of TCRβ sequences in 

the different populations; in some cases, the 

same sequence occurred in all four T cell 

types. Subsequently, T cell cloning (deriving 

a population of T cells from a single member 

of each T cell population) confirmed these 

results (each cloned population had a T
H
1, 

T
H
2, T

H
1*, or T

H
17 phenotype), as did deter-

mining that the same TCR sequences were 

present in the TCRs across these different 

cloned T cell populations. The same bulk ap-

proach was also used to analyze responses 

to M. tuberculosis and tetanus toxin, the 

former an intracellular mycobacterium and 

the latter a single protein. In the case of M. 

tuberculosis, the data were similar with re-

spect to the initial diversity of the different 

TCR repertoires, but there was much less 

sharing of sequences between T cell types. 

For tetanus toxin, there was widespread 

sharing of TCR sequences, even more than 

observed with C. albicans.

The extensive analysis of three different 

antigens makes a strong case that the recruit-

ment of at least these types of CD4+ T cells 

is relatively random at first, but that spe-

cific functional cells can be expanded pref-

erentially by some process of selection and 

interaction with the pathogen or antigenic 

challenge (see the figure). That this principle 

is likely to extend to other CD4+ T cell types 

and CD8+ T cells is suggested by an earlier 

study that showed CD8+ T cells specific for 

a particular viral epitope could express more 

than 100 different combinations of cytokines 

or chemokines ( 6). Although the study did 

not involve TCR sequencing, it does show 

that T cell responses can be much more di-

verse functionally than previously thought.

A question yet to be explored concerns 

how particular types of T cells are favored by 

pathogens (or by adjuvants, as is likely the 

case with the tetanus toxin exposure). Know-

ing the answer could help in the design of 

vaccines that boost the types of T cells that 

can do the most good. Another question is 

how flexible these T cell responses are: How 

likely are they to change with time, and un-

der what influences? Data show that there 

is a delicate balance that can tip back and 

forth between T
H
1- and T

H
2-type cells ( 7). 

Other results show changes in the cytokine 

secretion of single CD4+ T cells with time ( 8). 

And there is improved technology for deriv-

ing both TCR sequences and phenotypic 

information from single T cells ( 9), which 

will make studies like this much easier, and 

perhaps unravel even further the degree of 

heterogeneity in T cell responses to infection 

and vaccines.        ■   
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          T
he drug resistance specter looms over 

most infectious diseases. Malaria pro-

vides a particularly urgent example of 

increasing resistance and treatment 

failure. In the past decade, artemisinin 

combination therapies (ACTs) have 

contributed to impressive reductions in ma-

laria morbidity and mortality ( 1). However, 

in 2009, Dondorp et al. found that when 

patients in western Cambodia infected with 

Plasmodium falciparum (the deadliest form 

of malaria) were treated with ACTs, they took 

longer than normal to clear their parasites. It 

is the artemisinin component that normally 

clears parasites quickly, and the authors 

therefore concluded that this component of 

the ACT was compromised ( 2). Slow-clearing 

parasites were also found in western Thai-

land and other parts of Cambodia (see the 

first figure) ( 3,  4). Two reports in this issue, 

by Mok et al. (page 431) ( 5) and Straimer et 

al. (page 428) ( 6), apply specialized tech-

niques to better understand the mechanisms 

that underlie this resistance to artemisinins.

It is difficult and time-consuming to mea-

sure the speed of parasite clearance in pa-

tients. Collaborative efforts were therefore 

launched to define genetic changes that 

might quickly identify the resistant parasites. 

Studies focused on parasites from Cambodia 

found a number of broad genomic regions 

that seemed like good candidates for such 

molecular markers of resistance. Building 

on the work of an international consortium 

( 7), Ariey et al. identified Kelch 13 (K13) as a 

gene strongly correlated with the slow-clear-

ance phenotype in parasites from western 

Cambodia ( 8).

A molecular marker of resistance is usu-

ally defined by a simple, consistent pattern 

of genetic changes called single nucleotide 

polymorphisms (SNPs), but K13 is differ-

ent. Studies in western Cambodia found 

that each slow-clearing parasite contained 

one of 15 different mutations that change a 

single amino acid in the “propeller region” 

of the K13 protein. As the geographic range 

of studies widened, more alleles have been 

discovered, further increasing the inventory 

of new mutations in the Mekong region ( 9, 

 10). Even more worrisome, new populations 

of resistant parasites have emerged inde-

pendently in Myanmar ( 10). It appears that 

the slow-clearing phenotype is spreading in 

the Mekong region, not because all parasites 

carry a single, highly resistant K13 mutant 

but mainly because a wide variety of K13 mu-

tants are emerging independently.

Resistance to earlier antimalarial drugs 

spread from the Mekong region to Africa 

( 11). To investigate whether artemisinin re-

sistance had spread already, two groups as-

sessed ~2000 parasite isolates from 25 sites 

across Africa (see the second figure) ( 12,  13). 

They identified 20 additional K13 alleles. 

Most were rare (1 to 3% of the population); a 

few were shared among distant African sites, 

but most were observed in only one location. 

This observation raised an important ques-

tion: Does artemisinin resistance already 

have a toehold in Africa, or are other changes 

in parasites also required?

The two reports in this issue help to clar-

ify some aspects of this muddy situation. 

Straimer et al. used zinc-finger nucleases to 

change single SNPs and thereby create or 

revert K13 propeller mutants in cultured 

malaria parasites. They adapted a recently 

developed laboratory method ( 7) to test the 

artemisinin sensitivity of the modified par-

asites and found that when a resistant K13 

mutation was repaired to wild type in Cam-

bodian parasites, artemisinin resistance was 

lost. Conversely, conversion of a wild-type 

K13 gene to a propeller mutant rendered 

drug-sensitive lines more resistant to arte-

misinin treatment. This approach provides 

a laboratory test to determine whether K13 

mutants like those seen in Africa can alone 

confer artemisinin resistance in a parasite.

In other organisms, the Kelch proteins of-

ten act as interaction hubs that bind other 

proteins involved in a network of stress re-

sponses ( 8). Different K13 propeller mutants 

confer slow clearance on Mekong parasites 

( 8– 10), but supporting changes in stress re-

sponses might also be needed to render the 

parasites fully resistant to artemisinin. If 

so, the slow-clearing parasites should share 

other parts of their genome, even when they 

carry different K13 alleles. In fact, earlier ge-

nome-wide analyses found multiple genetic 

regions common to the slow-clearing para-

sites, which did not all carry the same K13 
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allele [see references in ( 8)].

The results of Straimer et al. offer direct 

support for this “permissive genome” idea. 

The authors used the new method to test the 

same Mekong-derived K13 alleles in cultured 

parasites from various geographic regions. 

They found that Mekong-derived parasites 

survived artemisinin treatment better than 

those from Africa, even when both were en-

gineered to carry the same allele of K13.

Mok et al. address the question of whether 

other genes are also required to allow K13 

mutant parasites to survive artemisinin ex-

posure. Malaria parasites are unusual be-

cause their genes are transcribed in a set 

temporal pattern during the 72-hour cell 

cycle of P. falciparum. Using that metric, the 

authors identified three different patterns of 

transcription; these patterns correlated with 

progression through the cell cycle. One tran-

scription pattern correlated with slow clear-

ance and with delayed development early in 

the growth cycle. Given that artemisinins are 

metabolized in a few hours, this early delay 

could protect the resistant parasites during 

that brief, critical period ( 14).

The authors then measured the mRNA 

expression of genes during this early stage, 

comparing individual parasites from differ-

ent geographic regions, and again related 

expression levels to their clearance pheno-

type. Genes involved in the oxidative stress 

response were prominent among those dif-

ferentially expressed in slow- and fast-clear-

ing parasites, providing strong evidence that 

genes in these networks are involved in the 

artemisinin response.

These findings suggest that the diverse 

mutations that have been observed in K13 

may each diminish the capacity of the pro-

tein to function as a binding partner for 

proteins in the stress response network ( 8). 

Changes in expression of those stress pro-

teins could compensate for the reduced K13 

function and protect the parasites against 

artemisinin challenge.

Generally, drug resistance is tracked by 

identifying a few SNPs that uniquely iden-

tify resistant pathogens. The diversity of K13 

mutant alleles found in slow-clearing para-

sites does not conform to that simple model. 

Even more puzzling, the slow-clearing phe-

notype is spreading in the Mekong region, 

not because a highly resistant parasite is 

spreading under selection but mainly due to 

the independent emergence of a wide vari-

ety of K13 mutants. Even more alleles of K13 

have emerged in African parasites, but it is 

not clear whether a K13 mutation alone is 

enough to render an African parasite arte-

misinin-resistant or whether other genetic 

changes are also required.

The knowledge that—as Straimer et al. 

show—a parasite carrying a K13 propel-

ler mutant is protected against artemisinin 

in the laboratory allows novel K13 alleles 

identified only by molecular methods to be 

tested in that assay. If African parasites lack 

“permissive genomes,” the presence of a K13 

mutant allele alone may not (yet) signal ar-

temisinin resistance. African and Southeast 

Asian parasite genomes differ markedly, 

and identifying differences in the families 

of genes that respond to oxidative stress 

could thus help to find the full complement 

of genes required to confer artemisinin 

resistance.

Artemisinin resistance in the Mekong 

is now well established ( 9,  10). Eliminating 

those resistant parasites before they spread 

more widely is crucial ( 3). The insights in 

the two reports in this issue ( 4,  5) provide a 

basis for a clearer definition of a molecular 

signature. These markers can then be used to 

detect new foci of artemisinin-resistant para-

sites at the earliest possible time, and allow 

appropriate responses to be mobilized.        ■     
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           I
n advance of a critical Framework Con-

vention on Tobacco Control (FCTC) held 

in October 2014, two groups of scientists 

and public health experts launched a 

global battle royal over electronic ciga-

rettes—devices that heat liquid nicotine 

but involve no tobacco.

Leaked documents appearing in the late 

spring indicated that the World Health Or-

ganization (WHO) was preparing to take an 

uncompromising stance against 

e-cigarettes at the FCTC meet-

ing, treating them as a threat 

equal to tobacco cigarettes. This set the 

stage for 53 researchers from 18 

nations, dominated by the United 

Kingdom, United States, and Aus-

tralia, to send an urgent appeal 

to Dr. Margaret Chan, Director-

General of WHO, on 26 May 2014. 

It was critical, they argued, to 

remain open to evidence regard-

ing “low-risk noncombustible 

nicotine or tobacco products that 

may become viable alternatives to 

smoking in the future” as a poten-

tial harm-reduction strategy ( 1). 

There was “no evidence at pres-

ent of material risk to health from 

vapour emitted from e-cigarettes” 

nor “credible evidence” that e-cig-

arettes would serve as a gateway 

to tobacco smoking. “We hope,” concluded 

the letter that “WHO will be in the vanguard 

of science-based, effective and ethical to-

bacco policy, embracing harm reduction.”

Three weeks later, on 16 June 2014, a re-

sponse was sent to Dr. Chan, organized by 

American researcher Dr. Stanton Glantz 

( 1) and cosigned by 129 experts from more 

than 24 countries. E-cigarettes, the letter 

stated, were little more than a Trojan horse 

promoted by an industry bent only on “in-

creasing profits” through “predatory” prac-

tices. The first letter to Chan, it charged, 

had made assertions about marketing, emis-

sions, and harms that were “either contra-

dicted by available evidence or for which no 

evidence is currently available.” Indeed, the 

letter warned, the harm-reduction advocates 

had not cited “a single scientific study” ( 1). 

Charges and countercharges continued.

How can two groups, both of which seek 

to reduce the terrible burden of morbidity 

and mortality attributable to smoking, both 

of whom embrace the centrality of evidence-

based policy, come to such different conclu-

sions? To be sure, the strength of the current 

evidence and the basic soundness and logic 

of extrapolation based on that evidence are 

central. It may be years before these disagree-

ments over the evidence—which involve pro-

found contention over whether e-cigarettes 

will serve as “gateway” drugs, particularly 

for youth; whether “dual” use with tobacco 

cigarettes will undercut any morbidity and 

mortality benefits; and whether this poten-

tially disruptive technology will prove to be 

an effective cessation tool—will be resolved.

But it is not evidence alone that accounts 

for this pitched battle. The opposing letters 

reflect very different understandings of what 

the protection of public health requires. 

Those who called upon WHO to remain open 

to the possibility that e-cigarettes could re-

duce the toll of smoking explicitly embraced 

harm reduction as an organizing principle. 

In contrast, the judgments of the second let-

ter, while focused primarily on the science, 

were shaped implicitly by a precautionary 

impulse.

HARM REDUCTION AND PRECAUTION.

arm reduction—an approach that embraces 

a posture of pragmatism and accepts that 

people will use drugs—has explicitly in-

formed the position of those open to the use 

of e-cigarettes as a means to limit the toll of 

smoking-related morbidity and mortality ( 1). 

Some advocates argue that elimination of 

a habit like smoking should always be the 

goal; others maintain that risk minimization 

is sufficient ( 2). But regardless of how advo-

cates position themselves on the question of 

cessation, the bar that must be met is not 

whether an alternative carries any risk, but 

whether there is enough evidence to suggest 

that the risks are less consequential than 

those of the behaviors in question. From this 

perspective, even uncertain evidence justi-

fies action when the status quo—in the case 

of smoking, a projected one-billion deaths 

this century if left unchecked—is 

sufficiently threatening. Harm re-

duction requires that every piece 

of evidence be viewed against 

this deadly backdrop, including 

the harms of limiting or denying 

access to alternatives to tobacco 

cigarettes.

A very different approach in-

forms those who want to ban or 

impose severe restrictions on e-

cigarettes. For tobacco-control 

advocates taking a precautionary 

stance, those who would accept 

lesser harms are being duped by 

the industry, serving as little more 

than “naïve” pawns in a grand 

scheme to take back lost ground 

in the long battle over smoking ( 3). Given 

the long history of tobacco industry decep-

tion, such advocates assert that there can 

be no room for compromise when it comes 

to a product in which Big Tobacco has any 

interest.

This position echoes the Wingspread 

Statement of 1998, one of the foundational 

documents in the history of precautionary 

thinking: “When an activity raises threats of 

harm to human health or the environment, 

precautionary measures should be taken 

even if some cause and effect relationships 

are not fully established scientifically” ( 4). 

The Wingspread authors were particularly 

concerned that assessment of risks be con-

ducted in advance of allowing the introduc-

tion of new products or practices. This, of 

course, is the logic that supports the system 

of drug regulation in Europe and the United 

States, which requires that products be 

Smoke and fire over e-cigarettes
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proven “safe and effective”—not in absolute 

terms, but, as in the case of harm reduction, 

in a kind of risk-risk calculus—before being 

allowed onto the market. Nicotine replace-

ment therapies—such as the patch and nico-

tine gum, for which the field has accepted 

the potential risks of long-term use—are 

tolerable given the consequences of smoking 

and comfortably fit within this model.

There are multiple understandings of the 

Precautionary Principle, some of which ac-

knowledge the necessity of trade-offs and 

risk-benefit analysis. Other versions find 

the very notion of trade-offs morally of-

fensive ( 5,  6). The question is, then, which 

version of the Precautionary Principle is at 

issue here?

In its strictest interpretation—sometimes 

called “deep green” precaution, reflecting 

the concept’s roots in environmental protec-

tion—the principle holds that any suspicion 

of harm should be sufficient to trigger prohi-

bition, even “in the absence of any scientific 

evidence” and “without regard to cost” ( 6,  7). 

Deep green precaution has the virtue of con-

sistency, demanding and prohibiting certain 

courses of action when evidence is contested 

or unavailable. In the recent clash, the fierc-

est opposition to e-cigarettes has reflected a 

logic resembling a “deep green” version of 

the Precautionary Principle. Opponents of 

this perspective, most notably Cass Sunstein, 

have referred to the Precautionary Principle 

as the “paralysis principle” ( 8), arguing that 

it substitutes intuitive fear for scientific proof 

and that its hostility to cost-benefit analysis 

would impose regulatory standards that, in 

the end, would be both socially costly and 

harmful. Indeed, in 2000, the European 

Commission offered guidelines that clearly 

sought to address the “mixed, and some-

times contradictory views” on precaution. 

What was essential in confronting risk, the 

guidelines stated, was “finding the correct 

balance” as a way to “avoid unwarranted re-

course to the precautionary principle, as a 

disguised form of protectionism” ( 9).

Not all the supporters of a precaution-

ary approach embrace an uncompromising 

conception of precaution. For example, the 

economist Frank Chalupka [who signed a 

letter from the opponents of harm reduc-

tion] maintains that his views are best re-

flected in the “middle ground” American 

Heart Association guidelines on e-cigarettes 

that he coauthored. This policy statement of-

fers a nuanced view of the evidence ( 10) and 

suggests a balanced regulatory approach, 

much like that being vetted by the U.S. Food 

and Drug Administration (FDA), which ac-

knowledges scientific uncertainty and tries 

to draft a flexible framework with the capac-

ity to add regulation over time, in response 

to emerging evidence.

Like their harm reduction counterparts, 

those committed to precaution have been 

open about the role that values play in their 

judgments. Stanton Glantz, one of the chief 

antagonists of e-cigarettes, brings to the de-

bate an intimate, unparalleled knowledge of 

tobacco industry documents that leaves no 

room for illusions about deception on the 

part of the tobacco companies. For Glantz 

and other signatories of the second letter to 

Dr. Chan, the “fundamental and irreconcil-

able conflict of interest” between tobacco 

and public health demands an unyielding 

stance ( 1). What such a strong position does 

not acknowledge is that this perspective also 

entails a cost: It only recognizes the poten-

tial benefits of erecting barriers to e-ciga-

rettes without considering the potential toll 

measured by lives lost to combustible prod-

ucts. In a world of multiple risks, argues Jon-

athan Weiner, “precaution against one risk 

may induce other countervailing risks” and 

their associated burdens ( 5). Dr. Kenneth 

Warner, a signatory of the harm-reduction 

letter, argued in the 1990s, that it is critical 

to “recognize that what divides us are those 

judgments about trade-offs” ( 11).

CONCLUSION. Harm-reduction advocates, 

although not surprised, were bitterly disap-

pointed, after the October 2014 FCTC meet-

ing in Moscow, when WHO called on nation 

states to adopt very restrictive precaution-

ary measures, urging that countries con-

sider prohibiting e-cigarettes and banning 

advertising ( 12). Very different has been the 

response to the first Cochrane Review on e-

cigarettes published on 17 December 2014. 

Although noting the need for more research, 

the review concluded that current evidence 

underscores the potential of e-cigarettes as 

cessation tools. Said one of the study’s au-

thors, “None of the studies in this review 

found that smokers who used electronic 

cigarettes short-term (2 years or less) had 

an increased health risk compared to smok-

ers who did not use electronic cigarettes. We 

did not find any evidence from observational 

studies that people who used electronic ciga-

rettes at the same time as using regular ciga-

rettes were less likely to quit smoking” ( 13).

The clash between harm reduction and 

precaution is not limited to e-cigarettes. The 

comment period on Swedish Match’s appli-

cation to the FDA for Snus to be regarded 

as a Modified-Risk Tobacco Product (MRTP) 

remains open until 23 February 2015 ( 14). 

The current battle lines for this smokeless 

tobacco product are very much marked by 

the two letters to Dr. Chan over the summer. 

Warning labels on Snus and other smokeless 

tobacco products currently hew to precau-

tionary syntax, stressing, “This product is 

not a safe alternative to cigarettes.” Variants 

warn of gum disease, tooth loss, and oral 

cancer. If this first MRTP application is suc-

cessful, the language of harm reduction with 

its emphasis on making clear both risks and 

benefits would prevail, with revised labels 

reading “No tobacco product is safe, but this 

product presents substantially lower risks to 

health than cigarettes” ( 15).

Ultimately, decisions about how to pro-

ceed will be made in the face of evolving evi-

dence and the undeniable burden imposed 

by tobacco cigarettes. Decision-making may 

draw on elements of both precautionary 

thinking and harm reduction, but weighing 

the risks and benefits is unavoidable. It is 

imperative to recognize that deep precau-

tion precludes that possibility. It has served 

as a kind of trump argument, hostile to the 

notion of trade-offs, seeing in them perilous 

compromise. Such a posture does not serve 

either science or policy well.
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           B
razil’s Soy Moratorium (SoyM) was 

the first voluntary zero-deforestation 

agreement implemented in the tropics 

and set the stage for supply-chain gov-

ernance of other commodities, such 

as beef and palm oil [supplementary 

material (SM)]. In response to pressure from 

retailers and nongovernmental organizations 

(NGOs), major soybean traders signed the 

SoyM, agreeing not to purchase soy grown 

on lands deforested after July 2006 in the 

Brazilian Amazon. The soy industry recently 

extended the SoyM to May 2016, 

by which time they assert that 

Brazil’s environmental gover-

nance, such as the increased enforcement 

and national implementation of the Rural 

Environmental Registry of private properties 

(Portuguese acronym CAR) mandated by the 

Forest Code (FC) ( 1), will be robust enough 

to justify ending the agreement ( 2). We argue 

that a longer-term commitment is needed 

to help maintain deforestation-free soy sup-

ply chains, as full compliance and enforce-

ment of these regulations is likely years away. 

Ending the SoyM prematurely would risk a 

return to deforestation for soy expansion at 

a time when companies are committing to 

zero-deforestation supply chains ( 3).

Between 2001 and 2006, soybean fields 

expanded by one million hectares (Mha) in 

the Amazon biome, and direct conversion of 

forests for soy production contributed to re-

cord deforestation rates ( 4– 6). Farms violat-

ing the SoyM were identified using a satellite 

and airborne monitoring system—developed 

by industry, NGOs, and government part-

ners—and were blocked from selling to SoyM 

signatories. Monitoring data confirm high 

compliance with the SoyM ( 6).

ESTIMATING IMPACTS. In the 2 years pre-

ceding the agreement, nearly 30% of soy 

expansion occurred through deforestation 

rather than by replacement of pasture or 

other previously cleared lands. After the 

SoyM, deforestation for soy dramatically de-

creased, falling to only ~1% of expansion in 

the Amazon biome by 2014 (see the chart) 

(SM, table S1) ( 6). Soy increased by 1.3 Mha 

in the Amazon biome during this period ( 5).

In the Cerrado biome, where the SoyM 

does not apply, the annual rate of soy expan-

sion into native vegetation remained sizable, 

ranging from 11 to 23% during 2007–2013 

(SM, table S2). In Brazil’s newest agricultural 

hotspot—the eastern Cerrado region in the 

states of Maranhão, Piauí, Tocantins, and Ba-

hia (Mapitoba)—nearly 40% of total soy ex-

pansion (2007–2013) occurred at the expense 

of native vegetation (table S3). About half of 

the Cerrado biome has been converted for 

agricultural production in recent decades, 

and these woodlands and savannas have less 

protection than Amazon forests under envi-

ronmental laws ( 7). Further study is needed 

to assess potential leakage into the Cerrado 

and other countries and to quantify the 

avoided deforestation from the SoyM.

PROPERTY REGISTRATION. The CAR pro-

vides the first transparent mechanism to 

evaluate compliance with the FC and other 

regulations by linking a responsible land-

holder to land use on a particular property. 

All rural properties across Brazil are required 

to obtain the CAR by May 2016, although de-

lays are expected, given the formidable task 

of demarcating more than 5 million proper-

ties. In Pará and Mato Grosso, the two states 

with the highest CAR participation, more 

than 65% and 48% of the agricultural land, 

respectively, is registered (SM).

Property registration alone, however, does 

not safeguard forests ( 8,  9). In 2014, for ex-

ample, nearly 25% of Amazon deforestation 

in Mato Grosso and 32% in Pará occurred 

within registered properties ( 10) (SM). In 

both states, nearly half of this clearing oc-

curred in the Legal Reserve (LR) areas desig-

nated as set-asides required by the FC. Most 

of this clearing was illegal; few registered 

properties with deforestation in Mato Grosso 

(9%) or Pará (4%) had the ≥80% forest cover 

mandated by the FC (SM).

Comparing property-level compliance with 

the SoyM and the FC illustrates the relative 

response by soy farmers. In Mato Grosso, 

which accounts for 85% of the soy produced 

Brazil’s Soy Moratorium

By H. K. Gibbs 1 *, L. Rausch 1, J. Munger 1, 

I. Schelly 1, D. C. Morton 2, P. Noojipady 3 ,4, 
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Supply-chain governance is needed to avoid deforestation
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in the Amazon biome, mapped farms with 

≥25 ha of soy violated the FC, even while 

complying with the SoyM (table S4). Only 2% 

of mapped soy farms in Mato Grosso had suf-

ficient LRs, making almost all deforestation 

illegal (table S5). At least 627 soy properties 

in Mato Grosso violated the FC and cleared 

forest illegally during the SoyM. Yet only 115 

properties were excluded by soy traders for 

SoyM violations ( 2). This discrepancy can oc-

cur because the SoyM regulates only the por-

tion of the property where soy is grown—not 

the entire property. The larger number of FC 

violations suggests that producers are more 

likely to comply with the SoyM.

LIMITED FEDERAL ENFORCEMENT. With-

out the SoyM, federal enforcement mecha-

nisms would be the primary intervention 

against deforestation in the soy supply 

chain. Brazil’s environmental protection 

agency, IBAMA, uses satellite data and field 

visits to issue fines and embargo economic 

activities on rural properties with illegal de-

forestation. The number of properties listed 

as embargoed more than tripled in the last 5 

years (SM). However, thousands of defores-

tation events occur in the Brazilian Amazon 

each year across an area spanning 550 Mha, 

which makes it difficult to achieve enforce-

ment ( 11). As of May 2014, roughly half of 

the registered properties with deforestation 

≥25 ha, 2009–2013, were not embargoed 

(tables S6 and S7). Most of this deforesta-

tion was illegal. Government monitoring 

of embargoed properties is limited; in the 

embargoed list, for more than half of regis-

tered properties with embargoes, producer 

identification was inconsistent with the 

CAR system. Production could continue in 

embargoed areas and be transferred to an-

other nonembargoed property or farmer for 

sale (“laundering”). Producer information 

was inconsistent between the embargoed 

list and the CAR system for more than half 

of the registered properties with embargoes. 

Soy traders and others use the CAR to check 

for embargoes; inconsistent information 

makes it difficult to avoid transactions with 

embargoed properties (SM).

Federal enforcement mechanisms are 

unlikely to be an effective substitute for the 

SoyM in the near term, because there is no 

simple way to identify properties that are in 

compliance with the FC. Recent changes to 

the FC have created the forest certificate (Por-

tuguese acronym, CRA)–trading schemes, 

which allow landholders to purchase CRA 

from other properties and compensate for 

LR deficits accrued from illegal deforestation 

before 2008 ( 1). A system is not yet in place to 

monitor this off-property LR compensation. 

Enforcement is more straightforward under 

the SoyM, because all clearing for soy is pro-

hibited. Of the existing policy and enforce-

ment regimes, only the SoyM allows buyers 

to ensure deforestation-free supply chains 

over the next several years. Over the long 

term, elements of the SoyM and FC moni-

toring systems could be combined to satisfy 

market demands for information. However, 

even with eventual full compliance under the 

FC, legal deforestation could enter the soy 

supply chain without the SoyM ( 1).

VULNERABLE CERRADO. In the Amazon 

biome, there are an estimated 14.2 Mha of 

unprotected tropical forest considered suit-

able for soy production, and up to 2 Mha 

of this forest could be cleared legally under 

the FC (SM and fig S3). These forests would 

be vulnerable to soy expansion without the 

SoyM. However, the bank of eligible, previ-

ously cleared land suitable for soy produc-

tion is more than six times the area planted 

in 2014 indicating the expansion is possible 

under the SoyM (table S8) ( 12).

More than 20 Mha of natural vegetation 

in the Cerrado are considered suitable for 

soy expansion, and up to 11 Mha of these 

lands could be legally converted under the 

FC. Large areas of cleared lands suitable 

for soy (42.5 Mha) also exist in the Cerrado, 

enough to triple current soy production, but 

these lands are not located in the regions 

with the most rapid recent expansion of 

soy into native vegetation. In the Mapitoba 

region, for example, there are fewer than 2 

Mha of cleared lands considered suitable for 

soy production (fig. S3). If large-scale soy ex-

pansion continues in Mapitoba, remaining 

natural vegetation could be highly suscep-

tible to soy conversion without additional 

safeguards. Expanding the SoyM could re-

duce the ongoing direct conversion of cer-

rado vegetation to soy.

By prohibiting new deforestation, the 

SoyM incentivizes soy expansion into al-

ready-cleared areas, which may displace 

pastures and could indirectly lead to more 

deforestation. Zero-deforestation agree-

ments in the cattle sector, together with na-

tional and municipal policies, may partially 

mitigate the risk of this indirect deforesta-

tion ( 11). Ongoing efforts to increase pro-

duction on existing pasturelands could free 

additional areas for production ( 13).

CONCLUSIONS. Since the SoyM’s inception 

in 2006, only a small area of soy expansion 

in the Brazilian Amazon occurred in newly 

deforested areas. Soy farmers are about five 

times as likely to have violated the FC as the 

SoyM (115 versus 627 violations) (SM). The 

success of the SoyM is due to an array of fac-

tors, including (i) a limited number of soy 

buyers that exert considerable control over 

soy purchase and finance; (ii) simple re-

quirements for compliance; (iii) streamlined 

and transparent monitoring and enforce-

ment systems; (iv) simultaneous efforts by 

the Brazilian government to reduce defores-

tation; and (v) active participation by NGOs 

and government agencies ( 14). Monitoring 

and compliance mechanisms established by 

the SoyM offer a model for expanding sup-

ply-chain governance to other soy-producing 

regions and commodities.

We argue that the CAR and FC are not yet 

sufficient replacements and are unlikely to 

be fully implemented when the SoyM ex-

pires in 2016. Instead, the SoyM should be 

further extended and strengthened in the 

Amazon biome through expanded monitor-

ing and exclusion of all deforestation on 

soy-producing properties, including small 

clearings and those located in indigenous 

lands and rural settlements, where soy pro-

duction is expanding (SM). The SoyM should 

also be expanded to include the Cerrado bi-

ome to reduce conversion of remaining na-

tive vegetation.
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lthough the Bible depicts us as origi-

nal sinners, and biology has for the 

longest time maintained that genuine 

altruism is an illusion, we are now 

seeing a sea change in ideas about 

what is called human “goodness.” 

Science is increasingly looking at the pro-

social side of human behavior, realizing 

that it must be more than a product of 

education, culture, and religion. Instead of 

a thin veneer that we risk losing at any mo-

ment, it seems that the seeds of morality 

may be contained in human nature. 

As moral tendencies have been docu-

mented in human babies as well as our pri-

mate relatives, they don’t seem to require 

language or religious dogma. Now, Donald 

W. Pfaff, an eminent American neuroscien-

tist, has come along to place them squarely 

inside of our brains. Written in a highly 

readable style, The Altruistic Brain sum-

marizes the current state of knowledge 

in the field and offers an excellent start-

ing point for readers who are interested in 

learning more about the biology and neu-

roscience of human prosociality.

Pfaff reviews the dramatic increase in 

knowledge in this area over the past few 

decades, citing a range of biological and 

psychological studies on topics ranging 

from mirror neurons and perception-action 

mechanisms to oxytocin, empathy, and the 

internal rewards associated with doing good. 

Collectively, these data suggest that there are 

biological mechanisms that draw us into the 

sphere of others (i.e., promote empathy) by 

blurring the lines of identity. Pfaff argues 

that our ability to see others as ourselves ex-

plains altruistic behavior from maternal care 

to the heroism of firefighters during 9/11.

It was not so long ago that prominent 

neuroscientists, such as John Eccles, felt 

the need to invoke God to explain how our 

brains can produce altruistic tendencies (1). 

Others, including V. S. Ramachandran, have 

used the existence of human altruism as 

evidence that we are somehow special, set 

apart from other creatures and not “mere 

ape[s]” (2). Pfaff rejects these attempts to 

disconnect the human brain from the long 

evolution that preceded it. Instead, he rec-

ognizes that our brains are not that differ-

ent from the brains of other mammals and 

that social attachment—which is at the root 

of empathy and prosociality—functions es-

sentially the same in species from rodents 

to the higher primates.

The book also rightly emphasizes ma-

ternal care and sexual behavior as the first 

forms of social connection. These, too, we 

share with many other species. But Pfaff 

does not address how attachment and 

emotional processes—which do not di-

rectly translate into judgments of right and 

wrong—relate to human morality. He oper-

ates mostly at this emotional level; however, 

cognitive and societal processes are also es-

sential factors in human morality. Biologi-

cally oriented philosophers, such as Patricia 

Churchland and Philip Kitcher, have offered 

more insightful accounts of how our species 

may have moved from prosocial tendencies 

to a system of prescribed standards that 

address the issue of right and wrong (3, 4). 

Nevertheless, Pfaff ’s aversion to separating 

morality from emotion is refreshing and is 

consistent with the naturalistic approach 

to morality advanced by philosopher David 

Hume (5).

Pfaff does oversell his own theory, es-

pecially in the beginning of his book.  He 

gives it an abbreviation: ABT, for the “Al-

truistic Brain Theory,” while calling it a 

“perfect storm of audacity, awareness, and 

insight.”  He believes that ABT will change 

the world. But although the theory is com-

pelling, there are earlier books and articles 

about how morality comes naturally to our 

species (6) and about the role of the brain 

in empathy and altruism (7). 

We descend from a long line of primates 

that emphasize social cohesiveness, at 

least to an equal degree as selfish advan-

tage. Group life requires compromise and 

a merging of interests, and the human 

brain reflects this long evolution.

The last part of the book offers wide-

ranging reflections on the value of proso-

cial tendencies in daily life. Pfaff speaks of 

the role of these behaviors in building trust, 

their place in business, how empathy can be 

trained, and even how society can deal with 

bad behavior. It is obviously a rich topic and 

one that has been neglected for too long. 

But in all of this, we should not forget 

that even if the brain is made for goodness, 

as the author argues, it is equally involved in 

our less-noble tendencies. It is the interaction 

and balance between these two that remains 

the greatest puzzle.
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purred by concerns that the Ameri-

can education system was failing to 

keep pace with the Soviets after the 

“Sputnik crisis” of the late 1950s, 

a dramatic change occurred in the 

mathematics that was taught in 

American schools in the 1960s. This “new 

math,” as it was known, was controversial 

from the start and ultimately short-lived. 

Now, more than a half century later, Chris-

topher Phillips has looked back at that 

contentious era in The New Math: A Politi-

cal History. The book sheds light on a time 

when changing political commitments 

were affecting what it meant to be pre-

pared—mathematically—for citizenship in 

a modern, technology-laden society.

Phillips, a historian of science, views the 

new math phenomenon as indicative of the 

American belief that “curriculum could order 

and shape the mind, the family, the society, 

and the state.” The book’s subtitle, which es-

tablishes a political framework for the discus-

sion, could have as easily referred to our so-

cial, cultural, or intellectual history, because 

he sees the curriculum debate as a broader 

argument about the “proper relationship be-

tween the content and purpose of education.” 

He focuses most of his attention on the 

largest and arguably most infl uential math-

ematics curriculum project, the School 

Mathematics Study Group (SMSG), which 

began at Yale in 1958 and then moved to 

Stanford in 1961 under the leadership of 

Edward G. Begle. The SMSG sought to im-

prove the mathematics curriculum by pro-

ducing new textbooks that emphasized ab-

stract reasoning.

Phillips’s analysis of SMSG’s ef orts rep-

resents a departure from the 1960s writer 

and cultural critic Benjamin DeMott. Writ-

ing from the battlefi eld of what he chris-

tened “the math wars,” DeMott considered 

the textbooks produced by SMSG, although 

demanding, to “invite the student to under-

stand mathematics as at once an area and a 

mode of thought—not as a clutch of sense-

less rules and problems that either do or 

don’t ‘come out’” (1). He also applauded the 

SMSG reformers as “among the exemplary 

intellectuals of this age” for being willing to 

invest so much time and ef ort in the writ-

ing of school textbooks. Although Phillips 

cites DeMott’s commendation approvingly, 

he is less taken than DeMott with either the 

textbooks or the reformers’ sacrifi ces. The 

new math was, in his view, an ef ort to in-

still mental discipline during “the Cold War 

of the classrooms.”

Phillips goes on to analyze the origins of 

the new math, the textbooks the SMSG pro-

duced, how the new math was sold to edu-

cators and the public, 

and how the views of 

its detractors fi nally 

triumphed. He ends by 

bringing the story up 

to date, arguing that 

the mathematics class-

room “will remain 

a political venue as 

long as learning math 

counts as learning to 

think.”

The book is based 

on extensive research 

and is incredibly well 

documented. Phillips 

has made consider-

able use of various 

archives, particularly 

the SMSG Records 

and the Moore Collec-

tion in the Archives of 

American Mathematics at the University of 

Texas. 

By focusing on the SMSG project, Phil-

lips has simplifi ed his task of describing 

and analyzing the new math reforms, al-

lowing him to go into greater detail about 

the social and political context in which 

they took place. Unfortunately, this nar-

row focus gives short shrift to the varied 

activities and contributions of other proj-

ects. For example, he mentions, but goes 

into no detail regarding, the University of 

Illinois Committee on School Mathematics, 

which emphasized precision of language 

and a form of discovery learning, and the 

Madison Project, which worked on develop-

ing the teacher’s professional competence 

rather than creating textbook material. The 

Secondary School Mathematics Curriculum 

Improvement Study, which attempted to 

unify the secondary curriculum by doing 

away with separate courses in arithmetic, 

algebra, and geometry, is left out of the 

discussion altogether. He also fails to dis-

cuss the second round of SMSG, begun in 

1966, which set out to produce instructional 

units that would demonstrate the relevance 

of mathematics to everyday life by having 

students in grades 7 to 12 construct math-

ematical models of realistic situations (2). 

In doing so, Phillips underplays the naiveté 

of the SMSG reformers’ goal of dramatically 

changing school mathematics simply by 

producing new textbooks.

Phillips sees the 

SMSG textbook au-

thors as attempting to 

promote mathematics 

as instilling mental 

discipline and men-

tal habits, despite the 

fact that these terms 

do not appear in their 

statement of “philoso-

phies and procedures” 

(3). It is fairer to say 

that those authors 

were principally con-

cerned with attracting 

students to the study 

of mathematics by get-

ting rid of jargon and 

making school math-

ematics more like the 

subject as then taught 

in the university. They 

believed that “the language of sets, rela-

tions, and functions would provide not only 

a more coherent discourse in the mathe-

matics classroom but also a more meaning-

ful structure for learning” (4). 

Despite its limited scope and presump-

tions about the intentions of the individuals 

behind the new math movement, this book 

is likely to stand for a long time as the most 

thorough, authoritative account of this mid–

20th-century phenomenon.
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Carnivore coexistence:
Value the wilderness
IN THEIR REPORT “Recovery of large 

carnivores in Europe’s modern human-

dominated landscapes” (19 December 

2014, p. 1517), G. Chapron et al. recount 

encouraging news that brown bear, wolf, 

European lynx, and wolverine popula-

tions are stable or increasing in Europe. 

Still more encouraging, these carnivores 

now persist in human-dominated 

landscapes, a change they attribute to 

“land-sharing” practices.

Europe is undoubtedly becoming more 

hospitable for large carnivores, owing to 

effective law enforcement, shifting social 

values, and favorable habitat change (1). 

However, it is unclear whether land-

sharing will routinely support self-

sustaining large carnivore populations in 

isolation. Chapron et al. show that carni-

vores are permanently present in areas 

of high human density, but this does not 

imply intrinsic population growth. Rather, 

their presence might hinge on immigration 

from remaining wilderness areas. 

The benefits of land-sharing can be con-

tingent on connectivity between landscapes 

shared with humans and intact wilderness 

(2), particularly for long-lived, slow-

reproducing, and strongly dispersive 

species like large carnivores (3), whose 

populations can be interconnected over 

huge distances (4). The recovery of the 

brown bear in Norway, for example, 

depends on females traveling from wil-

derness areas in Sweden, where human 

densities are extremely low (5). Similarly, 

the European lynx remains critically depen-

dent on protected areas in Central Europe 

(6). Without detailed analyses linking land 

use and socioeconomic change to carnivore 

demography, it is premature to conclude 

that land-sharing offers an effective general 

model for carnivore conservation.  

Protected areas are under increasing 

pressure worldwide (7); it is therefore 

essential that policy-makers continue to 

recognize the value of wilderness for bio-

diversity. Successful land-sharing should 

be applauded, but it does not represent 

a green light to roll back protected-area 

designation. Without the ongoing sparing 

of European wilderness zones, it is unlikely 

that favorable trends will continue for 

large carnivores.
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Carnivore coexistence: 
America’s recovery
IN THEIR REPORT “Recovery of large carni-

vores in Europe’s modern human-dominated 

landscapes” (19 December 2014, p. 1517), G. 

Chapron et al. attribute the return of preda-

tors in Europe to a “coexistence” model 

for conservation, in which carnivores and 

humans inhabit shared landscapes. They 

contrast this model with the “separation” 

model, in which carnivores and humans 

do not intermingle. Chapron et al. suggest 

that the separation model originated in 

North America and serves as the basis for 

management approaches in Asia, Africa, 

and Neotropical countries. We consider this 

dichotomization artificial and posit that 

there is no such North American model.  

In North America, black and grizzly bear, 

cougar, and gray wolf populations are all 

expanding. Large protected areas in North 

America have long supported carnivores liv-

ing separately from people (1), but many of 

the recent recoveries have occurred in land-

scapes shared with people.  For example, 

New Jersey, the most densely populated 

state in the United States, supports densities 

of 12.4 black bears/100 km2 (2). The broader 

North American recovery has benefited from 

cultural acceptance and favorable legislation 

(3), and thus is similar to coexistence-based 

recoveries reported for Europe.  

Chapron et al. argue that coexistence is 

more effective than separation, but true 

separation of carnivores and people, such 

as fencing to isolate African lions from 

humans, has been shown to be a successful 

conservation model in some regions of the 

globe (4), particularly where large carni-

vores regularly kill people.  For example, in 

Tanzania alone, lions attacked more than 

1000 people between 1990 and 2007 (5). 

The approaches that Chapron et al. 

identified to distinguish coexistence from 

separation do not derive from North 

American management policies. Rather, 

recovery of large carnivores in North 

America reflects the legacy of large pro-

tected areas, low risk of carnivores killing 

humans, and an improvement of the public’s 

views toward carnivores.
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LETTERS

The stability of brown bear populations in populated areas may depend on the preservation of nearby wilderness. 
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Carnivore coexistence: 
Trophic cascades 
G. CHAPRON ET AL. present a compelling 

case that large carnivores and people can 

successfully share the same landscape 

(“Recovery of large carnivores in Europe’s 

modern human-dominated landscapes,” 

Report, 19 December 2014, p. 1517). 

However, the conclusions of Chapron et al. 

are a beginning, not an end, to an inquiry 

into the possibilities and implications 

of coexistence. In remote areas with low 

human densities, large carnivores play 

vital roles through trophic cascades in 

regulating prey, smaller carnivores, and 

ecosystems (1). A key question in light of 

the findings of Chapron et al. is whether 

large carnivores in human-dominated 

landscapes perform a similar ecological 

role. The research to date suggests that 

they may not, or that common models of 

coexistence inhibit 

large carnivores fulfill-

ing their roles as apex 

predators. 

For example, where 

high human densi-

ties are accompanied 

by relaxed environ-

mental policies, large 

carnivores frequently 

supplement their 

diets with garbage, 

crops, livestock, and 

carcasses managed 

by humans (2). This 

can influence their 

abundance, life histo-

ries, and space use, in 

turn altering how they interact with co-

occurring predators and prey (2). Human 

presence and human infrastructure can 

also alter predator-prey relationships by 

providing an opportune “shield” for one 

species from the other (3). This has given 

rise to a three-way interaction involving 

people, predators, and prey. Complicating 

things further is that humans often facili-

tate hybridization between large carnivores 

(especially canids) and nonindigenous 

or domesticated species, either through 

purposeful introductions or habitat modi-

fications (4). 

If we seek transformative change about 

the way in which large carnivores are man-

aged, we need to better understand how to 

prevent ecological outcomes that under-

mine restoration goals. A successful model 

of coexistence will need to achieve not 

merely the fact of coexistence, but one that 

preserves to the greatest extent possible 

the critical role played by large carnivores 

on ecosystem processes.
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Ferns to fulfillment
AT FIRST, I was saddened when I read the 

Working Life article “For the love of ferns” 

(19 December 2014, p. 1586), in which K. 

Perkins describes getting into science by 

accident, pursuing her graduate degree 

in a top lab at Albert 

Einstein College of 

Medicine, accepting a 

tenure-track position 

at Johns Hopkins, 

and subsequently 

withdrawing from bio-

medical sciences. The 

pressures of funding 

and establishing one’s 

own lab, along with 

life circumstances 

including an 

unexpected divorce, 

ended what by all 

appearances was a 

promising career. 

However, after a 

little reflection, I saw the story through a 

different lens. Perkins’ relatively convo-

luted path led to a career as a high school 

physiology teacher, which she describes 

as “a life of work but also a life of people 

and play.” It seems she ultimately found 

the elusive work-life balance, and that is 

indeed something to celebrate.

Lawrence Reynolds

Department of Animal Sciences, North Dakota State 

University, Fargo, ND 58108, USA. E-mail: 

larry.reynolds@ndsu.edu

Humans can interfere with wolves’ 

predator-prey relationships. 
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 HUMAN EVOLUTION 

Getting a grip 
The evolution of the hand—

particularly the opposable 

thumb—was key to the success 

of early humans. Without a 

precise grip, involving forceful 

opposition of thumb with fingers, 

tool technology could not have 

emerged. Skinner et al. analyzed 

the internal bone structure 

of Pliocene Australopithecus 

hands, dated at 3.2 million years 

old. Internal bone structure 

reveals the patterns and direc-

tions of forces operating on the 

hand, providing clues to the 

Edited by Stella Hurtley
I N  SC IENCE  J O U R NA L S

RESEARCH
Chemically engineered 
layered perovskite crystals   
Pitcher et al., p. 420

kinds of activities performed. 

Modern human-like hand 

postures consistent with the 

habitual use of tools appeared 

about half a million years earlier 

than the first archaeological 

evidence of stone tools. — AMS

Science, this issue p. 395

T CELL IMMUNITY 

For T cells, variety 
is the spice of life 
CD4+ helper T cells come in a 

variety of flavors. This allows 

them to respond in a manner that 

is tailored to the pathogen they 

encounter. Becattini et al. won-

dered whether multiple “flavors” 

of human CD4+ T cells respond 

to specific stimuli or if just one 

flavor dominates. To find out, 

they stimulated human memory 

CD4+ T cells with a fungus, a 

bacteria, or a vaccine antigen. 

Multiple helper cell subsets par-

ticipated in each response. T cell 

receptor sequencing revealed 

that in some cases, T cells with 

the same specificity acquired 

different helper cell fates. Thus, 

there is more heterogeneity in 

human T cell responses than 

previously appreciated. — KLM

Science, this issue p. 400

ASTROPHYSICS

A light on the origin 
of cosmic rays
There’s a new lab for study-

ing the origins of cosmic rays: 

our neighbor galaxy, the Large 

Magellanic Cloud. Astronomers 

are now making progress on 

this topic by examining the 

gamma rays that are produced 

when cosmic rays interact with 

gas or lower-energy photons. 

The H.E.S.S. Collaboration 

has detected three sources of 

gamma rays in a variety of forms 

in the galactic satellite to the 

Milky Way. The sources include 

the pulsar wind nebula of N 

157B, the supernova remnant N 

132D, and the superbubble 30 

Dor C. Oddly, supernova 1987A 

was not detected. — MMM

Science, this issue p. 406

PLANETARY SCIENCE

Melting silica 
in massive planets 
To simulate the extreme 

conditions inside large planets 

requires extreme experiments. 

Millot et al. used high-pressure 

shock waves almost twice that of 

the center of Earth to melt silica, 

one of the primary components 

of planetary interiors. This was 

possible only by shocking a 

very dense form of silica called 

stishovite. Determining the 

melting point of silica is vital for 

developing better computational 

models of the interior of planets 

several times the mass of Earth. 

The high-pressure liquid was 

electrically conductive, a 

property that may contribute to 

magnetic dynamos in very large 

terrestrial exoplanets. — BG

Science, this issue p. 418

CHRONIC INFECTION 

Chronic malaria shortens telomeres 

C
hronic infections are assumed to cause little damage 

to the host, but is this true? Migrant birds can pick up 

various species of malaria parasite while overwinter-

ing in the tropics. After initial acute malaria, migrant 

great reed warblers, which nest in Sweden and 

overwinter in Africa, are asymptomatically infected for 

life. Asghar et al. discovered that these cryptically infected 

birds laid fewer eggs and were less successful at rearing 

healthy offspring than uninfected birds. Furthermore, 

infected birds had significantly shorter telomeres (the pro-

tective caps on the ends of chromosomes) and produced 

chicks with shortened telomeres. — CA 

Science, this issue p. 436

Great reed warbler
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MATERIALS CHEMISTRY

Soldering semiconductor 
nanoparticles 
The optical and electronic 

properties of semiconductor 

nanoparticles can be tuned 

through changes in their size 

and composition. However, poor 

contact between interfaces can 

degrade nanoparticle perfor-

mance in devices. Dolzhnikov 

et al. report the synthesis of a 

gel-like “solder” for metal chal-

cogenide nanoparticles, such as 

cadmium selenide and lead tellu-

ride, by cross-linking molecular 

wires of these materials. — PDS

Science, this issue p. 425

CANCER IMAGING

Seeing nanostars
Microscopic tumors may be 

invisible to the naked eye, but 

they are no match for nanosized 

imaging agents that penetrate 

cancer tissue and signal the 

presence of disease. Harmsen 

et al. created a new genera-

tion of cancer-imaging agents 

called “nanostars”—star-shaped 

gold cores and Raman reporter 

molecules wrapped in silica—

that can be visualized by Raman 

scattering.  A new feature that 

puts the nanostars in resonance 

with the near-infrared window 

lets them outshine any previ-

ous nanoparticles. With these 

surface-enhanced resonance 

Raman scattering nanostars, 

the authors visualized micro-

scopic lesions in animal models 

of pancreatic, breast, and 

Edited by Kristen Mueller

and Jesse Smith
IN OTHER JOURNALS

OPTICS

A one-two approach 
to air-lasing
Standoff spectroscopy involves 

the excitation and detection of 

chemical species at a distance. 

From security screening to 

environmental monitoring, there 

is a need to obtain accurate 

readings, which usually entails 

getting as much of a signal 

back as possible. Powerful laser 

pulses can excite pockets of air 

at great distances, allowing the 

remote sensing of the surround-

ing atmosphere, but their utility 

is limited by the small amount 

of light that gets back to the 

detector. Laurain et al. provide a 

solution to this problem, in the 

form of a two-color sequence 

of intense laser pulses. The first 

pulse, at infrared wavelengths, 

efficiently dissociates the air 

molecules; it is followed by a 

second ultraviolet pulse that 

excites the dissociated mol-

ecules and induces lasing. The 

induced laser light is emitted 

directionally, providing the 

possibility of greatly enhanced 

detection efficiency. — ISO

Phys. Rev. Lett. 113, 253901 (2014).

prostate cancer, as well as 

sarcomas. — MLF

Sci. Transl. Med. 7, 271ra7 (2015).

PROTEASOMES 

A detailed look at 
proteasomes in situ 
The 26S proteasome is a 

protein machine that degrades 

intracellular proteins in the 

cytosol.  The proteasome 

is critical for protein quality 

control and for the regulation of 

numerous cellular processes in 

eukaryotic cells. The structure 

of isolated proteasomes is well 

established, but how intact 

proteasomes look within the cell 

is less clear. Asano et al. used an 

improved approach to electron 

cryotomography to look at pro-

teasomes in intact hippocampal 

neurons. Their analysis suggests 

that these cells only use about 

20% of their proteasomes in an 

unstressed state, which leaves 

significant spare capacity to deal 

with proteotoxic stress. — SMH

Science, this issue p. 439

CELL BIOLOGY

A binding partner 
for an orphan receptor
Anaplastic lymphoma kinase 

(ALK) is a receptor tyrosine 

kinase that is important during 

the development of the nervous 

system. ALK can also be aber-

rantly activated in certain types 

of cancers, including neuroblas-

toma and lung adenocarcinoma. 

Until now, ALK was an “orphan” 

receptor because 

its ligand was not 

known.  Now, Murray 

et al. show that hep-

arin binds directly to 

ALK and stimulates 

its activity (see the 

Focus by Lemke). 

An antibody that 

blocked the binding 

prevented heparin 

from activating this 

receptor tyrosine 

kinase, providing 

a potential avenue 

for therapeutic inter-

vention. — JDB

Sci. Signal. 8, ra6; see 

also fs2 (2015).

SIGNAL TRANSDUCTION

How a mouse’s nose feels the cold

G
uanylyl cyclases (GC) are a family of transmembrane 

proteins that regulate physiological processes as 

diverse as blood pressure and our sense of smell. 

Neurons in the Grueneberg ganglion, a sensory organ 

in the mouse nose involved in detecting cold tempera-

tures, express a subtype of GCs called GC-Gs, but scientists 

do not fully understand what activates these proteins. Chao 

et al. now show that cool temperatures can directly activate 

GC-Gs, probably by driving GC-G proteins to oligomerize 

(group together). Mouse pups exposed to cool temperatures 

normally make ultrasonic cries that encourage maternal care, 

but pups engineered to lack GC-G proteins could not. — VV

EMBO J. 10.15252/embj.201489652 (2014).

Guanylyl cyclase proteins in 

the mouse nose sense cold

Nanostars can reveal 

microscopic tumors
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PROTEOMICS

Protein expression 
across human tissues
Sequencing the human genome 

gave new insights into human 

biology and disease. However, 

the ultimate goal is to under-

stand the dynamic expression of 

each of the approximately 2000 

protein-coding genes and the 

function of each protein. Uhlén 

et al. now present a map of pro-

tein expression across 32 human 

tissues. They not only measured 

expression at an RNA level, but 

also used antibody profiling to 

precisely localize the corre-

sponding proteins. An interactive 

website allows exploration of 

expression patterns across the 

human body. — VV

Science, this issue p. 394

SEA LEVEL CHANGE 

Volume and shape 
combine to find a level
How can we understand the 

geological record of sea level 

change?  Sea level varies on 

time scales from decades to 

millions of years.  These changes 

have local, regional, and global 

components and are caused by a 

wide variety of earth processes.  

Cloetingh and Haq review how 

the views of stratigraphers (who 

interpret the record of marine 

sediments) and geodynamicists 

(who consider changes in the 

shape of Earth caused by litho-

spheric and mantle processes) 

have begun to complement each 

other and are moving toward 

a more coherent interpreta-

tion of the history of sea level.  

They focus on cyclic sea-level 

changes 0.5 to 3.0 million years 

in duration that occurred in the 

Cretaceous period, approximately 

145 to 65 million years ago. — HJS

Science, this issue p. 393

DRUG RESISTANCE 

Mechanisms propelling 
drug resistance 
If it were to spread, resistance to 

the drug artemisinin would seri-

ously derail the recent gains of 

global malaria control programs 

(see the Perspective by Sibley). 

Mutations in a region called 

the K13-propeller are predic-

tive for artemisinin resistance 

in Southeast Asia. Mok et al. 

looked at the patterns of gene 

expression in parasites isolated 

from more than 1000 patients 

sampled in Africa, Bangladesh, 

and the Mekong region. A range 

of mutations that alter protein 

repair pathways and the timing 

of the parasite’s developmen-

tal cycle were only found in 

parasites from the Mekong 

region. Straimer et al. genetically 

engineered the K13 region of 

parasites obtained from recent 

clinical isolates.  Mutations 

in this region were indeed 

responsible for the resistance 

phenotypes. — CA

Science, this issue p. 431, p. 428; 

see also p. 373

MARS ATMOSPHERE 

Of water and 
methane on Mars 
The Curiosity rover has been 

collecting data for the past 2 

years, since its delivery to Mars 

(see the Perspective by Zahnle). 

Many studies now suggest that 

many millions of years ago, Mars 

was warmer and wetter than it 

is today. But those conditions 

required an atmosphere that 

seems to have vanished. Using 

the Curiosity rover, Mahaffy 

et al. measured the ratio of 

deuterium to hydrogen in clays 

that were formed 3.0 to 3.7 

billion years ago. Hydrogen 

escapes more readily than 

deuterium, so this ratio offers 

a snapshot measure of the 

ancient atmosphere that can 

help constrain when and how 

it disappeared.  Most methane 

on Earth has a biological origin, 

so planetary scientists have 

keenly pursued its detection in 

the martian atmosphere as well. 

Now, Webster et al. have pre-

cisely confirmed the presence 

of methane in the martian atmo-

sphere with the instruments 

aboard the Curiosity rover at 

Gale crater. — MMM

Science, this issue p. 412, p. 415; 

see also p. 370

MAGNETIC MATERIALS 

Tilting toward 
two properties 
Opposing electronic and sym-

metry constraints can make 

it difficult to combine some 

pairs of material properties in 

a single crystalline material. 

Magnetization and electrical 

polarization are such a pair, but 

their combination could be useful 

for applications such as magne-

toelectric information storage. 

Pitcher et al. now show that 

careful design of chemical substi-

tutions in a layered perovskite are 

both electrically polar and weakly 

ferromagnetic at temperatures 

up to 330 K. — PDS

Science, this issue p. 420
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MINERAL PHYSICS

A lower-mantle water 
cycle component
Water has a dramatic impact on 

mantle dynamics and chemistry. 

Despite speculation about 

water in Earth’s lower mantle, a 

mechanism for supplying water 

to this remote region has been 

elusive. Pamato et al. suggest 

that a hydrous mineral called 

“phase D” may fill that role. 

Aluminum-rich hydrous phase 

D was found to be stable at the 

right temperature-pressure 

conditions and should be present 

in rocks with compositions that 

make up subducted ocean crust. 

Subducted slabs could therefore 

introduce water-rich patches 

into an otherwise dry lower 

mantle, providing an alternative 

explanation for some seismic and 

geochemical anomalies. — BG

Nat. Geosci. 10.1038/ngeo2306 (2015).

ENVIRONMENTAL SCIENCE

Droughts and dead 
zones on the rise
Nutrient-rich agricultural runoff 

or wastewater discharge can 

lead to the formation of harmful 

algal blooms or oxygen-depleted 

(hypoxic) “dead zones” in 

surface waters. But now, Zhou 

et al. show that low tributary 

river discharge was the largest 

contributor to a record-breaking 

hypoxic event in Lake Erie 

in 2012. Drought conditions 

across much of North America 

that year decreased water flow 

into the lake, exacerbating the 

effects of persistent nutrient 

runoff. Because drought and 

other extreme climate events 

are expected to increase with 

climate change, management 

strategies need to consider all 

factors that may degrade future 

water quality. — NW

Environ. Sci. Technol. 10.1021/
es503981n (2014).

PLANT GENOMICS

Probing plant evolution 
by GC content
Scientists use GC content (that 

is, the percentage of guanine or 

cytosine residues in a genome)

as a proxy to measure many 

elements relating to gene 

evolution. Within the major 

group of flowering plants called 

monocots, which includes many 

agriculturally important species, 

the GC content of the genomes 

of grasses decreases from 

the 5’ to 3’ end of the gene. In 

order to better understand how 

the distribution of GC content 

evolved in monocots, Clément et 

al. examined orthologous genes 

across 10 monocot species. 

They found that the specific 

pattern of GC distribution seen 

in grasses is in fact not grass-

specific—it is ancestral to the 

monocots. — LMZ 

Genome Biol. Evol. 10.1093/
gbe/evu278 (2014).

HIV ERADICATION

A cure from which 
there is no escape
One way to cure HIV-1 would be 

to pharmacologically drive virus 

production in latently infected 

cells and then to get CD8+ T cells 

to kill these virus-spewing cells. 

But HIV-1 mutates to escape 

CD8+ T cell responses, so is this 

strategy even possible? To find 

out, Deng et al. tested whether 

people chronically infected 

with HIV-1 harbor CD8+ T cells 

that can recognize unmutated 

portions of latent HIV-1. They 

found that indeed, they do, and 

that stimulating these cells led 

them to kill cells infected with 

HIV-1 derived from latently 

infected cells, both in culture 

and in mice engineered to have 

a human immune system. 

— KLM 

Nature 10.1038/nature14053 (2015). 

ANTHROPOLOGY

The evolutionary 
benefits of warfare 

M
any human societies engage in 

warfare, but given the mortal 

risks involved, many evolutionary 

anthropologists have wondered 

why. Is there an evolution-

ary benefit to warfare? Glowacki and 

Wrangham tackled this question by 

studying the Nyangatom, a nomadic 

society in East Africa. Nyangatom men 

carry out livestock raids to pay for the 

right to marry. Men who were active 

cattle raiders had more wives and chil-

dren than men who were not. But they 

had to wait for this benefit. Young raiders 

give stolen livestock as gifts to paternal 

relatives. They only benefitted later in life 

by inheriting the larger herds they helped 

to build. — GR 

Proc. Natl. Acad. Sci. U.S.A. 10.1073/

pnas.1412287112 (2014). 

Livestock, such as cattle, cause strife among 

the Nyangatom people of East Africa

Lake Erie as seen 

from space

Published by AAAS
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C
omets are the best sample of primitive solar nebula material 

presently available to us, dating back 4.57 billion years to the 

origin of our planetary system. Past missions to comets have 

all been “fast flybys”: They provided only a snapshot view of 

the dust and ice nucleus, the nebulous coma surrounding it, 

and how the solar wind interacts with both of these compo-

nents. Such space-based investigations of comets began in 

the 1980s with a flotilla of spacecraft: the European Space 

Agency’s (ESA’s) first deep space mission, Giotto, which pur-

sued comet 1P/Halley; Deep Space 1 at 19P/Borrelly; Stardust at 81P/

Wild 2; Deep Impact and Stardust NeXT at 9P/

Tempel; and EPOXI at 103P/Hartley 2.

Rosetta is now taking a more prolonged look. 

The spacecraft is an ESA mission, with contribu-

tions from member states and from NASA, and 

it currently orbits the Jupiter family comet 67P/

Churyumov-Gerasimenko (67P). Rosetta met the 

comet nucleus on 6 August 2014, at 3.7 astronomi-

cal units (AU) from the Sun, and delivered the Phi-

lae lander to the nucleus surface on 12 November 

2014, when the comet was 3.0 AU from the Sun.

Rosetta is uniquely positioned to further the 

understanding of these primitive bodies, having revealed an un-

usual and fascinating object. After rendezvous, the Rosetta spacecraft 

moved from 100 km above the comet to a bound orbit only ~10 km 

away. This early period of the mission has revealed previously unseen 

details of a comet nucleus, as Rosetta’s instruments recorded mea-

surements that were once impossible. This issue of Science contains 

the first published scientific results from Rosetta at comet 67P. 

The surface of the comet shows evidence of many active processes 

and is highly complex. The solid nucleus is an object for which neither 

horizontal nor vertical variations are modest (Thomas et al., this is-

sue). The current comet shape model suggests that the mass is 1013 kg 

(about 100 million times the mass of the international space station), 

with a bulk density of ~470 kg/m3 (similar to cork, wood, or aerogel). 

The low mass and density values strongly constrain the composition 

and internal structure of the nucleus, implying a relatively fluffy na-

ture, with a porosity of 70 to 80% (Sierks et al., this issue). The nucleus 

surface itself appears rich in organic materials, with little sign of wa-

ter ice (Capaccioni et al., this issue).

The coma produced by ices sublimating from the nucleus is highly 

variable, displaying large diurnal and possibly seasonal changes. For 

example, both atomic H and O have been detected close to the nu-

cleus and vary with time, probably stemming from electron impact 

dissociation of venting H
2
O vapor. The total H

2
O gas production 

rates varied from 1 × 1025 molecules per second in early June 2014 

to 4 × 1025 molecules per second in early August, broadly consistent 

with predictions. In August, water outflow from the surface varied 

by a factor of at least 5, owing to the effects of terrain, comet shape, 

and daily illumination changes and possibly other factors (Gulkis 

et al., this issue). The science team reports the detection of several 

molecules, including H
2

17O, H
2

18O, CO, and CO
2
, and assessed their 

time variability and heterogeneous distribution (Hässig et al., this 

issue). A high D/H ratio in water, 5.3 × 10−4, was measured, which 

precludes the idea that Jupiter family comets 

contain solely Earth ocean–like water (Altwegg 

et al., this issue). As observed at 3.6 AU from 

the Sun, a cloud of about 105 grains (larger than 

5 cm) surrounds the nucleus in bound orbits, 

likely from the previous perihelion passage. The 

nucleus currently emits dust grains up to 2 cm 

in size, giving a dust/gas mass ratio of 4 ± 2 av-

eraged over the sunlit nucleus surface (Rotundi 

et al., this issue). This is higher than generally 

accepted for comets. In a progressive series of ob-

servations, Rosetta observed the emergence of an 

energetic ion environment from a low-activity comet nucleus under 

the influence of the solar wind (Nilsson et al., this issue).

The data presented here allow us to build a detailed portrait of 

comet 67P. These initial observations provide a reference description 

of the global shape, the surface morphology and composition, and the 

bulk physical properties of the nucleus. Subsequent measurements 

with the orbiter and with the Philae lander will further describe the 

comet over time. Rosetta will follow the comet at close range through 

its closest approach to the Sun, perihelion, in August 2015, and then 

as the comet moves away from the Sun. The spacecraft will perform 

many flybys that will allow the onboard instruments to measure the 

evolution of the nucleus and coma with respect to the comet’s initial 

state, defined by the data presented here. 

The Rosetta mission has begun to explore our origins, thanks 

to the efforts of thousands of people at ESA, NASA, industrial 

partners, and space agencies and to engineers and scientists from 

around the world. For more than 25 years, they dreamed of these 

moments when they designed, developed, and launched the Rosetta 

spacecraft and then followed its interplanetary journey, watched 

over its long sleep, and woke it from hibernation. These first papers 

are dedicated to all of them. 

S P E C I A L  S E C T I O N

By M. G. G. T. Taylor,1* C. Alexander,2 N. Altobelli,3 M. Fulle,4 M. Fulchignoni,5 E. Grün,6 P. Weissman2
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On the nucleus structure and activity of 
comet 67P/Churyumov-Gerasimenko
H. Sierks,* C. Barbieri, P. L. Lamy, R. Rodrigo, D. Koschny, H. Rickman, H. U. 

Keller, J. Agarwal, M. F. A’Hearn, F. Angrilli, A.-T. Auger, M. A. Barucci, J.-L. 

Bertaux, I. Bertini, S. Besse, D. Bodewits, C. Capanna, G. Cremonese, V. Da 

Deppo, B. Davidsson, S. Debei, M. De Cecco, F. Ferri, S. Fornasier, M. Fulle, 

R. Gaskell, L. Giacomini, O. Groussin, P. Gutierrez-Marques, P. J. Gutiérrez, 

C. Güttler, N. Hoekzema, S. F. Hviid, W.-H. Ip, L. Jorda, J. Knollenberg, G. 

Kovacs, J.-R. Kramm, E. Kührt, M. Küppers, F. La Forgia, L. M. Lara, M. 

Lazzarin, C. Leyrat, J. J. Lopez Moreno, S. Magrin, S. Marchi, F. Marzari, M. 

Massironi, H. Michalik, R. Moissl, S. Mottola, G. Naletto, N. Oklay, M. Pajola, 

M. Pertile, F. Preusker, L. Sabau, F. Scholten, C. Snodgrass, N. Thomas, C. 

Tubiana, J.-B. Vincent, K.-P. Wenzel, M. Zaccariotto, M. Pätzold

Images from the OSIRIS scientific imaging system onboard Rosetta show that 

the nucleus of 67P/Churyumov-Gerasimenko consists of two lobes connected 

by a short neck. The nucleus has a bulk density less than half that of water. 

Activity at a distance from the Sun of >3 astronomical units is predominantly 

from the neck, where jets have been seen consistently. The nucleus rotates 

about the principal axis of momentum. The surface morphology suggests 

that the removal of larger volumes of material, possibly via explosive release 

of subsurface pressure or via creation of overhangs by sublimation, may be 

a major mass loss process. The shape raises the question of whether the two 

lobes represent a contact binary formed 4.5 billion years ago, or a single body 

where a gap has evolved via mass loss.

The list of author affiliations is available in the full article online.

*Corresponding author. E-mail: sierks@mps.mpg.de Cite as H. Sierks et al., Science 347, aaa1044 (2015).

Read the full article at http://dx.doi.org/10.1126/science.aaa1044

 

Dust measurements in the coma of 
comet 67P/Churyumov-Gerasimenko 
inbound to the Sun
A. Rotundi,* H. Sierks, V. Della Corte, M. Fulle, P. J. Gutierrez, L. Lara, C. 

Barbieri, P. L. Lamy, R. Rodrigo, D. Koschny, H. Rickman, H. U. Keller, J. 

J. López-Moreno, M. Accolla, J. Agarwal, M. F. A’Hearn, N. Altobelli, F. 

Angrilli, M. A. Barucci, J.-L. Bertaux, I. Bertini, D. Bodewits, E. Bussoletti, 

L. Colangeli, M. Cosi, G. Cremonese, J.-F. Crifo, V. Da Deppo, B. Davidsson, 

S. Debei, M. De Cecco, F. Esposito, M. Ferrari, S. Fornasier, F. Giovane, B. 

Gustafson, S. F. Green, O. Groussin, E. Grün, C. Güttler, M. L. Herranz, 

S. F. Hviid, W. Ip, S. Ivanovski, J. M. Jerónimo, L. Jorda, J. Knollenberg, 

R. Kramm, E. Kührt, M. Küppers, M. Lazzarin, M. R. Leese, A. C. López-

Jiménez, F. Lucarelli, S. C. Lowry, F. Marzari, E. Mazzotta Epifani, J. A. M. 

McDonnell, V. Mennella, H. Michalik, A. Molina, R. Morales, F. Moreno, S. 

Mottola, G. Naletto, N. Oklay, J. L. Ortiz, E. Palomba, P. Palumbo, J.-M. Perrin, 

J. Rodríguez, L. Sabau, C. Snodgrass, R. Sordini, N. Thomas, C. Tubiana, J.-B. 

Vincent, P. Weissman, K.-P. Wenzel, V. Zakharov, J. C. Zarnecki

Critical measurements for understanding accretion and the dust/gas ratio in 

the solar nebula, where planets were forming 4.5 billion years ago, are being 

obtained by the GIADA (Grain Impact Analyser and Dust Accumulator) experi-

ment on the European Space Agency’s Rosetta spacecraft orbiting comet 67P/

Churyumov-Gerasimenko. Between 3.6 and 3.4 astronomical units inbound, 

GIADA and OSIRIS (Optical, Spectroscopic, and Infrared Remote Imaging 

System) detected 35 outflowing grains of mass 10−10 to 10−7 kilograms, and 48 

grains of mass 10−5 to 10−2 kilograms, respectively. Combined with gas data 

from the MIRO (Microwave Instrument for the Rosetta Orbiter) and ROSINA 
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(Rosetta Orbiter Spectrometer for Ion and Neutral Analysis) instruments, we 
find a dust/gas mass ratio of 4 ± 2 averaged over the sunlit nucleus surface. A 
cloud of larger grains also encircles the nucleus in bound orbits from the pre-
vious perihelion. The largest orbiting clumps are meter-sized, confirming the 
dust/gas ratio of 3 inferred at perihelion from models of dust comae and trails.

The list of author affiliations is available in the full article online.
*Corresponding author. E-mail: rotundi@uniparthenope.it Cite as A. Rotundi et al., Science 347, aaa3905 
(2015). Read the full article at http://dx.doi.org/10.1126/science.aaa3905

The organic-rich surface of comet 67P/
Churyumov-Gerasimenko as seen by 
VIRTIS/Rosetta
F. Capaccioni,* A. Coradini, G. Filacchione, S. Erard, G. Arnold, P. Drossart, 

M. C. De Sanctis, D. Bockelee-Morvan, M. T. Capria, F. Tosi, C. Leyrat, B. 

Schmitt, E. Quirico, P. Cerroni, V. Mennella, A. Raponi, M. Ciarniello, T. 

McCord, L. Moroz, E. Palomba, E. Ammannito, M. A. Barucci, G. Bellucci, 

J. Benkhoff, J. P. Bibring, A. Blanco, M. Blecka, R. Carlson, U. Carsenty, L. 

Colangeli, M. Combes, M. Combi, J. Crovisier, T. Encrenaz, C. Federico, U. 

Fink, S. Fonti, W. H. Ip, P. Irwin, R. Jaumann, E. Kuehrt, Y. Langevin, G. 

Magni, S. Mottola, V. Orofino, P. Palumbo, G. Piccioni, U. Schade, F. Taylor, 

D. Tiphene, G. P. Tozzi, P. Beck, N. Biver, L. Bonal, J.-Ph. Combe, D. Despan, 

E. Flamini, S. Fornasier, A. Frigeri, D. Grassi, M. Gudipati, A. Longobardo, 

K. Markus, F. Merlin, R. Orosei, G. Rinaldi, K. Stephan, M. Cartacci, A. 

Cicchetti, S. Giuppi, Y. Hello, F. Henry, S. Jacquinod, R. Noschese, G. Peter, R. 

Politi, J. M. Reess, A. Semery

The VIRTIS (Visible, Infrared and Thermal Imaging Spectrometer) instrument 
on board the Rosetta spacecraft has provided evidence of carbon-bearing com-
pounds on the nucleus of the comet 67P/Churyumov-Gerasimenko. The very 
low reflectance of the nucleus (normal albedo of 0.060 ± 0.003 at 0.55 microm-
eters), the spectral slopes in visible and infrared ranges (5 to 25 and 1.5 to 5% 
kÅ−1), and the broad absorption feature in the 2.9-to-3.6–micrometer range 
present across the entire illuminated surface are compatible with opaque min-
erals associated with nonvolatile organic macromolecular materials: a complex 
mixture of various types of carbon-hydrogen and/or oxygen-hydrogen chemical 
groups, with little contribution of nitrogen-hydrogen groups. In active areas, 
the changes in spectral slope and absorption feature width may suggest small 
amounts of water ice. However, no ice-rich patches are observed, indicating a 
generally dehydrated nature for the surface currently illuminated by the Sun.

The list of author affiliations is available in the full article online.
*Corresponding author. E-mail: fabrizio.capaccioni@iaps.inaf.it Cite as F. Capaccioni et al., Science 347, aaa0628 
(2015). Read the full article at http://dx.doi.org/10.1126/science.aaa0628

Birth of a comet magnetosphere: 
A spring of water ions
H. Nilsson,* G. Stenberg-Wieser, E. Behar, C. S. Wedlund, H. Gunell, M. 

Yamauchi, R. Lundin, S. Barabash, M. Wieser, C. Carr, E. Cupido, J. Burch, 

A. Fedorov, J.-A. Sauvaud, H. Koskinen, E. Kallio, J.-P. Lebreton, A. Eriksson, 

N. Edberg, R. Goldstein, P. Henri, C. Koenders, P. Mokashi, Z. Nemeth, I. 

Richter, K. Szego, M. Volwerk, C. Vallat, M. Rubin

The Rosetta mission shall accompany comet 67P/Churyumov-Gerasimenko 
from a heliocentric distance of >3.6 astronomical units through perihelion 
passage at 1.25 astronomical units, spanning low and maximum activity levels. 
Initially, the solar wind permeated the thin comet atmosphere formed from 
sublimation, until the size and plasma pressure of the ionized atmosphere 
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defined its boundaries: A magnetosphere is born. Using the Rosetta Plasma 

Consortium Ion Composition Analyzer, we traced the evolution from the first 

detection of water ions to when the atmosphere begins repelling the solar 

wind (~3.3 astronomical units), and we report the spatial structure of this 

early interaction. The near-comet water population comprises accelerated 

ions (<800 electron volts), produced upstream of Rosetta, and lower-energy 

locally produced ions; we estimate the fluxes of both ion species and ener-

getic neutral atoms.

The list of author affiliations is available in the full article online.

*Corresponding author. E-mail: hans.nilsson@irf.se Cite as H. Nilsson et al., Science 347, aaa0571 (2015).

Read the full article at http://dx.doi.org/10.1126/science.aaa0571

The morphological diversity of comet 67P/
Churyumov-Gerasimenko
N. Thomas,* H. Sierks, C. Barbieri, P. L. Lamy, R. Rodrigo, H. Rickman, D. 

Koschny, H. U. Keller, J. Agarwal, M. F. A’Hearn, F. Angrilli, A.-T. Auger, M. 

A. Barucci, J.-L. Bertaux, I. Bertini, S. Besse, D. Bodewits, G. Cremonese, V. 

Da Deppo, B. Davidsson, M. De Cecco, S. Debei, M. R. El-Maarry, F. Ferri, 

S. Fornasier, M. Fulle, L. Giacomini, O. Groussin, P. J. Gutierrez, C. Güttler, 

S. F. Hviid, W.-H. Ip, L. Jorda, J. Knollenberg, J.-R. Kramm, E. Kührt, 

M. Küppers, F. La Forgia, L. M. Lara, M. Lazzarin, J. J. Lopez Moreno, S. 

Magrin, S. Marchi, F. Marzari, M. Massironi, H. Michalik, R. Moissl, S. 

Mottola, G. Naletto, N. Oklay, M. Pajola, A. Pommerol, F. Preusker, L. Sabau, 

F. Scholten, C. Snodgrass, C. Tubiana, J.-B. Vincent, K.-P. Wenzel

Images of comet 67P/Churyumov-Gerasimenko acquired by the OSIRIS 

(Optical, Spectroscopic and Infrared Remote Imaging System) imaging system 

onboard the European Space Agency’s Rosetta spacecraft at scales of better 

than 0.8 meter per pixel show a wide variety of different structures and tex-

tures. The data show the importance of airfall, surface dust transport, mass 

wasting, and insolation weathering for cometary surface evolution, and they 

offer some support for subsurface fluidization models and mass loss through 

the ejection of large chunks of material.

The list of author affiliations is available in the full article online.

*Corresponding author. E-mail: nicolas.thomas@space.unibe.ch  Cite as N. Thomas et al., Science 347, 

aaa0440 (2015). Read the full article at http://dx.doi.org/10.1126/science.aaa0440

67P/Churyumov-Gerasimenko, a Jupiter 
family comet with a high D/H ratio
K. Altwegg,* H. Balsiger, A. Bar-Nun, J. J. Berthelier, A. Bieler, P. Bochsler, 

C. Briois, U. Calmonte, M. Combi, J. De Keyser, P. Eberhardt, B. Fiethe, S. 

Fuselier, S. Gasc, T. I. Gombosi, K.C. Hansen, M. Hässig, A. Jäckel, E. Kopp, 

A. Korth, L. LeRoy, U. Mall, B. Marty, O. Mousis, E. Neefs, T. Owen, H. 

Rème, M. Rubin, T. Sémon, C.-Y. Tzou, H. Waite, P. Wurz

The provenance of water and organic compounds on Earth and other ter-

restrial planets has been discussed for a long time without reaching a con-

sensus. One of the best means to distinguish between different scenarios is 

by determining the deuterium-to-hydrogen (D/H) ratios in the reservoirs 

for comets and Earth’s oceans. Here, we report the direct in situ measure-

ment of the D/H ratio in the Jupiter family comet 67P/Churyumov-Gera-

simenko by the ROSINA mass spectrometer aboard the European Space 

Agency’s Rosetta spacecraft, which is found to be (5.3 ± 0.7) × 10−4—that 

is, approximately three times the terrestrial value. Previous cometary mea-

surements and our new finding suggest a wide range of D/H ratios in the 
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water within Jupiter family objects and preclude the idea that this reservoir 

is solely composed of Earth ocean–like water.

The list of author affiliations is available in the full article online.

*Corresponding author. E-mail: altwegg@space.unibe.ch Cite as K. Altwegg et al., Science 347, 1261952 (2015).

Read the full article at http://dx.doi.org/10.1126/science. 1261952

Time variability and heterogeneity 
in the coma of 67P/
Churyumov-Gerasimenko
M. Hässig,* K. Altwegg, H. Balsiger, A. Bar-Nun, J. J. Berthelier, A. Bieler, 

P. Bochsler, C. Briois, U. Calmonte, M. Combi, J. De Keyser, P. Eberhardt, 

B. Fiethe, S. A. Fuselier, M. Galand, S. Gasc, T. I. Gombosi, K. C. Hansen, A. 

Jäckel, H. U. Keller, E. Kopp, A. Korth, E. Kührt, L. Le Roy, U. Mall, B. Marty, 

O. Mousis, E. Neefs, T. Owen, H. Rème, M. Rubin, T. Sémon, C. Tornow, C.-Y. 

Tzou, J. H. Waite, P. Wurz

Comets contain the best-preserved material from the beginning of our plan-

etary system. Their nuclei and comae composition reveal clues about physical 

and chemical conditions during the early solar system when comets formed. 

ROSINA (Rosetta Orbiter Spectrometer for Ion and Neutral Analysis) onboard 

the Rosetta spacecraft has measured the coma composition of comet 67P/

Churyumov-Gerasimenko with well-sampled time resolution per rotation. 

Measurements were made over many comet rotation periods and a wide range 

of latitudes. These measurements show large fluctuations in composition in a 

heterogeneous coma that has diurnal and possibly seasonal variations in the 

major outgassing species: water, carbon monoxide, and carbon dioxide. These 

results indicate a complex coma-nucleus relationship where seasonal varia-

tions may be driven by temperature differences just below the comet surface.

The list of author affiliations is available in the full article online.

*Corresponding author. E-mail: myrtha.haessig@swri.org Cite as M. Hässig et al., Science 347, aaa0276 (2015).

Read the full article at http://dx.doi.org/10.1126/science.aaa0276

Subsurface properties and early activity of 
comet 67P/Churyumov-Gerasimenko
S. Gulkis,* M. Allen, P. von Allmen, G. Beaudin, N. Biver, D. Bockelée-

Morvan, M. Choukroun, J. Crovisier, B. J. R. Davidsson, P. Encrenaz, T. 

Encrenaz, M. Frerking, P. Hartogh, M. Hofstadter, W.-H. Ip, M. Janssen, C. 

Jarchow, S. Keihm, S. Lee, E. Lellouch, C. Leyrat, L. Rezac, F. P. Schloerb, T. 

Spilker

Heat transport and ice sublimation in comets are interrelated processes 

reflecting properties acquired at the time of formation and during subsequent 

evolution. The Microwave Instrument on the Rosetta Orbiter (MIRO) acquired 

maps of the subsurface temperature of comet 67P/Churyumov-Gerasimenko, 

at 1.6 mm and 0.5 mm wavelengths, and spectra of water vapor. The total H2O 

production rate varied from 0.3 kg s–1 in early June 2014 to 1.2 kg s–1 in late 

August and showed periodic variations related to nucleus rotation and shape. 

Water outgassing was localized to the “neck” region of the comet. Subsurface 

temperatures showed seasonal and diurnal variations, which indicated that 

the submillimeter radiation originated at depths comparable to the diurnal 

thermal skin depth. A low thermal inertia (~10 to 50 J K−1 m−2 s−0.5), consistent 

with a thermally insulating powdered surface, is inferred.

The list of author affiliations is available in the full article online.
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COMETARY SCIENCE

Time variability and
heterogeneity in the coma of
67P/Churyumov-Gerasimenko
M. Hässig,1,2* K. Altwegg,1,3 H. Balsiger,1 A. Bar-Nun,4 J. J. Berthelier,5 A. Bieler,1,6

P. Bochsler,1 C. Briois,7 U. Calmonte,1 M. Combi,6 J. De Keyser,8,9 P. Eberhardt,1†
B. Fiethe,10 S. A. Fuselier,2 M. Galand,11 S. Gasc,1 T. I. Gombosi,6 K. C. Hansen,6

A. Jäckel,1 H. U. Keller,12,14 E. Kopp,1 A. Korth,13 E. Kührt,14 L. Le Roy,3 U. Mall,13

B. Marty,15 O. Mousis,16 E. Neefs,17 T. Owen,18 H. Rème,19,20 M. Rubin,1 T. Sémon,1

C. Tornow,14 C.-Y. Tzou,1 J. H. Waite,2 P. Wurz1

Comets contain the best-preserved material from the beginning of our planetary system.
Their nuclei and comae composition reveal clues about physical and chemical conditions during
the early solar system when comets formed. ROSINA (Rosetta Orbiter Spectrometer for Ion
and Neutral Analysis) onboard the Rosetta spacecraft has measured the coma composition
of comet 67P/Churyumov-Gerasimenko with well-sampled time resolution per rotation.
Measurements were made over many comet rotation periods and a wide range of latitudes.
Thesemeasurements show large fluctuations in composition in a heterogeneous coma that has
diurnal and possibly seasonal variations in the major outgassing species: water, carbon
monoxide, and carbon dioxide.These results indicate a complexcoma-nucleus relationshipwhere
seasonal variations may be driven by temperature differences just below the comet surface.

I
nitially, comets were classified depending on
the location where they formed in the pro-
toplanetary disc (1, 2). This classification as-
sumed a similar composition of the nucleus
within a given formation region. No come-

tary nucleus composition has been sampled in
situ. Rather, it is implicitly assumed that mea-
surements of the outgassing of comets reveal the
composition of the volatile components of the
nucleus. However, compositional homogeneity
of at least one comet was confirmed by studying
outgassing from the fragments of the broken-up
comet Schwassmann-Wachmann 3 (3). Detailed
observations of other cometary comae indicated
that there is evidence of heterogeneity. Missions

to comet Halley detected release of volatiles in
multiple jet-like features that were dominantly
seen on the sunlit side of the nucleus (4, 5). The
Deep Impact mission detected asymmetries in
composition in the coma of Tempel 1 (6). In par-
ticular, these remote sensing observations at
Tempel 1 indicated an absence of correlation
between H2O and CO2 in the coma.
Detailed, close-up cometary images have also

showed visible differences betweendifferent areas
of cometary nuclei. These images suggested that
heterogeneity in the coma of a comet may be rel-
ated to heterogeneity of the nucleus. Observations
by EPOXI (Extrasolar Planet Observation andDeep
Impact Extended Investigation) at Hartley 2 in
2010 near perihelion indicated that the nucleus
is complex, with two different sized lobes sepa-
rated by a middle waist region that is smoother
and lighter in color (7). Outgassing from sunlit
surfaces of the nucleus revealed that the waist
and one of the lobes were very active. A CO2

source was detected at the small lobe of the
comet, whereas thewaist wasmore active inH2O
and had a considerably lower CO2 content. Based
on these coma observations, it has been tentative-
ly suggested that the heterogeneity in the comet’s
nucleus was primordial (7). Seasonal effects could
not be ruled out because the observations also
showed a complex rotational state for the comet
(7). The smaller of the two lobes may have been
illuminated differently because of this complex
rotation (7). In support of the findings at Hartley 2,
there are indications of a heterogeneous nucleus
for comet Tuttle and a heterogeneous coma (7, 8).
The Stardust mission to comet P81/Wild 2, on

the other hand, showed a large mixing of mate-
rials on the scale of grains and therefore a
homogenized mix of the refractory material in
the comet (9). The results at Hartley 2 and at
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Fig. 1. H2O, CO, and CO2 measurements for 4 to 8 August 2014.The upper panel shows the signal on
the DFMSdetector for H2O,CO, and CO2, and the lower panel shows the latitude and longitudeof the nadir
view of the spacecraft. At the top is the distance from the spacecraft to the comet. The signal increases
with decreasing distance to the comet, and diurnal variations are also visible. CO2 has a different
periodicity than H2O, as seen around 4 to 6 August.
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P81/Wild 2 raise the larger question of whether
heterogeneity in the coma is a common feature
in comets and whether this reveals an under-
lying heterogeneity in the composition of the
nucleus, which would point to general transport
of cometesimals in the early solar system.
In August, the European Space Agency’s mis-

sion Rosetta arrived at its target comet 67P/
Churyumov-Gerasimenko (67P) after a 10-year
journey (10). Rosetta provides an excellent oppor-
tunity for long-term study during the comet’s
sunward approach to perihelion. The observa-
tions presented here are from a 2-month period
beginning near the initial encounter at about 3.5
astronomical units from the Sun.
Like Hartley 2, the nucleus of 67P appears

complex in shape. The comet 67P consists of
two lobes of different sizes, connected by a neck
region. The lobes are much larger, more rugged,
and darker than the neck region and the overall
shape has been compared to a rubber duck (11).
The structural similarities of 67P and Hartley 2
suggest the possibility of another heterogeneous
comet and, by virtue of the extended observa-
tions at 67P, a chance to determine whether het-
erogeneity in the coma and nucleus are related.
Here, we show compositional variations in

H2O, CO, and CO2 at comet 67P observed with
ROSINA/DFMS (Rosetta Orbiter Spectrometer
for Ion and Neutral Analysis/Double Focusing
Mass Spectrometer) (12). ROSINA/DFMS is amass
spectrometer thatmeasures the in situ neutral and
plasma coma composition at the position of the
spacecraft (see the supplementarymaterials). Dur-
ing Rosetta’s approach to 67P, ROSINA/DFMS
measured the neutral coma composition with a
time resolution (>10measurements per rotation)
much finer than the rotation period of the comet
of ~12.4hours (13). InAugust, the spacecraft scanned
the comet at northern summer hemisphere (posi-
tive latitudes) from about 10° up to almost 90°
(Coordinates: Cheops System). In September,
the spacecraft made a similar scan at southern
winter hemisphere (negative latitudes) down
to about –50°. Two data sets are shown in Figs. 1
and 2 to illustrate the diurnal and latitudinal var-
iations and heterogeneity of the cometary coma.
During this approach and latitude scan, the

H2O, CO, and CO2 signals from the comet in-
creased by more than an order of magnitude,
roughly in agreement with a 1/R2 dependence on
the coma density, where R is the distance from
the comet’s center. Overall, the H2O signal is the
strongest; however, there are clearly periodswhen
the CO or CO2 signals rival that of H2O.
Superposed on this general increase in signal

are large, diurnal variations for all three neutral
species. For H2O, these variations are periodic,
initially with half the rotation rate of the comet
(~6.2 hours) and then, after 6 August, at the ro-
tation rate (~12.4 hours). This change in perio-
dicity in the signal is interpreted as a latitudinal
effect of the sampling position. Peaks occur at
T90° longitude. For the most part, the CO signal
follows the H2O signal, but the variations are
smaller. CO2 shows a different periodicity. Ini-
tially, a CO2 peak is observed in association with

an H2O peak, and a second CO2 peak occurs
approximately 3 hours later. After August 6, a
single CO2 peak is observed; however, this peak
is not exactly coincident with the H2O peak. The
two CO2 peaks merge, resulting in a shoulder on
the main peak and a slight shift of the main CO2

peak relative to that of H2O (~45 min or one
measurement point). Statistical uncertainties
(

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

#particles
p

) in the signal detected by ROS-
INA/DFMS are smaller than the dots in Figs. 1 to
3, and contributions to the signal due to space-
craft outgassing (14) are subtracted.

aaa0276-2 23 JANUARY 2015 • VOL 347 ISSUE 6220 sciencemag.org SCIENCE

Fig. 2. H2O, CO, and CO2 measurements for 15 to 19 September 2014. Over this 4-day period, the
spacecraft remained at a nearly fixed distance from the comet and executed a southern latitude scan from
about 0° to –45° latitude. H2O and CO2 have different periodicities, and there are deepminima in the H2O
signal. CO follows the CO2 profile with less variation.

Fig. 3. H2O, CO, and CO2 profiles for 18 September 2014.The Sun is shining on the comet from the
top middle of the pictures. The snapshots of the spacecraft view of the comet show that H2O peaks are
observed when the neck region is in view. The separate CO2 peak and the deep minimum in H2O occur
when the spacecraft views the larger of the two lobes and the neck region is blocked. [Shapemodel credit:
ESA/Rosetta/MPS for OSIRIS TeamMPS/UPD/LAM/IAA/SSO/INTA/UPM/DASP/IDA].
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The diurnal variations at half the rotation rate
of the comet that are seen in August are also
observed at southern latitudes in the September
time frame (Fig. 2). The H2O peaks in Fig. 3 are
nearly equal, and there is a deep minimum be-
tween the two peaks. As in the first data set, CO
follows H2O. However, there is much less varia-
tion in CO than in H2O, resulting in times when
the CO signal is greater than that for H2O. The
best example of the differences betweenH2O and
CO2 are seen just after 18 September (Figs. 2 and3).
The nearly equal H2O peaks and the deep min-
imum in theH2O signal are evident, as is the clear
offset between the second CO2 and H2O peaks.
We have combined the signal and the space-

craft perspective over the 18 to 19 September
2014 window to illustrate which side of the com-
et is in view when the peaks occur (Fig. 3). The
peaks in H2O signal are observed when the neck
of the comet is in view of the spacecraft. The deep
minimum in H2O signal is observed when the
spacecraft views the southern hemisphere of the
larger of the two lobes. This large lobe blocks a
direct view of the neck of the comet. The sep-
arate, second CO2 enhancement is observedwhen
the spacecraft views the underside of the body of
the larger of the two lobes of the comet. The CO
signal in the second rotation of the comet follows
the CO2 profile, and CO and CO2 have very sim-
ilar intensities.
We see from this data (Figs. 1 to 3) that the

coma composition of 67P is highly heterogeneous.
H2O,CO, andCO2 variations are strongly tied to the
rotation period of the comet and to the observing
latitude. At large negative latitudes, the H2O sig-
nal varies by at least two orders of magnitude
(Fig. 3). Also, the H2O minima are not as deep
when the spacecraft is at mid and high positive
latitudes because there is a view of the neck region
over the edge of the larger lobe (see Fig. 1 and the
observations on 15 September in Fig. 2).

The separate CO2 peak also occurs when the
spacecraft views the bottom of the larger of the
two lobes of the comet (see Fig. 3 at 5 hours). CO
follows H2O at positive latitudes and follows both
H2O and CO2 at negative latitudes.
The separate CO2 peak, the large variations in

the H2O signal, and the weaker variations in CO
result in large changes in the relative concentra-
tion of H2O, CO, and CO2 in the heterogeneous
coma of 67P (see the supplementary materials).
For example, the CO/H2O number density ratio
is 0.13 T 0.07, and the CO2/H2O ratio is 0.08 T
0.05 in the last H2O peak on 7 August at 18 hours
in Fig. 1 (measured high in the northern summer
hemisphere). However, The CO/H2O ratio changes
from 0.56 T 0.15 to 4 T 1 and back to 0.38 T 0.15
within the second cometary rotation (Fig. 3), be-
tween 12 and 24 hours on 18 September, mea-
sured low in the southern winter hemisphere.
Similarly, the CO2/H2O ratio changes from 0.67 T
0.15 to 8 T 2 and back to 0.39 T 0.15 over the same
rotation. These are large changes within a short
amount of time, which indicate a strongly het-
erogeneous and time-variable coma.
The similarities in the structure of the nuclei

and the heterogeneous comae of 67P andHartley
2 are striking. The behavior in terms of the H2O
dominant outgassing at the neck versus CO2 out-
gassing at one of the lobes described here was
also found for Hartley 2 (7).
The compositional differences in the Hartley 2

coma were interpreted as evidence for a hetero-
geneous cometary nucleus (7). However, seasonal
effects could not be ruled out. With observations
over a wide range of latitudes at 67P, we can dis-
tinguish between compositional differences and
seasonal effects; to do so, we have mapped the
CO2/H2O density ratio from 17 August through
22 September onto the shape model (Fig. 4).
Although a direct mapping of the signal ob-

served in the coma onto the comet surface is

oversimplified, a generalized interpretation re-
veals features of the outgassing of the comet.
Seasonal effects on the CO2/H2O ratio are clearly
evident (Fig. 4). On the upper half of the comet,
theCO2/H2O ratio is less than 1, indicating ahigher
sublimation ofH2O frompositive latitude regions
that receive more illumination during northern
hemisphere summer on the comet. A broad re-
gion of high CO2/H2O ratio occurs at negative
latitudes in the winter hemisphere, likely the re-
sult of deep minima in the H2O signal (such as
the one shown in Fig. 3 on 18 September at 4
hours). This winter hemisphere of the comet is
poorly illuminated by the Sun. With limited illu-
mination, this region of the comet nucleus may
be considerably colder than other regions, includ-
ing the neck and smaller lobe. The temperature
at and below the surface of the nucleus may be
sufficient to sublimate CO and CO2 but not suf-
ficient to sublimate water. The weak, periodic il-
lumination of this region may be sufficient to
drive CO and CO2 sublimation, producing the
separate CO and CO2 peak (Fig. 3 at 18 hours).
However, the compositional asymmetry in the
two H2O peaks cannot be explained in a similar
way and might be the strongest indication for
heterogeneity in the comet nucleus. The strong
heterogeneity in the coma of comet 67P is likely
driven by seasonal effects on the comet nucleus.
However, the smaller variation of CO and CO2

compared with H2O might indicate that CO
and CO2 ices sublimate from a greater depth,
whereas H2O ice sublimates closer to the sur-
face and experiences more direct temperature
differences due to sunlight. Furthermore, that
lack of overall correlation between H2O, CO,
and CO2 implies that the outgassing from the
nucleus is not correlated or that CO and CO2

are not strictly embedded in H2O. For Tempel 1,
material was found in layers and supports the
above idea (15).
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Fig. 4. The nadir point for each pair of CO2/H2O measurements over the time period from 17 August through 22 September was mapped to the
model surface.The mapping is shown for the bottom side of the larger of the two lobes of the comet, and cometary latitudes run approximately vertically in
this.The layering is due to spacecraft rastering above the comet nucleus. A high ratio is measured for the lower part that is poorly sunlit in southern hemisphere
winter. [Shape model credit: ESA/Rosetta/MPS for OSIRIS Team MPS/UPD/LAM/IAA/SSO/INTA/UPM/DASP/IDA].



In summary, the coma composition has been
measured over many rotational periods of the
comet and a wide range of latitudes with high
time resolution and compositional detail. Con-
centrations of the three molecules change over
the rotational period of the comet and indicate a
strongly heterogeneous coma. For the most part,
H2O dominates, but CO and CO2 can at times
dominate in the coma. These observations also
indicate that there are substantial diurnal and
latitudinal variations in the coma. Peaks in the
H2O signal are observed, along with deepminima
at high negative latitudes when the neck region of
the nucleus is blocked from view of the spacecraft.
A separate peak in CO2 signal occurs when the
winter hemisphere of the larger lobe of the comet
faces the spacecraft. The diurnal and latitudinal
variations suggest that compositional differences
in the coma may be seasonal and may indicate
different subsurface temperatures in the nucleus.
Further observationsmay distinguish seasonal

effect from nucleus heterogeneity. As the comet
approaches the Sun, the overall temperature of
the nucleus will increase, and as the seasons
change, there may be considerable changes in
the H2O, CO, and CO2 outgassing, with the
current high CO2/H2O ratio region shown in
Fig. 4. In addition, differences in the sublimation
of species similar in sublimation temperatures
could demonstrate the extend of heterogeneity
in the nucleus independent of seasonal changes.
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Birth of a comet magnetosphere:
A spring of water ions
Hans Nilsson,1,2* Gabriella Stenberg Wieser,1 Etienne Behar,1,2 Cyril Simon Wedlund,3

Herbert Gunell,4 Masatoshi Yamauchi,1 Rickard Lundin,1 Stas Barabash,1 Martin Wieser,1

Chris Carr,5 Emanuele Cupido,5 James L. Burch,6 Andrei Fedorov,7 Jean-André Sauvaud,7
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The Rosetta mission shall accompany comet 67P/Churyumov-Gerasimenko from a
heliocentric distance of >3.6 astronomical units through perihelion passage at 1.25
astronomical units, spanning low and maximum activity levels. Initially, the solar wind
permeates the thin comet atmosphere formed from sublimation, until the size and plasma
pressure of the ionized atmosphere define its boundaries: A magnetosphere is born.
Using the Rosetta Plasma Consortium ion composition analyzer, we trace the evolution
from the first detection of water ions to when the atmosphere begins repelling the solar
wind (~3.3 astronomical units), and we report the spatial structure of this early interaction.
The near-comet water population comprises accelerated ions (<800 electron volts),
produced upstream of Rosetta, and lower energy locally produced ions; we estimate the
fluxes of both ion species and energetic neutral atoms.

A
n active comet emits gas and dust that ex-
pand into the surrounding space and form
the comet atmosphere or coma. Its neutral
component—which is mainly composed of
H2O, CO, andCO2—is thought to result from

the sublimation of near surface ice or icy grains
when the comet draws closer to the Sun (1).
Interplanetary space is permeated by the solar
wind: a streamof charged particles (plasma) emitted
from the Sun. The electromagnetic forces of the
solar wind act on the charged particles in the
environment of the comet. Charged particles are
created as the atmosphere is ionized by extreme

ultraviolet light as well as through collisions be-
tween the solar wind and the comet atmosphere.
The partially ionized and collisional atmosphere
of a well-developed comet is electrically conduc-
tive. The conductive part of the atmosphere acts
as an obstacle to the solar wind. When the solar
windmeets this obstacle, plasma boundaries such
as a bow shock andan ionopause (contact surface)
form, separating the solar wind domain from the
atmospheric plasma (2–4). This resembles the in-
teraction between the solar wind and the un-
magnetized planets Mars and Venus. The Sun
distance at which the comet–solar wind interaction
changes to thismore “active” stage depends on the
comet. For comet 67P/Churyumov-Gerasimenko
at the time of the Rosetta rendezvous, the nucleus
outgassing rate is low (on the order of 1026 mol-
ecules per second). The resulting comet atmosphere
is thin enough that the ion–neutral collision fre-
quency is negligible. The solar wind should be
largely unaffected by the comet atmosphere,
and the plasma boundaries will not yet have
formed (5, 6).
Because of weak gravity, the neutral atmosphere

of a comet extendswell into the solarwind, beyond
the plasma boundaries once formed. If a constitu-
ent of an atmosphere is ionized within the solar
wind domain, the newborn ion is accelerated by
the solar wind electric field: The ion is “picked up”
by the solar wind. Newly picked-up ions may
form ring distributions in velocity space, if the
source region is large compared with the ion
gyro radius. This is not the situation we expect
at a comet with a low outgassing rate (6). The ac-
celerated ion gains energy provided by the solar
wind. If the energy taken from the solar wind
becomes substantial, the solar wind is slowed
downnoticeably and deflected in a process known
as mass loading (7). Mass loading is believed to be

important for planets around young stars, where
the solar extreme ultraviolet radiation heating the
upper part of an atmosphere is generally more
intense than for an older star such as the Sun (8),
causing a higher temperature and an extended
scale height of the upper atmosphere. More of
the upper atmosphere may thus reach into the
solar wind domain. Another possible situation
is that the dynamic pressure of a stellar wind is
substantially higher than the ionospheric plasma
pressure of a planet (9), leading to a situation in
which the stellar wind magnetic field permeates
the entire atmosphere of the planet. Aweak comet
represents an example of the situation when the
local plasma pressure cannot balance the solar
wind dynamic pressure. The solar wind itself, as
well as ion and neutral fluxes resulting from the
interaction of the atmosphere and solar wind,
may affect atmospheric and surface chemistry at
a comet or a planet with a very thin atmosphere.
The Rosetta mission reached comet 67P/

Churyumov-Gerasimenko at a heliocentric dis-
tance of ~3.6 astronomical units (AU) when the
comet was still in a low-activity state. For all pre-
vious in situ spacecraft comet encounters, the
targeted comet had high activity, with an enor-
mous atmosphere extendingmillions of kilometers
into space, and well-formed plasma boundaries
with a bow shock and an ionopause. On 13March
1986, theGiotto spacecraft flewby cometHalley at
a sun distance of 0.89 AU. The relative velocity
was a few tens of kilometers per second, with a
closest approach distance of ~600 km. The out-
gassing rate of Halley at that time was estimated
to be on the order of 1030 molecules per second.
The bow shock was observed at ~1 million km
from the nucleus, and the ionopause at ~5000 km
(10, 11). Rosetta thus enters a wholly different do-
main, approaching a low-activity comet as close
as 10 km from the nucleus and remaining in its
close vicinity at a walking pace. We study this
environment using the ion composition analyzer,
which is part of the Rosetta Plasma Consortium
(RPC-ICA) (12, 13). The RPC-ICA can distinguish
between differentmass groups of ionswith amass-
per-charge ratio of ~1, 2, 4, 8, 16, and 32 atomic
mass units (amu)/e and covers an energy range
per charge of 10 eV/e to 40 keV/e in 12 s. The basic
field of view is near 2.8p sr, with an electrostatic
entrance elevation sweep providing a T45° view
away from a central 360° viewing plane divided
into 16 sectors of 22.5°. Because of spacecraft
blocking, the actual field of view is closer to 2p sr
or half the sky. A complete angular scan is per-
formed in 16 steps, taking 192 s to complete. Be-
cause of instrument limitations, the elevation field
of view is restricted to only small elevation angles
in the lowest-energy bins. Water ions are expected
to be one of the most common ions in the near
vicinity of the comet (1–5, 14). The RPC-ICA can-
not distinguish water ions fromO+ or H3O

+ ions,
but for convenience, we will call ions in the mass
group in the vicinity of mass 16 amu/e “water
ions” throughout this paper (the mass of water
molecules is 18 amu). Similarly, for convenience
we will express energy as electron volts, which is
really eV/e, energy per charge.
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The first detectable traces of water ions were ob-
served on 7 August 2014, at a distance of 100 km
from the center of the nucleus of comet 67P/
Churyumov-Gerasimenko (Fig. 1A). The Sun–
comet distance was 3.6 AU. The cyclical nature
of the data is due to the entrance angle sweep.
The solar wind ions are only seen when the in-
strument probes the solar wind direction. Inspec-
tion of the full data set reveals that the ions at
~650 eV are protons (H+), those at ~1300 eV are
alpha particles (He2+), and the ions in the lower-
energy bins are water ions. The water ions are
coming from a direction 90° from that of the
solar wind direction. This is consistent with the
ions moving in the direction of the solar wind
electric field. The water ions and the solar wind
ions are for this event seen for the same eleva-
tion angle (same time in Fig. 1A). The lowest-
energy ions can only be seen for small elevation
angles because of instrument limitations. The Sun
is always located at low elevation angles owing to
constraints on spacecraft orientation imposed by
the solar panels. The water ion flux for this first
event was up to 3 × 108 m−2 s−1. With a drift ve-
locity in the range of 10 to 20 km s−1 (the latter
corresponding to a drift energy of ~40 eV), the
water ion density is ~104 to 105m−3. The data from
7 August are typical for the early observations,
with an undisturbed solar wind. The weak water
ion flux of a few 108 ions m−2 s−1 does not yet
influence the solar wind.
By 11 August 2014, the water ions were ac-

celerated to nearly 100 eV (Fig. 1B). The fact that
no or few ions were seen at the lower energies
indicates that there was some distance between
the spacecraft and the strongest water ion source.
The energy of the ion directly corresponds to the
travel distance along the solar wind electric field,
which is expected to be of the order of 1 V km−1 or
less. The ions thus appear to have traveled sev-
eral tens of kilometers from a main source to the
observation points.
Weobserved enhanced activity on 21 September

2014 (Fig. 2A). The distance to the comet center
was just below 28 km, and Rosetta was over the
northern hemisphere of the comet. The sun dis-
tance was 3.3 AU. The repeating pattern of ions in
the 700 to 800 eV range is solar wind H+, at 1400
to 1600 eV it is He2+, whereas at 3000 eV, a weak
signal from He+ can occasionally be seen. On this
day, the RPC-ICA detected solar wind fluxes about
an order of magnitude higher than average, up to
1012 m−2 s−1 for H+ and 1011 m−2 s−1 for He2+.
At around 18 UT, we saw a significant flux of

water ions at the lowest energy we can measure.
The observedwater ion flux was 1010m−2 s−1. The
ions were accelerated into the instrument by a
negative spacecraft potential, determined by using
the Langmuir probe (RPC-LAP) instrument (15)
to be –5 to –10 V. The geometry of the observa-
tions and flow directions of all observed popula-
tions in the detector central plane is shown in
Fig. 3. The solar wind is now slightly deflected
because of interaction with the comet atmo-
sphere and has a component of flow away from
the comet. H+ is somewhat more deflected than
He2+. The coarse sector resolutionmakes a precise

aaa0571-2 23 JANUARY 2015 • VOL 347 ISSUE 6220 sciencemag.org SCIENCE

Fig. 1. Energy-time ion spectrograms. (A) Data obtained on 7 August 2014 between 03:04 and 04:04
UT, showing the first detection by RPC-ICA of water ions from the comet.The color scale shows differential
flux summed over all azimuthal sectors and all masses.The water ions are the signal at just above 10 eV.
Solar wind proton and alpha particles are visible at higher energies (650 and 1300 eV).The black patches
indicate times of decoder errors. (B) Energy-time spectrogram from 11 August 2014 between 14:31 and
14:41 UT.The water ions are accelerated to nearly 100 eV.

Fig. 2. Energy-time ion spectrograms. (A) Data from 21 September 2014 between 17:00 and 19:00 UT.
The color scale is differential flux.The solar wind ions are visible in the range 700 to 800 eV (H+) and 1400 to
1600 eV (He2+). At even higher energies (3000 eV), a weak signal from He+ is sometimes seen. In the lowest-
energy bin, we see water ions. (B) Details of the time period 20:53 to 20:59 on 21 September.The solar wind
components are clearly seen at different energies with a faint He+ signal at higher energy.The ions seen in the
energy range 100 to 1000 eV, forming curves, are comet-origin water ions with an elevation angle of 20° to 30°.
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angle difficult to determine. The deflection is
also seen in the higher-angular-resolution eleva-
tion scans; protons are typically deflected by T25°
in elevation angle from the sun line and He2+ by
about half that angle. The elevation angle is the
angle out of the plane depicted in Fig. 3.

We observed the low-energy water ions in the
lowest energy bin only. An upper limit to the drift
energy is thus 10 eV or a velocity of ~10 km s−1,
corresponding to a water ion density of 106 m−3.
The RPC-LAP Langmuir probes (15) indicate a
total plasma density of 107 m−3, which is consist-

ent with our observations if the drift velocity is
1 km s−1. The neutral density determined by using
Rosetta Orbiter Spectrometer for Ion and Neu-
tral Analysis Cometary Pressure Sensor (ROSINA
COPS) (16) was a few times 1013 m−3. The ioni-
zation time for water molecules at 3.3 AU was
~107 s. Thus, the observed ion density would be
produced in 1 to 10 s over a distance of 10 km,
which is the order of magnitude of the distances
involved. A water ion density of 107 m−3 would
correspond to about the same particle density as
that of the solar wind H+, and the mass density
would be an order ofmagnitude higher than that
of the solar wind. The kinetic energy density of
water ions is still tiny compared with that of the
solar wind, with a kinetic energy ratio of 10−4 to
10−3 for 1 and 10 km s−1 water ions, respectively.
We also examined the narrower time period

20:53 to 20:59 UT on 21 September 2014 (Fig.
2B). Because of instrument angular scans, we see
repetitive structures of accelerated ions forming
curves from the lowest energy up to that of solar
windH+ at 800 eV (the ions are seen in sector 12;
a schematic overview is provided in Fig. 3). The
ions appear to follow an angular dispersion, with
higher-energy ions seen for larger elevation de-
flection angles (seen as a time series in the en-
ergy spectrogram). Careful analysis reveals that
this is an artifact caused by an offset in our ener-
gy table. All of these ions are seen just at the limit
of observable angles for that energy. The ions
come from a small range of angles of 20° to 30°.
The ions reach energies of 800 eV, which implies
acceleration over a distance of a few 100 km, as-
suming that the solar wind electric field is the
underlying acceleration mechanism. The inte-
grated flux of the accelerated cometary ions is
109 m−2 s−1, which is an order of magnitude less
than the cold water ions.
By constructing an energy mass matrix from

the time period when accelerated cometary ions
were observed on 21 September 2014, we see
that the different ion populations are seen where
they are expected: H+ at mass per charge 1, alpha
particles at 2 amu/e, He+ at 4 amu/e, and the
accelerated ions around 16 amu/e (Fig. 4). The
highest- and lowest-energy bins with significant
fluxes of cometary ions appear also to include
ions with mass of well above 16 amu/e. This in-
dicates the presence of some heavier ions (CO+

and CO2
+) for this occasion.

The observed He+ are created by charge ex-
change between He2+ and H2O and allow us to
make an estimate of the total H2O atmosphere
the ions have passed through of 2.5 × 1017 m−2

(17). This corresponds to an in situ neutral H2O
density of ~1 × 1013 m–3, which is in good agree-
ment with ROSINA COPS measurements (16).
The charge exchange of H+ into H is more im-
portant for the near-comet environment because
this constitutes a much larger flux. It has com-
monly been observed at other solar system ob-
jects such asMars (18). RPC-ICA cannot measure
these energetic neutral atoms, but we can infer
the approximate flux of H by comparing with the
effect of the charge exchange product that we
can observe, He+. The flux ratio of He+ to He2+
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Fig. 3. The geometry of the RPC-ICA observations made on 21 September 2014.The cold ions were
mainly observed between 17 and 19 UT.The accelerated ions were observed between 21:00 and 21:30 UT.
Sector numbers identify the field of view of the corresponding instrument sector. [Comet shape model
credit: ESA/Rosetta/NAVCAM.]

Fig. 4. Energy-mass
matrix from 21 Sep-
tember 2014.The
observed counts are
integrated over a time
period including the data
shown in Fig. 2B. The
white lines show the
position of the peak of
the signal for ions with
mass 1 amu/e (dotted),
2 amu/e (dashed), 4
amu/e (solid), and 16
amu/e (dash-dotted),
respectively. For a given
energy, lighter ions are
seen at higher mass
channel numbers. H+,
He2+, and He+ are seen at ~750, 1500, and 3000 eV, respectively. Cometary ions are seen at 10 eV.
Gray lines show extrapolation beyond 300 eV, the lowest energy available from laboratory calibration.
The line at mass ~16 amu/e has been determined through in-flight calibration. The signal at 16 amu/e
has an asymmetric shape, with the peak to the right and a rather sharp cut-off toward higher-mass
channel numbers. This is observed both in the laboratory and in flight.



for 30 September 2014, the daywhenwe observed
the clearest He+ signal, was 2.1% (17). Usingmod-
els of charge exchange, we then estimate that at
the same point in space, 20 km from the center of
the comet nucleus, we should have a H-to-H+

ratio of 4.4%. Scaling this value with a model of
the comet atmosphere density, we find that the
H-to-H+ ratio close to the nucleus reaches up to
33% at the terminator—a large fraction of the
impinging solar wind will have charge-exchanged
with water molecules close to the nucleus, lead-
ing to the formation of a relatively dense cloud of
energetic neutral hydrogen atoms.
At 100 km from a low-activity comet nucleus,

where we first detected the traces of cometary
water ions, the source of the observed ions is al-
ready spatially structured. This is revealed through
the absence of ion populations at the lowest en-
ergies. Thus, at 100 km from the nucleus the
number of locally produced ions was below the
measurement threshold of the instrument. This
view is supported by time variations of the local
neutral density as measured with the ROSINA
instrument,whichmeasures substantial variations
related to the comet nucleus rotation period (19).
At a distance of 28 km from the center of the

nucleus, we observed a comet plasma of similar
number density to that of the solar wind. The
neutral atmosphere had a density of 1013 m−3,
which is similar to the F region in Earth’s iono-
sphere (20). This atmosphere is still essentially
collision-less, but charge-exchange collisions are
already noticeable. We are witnessing the initial
stages of an ionosphere being born.
In this nascent stage, before the plasma bound-

aries are formed, the comet nucleus and near-
comet atmosphere are affected by a relatively
direct flux of solar wind. However, at this stage
the solar wind is already somewhat deflected
by the comet atmosphere. The deflection is ~20°
from the Sun-comet line for H+ and about half of
that for He2+. Simple calculations indicate that a
large fraction of the solar wind impinging on the
nucleus and lowest part of the atmosphere will
undergo charge exchange: 30% for our example
day of 30 September 2014. Energetic cometary
ions were observed at 28 km from the nucleus.
The continuous presence of ions throughout the
energy interval from near 0 to 800 eV indicates a

continuous source extending over a few 100 km.
Thus, similar fluxes can be expected to hit the
nucleus. According to our observations, the nu-
cleus is consequently hit by the solar wind, by
charge-exchanged H, and a flux of 109 m−2 s−1 of
accelerated ions with a cometary origin, with an
energy of up to 800 eV per charge. The neutral
hydrogen flux will not be affected by the en-
hanced magnetic field caused by the solar wind
slowing down and by associated magnetic field
linedraping. The important role of a heterogeneous
and dynamic comet atmosphere, the deflection
of the solar wind at an early stage, and the pres-
ence of accelerated ions present challenges for
comet–solar wind interaction models (6, 21). This
energetic ion environment represents the first
stage of the birth of the comet magnetosphere.
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The VIRTIS (Visible, Infrared and Thermal Imaging Spectrometer) instrument on board
the Rosetta spacecraft has provided evidence of carbon-bearing compounds on the
nucleus of the comet 67P/Churyumov-Gerasimenko. The very low reflectance of the
nucleus (normal albedo of 0.060 −+ 0.003 at 0.55 micrometers), the spectral slopes in
visible and infrared ranges (5 to 25 and 1.5 to 5% kÅ−1), and the broad absorption feature
in the 2.9-to-3.6–micrometer range present across the entire illuminated surface are
compatible with opaque minerals associated with nonvolatile organic macromolecular
materials: a complex mixture of various types of carbon-hydrogen and/or oxygen-hydrogen
chemical groups, with little contribution of nitrogen-hydrogen groups. In active areas, the
changes in spectral slope and absorption feature width may suggest small amounts of
water-ice. However, no ice-rich patches are observed, indicating a generally dehydrated
nature for the surface currently illuminated by the Sun.

C
omets are probably the least-altered ob-
jects that survive from the origin of the
solar system, and they therefore carry the
record of the physical processes that have
led to their formation. The solid compo-

nents we observe on the nuclei may have existed
before the solar system formed, as interstellar
grains, or they could bematerials that condensed
in the early protosolar nebula (1). Previous infor-
mation on the nucleus composition was mainly
derived from measurements of the coma’s gas
and dust components, either from ground-based
observations, from in situ measurements (2–4)
or from analysis of grains of cometary origin (5)
or presumed cometary origin, as stratospheric
interplanetary dust particles and Antarctic micro-
meteorites (6–8). Unfortunately, only a few direct
observations of comet nuclei have been carried
out, limiting the amount of information known
about their surface composition (9, 10).
With the arrival, in early August 2014, of the

Rosetta spacecraft at 67P/Churyumov-Gerasimenko
(hereafter 67P), the Visible, Infrared and Thermal
Imaging Spectrometer (VIRTIS) (10) began amap-
ping campaign to provide direct measurements
of the surface composition of the nucleus. VIRTIS
is a dual channel spectrometer. VIRTIS-M (M for
mapper) is a hyper-spectral imager covering a
wide spectral range with two detectors: a charge-
coupled device detector [visible (VIS)] ranging

from 0.25 through 1.0 mm and an HgCdTe de-
tector [infrared (IR)] covering the 1.0-to-5–mm
region. VIRTIS-M uses a slit and a scan mirror
to generate images with spatial resolution of
250 mrad over a field of view of 3.7°. The second
channel is VIRTIS-H (H for high resolution), a
point spectrometer with high spectral resolution
(l/Dl = 3000 at 3 mm) in the range 2 to 5 mm (11).
The VIRTIS observations described in this pa-

per were obtained fromAugust to September 2014
(3.6 to 3.3 astronomical units from the Sun), with
a surface spatial resolution varying between 15
and 30 m per pixel, over the instrument spectral
range 0.5 to 5.0 mm. The three major regions of
the nucleus—the “head,” “neck,” and “body”—are
presented in Fig. 1, with spectra representative of
the composition of the three areas. The spectra
show several common features: a very low albedo,
clear absorption in the range 2.9 to 3.6 mm, and a
slightly reddish spectral slope with a slope change
around 1.0 mm. The reflectance spectra also show
definite evidence of thermal emission at 3.5 to
5.0 mm; once the temperature is calculated from
the radiance data (12), we obtain surface temper-
atures in the range 180 to 230 K during daytime.
A notable feature of all spectra is the absence of
water-ice absorption bands (at 1.5, 2.0, and 3.0 mm).
This indicates that no water-ice–rich patches are
present, across the nucleus surface, at a scale larger
than ~10 m, with an upper limit on the water-ice

abundance of ~1%. The lack of ice absorption
features in our spectra, along with the relatively
high surface temperaturementioned above, indi-
cate that the top layers of the surface (estimated
up to fewhundredmicrometers), which are probed
by the reflected light, are composed mainly of
dark dehydrated refractory materials.
The normal albedo derived fromVIRTIS data is

0.060 T 0.003 at 0.55 mm, in excellent agreement
with the value obtained by the Optical, Spectro-
scopic, and Infrared Remote Imaging System
(OSIRIS) team (13). The reflectance spectra in the
VIS region display a positive slope (“red” slope)
over the range 0.5 to 0.8 mmwith a coefficient of
5 to 25% kÅ−1, which is also in good agreement
with the OSIRIS results. The spectrum has a knee
at ~1.0 mm and displays a more neutral (1.5 to
5%kÅ−1) spectral slope in the range 1.0 to 2.0 mm.
If compared to the reflectance of trans-Neptunian
objects, 67P would be associated, according to the
present taxonomy described in (14), with the two
slightly red classes (denoted BR and IR) being
substantially different from the extreme cases of
the very red objects (RR) or the neutral slopes
objects (BB).
To take full advantage of the mapping capa-

bility of VIRTIS, we mapped the spectral slopes
over the ranges 0.5 to 0.8 mm and 1.0 to 2.0 mm,
onto the shapemodel (Fig. 2). The region located
in the neck, which is also the region associated
with the first sign of activity in August to Sep-
tember 2014 (13), displays a less steep slope than
the rest of the surface in both VIS and IR ranges.
Moving into the IR region, the most promi-

nent feature observed is a wide absorption band
extending from 2.9 to 3.6 mm. The band is fairly
asymmetric with a steeper slope toward the
shorter-wavelength region, a band depth (relative
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Fig. 1. Examples of images acquired by VIRTIS-M
and representative spectra. (Left) VIRTIS-M VIS
RGB imagesof thenucleus acquiredon theneck (top
panel, acquisition V1_00366693519 taken on
15 August 2014 from 03:20 to 03:54, spatial reso-
lution 25 m per pixel) and on the head and body
regions (bottom panel, acquisition V1_00368219081
taken on 1 September 2014 from 19:05 to 20:30,
spatial resolution 12.5mperpixel). (Right)Represent-
ative reflectance spectra (thermal emission removed)
of the three regions in the 0.5-to-4.0–mm range by
VIRTIS-M (red, black, and blue curves) and in the
2-to-4–mm range by VIRTIS-H (light blue curve).
The color code corresponds to the location of the
crosses reported in the images. The vertical scale
is given in radiance factor (I/F), and offsets are
added for clarity: black and blue spectra shifted by
0.01, light blue spectrum shifted by –0.02.Vertical
light gray bars indicate instrumental bridging zones
and order sorting filters gaps (11). The spectra ex-
tend to 5.0 mmbut their analysis is limited to 4.0 mm,
where the spectral interpretation is unaffected by
the emissivity of the surface. Error bars associated
with the measurements are also reported.

Fig. 2. Spectral slopes, sampled at 1° by 1°
spatial resolution, are shown projected on the
nucleus shape model for different viewing
orientations.The spectral slopes in the VIS (0.5
to 0.8 mm, left column) and IR (1 to 2.0 mm, right
column) are reported in units of percent per kilo-
angstrom (%/kÅ−1). Slopes have been calculated
from 160 observations acquired from 7 August
2014 to 2 September 2014, limiting the samples
to the pixels having incidence and emission angles
less than 80°. [Credit for nucleus shape model:
ESA/Rosetta/MPS for OSIRIS Team MPS/UPD/
LAM/IAA/SSO/INTA/UPM/DASP/IDA]
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to the local continuum) on the order of 20%, and a
band center located at 3.2 to 3.3 mm. The band is
observed in both VIRTIS-M andVIRTIS-H spectra,
independently calibrated, with similar band depth
and shape.
When this band is mapped over the surface of

67P, the data taken so far indicate a limited var-
iability across the observable nucleus, mainly lo-
calized in the neck region. The absorption band
of spectra taken in the neck region is deeper,

broader, and shifted toward shorter wavelengths
(2.8 to 3.6 mm) with respect to the other regions.
The short-wavelength shoulder of the neck band
is most likely due to the addition, in this region,
of a small percentage of water-ice mixed with the
dark material responsible for the overall appear-
ance of the spectrum. This is in agreement with
the slight increase in the reflectance (on the or-
der of a few percent), the increase in band depth
(Fig. 1), and the previously mentioned decrease

of the VIS spectral slope for this same region
(Fig. 2, left column top projection). Furthermore,
it is consistent with localized activity driven by
volatiles (including water) in the uppermost few
millimeters of the nucleus surface. This process
is quite distinct from the diffuse activity observed
by OSIRIS (13) in regions where VIRTIS observa-
tions indicate a dehydrated crust.We note that an
increase of the amount of organicmattermay also
contribute to part of the band-depth increase
in the neck. In contrast to the neck region, the
spectral features observed on the head and body
(Fig. 1) are markedly similar and indicate a com-
positionally homogeneous surface at the present
spatial resolution.
Comparison with laboratory spectra of carbo-

naceous chondrites of the CI, CM, and CR types
reveals that none of the typical features of their
spectra are compatible with the spectra of 67P
[for a thorough analysis of carbonaceous chon-
drites spectra, see (15–17)]. Spectra of bulk carbo-
naceous chondrites display a change of slope at
~0.6 mmand are basically flat in the near-IR range
and thus do not match the red slope seen on 67P.
Furthermore, carbonaceous chondrites’ broad
3-mm band due to structural hydroxyl or water is
shifted substantially toward shorter wavelengths.
Thus, the material that composes the surface of
67P is not identical to the main groups of primi-
tive carbonaceous chondrites. The reflectance
spectra of the insoluble organic matter (IOM) ex-
tracted from theMurchison chondrite are indeed
dark and flat in both the visible and IR ranges
(15), but the absolute abundance of IOM in pri-
mitive chondrites is limited to a few percent and
cannot account for the overall appearance of the
67P spectra.
Numerous asteroidal bodies have an absorp-

tion feature around 2.7 to 2.8 mm (18) associated
with the presence of hydrated minerals. In the
case of small bodies such as 24 Themis, 65 Cybele,
and a few other objects (18–20), the absorption-
band maxima are shifted toward higher wave-
length (~3.1 mm). For these observations, the
absorption feature is explained by the presence
of water-ice, with a possible contribution of or-
ganic compounds (~3.4 mm). Still, the band shape
and position of the maximum of absorptionmea-
sured by VIRTIS for 67P is substantially different
from these objects and, at present, distinct across
the observed small bodies.
The very low reflectance of 67P surface mate-

rial throughout VIRTIS spectral ranges requires
the presence of a darkening agent in the refrac-
tory component. Fe-bearing opaqueminerals are
known to absorb visible and near-IR light, and
their presence in cometary grains is established
from the analysis of grains from the comet 81P/
Wild2 collected by the STARDUSTmission, strato-
spheric dust particles, and Antarctic micromete-
orites (6–8). IOM also contains some insoluble
opaque minerals (e.g., sulfides, iron oxides) that
are not dissolved by the chemical procedure of ex-
traction from the bulk chondrites. Sulfides (troilite,
pyrrhotite, pentlandite), Fe-Ni alloys, Fe-bearing
crystalline, and amorphous silicates have been
identified in those dust grains. In particular, the
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Fig. 3. The spectrum of the head shown in Fig. 1 is compared (in the spectral range 0.5 to 2.5 mm)
to the spectra of several other compounds described in the text. Enstatite, pyrrothite, and troilite
spectra are scaled down by 100, 75, and 50%, respectively. The Murchison IOM is from (16), enstatite
spectrum from (29), troilite and carbon black spectra from (30), and pyrrothite spectrum from (31).

Fig. 4. The spectrum of the head in the spectral range 2.5 to 4.5 mm is compared to several other
organic compounds described in the text.The VIRTIS spectrum is rescaled in arbitrary units to com-
pare the X-H stretch region with ethanol and ethanoic (acetic) acid spectra (32), a cometary tholins
(obtained after ion irradiation of amixture of 80%H2O, 16%CH3OH, 3.2%CO2, and 0.8%C2H6) (33), and
a refractory residue (labeled “ExpOr1”) obtained afterUV irradiation of amixture ofH2O:CH3OH:NH3:CO:CO2

in the ratio 2:1:1:1:1 (34).



analysis of the cometary dust samples indicates
the presence of amorphous silicates associated
with Fe-Ni inclusions and of crystalline silicates,
mainly Mg-rich olivines and low-Ca pyroxenes
(Fo51-100 and En58-100). Similar compositions
(Fo48-100 and En65-99) have been measured for
Antarcticmicrometeorites of presumed cometary
origin (7, 8). Iron sulfides (e.g., troilite, pyrrhotite)
are common in meteorites, interplanetary dust
particles, and cometary dust; they are highly ab-
sorbing opaque phases and may play an impor-
tant role in darkening and reducing spectral
contrasts of diagnostic absorption bands if these
minerals are fine-grained [(21) and references
therein]. In addition to darkening the IR range,
sulfides display a reflectance spectra slope over
the 0.5-to-1.0–mm range that may approximate
the slope seen in VIRTIS spectra (Fig. 3).
In many previous studies, the reddish surfaces

of outer solar system bodies, such as Kuiper belt
objects, have been modeled using tholins produced
fromN2:CH4 gasmixtures (22). Although the reflec-
tance spectra of those tholins may qualitatively
account for the reddish slope of VIRTIS data, they
are definitely too bright in the IR to be considered
as viable materials present at the surface of 67P.
The broad absorption band observed at ~3.3 mm

in all VIRTIS spectra is a congested spectral re-
gion that results from the contribution of X-H
vibrations in different chemical groups. CH and
OH groups can be reasonably suspected (23). On
the other hand, a major contribution of NH or
NH2 is less likely, as nitrogen-rich carbonaceous
materials devoid of oxygen are not representative
of the bulk macromolecular fraction of Jupiter
family comets (JFCs) (24). The absorption bands
ofwater-ice, structuralwater, andhydroxyl trapped
in silicates and iron oxides or oxy-hydroxides oc-
cur at shorter wavelengths comparedwith VIRTIS
spectra, and their contribution should be low, if
any, except in the neck active area where slightly
wider and stronger bands are observed. The sub-
structure in the observed absorption band points
to a complex mixture of both aromatic and ali-
phatic C-H bonds (25) (but their presence cannot
yet be firmly established); in addition, the broad
feature may also be consistent with the presence
of OH groups, either as carboxylic groups or al-
coholic groups, inserted in a macromolecular
organic solid (23). These chemical groups are
known to account for the faint and broad feature
in the IR spectra of IOM extracted from prim-
itive meteorites (26, 27). The position and shape
of the bandmay depend on the alcohol/carboxylic
group ratio and on the groups onto which they
are branched. They may account for some of the
observed variability of the band shape (Fig. 4).
VIRTIS clearly observed a comet that is differ-

ent from the other JFCs encountered so far. Pre-
vious spectroscopic observations of the surfaces
of JFCs indicated the presence of water-ice (10)
and tentatively identified a weak band near
2.39 mm that is possibly compatible with hydro-
carbons (9). Mass spectrometry of solid grains
ejected from comet nuclei showed various spe-
cies of organic materials ranging from aliphatic
and aromatic compounds to carboxylic acids and

alcohols (28), but these compounds have not been
observed in absorption on comet nuclei. From
this point of view, 67P represents a different spe-
cies in the cometary zoo.
The compositional homogeneity of the surface

observed by VIRTIS, despite the rejuvenating
processes acting on the nucleus (at least on the
active portion of it) at every passage close to the
Sun, indicates that space weathering plays only a
minor role in determining the observed compo-
sition. The refractory compounds so widespread
on the surface of 67P are then representative of
the bulk pristinematerial of the nucleus. Organic
compounds are formed upon irradiation [either
by ultraviolet (UV) photons or energetic particles]
of ices or by the polymerization of mixtures of
ices kept at low temperatures (21). The VIRTIS
observations indicate that high-volatility ices
(CH4, CO, CO2, CH3OH, etc.), along with water,
must have been readily available at the time of
the formation of the solid materials that ended
up forming the nucleus of 67P in the early phases
of the protosolar nebula. This suggests that the
larger abundance of organics on the surface of 67P,
with respect to other JFCs, could be correlated
with a formation scenario in which most of the
material that constitutes the nucleus of 67P is
produced in a low-temperature environment con-
sistent with large distances from the Sun, such as
the Kuiper belt region.
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Subsurface properties and
early activity of comet
67P/Churyumov-Gerasimenko
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Heat transport and ice sublimation in comets are interrelated processes reflecting
properties acquired at the time of formation and during subsequent evolution. The
Microwave Instrument on the Rosetta Orbiter (MIRO) acquired maps of the subsurface
temperature of comet 67P/Churyumov-Gerasimenko, at 1.6 mm and 0.5 mm wavelengths,
and spectra of water vapor. The total H2O production rate varied from 0.3 kg s–1 in early
June 2014 to 1.2 kg s–1 in late August and showed periodic variations related to nucleus
rotation and shape. Water outgassing was localized to the “neck” region of the comet.
Subsurface temperatures showed seasonal and diurnal variations, which indicated that the
submillimeter radiation originated at depths comparable to the diurnal thermal skin depth.
A low thermal inertia (~10 to 50 J K–1 m–2 s–0.5), consistent with a thermally insulating
powdered surface, is inferred.

T
he Rosetta Orbiter spacecraft carries 12
science instruments to study comet 67P/
Churyumov-Gerasimenkowith a long-range
goal of better understanding the origin of
our solar system. Comet 67P/Churyumov-

Gerasimenko is a typical Jupiter family comet
(JFC). JFCs are believed to have been injected
from theKuiper belt outside the orbit of Neptune
because of gravitational interactions with the
giant planets or collisions. Currently, comet 67P
is in a low-inclination orbit with a semimajor axis
of 3.46 AU and an orbital period of 6.45 years.
Its present orbital configuration was achieved
in February 1959 during a close encounter with
Jupiter that converted its perihelion distance
from 2.7 AU to 1.28 AU (1). Its prior history is
uncertain. According to some statistical studies,
comet 67P might have been subject to mass ero-
sion driven by thermal sublimation with deple-
tion of the surface materials up to a depth of a
few kilometers (2). As a consequence, a dust man-
tle would gradually build up and cover the nu-
cleus surface, where ice mixtures of H2O, CO2,
and CO would be found (3).

The instrument suite onRosetta was chosen to
study physical and chemical properties of the
nucleus, the evolution of the outgassing from the
nucleus, and development of the coma as a func-
tion of the heliocentric distance, as well as the
interaction of the solar wind with the target
comet. The development of the gas and dust comas
along the cometary orbit depends critically on
the energy transport through the dust mantle
and the differential outgassing of different spe-
cies according to their volatility. The Microwave
Instrument on the Rosetta Orbiter (MIRO) (4)
has been designed to study heat transport in the
nucleus, outgassing from the nucleus, and devel-
opment of the coma as interrelated processes.
The measurements and monitoring of the inter-
play between gas emissions and surface temper-
ature evolution by MIRO therefore bring key
information to the temporal evolution of the sub-
surface ice-dust complex. This work reports on
earlymeasurements of comet 67Pwith theMIRO
instrument from June to September 2014.
The MIRO instrument consists of a 30-cm di-

ameter, offset parabolic reflector telescope fol-
lowed by two heterodyne receivers. Center-band
operating frequencies of the receivers are near
190 GHz (1.6 mm) and 562 GHz (0.5 mm).
Throughout this Report, we refer to the twobands
as the mm (millimeter) and smm (submillimeter)
bands, respectively. Broadband continuum chan-
nels are implemented in both the mm and smm
bands for measurements of near-surface temper-
atures and temperature gradients in the nucleus
of comet 67P. The smm band also includes a very
high resolution spectrometer (44 kHz channel
width) for measuring spectral lines of H2

16O,
H2

18O, and other molecules in the coma. Here,

we report the first measurements of water H2
16O

and H2
18O in the coma and subsurface thermal

measurements of the nucleus obtained during
the time interval from June to September 2014.
We refer to the June-July observations as pre-
rendezvous observations, characterized here as
the timewhen the nucleuswas unresolved by the
MIRO smm beam and the entire coma could be
observed at once. The August-September period
is identified as the postrendezvous time interval,
during which both the nucleus and coma were
observed with spatial resolutions that varied
from 500 to 40 m.
Observations of comet 67P with MIRO began

on 24May 2014. The instrument mode was dual-
continuumand spectroscopic. Initial observations

SCIENCE sciencemag.org 23 JANUARY 2015 • VOL 347 ISSUE 6220 aaa0709-1

1Jet Propulsion Laboratory/California Institute of Technology,
4800 Oak Grove Drive, Pasadena, CA 91109, USA. 2LERMA,
Observatoire de Paris, PSL Research University, UPMC
Université Paris 06, CNRS, UMR8112, F-75014 Paris, France.
3LESIA-Observatoire de Paris, CNRS, UPMC, Université
Paris–Diderot, 5 place Jules Janssen, 92195 Meudon, France.
4Department of Physics and Astronomy, Uppsala University,
Box 516, SE-75120 Uppsala, Sweden. 5Max-Planck-Institut für
Sonnensystemforschung, Justus-von-Liebig-Weg 3, 37077
Göttingen, Germany. 6National Central University, Jhongli,
Taoyuan City 32001, Taiwan. 7University of Massachusetts,
619 Lederle Graduate Research Tower, Amherst,
MA 01003, USA.
*Distinguished Visiting Scientist at the Jet Propulsion Laboratory
†Retired. ‡Corresponding author. E-mail: samuel.gulkis@jpl.nasa.gov

A

B

Fig. 1. Sample spectra of the 1(1,0) – 1(0,1) tran-
sitions of H2

16O and H2
18O lines at 556.939 GHz

and 547.676 GHz, respectively, obtained with
MIRO in nadir-viewing geometry.All spectra seen
to date are biased toward negative gas velocities
(toward the spacecraft), which is interpreted as
preferential outgassing from the day side of the
nucleus. (A) Line observed in emission on 23 June
2014 UTwhen the Rosetta distance to the comet
is D = 128,000 km, the heliocentric distance is rH =
3.84 AU, the spatial resolution isW = 260 km, and
the phase (Sun-comet observer) angle is F = 32°.
(B) (Inset plot) Lines observed in absorption
against the nucleus subsurface thermal emission
on 19 August 2014 UT (D = 81 km, rH = 3.5 AU,F =
37°, W = 160 m). The line intensity is expressed in
the main-beam TB scale. The velocity scale is
given relative to the nucleus velocity.The spectral
resolution is 24ms–1.TheH2

16Ospectrumof23 June
is consistent with an expansion velocity of 0.68 T

0.02 km s–1. The optical thickness of the H2
16O

line observed on 23 June is 0.3.On 19 August, the
H2

16O line is optically thick near the line center
(opacity > 10), whereas the H2

18O line is optically
thin (opacity < 0.1).
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were carried out with the instrument pointed in
the nadir direction of the comet and off of the
comet to provide background reference.
In the June-July 2014 time interval, the Rosetta

spacecraft approached the comet from 550,000 km
to 973 km. The phase angle of the observations
during this period ranged from 35° to 1°, and the
heliocentric distance changed from3.95 to 3.62AU.
TheMIRO smm single-pixel, one-dimensional (1D)
field of view ranged from 2400 to 4.2 km, larger
than the nucleus radius of 3.8 km. It was possible
tomeasure andmonitor the totalwater outgassing
rate of comet 67P without spatial mapping dur-
ing this time interval.
Water vapor was first detected with MIRO on

6 June 2014, when the comet was at 3.92 AU
from the Sun. A weak emission line from the
1(1,0) – 1(0,1) rotational transition of H2

16O at the
frequency of 556.936 GHz was detected, which
then rapidly increased as the distance of Rosetta
to the comet decreased (Fig. 1A). A large blue
shift (frequency increase) of the spectral line in
the comet rest velocity frame (about –0.4 km s–1 in
the June period) was observed, indicative of water
outgassing, essentially toward the hemisphere
facing Rosetta and the Sun. This suggests large
temperature contrasts between daytime andnight-
time, with temperatures on the night side too
low for rapid sublimation of water ice. The water
production rate displayed periodic variations on
short time scales, typically by 50% in magnitude
with two maxima andminima per period (Fig. 2),
which are correlated with the 12.4-hour rotation
of the nucleus (5). This variation is related to the
complex shape of the nucleus, for which the total
area exposed to the Sun varies during the rotation
(5). Both the lineDoppler shift and time variations
suggest that the nucleus regions exposed to solar
illumination were the main source of water va-
por in the June-July period. However, surface
inhomogeneity in ice content andmaterial proper-
ties may also play a significant role. Indeed, local
jet activity was observed by the OSIRIS camera
(5), specifically in the so-called “neck” region of
67P, where the spectral and reflectance proper-
ties indicate the presence of water ice (5, 6). Sim-
ple models considering either a homogeneous
distribution of water ice on the surface or one
concentrated in the neck region (Fig. 2) can
explain the observed time variation in a first ap-
proximation (7).
As mentioned earlier, in the June-July time

period, the nucleus was unresolved and it was
possible to sample the inner coma in a single-
pixel field of view. The spectra observed during
this time period show blue-shifted water lines
(Fig. 1) in emission, which are indicative of water
outgassing mainly into the hemisphere facing
the sun. Therefore, for purposes of calculating
the mean total water production rate over one
nucleus rotation using this data set, we used the
approximation of hemispheric outgassing.We in-
ferred from radiative transfer calculations (8, 9)
that the mean total water production rate over
one nucleus rotation was 1 × 1025 molecules/s
(0.3 kg s–1) in early June and reached 2 × 1025

molecules/s (0.6 kg s–1) at the end of July 2014.

For more localized production patterns, higher
values are derived as a result of higher opacities.
We estimate that the above values might under-
estimate the actual production rate by a factor of
two, at most. Based on the rotational variations
in Fig. 2, we estimate the outgassing variability
to be on the order of T20%.We expect to be able
to refine this estimate, as we are able to better
define the parameters that enter in the radiative
transfer calculations, i.e., the temperature and
velocity profiles in the coma and the global ex-
tent of the outgassing.
Rosetta was at a distance of 100 km from the

comet on August 6 and continued to approach
rapidly. The nucleus was well resolved at that
time (and throughout August and September),
with a spatial resolution of <200 m in the smm
channel. When viewing the resolved nucleus
through the coma, the continuum radiation (from
the nucleus) was observed to be in absorption at
the H2

16O and H2
18O spectral line frequencies

present in the coma. Absorption of the nucleus
thermal emission in the coma provides clear evi-
dence that the excitation temperatures of the ab-
sorbingwatermolecules are lower than the nucleus
brightness temperature (TB) (9). Starting in early
August, the spectral line due to H2

18O provided a
more sensitive measure of the water production
rate than the H2

16O line, which became optically
thick (Fig. 1B). Therefore, we focus here on the
H2

18O observations to derive quantitative infor-
mation on water production for this time period.
The frequency of the peak intensity of the water
lines is diagnostic of the gas expansion velocity,

whereas the width contains information on the
radial profiles of the gas velocity and temperature.
The water column density along the MIRO

line of sight exhibited considerable variability,
as it varied by a factor of 5 or more over a time
scale of 10 hours during the August 7.4 to 9.5
UTC period (Fig. 3). Considering both nadir and
limb observations acquired from August 6 to
September 1, we estimate the mean water pro-
duction for this period (heliocentric distance
ranged from 3.6 AU to 3.46 AU) to be about 4 ×
1025 molecules/s. In this time frame, the MIRO
footprint unevenly covered nucleus latitudes
from 0° to 80° N and longitudes from 0° to 360°
(Fig. 3 and figs. S1 and S2). However, maximum
column densities are generally observed above
regions of cometocentric coordinates at latitudes
of 65° to 70° and longitudes of 0° to 100°, i.e.,
close to the North pole and to the neck, specif-
ically at the place where the nucleus presents its
deepest concavity (the neck is the region connect-
ing the small head and large body of the nucleus
in reference to the ducklike shape of 67P). This is
in line with water outgassing mostly from the
neck region and responsible for the prominent
dust jet seen in OSIRIS images. Water produc-
tion from icy grains has been observed in a num-
ber of comets (10), and therefore, sublimating icy
grains from this dust jet could also be significant
contributors to the observed water production.
To our surprise, the highest water column den-
sities are often observed above shadowed neck
regions where the nucleus thermal continuum—
and, consequently, the surface and subsurface
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Fig. 2. Variations of the total water production rate as the nucleus rotates.The rates shown above
are based on MIRO H2

16O observations between 13 and 15 July 2014. Based on coarse maps, the pointing
direction of the MIRO field of view was 300 arc sec southwest from the nucleus center at the time of the
observations. In one nucleus rotation period (12.4 hours) (5), the water production rate exhibits two
minima and two maxima.The rotation period of 67P (12.4 hours) is shown with a red bar. Early models to
explain the variations are found in (7).
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temperatures—is low (Fig. 3 and fig. S2). It is
possible that observed gases are originating from
nearby insolated regions. Inversely, low column

densities are measured above some illuminated
regions (on the body and on the head), again
supporting an activity driven by more than solar

insolation and confirming the inhomogeneity in
ice distribution observed by other Rosetta in-
struments (5, 6).

SCIENCE sciencemag.org 23 JANUARY 2015 • VOL 347 ISSUE 6220 aaa0709-3

Fig. 3. Water column density and expansion ve-
locity measured by MIRO from 7.4 to 9.5 August
2014 UTC by using nadir H2

18O spectra. Signifi-
cant spatial variability is seen, with maxima cor-
relatedwith lines of sight near the neck region of the
nucleus. (A) Column density (blue dots with error
bars), nucleus thermal continuum temperatures
(red curve), and cosine of the incidence angle in the
center of MIRO beam (dotted black curve). Large
drops in the smmcontinuum (red) temperature are
observed when the MIRO line of sight crosses the
limb. (B) Mean water expansion velocity given by
the velocity at maximum absorption. (C) (Bottom)
Illumination maps of the nucleus at the specified
times The SHAP2 digital shape model provided by
theOSIRIS teamwas used.The submillimeterMIRO
beam position is shown by the red dot on the illu-
mination maps.The x,y plane is perpendicular to
the MIRO line of sight and contains the comet-
Sun line.

Fig. 4. Illumination map of the digital shape
model SHAP2 with contour plot of the MIRO
submillimeter antenna temperature. MIRO sees
subsurface brightness features correlated with sur-
face slopes, with regions facing the Sun generally
brighter (warmer) than those tilted away from the
Sun. This is an indication of rapid response to solar
illumination and, hence, a low thermal inertia. Ex-
cellent overlap of the MIRO and shape model limbs
is obtained on the Sun-lit (right) side of the nu-
cleus.The left side of the nucleus is in polar night at
this time, and the shape model—based on visible
imaging—cannot determine its true shape here.The
extension of the MIRO data beyond the limb on the
night side indicates the true size of the nucleus in
this region. The shape model is presented as an
illumination map with the intensity given by the
cosine of the solar illumination angle projected onto
a plane perpendicular to the line joining the space-
craft to the barycenter of the comet.
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Line profiles provide information on the kin-
ematics of the gas flow. Note that the line-peak
velocity (–0.6 to –0.75 km s–1) is observed to be
higher along lines of sight where higher column
densities (Fig. 3) are recorded, whereas the line
width decreases. Therefore, projection effects of
the gas flow are minimized for these lines of
sight, and the line-peak velocity should be close
to the expansion velocity. These findings also
demonstrate that the observed column-density
enhancements are related to larger sublimation
fluxes from the surface and not to local density
enhancements caused by shocks between flows
that would decelerate the gas.
Continuum observations from the MIRO 0.5-

and 1.6-mm bands were geo-referenced to the
SHAP2 digital shape model provided by the
OSIRIS team. The map of the antenna temper-
ature (Fig. 4) was derived by scanning the MIRO
beam across the nucleus and then combining the
scans into amap using the “on-the-fly” technique
developed for mapping with single-dish radio
telescopes (11). The antenna temperature con-
tours correlate well with illumination patterns
on the nucleus surface, which are, in turn, de-
termined by topography and orientation with
respect to the Sun.
Subsurface temperatures, which determine the

MIRO smm and mm thermal fluxes, may have
three components. (i) The diurnal component—
variation with local solar time—is confined to a
shallow layer defined by the thermal 1/e pene-
tration depth—on the order of 1 to 2 cm for 67P’s
12.4-hour rotation period and plausible thermal
properties of a particulate regolith. (ii) An annual
signal, dependent on obliquity, orbital period,
and perihelion location, with latitude-dependent

amplitude and a 1/e attenuation depth of the
order 1 m. The seasonal variations in tempera-
tures determine the MIRO emissions from pene-
tration depths below the diurnal layer. (iii) The
“static” or “subseasonal” component is the ap-
proximately isothermal layer beneath the sea-
sonally varying layer, and its temperature depends
on the latitude-dependent orbit variation of
the solar flux.
Plotting the MIRO mm and smm brightness

temperatures as a function of the local solar time
and latitude (Fig. 5) reveals three key features of
the nucleus thermal environment. (i) Both the smm
and mm channels reveal sensitivity to the diur-
nal heating cycle, peaking in early to midafter-
noon, although with amplitudes diminished by a
factor of approximately 2 to 4 from the smm to
mm channel. (ii) The observed 40- to 50K smm
day-night peak-to-peak variations represent 35%
or more of the predicted surface temperature
variations for a completely insulating surface
(zero thermal inertia) at the September Sun dis-
tance. For realistic nonzero thermal inertia values,
the ratio of the smm TB/surface temperature
peak-to-peak values will be higher. This result
implies that the smm 1/e penetration depth lies at
or above the 1/e thermal attenuation depth for
diurnal variations. (iii) Seasonal effects are appar-
ent in the reduction of the diurnally averaged TB
values from the 20°N to 30°N latitude bin to the
20°S to 30°S latitude bin. We conclude that, on a
global scale, theMIRO smm emissions originate
primarily at depths comparable to the diurnal
layer thickness, whereas the mm emissions orig-
inate at depths roughly three times the thermal
attenuation depth, consistent with electrical ab-
sorption properties, which scale inversely with

wavelength. The latitude dependence of themea-
sured brightness temperatures is consistent with
expectations from seasonal variations of the solar
flux given 67P’s orbital parameters.
Temperature depth profiles were computed by

solving the 1D heat equation for a range of values
of the thermal inertia, and the resulting antenna
temperatures in the mm and smm bands were
calculated from evaluating the transfer of the ther-
mal radiation emitted in the subsurface region.
Comparing these theoretical antenna tempera-
tures with MIRO observations leads to an esti-
mated thermal inertia in the range of ~10 to
50 J K–1 m–2 s–0.5 (12).
With this range of values, large (up to ~50 K)

differences between theMIROmeasured dayside
subsurface temperatures and the temperature at
the surface can be inferred, highlighting the key
insulating role played by the dusty surface: It
largely restricts the amount of heat transferred
to the interior, including ices within. This certain-
ly contributes greatly to the longevity of 67P and,
probably, of comets in general. The importance
ofmeasuring the temperatures below the surface
of a comet—and particularly below its diurnal
layer—is illustrated by these data.
MIRO’s spectroscopic and continuumobserva-

tions provide interrelated data on heat transport,
sublimation of ices, and outgassing by providing
data on the nucleus subsurface temperature, lo-
cation, time, and fluxes of water being emitted
from the nucleus surface. Less than 1% of the 67P
nucleus surface is needed to explain the water
gas production rates discussed earlier if water ice
were located on the surface (13). A substantial
portion of the measured outgassing originates
from the neck of the nucleus.
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Fig. 5. Brightness temperatures
as a function of local solar
time, from MIRO continuum
measurements of September
2014, are shown for effective
latitude bins of 20° to 30° N
(black data points) and 20° to
30° S (red data points). The
solid curves are diurnal sinusoidal
fits to the data. Both effective
latitudes and the local solar time
are computed from the shape
model–derived surface orienta-
tion at the MIRO beam center.
Only points for which the MIRO
beams lie entirely within the
nucleus are included. The data are
restricted to the 100° to 200°
longitude band in order to elimi-
nate data in the neck region,
where extreme shadowing
conditions obscure the interpre-
tation of the diurnal heating
curve. (A) Submillimeter data.
(B) Millimeter data.
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COMETARY SCIENCE

67P/Churyumov-Gerasimenko,
a Jupiter family comet with a high
D/H ratio
K. Altwegg,1* H. Balsiger,1 A. Bar-Nun,2 J. J. Berthelier,3 A. Bieler,1,4 P. Bochsler,1

C. Briois,5 U. Calmonte,1 M. Combi,4 J. De Keyser,6 P. Eberhardt,1† B. Fiethe,7

S. Fuselier,8 S. Gasc,1 T. I. Gombosi,4 K.C. Hansen,4 M. Hässig,1,8 A. Jäckel,1 E. Kopp,1

A. Korth,9 L. LeRoy,1 U. Mall,9 B. Marty,10 O. Mousis,11 E. Neefs,6 T. Owen,12

H. Rème,13,14 M. Rubin,1 T. Sémon,1 C.-Y. Tzou,1 H. Waite,8 P. Wurz1

The provenance of water and organic compounds on Earth and other terrestrial
planets has been discussed for a long time without reaching a consensus. One of
the best means to distinguish between different scenarios is by determining the
deuterium-to-hydrogen (D/H) ratios in the reservoirs for comets and Earth’s oceans.
Here, we report the direct in situ measurement of the D/H ratio in the Jupiter family
comet 67P/Churyumov-Gerasimenko by the ROSINA mass spectrometer aboard the
European Space Agency’s Rosetta spacecraft, which is found to be (5.3 +_ 0.7) × 10−4—that
is, approximately three times the terrestrial value. Previous cometary measurements
and our new finding suggest a wide range of D/H ratios in the water within Jupiter
family objects and preclude the idea that this reservoir is solely composed of Earth
ocean–like water.

T
he delivery of water and organic compounds
to Earth and other terrestrial planets is still
under debate (1–4). Existing scenarios range
from negligible (1, 2) to substantial (3, 4)
cometary contributions to terrestrial water.

Hence, the comparison of the deuterium-to-
hydrogen ratio (D/H) in water between the dif-
ferent populations of comets and Earth’s oceans
is crucial if one wants to distinguish among

these scenarios. Previous D/H measurements
have been made for a dozen comets from the
Oort cloud and the Jupiter family [for example,
(5) and references therein]. So far, only one mea-
surement has beenmade in situ: in the coma of
the Oort-cloud comet 1P/Halley, via the mass
spectrometers present aboard the European Space
Agency (ESA) Giotto spacecraft, and based on
an assumptionmade on the oxygen isotopic com-
position (6, 7). Here, we report the direct in situ
measurement of the D/H ratio in the Jupiter
family comet (JFC) 67P/Churyumov-Gerasimenko.
Themass spectrometerROSINA-DFMS (Rosetta

Orbiter Sensor for Ion and Neutral Analysis,
Double Focusing Mass Spectrometer) on the Eu-

ropean cometary space mission Rosetta is de-
signed to measure isotopic ratios (8). Its mass
resolution and high dynamic range enable it
to detect very rare species such as HD18O rel-
ative to the most abundant isotope H2

16O (9).
ROSINA has the capability to measure all isoto-
pic ratios in water independently (D/H, 17O/16O,
and 18O/16O), and the D/H ratio can be deduced
from two different species, namely HD16O/H2

16O
and HD18O/H2

18O.
Rosetta has a neutral gaseous background due

to spacecraft outgassing. The permanent parti-
cle density in the close vicinity of the spacecraft
far away from the comet is ~106 cm–3, consisting
mostly of water but also of organic material,
fragments of hydrazine, and vacuum grease
(fluorine). Even after 10 years in space and after
hibernation, the background from Rosetta can
be measured and characterized with ROSINA
(10). The D/H ratio in water outgassed from the
Rosetta spacecraft is compatible with the ter-
restrial value of 1.5 × 10−4, as expected (9), and
did not vary with time of degassing, indicating
negligible isotope fractionation. These observa-
tions demonstrate the capability of DFMS and
of the analysismethod. On 1 August 2014, Rosetta
was within 1000 km from comet 67P/Churuymov-
Gerasimenko at 3.6 astronomical units (AU) from
the Sun, and the coma was still hidden beneath
the spacecraft background for in situ measure-
ments. However, a few days later it approached
the comet to within 100 km. The factor of 100
larger densities at this distance surpassed the
spacecraft background by more than a factor of
2; the difference between background (26May)
and coma (22 August) atmass 19 dalton is evident
(Fig. 1). There are four peaks on mass 19 dalton:
fluorine, which is due to background (vacuum
grease) from the spacecraft (10); H18O, a frag-
ment from H2

18O due to electron impact ioniza-
tion in the instrument and a minor contribution
from photodissociation of water in the coma;
H2

17O; and HD16O. All mass peaks have the
same shape. H2

17O is hidden in the shoulder of
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Fig. 1. Typical mass/
charge 19 daltons/e
spectra from DFMS
data are shown for
26 May 2014, when
the spacecraft was at
800,000 km from the
nucleus, and for
22 August, with the
spacecraft at 60 km
from the nucleus.The
integration time was
20 s.The number of ions
detected are plotted
as a function ofm/z.The
peak fits for 26 August
are also shown for fluo-
rine (F), H18O, H2

17O, and
HDO, using the same
peak width for all
species.
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the much larger peak of HDO. Because the po-
sitions of the masses are known, the only fit pa-
rameters remaining are the amplitudes. In this
way, H2

17O can clearly be separated fromHD16O.
Before 5 August, all four species had a very

similar intensity. However, on 8 August the in-
tensity of HD16O was more than double the
height of the 18OH peak, whereas fluorine stayed
constant. This can only be attributed to a much
higher D/H ratio in water. By 22 August, the
background was almost negligible because the
spacecraft was now within 50 km from the nu-
cleus. However, the signal on mass 21 (HD18O)
was still very low. Water peaks on mass 18 and
19 dalton were therefore analyzed by using more
than 50 spectra taken between 8 August and 5
September, leading to a derivation of D/H from
HD16O/H2

16O [analysis is described in (9)]. Un-
certainties of the measurements are carefully
estimated by error propagation, taking into ac-
count statistical uncertainties in the measured
signal and uncertainties originating from cali-
bration, background subtraction, and fittingmeth-
ods. The biggest contribution is probably the
uncertainty for the background because Rosetta
is now permanently in the cometary coma, and
background corrections have to be done with
data from before August 2014. Analysis of the
spacecraft background over the 10 years of the
cruise phase, however, has shown that for a sta-
ble spacecraft attitude, the background remains
stable over very long times outside of reaction
wheel offloadings (10). The value derived from
our analysis for D/H is (5.3 T 0.7) × 10−4 (2s error,
where s is the SD as described above).
By deriving HDO relative to H2

16O, we also
found the 17O/16O ratio. Additionally, the ratio
of 18O/16O follows from the analysis of mass-to-
charge ratio (m/z) = 20 daltons, which contains
twowell-separatedpeaks:H2

18O (20.0148daltons)
and HF (20.0062 daltons) (Fig. 2). HF is almost
entirely due to spacecraft background. The re-
sults for the oxygen isotopic ratios in cometary
water are compatible with solar system values,

with 17O/16O = (3.7 T 0.9) × 10−4 and 18O/16O =
(1.8 T 0.2) × 10−3. Although from the figure one
might see a small modulation for the ratios as a
function of rotation of the comet, statistics are
too poor to come to a conclusion. Once the comet
activity increases, it should be feasible to narrow
down the values for the heavy isotopes of water.
The D/H ratio shows dramatic variations

among solar system reservoirs of water (Fig. 3).
The protosolar nebula (PSN) D/H value is esti-
mated to be (2.1 T 0.5) × 10−5 based on measure-
ments of H2 in the atmosphere of Jupiter (11)
and (3He+D)/H in the solar photosphere (12).
This value is close to interstellar D/H ratios of
H2 around 2.0 × 10−5 to 2.3 × 10−5 (13). In con-
trast, most solar system objects are enriched in
deuterium (Fig. 3), with an enrichment factor f
(defined as the ratio [D/H]object/[D/H]PSN) av-
eraging 6 for the inner solar system (including
Earth, the Moon, and volatile-rich primitive me-
teorites such as carbonaceous chondrites). Com-
ets analyzed so far, mostly long-period ones,
display higher f values, typically in the 10 to 20
range. The cause of the deuterium enrichment
in solar system bodies is usually attributed to
water-ice rich in deuterium infalling from the
presolar cloud onto the nebula disk (5). There-
after, because comets may have accreted ice with
various chemical histories (14), several mecha-
nisms have been proposed that would induce a
deuterium fractionation in the early PSN. Be-
cause a part of the ice accreted by comets could
have vaporized and recondensedwithin the PSN,
an isotopic exchange could have occurred be-
tween the initially deuterium-rich water and mo-
lecular hydrogen in the warm regions of the disk
(15). At low temperatures, this reaction favors
the concentration of deuterium in HDO, but the
extremely slow kinetics tend to inhibit the re-
action. In thesemodels, isotopic exchange occurs
as long asH2O does not crystallize, implying that
the observedD/H ratios should be representative
of the local values where and when the building
blocks of the host objects condensed (16). Alter-

natively, a part of the ice accreted by comets
could have remained pristine (14). Under these
circumstances, gas-grain reactions could have
induced deuterium fractionation in the cold outer
part of the PSN (17, 18). Regardless of the frac-
tionation mechanism, all of these models are
consistent with a deuterium enrichment profile
following a radial increase throughout the PSN
from low values close to the Sun to high values in
the outer part of the disk (16–18).
Most D/H ratio measurements in water in

comets come from long-period comets, presum-
ably originating from the Oort cloud [Oort Cloud
Comets (OCCs)]. Population of this cometary re-
servoir is attributed to the scattering of icy bodies
originally located in the Uranus-Neptune forma-
tion region between ~10 and 15 AU in the PSN
(19), although a nonsolar, external origin for a
large fraction of OCCs has recently been proposed
(20). In contrast, JFCs are expected to have formed
in the Kuiper Belt region beyond Neptune (21).
D/H ratios of OCCs, analyzed either in situ by
means of mass spectrometry in the case of comet
Halley (6, 7) or spectroscopy (5), show a range
varying from ~1.3 to 2.9 times the terrestrial
value ( f ~ 9.8 to 21.9) (Fig. 3). In addition, the
D/H ratio was found to be similar to the comet
Halley in in situ measurements in the water
plume of Saturn’s satellite Enceladus (22). These
values support the predicted D/H radial increase
with distance from the Sun and the origin of
OCCs from a common, localized region of the
disk (16–18).
Recent D/Hmeasurements inwater in the two

JFCs analyzed so far—namely, (1.61 T 0.24) × 10−4

( f ~ 7.8) for 103P/Hartley 2 (23) and an upper
limit of 2.0 × 10−4 ( f < 9.5) for 45P/Honda–Mrkos–
Pajdušáková (5)—contradict this view. The hy-
drogen isotope composition of 103P/Hartley 2
is closer to the terrestrial value than the OCCs
average, reviving the possibility of a cometary,
rather than asteroidal, origin for the oceans.
These data lead to two possible conclusions: Ei-
ther JFCs originate from the Kuiper Belt and the
chemical models developed so far (16–18) are not
representative, or these comets formed over a
wide range of heliocentric distances in the outer
part of the PSN. With regard to the first possi-
bility, a recent chemical model leading to a non-
monotonic f profile throughout the PSN (24)
matches these observations if the JFCs were
formed in the Kuiper Belt (21). In contrast with
previous PSNmodels evolving as closed systems,
this model assumes that the disk continues to be
fed by material infalling from the presolar cloud.
Alternatively, it has been proposed that JFCs
andOCCs could originate from the same extended
outer region of the PSN (25), so that 103P/Hartley
2 and 45P/Honda–Mrkos–Pajdušáková (45P/HMP)
may simply have formed in the inner part of this
common reservoir. In this case, the range of D/H
ratios measured in JFCs should be similar to the
one found in OCCs, as suggested by observations.
The newD/Hvalue of (5.3 T 0.7) × 10−4 ( f~ 25.2)

from comet 67P/Churyumov-Gerasimenko is not
consistent with previous JFC data and is even
higher than values characteristic of OCCs (~30
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Fig. 2. Ratios of D/H,
17O/16O, and 18O/16O
for 4 and 5 September.
The period of 12 hours
corresponds almost to
a comet rotation
(12.4-hour period). The
times given are those
for the measurement
of m/z 18 (H2

16O). m/z
19 (HDO and H2

17O)
and 20 (H2

18O) are
measured 30 s and
1 min later, respec-
tively. The error bars
represent statistical
errors from the low
count rates and errors
from the fit. Errors due
to background and due to uncertainties in the detector gain, which are of a systematic nature, are only
considered for the mean ratios given in the text.
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to 120% higher than that of comet Halley). In
contrast to previous JFC measurements, this
estimate matches models that predict a mono-
tonic radial increase of the enrichment profile
(16–18). From the ROSINA measurements on
comet 67P/Churyumov-Gerasimenko, we con-
clude that the D/H values of JFCs may be highly
heterogeneous, possibly reflecting the diverse
origins of JFCs. If this is the case, then the new
measurement supports models advocating an
asteroidal (carbonaceous chondrite–like) rather
than cometary origin for the oceans, and by ex-
tension for the terrestrial atmosphere (1, 2).
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Images of comet 67P/Churyumov-Gerasimenko acquired by the OSIRIS (Optical, Spectroscopic
and Infrared Remote Imaging System) imaging system onboard the European Space
Agency’s Rosetta spacecraft at scales of better than 0.8 meter per pixel show a wide variety
of different structures and textures. The data show the importance of airfall, surface
dust transport, mass wasting, and insolation weathering for cometary surface evolution, and
they offer some support for subsurface fluidization models and mass loss through the
ejection of large chunks of material.

T
he European Space Agency’s Rosetta space-
craft entered a close orbit about the Jupiter
family comet 67P/Churyumov-Gerasimenko
(hereafter 67P) on 6 August 2014 at 3.60
astronomical units (AU) from the Sun. It

carries OSIRIS (Optical, Spectroscopic and In-
frared Remote Imaging System) (1), which has
acquired images of the surface at scales of <0.8
meter per pixel in the subsequent 2 months,
thereby providing large improvements in reso-
lution, coverage, and data quality over previous
flyby missions of cometary nuclei (2–4). The
concept of cometary nuclei as rather uniform,
pristine, protoplanetesimals that may have been
subjected to collisional processing is persistent,
despite evidence of regional differences on indi-
vidual objects such as comet 9P/Tempel 1 (4) and
comet 103P/Hartley 2 (5) andmajor differences
between objects (6). The OSIRIS observations
have revealed an irregular-shaped, processed nu-
cleus surface with morphologically diverse units.
Here we describe the basic morphology of the
surface and some of the structural heterogeneity
evident in the highest-resolution data acquired
until September 2014,when the cometwas 3.27AU
from the Sun.
Combining the orbit of Rosetta with OSIRIS

imaging sequences, we derived shape models of
almost 100% of the illuminated area (~70% of
the surface) using different reconstruction tech-
niques.We used amodel obtained using a stereo-
photogrammetric (SPG) approach (7–9). Figure
S1 displays different shaded relief views of a
global SPG-based shape model of ~5 to 7 m spa-

tial resolution and is discussed in detail in (10).
The remaining 30% of the surface (the unillu-
minated southern polar region) will receive the
highest solar fluxes around perihelion.

Regional-scale terrains

Nineteen regions have beendefined on thenucleus
at this time (Fig. 1) (11). It is expected that others
will be mapped once the Sun crosses the comet’s
equator and illuminates the southernhemisphere
completely. The regions can be grouped into five
basic categories: dust-covered terrains, brittle
materials with pits and circular structures, large-
scale depressions, smooth terrains, and exposed
consolidated surfaces (table S1).

Dust-covered terrains

The Ma’at and Ash regions (both blue in Fig. 1)
appear to be coated with a smooth covering of
dust (12). The thickness is uncertain and variable.
The source of the dust is activity that produces
low-velocity non-escaping dust particles in a
form of airfall. Upward-facing surfaces in sev-
eral other areas (such as Seth, Fig. 2, right, and
Hathor, Fig. 4) also show smooth deposits, which
are inferred to have the same source(s). The coat-
ing is not sufficiently thick to completely mask
the large-scale structure of the substrate. The sur-
face of 67P is almost devoid of recognizable im-
pact craters. One example, whichmay be partially
buried by airfall, leading to an estimated thick-
ness for the airfall of 1 to 5 m using standard
scaling laws, has been identified (fig. S2).We ex-
pect that any ice chunks or particles larger than a

fewmillimeters that are emitted from the source
will not sublimate before falling back and could
therefore form visually bright, highly localized ice
deposits and sources of gas on these surfaces. The
importance of low-velocity airfall deposition of
fluffy particles in reducing the thermal inertia should
be considered in future thermalmodels. Given the
likelihood of a high organic content for the airfall
deposit (e.g., cometary tholin) and exposure to
sunlight, the production of a form of organic,
possibly polymerized, matrix from this deposit
(after the loss of any volatiles) is also conceivable.
High-resolution data show evidence of dune-

like structures (fig. S3) that may be the result of
aeolian-driven surface transport of the dust (13).
Images acquired in the Hapi region of aeolian
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ripple structures, rocks with wind tails (fig. S4),
and rocks withmoats provide further support for
localized gas-driven transport. To initiate saltation,
the surface shear stress from the gas expansion
of a vent must overcome the gravitational force
and interparticle forces (14). Although the gas

densities are low, following (15), velocities on the
order of 300 m/s appear to be sufficient to move
100-mm particles and may be generated by local-
ized sublimation. Electrostatic levitation in com-
bination with horizontal electric fields across the
terminator, as proposed for the Moon and 433

Eros, may be an alternative mechanism, although
thismay only be effective for smaller particles (16).

Brittle material

The Seth region and interfaces between Ma’at
and Ash and other units (such as Imhotep) show

aaa0440-2 23 JANUARY 2015 • VOL 347 ISSUE 6220 sciencemag.org SCIENCE

Fig. 1. Regional definitions based on large-scale unit boundaries. The nomenclature for the regions used here is also given. Images were acquired by
OSIRIS (top left, image no. WAC_2014-09-05T02.29.12; bottom left, WAC_2014-09-05T06.29.13; right, NAC_2014-08-05T23.19.14).

Fig. 2. (Left) The Ash-Seth boundary shows evidence of collapse with talus at the base (positions A and B). Fracturing to produce crevices (C) is also
observed, with deflation of the surface (D and E) appearing as a possible precursor (NAC_2014-08-07T18.37.34.552Z_ID30_1397549700_F22). (Right) Oblique
view of a circular depression in Seth, which appears to have been partially eroded. The face (F) appears rather uniform in texture, with some evidence of linear
features. Note also the evidence of surface deflation (G) and that the horizontal slope appears dust-covered, whereas the vertical face appears “clean”
(NAC_2014-09-02T21.44.22.575Z_ID10_1397549800_F22).
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evidence of a morphologically distinct, consoli-
dated brittle material (17). There is evidence in
many places of fracturing and collapse of this
material as if it is being undercut by mass
wasting of a stratum below (Fig. 2, left). Where
collapse or disruption of the material has oc-
curred, debris is frequently observed.
We infer that this brittle material (18) is

present everywhere underneath the airfall de-
posits in Ma’at and Ash. The evidence of col-
lapse combined with the low gravity reinforces
the concept of cometary material having low
tensile strength. Simple mechanics has been
used to estimate the strength necessary to main-
tain some overhangs, resulting in values locally
of <20 Pa (19).
The Seth region is dominated by a series of

circular, flat-floored, steep-walled depressions.
In many cases, the Hapi facing wall is absent
(Fig. 2, right). In some examples, the flat floors
hold debris, presumably from collapse of the
walls of the depressions. The flat floors, which
are all almost orthogonal to the local gravity
vector, all show evidence of the dust deposition
seen in Ash and Ma’at, whereas the sides that
are roughly parallel to the potential gradient
are relatively clean. The largest example (Fig. 2,
right) is 650 m in diameter and (if originally
circular) has lost around one-third of its form,
although there is little evidence of talus at its
base, suggesting that the cut surface is composed
of more-consolidated material. This surface also
shows some faint horizontal and vertical linea-
tion. There is some similarity to the circular de-
pressions seen on 81P/Wild 2 (3), suggesting a
common production mechanism such as subli-
mation or the collapse of internal voids. However,
the quasicircular nature requires an organization
that is not necessarily expected in either mecha-

nism. The Seth region also contains a pit chain
(10). Similar pits are seen in the Ma’at region.

Large-scale depression structures

Hatmehit is a circular depression, 1.0 km in di-
ameter, on the head of the nucleus. The structure
is rather shallow and hence very unlike the bowl-
shaped impact structures commonly seen on
other bodies. This may not rule out a collision
origin, but the details of the creation of the rim
and of the final surface distribution of fluidized
ejecta require modeling in a parameter regime
rarely explored numerically up to this point (20).
The head and the body of the nucleus have

one large irregular-shaped depression struc-
ture each. The one on the body (Aten) is more
distinctive than that on the head (Nut). Aten is
surrounded by the brittle material of Ash, which
is coated to a large extent by airfall. However,
Aten shows no evidence of a similar dust coating.
Furthermore, there is no evidence of the brittle
material within Aten, with the interior being cov-
ered with boulders. At the edges of the depres-
sion, disrupted consolidated brittle material is
seen. We suggest that Aten has been formed by
one or more major mass loss events removing
airfall and the mantling brittle material. It is im-
portant to recognize that the volume of the Aten
depression as a whole is large (~0.12 km3 from
the shape model). We estimate that 67P can lose
around 3 to 5 × 109 kg per orbit in its current
orbit via sublimation. Assuming the density to
be 440 kg/m3 (10), the production of Aten via a
sublimation mechanism alone would have re-
quired ~10 to 20 orbits at this production rate.

Smooth terrains

There are three areas characterized by extreme-
ly smooth material with no obvious impacts or

circular flat-floored depressions and a paucity
of boulders (Imhotep, Anubis, and Hapi). The
Imhotep region is morphologically remark-
able. It is dominated by a smooth surface that
covers an area of >0.7 km2 (Fig. 3). At its mar-
gins, the smooth material gives the impression
that it is layered. Unlike the airfall deposits, the
smoothmaterial appears to be enclosed bymore-
consolidated material that surrounds it [con-
solidated cometary material (CCM) (21)]. The
smooth material thins to one side and gives way
to a terrain dominated by circular filled and un-
filled structures. The filling material appears sim-
ilar to the smooth material (Fig. 3, position D).
On comet 9P/Tempel 1, the presence of pits ex-
pressed primarily as topographic and albedo
rings with probable fill on the inside—a few
having distinct flat floors—has been noted (22).
The terrain on 67P has some similarities, and we
note that a subsurface fluidization production
mechanism has been proposed for 9P/Tempel 1
(23). However, the sharp-sided nature of the ex-
ternal surfaces of these circular structures may
not be consistent with this mechanism in its sim-
plest form, and other mechanisms [e.g., for-
mations such as sun cups or dirt cones (24)]
should be considered. Imhotep is the only re-
gion on the illuminated surface with these types
of structures.
The smooth material of Imhotep is surrounded

on three sides by fractured CCM, which has been
subject to mass wasting with debris produc-
tion. However, to the south, there is a pronounced
raised circular structure, 650 m in diameter,
which also contains smooth material that is
partially eroded. The external surface of the cir-
cular structure is irregularly fractured. Smooth
terrain is seen at several topographic levels in
the region (25). TheAnubis region appears similar
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Fig. 3. Part of the Imhotep
region.The area shows smooth
terrain (A), layering of this material
at its margin (B), smooth material
on topographically higher surfaces
(C), circular structures possibly
related to those seen on 9P/Tempel 1
(D), and layered consolidated
material (E) rising toward the
650–m-diameter raised semicircular
structure (G). Fracturing of the
consolidated material is evident
throughout [e.g., position (F)]
(NAC_2014-09-05T06.31.16.575Z_
ID10_1397549600_F22).



to Imhotep, but no circular structures are evi-
dent in the early data.
The Hapi region in the neck was the first

unit to become visibly active (emitting dust) in
OSIRIS data. The surface reflectance properties
at visible wavelengths are mostly dominated by
dust rather than the high (blue) reflectances ex-
pected of ices. (We discuss high-reflectivity parti-

cle “clusters” below.) The region is at least 2.2 km
long, roughly 0.8 km wide, and forms a partial
ring of ~140° around the nucleus, leading to its
necklike appearance. A row of boulders is present
along part of Hapi’s length (Fig. 4, bottom right);
strong dust emission from the vicinity of these
boulders has been observed but not accurately
localized.

Unlike Imhotep, the smooth material forming
Hapi is piled up against the faces of Hathor and
Seth in several places, suggesting that particles
are falling or falling back from the faces. This may
allow future studies of the coefficient of restitu-
tion. There is also what appears to be a small
aeolian ripple field, and several boulders appear
to have wind tails, indicating again that aeolian
dust transport may be of significance (fig. S4).
These observations suggest that Hapi is funda-
mentally different in character from the Imhotep
and Anubis regions.

Exposed consolidated surfaces

Several regions on 67P give a rocky (CCM) ap-
pearance, although it is important to recognize
that the bulk densities of the materials are prob-
ably factors of 5 to 10 lower than those of ter-
restrial silicates (10). The regions included in this
category are listed in table S1. Hathor mostly
consists of a 900-m-high “cliff” that rises up from
the smooth Hapi region (Fig. 4). It is character-
ized by a set of aligned linear features, which run
vertically upward for much of the height of the
cliff, and by roughly perpendicular linear features
aligned with small terraces, which might suggest
inner layering. The cliff is roughly parallel to the
local gravitational acceleration (fig. S1), indicat-
ing consolidatedmaterial of greater strength than
the brittle material, with aligned weaknesses.
Of further interest within the Hathor region

is the presence of an unlineated alcove, 250 to
300mhigh, with unusual surface properties. The
CCM appears to contain distinct locally bright
spots <10 m in dimension (Fig. 5, left). These
are seen at all observing geometries and not on
adjacent terrain (fig. S6). At the base of the
CCM (on the surface of Hapi), there is evidence
of mass wasting. Within the talus, there are 2- to
5–m-sized structures that are ~20% brighter in
the OSIRIS orange filter (lcentral = 649 nm) than
the surroundings and are appreciably bluer than
the surrounding material. This may be evidence
of more volatile-rich material being embedded
in the CCM and would imply that not only is
the surface of Hapi active (10) but also that the
CCM has the potential to be active. Processes
should be considered that involve the sublima-
tion of freshly exposed material that has fallen
onto the surface of Hapi from its surroundings.
Anuket borders Hathor and is also a consolid-

ated surface but shows no evidence of the linear
features seen in Hathor. Hathor borders the neck,
whereas Anuket is part of the external surface
of the head (fig. S1). Wide-angle camera views
(fig. S5) show that the contact between Anuket
and Ma’at is associated with a scarp (see also
fig. S1). This implies that material similar to that
of Anuket’s surface extends underneath the dust-
covered brittle material of Ma’at, although alter-
natives based on preferential erosionmay also be
viable. It further suggests that processes within
the neck are leading to erosion of the Anuket
material that forms the Hathor region. The
brighter material in the Hathor region suggests
that we are witnessing this erosion and conse-
quently that Hathor is showing us the internal
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Fig. 5. (Left) Color composite of an alcove at the Hathor-Anuket boundary. The surface of the con-
solidatedmaterial in the alcove contains distinct spots of brighter material independent of viewing geometry.
On the floor beneath the consolidated material, material 20% brighter and bluer than the surroundings can
also be seen (e.g., positionsAandB).Central wavelengths of the filters used toproduce the compositewereR
(882 nm), G (700 nm), and B (481 nm). (Sequence acquired at 15:42:17 on 21 August 2014.) (Right) Bright,
highly reflectivemeter-sized boulders at the Babi-Khepry boundary adjacent tomantlematerial (C). Note also
the brittle fracture and collapse at position D (NAC_2014-09-03T06.44.22.578Z_ID10_1397549400_F22).

Fig. 4. The Hathor structure seen from different perspectives. (Top right) The position of Hathor in
relation to other major regions. (Lower right) An oblique view of the Hathor face and the interface with the
Hapi region. Notice the boulders strewn along the longaxis of theHapi region. (Bottom left)Mappingof the
lineaments seen in the Hathor face. (Top left) Identification of the contacts of the heavily lineated terrain.
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structure of the head. This emphasizes the im-
portance of trying to understand how the ob-
served linear features in Hathor were produced.
Anuket contains some notable cracks in its sur-
face, which are roughly parallel to the neck (fig.
S7). The location of these features within the
neck region between the comet’s twomajor lobes
suggests that theymay be the result of rotational-
or activity-induced stresses in that particular
part of the comet. Their importance for the fu-
ture evolution of the nucleus is at present un-
clear (10).
On the body, the Aker region contains CCM

and a set of tectonic fractures >200m in length
(Fig. 6, left). The entire Aker region and much
of the neighboring Khepry region contain lin-
ear features. Brittle material appears to be com-
pletely absent. However, both Khepry and Aker
show extremely smooth patches (50 to 100 m in
dimension) of material that are in local topo-
graphic lows and surrounded by rougher mate-
rial (Fig. 6, right). Boulders within their bounds
are rare. These bear considerable similarity to
ponded material observed on asteroid 433 Eros

(26) in that they are smooth, flat, and of higher
reflectance than the surroundings. For Eros,
mechanisms such as electrostatic levitation of
fine particles, seismic shaking, and disaggrega-
tion of local boulders have been proposed, with a
current preference for electrostatic levitation (27).

Small-scale features

Local fracturing

Most of the consolidated materials on 67P are
extensively fractured (e.g., Fig. 7 and Fig. 3, posi-
tion F). Insolation weathering resulting from ei-
ther thermal fatigue or thermal shock seems to
be a viable mechanism, based on terrestrial studies
(28), given the huge temperature ranges and tem-
poral gradients likely to be experienced by the
surface materials over diurnal and orbital time
scales (29). However, fracturing is related to the
thermal expansion coefficient of thematerial, which
is itself a function of porosity. The more porous
nature of cometary materials, as compared to
terrestrial materials, will therefore reduce the mag-
nitude of the stresses. Conversely, the inferred low

tensile strength of cometary materials undoubtedly
enhances their propensity to fracture.
With thermal fatigue, failure occurs along

the preexisting lines of weakness and does not
generate new failure planes (28). Thermal shock,
however, can produce the seemingly random
fracturing observed over most of the nucleus. A
clear exception is the observed vertical jointing
in material that appears to have been uplifted
after the creation of a circular depression in
the Ash region (Fig. 7, right).

Evidence for block/chunk
movement and loss

Inspection of Fig. 7, left, also indicates that
this particular fractured surface was once cov-
ered by a blanket of material, a fewmeters thick,
which has been lost with little or no residual
talus. This is reminiscent of the Aten depression.
The Maftet region has several irregular-shaped
pits, 10 to 20 m deep and 100 to 150 m in scale.
On the surrounding terrain, there are blocks of
similar size (fig. S8). A possible interpretation of
these observations is that gas pressure, building
in a subsurface pocket (30), overcomes the over-
burden and the cohesive strength of thematerial.
A block or chunk is then ejected by the expand-
ing gas. In the case of Fig. 7, left, and Aten, suf-
ficient energy was apparently available to eject
thematerial from the area completely. ForMaftet,
insufficient energy was available, and the block
was therefore deposited on adjacent terrains. The
overburden that the mechanism has to overcome
is in all cases only a few tens of pascals at most,
considering the observed thickness combined
with the gravitational acceleration. Observed iso-
lated boulders may be the result of a similar pro-
cess. Further evidence of volatile activity in the
Maftet region (a possible flow) can be seen in
fig. S9, which offers some additional support
for subsurface fluidization models.
Given the low thermal inertia inferred for

cometary nuclei (31) and 67P in particular (32),
it seems probable that the driving volatile is ei-
ther CO or CO2 but almost certainly not H2O
[based on thermodynamic properties (33)]. Clear-
ly, models with a highly insulating airfall dust
layer above a slightly more conductive consoli-
dated layer should be developed.

High-reflectivity particle clusters

Atmore than 10 places on the surface, there are
clusters of bright, mostly unresolved particles
(e.g., Fig. 5, right). Particle sizes can reach several
meters in diameter. The unresolved individual
particles should be in the 10 cm to 1 m size range
in order to have sufficient cross-sectional area
(and therefore be sufficiently bright) to stand out
against the background lower-reflectance mate-
rial. If these clusters are bright because they are
ice-rich, then they must also be new/fresh, as we
expect most, if not all, surface ices to be removed
during perihelion passage. This would indicate
that mass wasting of the brittle material seen in
Fig. 5, right, is active in the current epoch, and
changes in surface appearance are expected at
this position in the coming months.
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Fig. 6. (Left) Tectonic feature in the Aker region (NAC_2014-09-18T08.07.20.370Z_ID10_1397549000_F22).
(Right) Ponded deposits in the Khepry region (NAC_2014-09-16T16.24.25.334Z_ID10_1397549500_F22).

Fig. 7. (Left) An exposed spur at the interface to Hapi, showing extensive irregular fracturing (A).The
cracking on the spur stops abruptly at a step (extending from position B) that seems to indicate a disruption
of a mantling layer (NAC_2014-09-12T05.09.04.388Z_ID10_1397549600_F22). (Right) Circular depression
that appears to have produced uplift with vertical fracture structures (position C). Note also the evidence of
collapse and talus generation (position D) (NAC_2014-08-08T04.20.34.577Z_ID30_1397549900_F22).



Similarly, there are strong brightness differences
(up to a factor of 10) between the smooth terrain
of Imhotep and some of the surfaces of boulders
nearby that are not readily explained by illumina-
tion. The spectral ratio between these bright sur-
faces and the surroundings indicates that they are
relatively blue and therefore likely to be ice-rich.

Conclusions

Although we are still in a relatively early phase
of the mission, the following conclusions ap-
pear to be robust. The surface shows a wide
range of different surface textures, which point
toward a variety of processes. The presence of
airfall, dune/ripple-like structures, wind tails,
and smooth depressions with ponded dust sug-
gests that surface dust transport is of major
importance in defining the uppermost surface
layer in many regions. We suggest that this leads
naturally to low surface thermal inertia and low
but non-negligible gas production rates from
most of the surface by the redistribution of icy
chunks. Mass wasting of a consolidated brittle,
possibly layered, material below this is perva-
sive and is enhanced by undercutting of this
layer through erosion of its substrate in places.
Fracturing of the surface is seen at all scales. In
specific regions, the structural coherence of the
surface material has led to extensive aligned lin-
eament sets over several hundreds ofmeters.When
viewed in relation to the observed mass wasting,
it suggestsmajor heterogeneity in tensile strength,
which may also imply spatially variable thermal
inertia (34). The observed, more random fractur-
ing may result from insolation weathering and
specifically from thermal shock. There is evidence
to support surface erosion through the loss of
large chunks of material (up to 10 to 100 m in
scale), indicating that it may be amajormass loss
process for the nucleus. The buildup of supervol-
atile (e.g., CO and/or CO2) subsurface gas pockets
to pressures exceeding the overburden and cohe-
sive strength appears to be a plausible mecha-
nism that could also explain evidence of flows.
Small-scale high-reflectivity materials have been
exposed in the surfaces of consolidated (“rocky”)
materials, at the bases of consolidated structures,
and adjacent to disintegrating brittle material.
There are spectral indications that these are ice-
rich nodules, which we expect to sublimate as the
comet moves toward perihelion in the coming
months. A key outstanding question is whether
all the observed diverse large-scale morphology
can be explained by insolation alone or whether
physical and/or chemical inhomogeneity (includ-
ing large-scale layering) is required.
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Images from the OSIRIS scientific imaging system onboard Rosetta show that the nucleus
of 67P/Churyumov-Gerasimenko consists of two lobes connected by a short neck.
The nucleus has a bulk density less than half that of water. Activity at a distance from
the Sun of >3 astronomical units is predominantly from the neck, where jets have been
seen consistently. The nucleus rotates about the principal axis of momentum. The surface
morphology suggests that the removal of larger volumes of material, possibly via explosive
release of subsurface pressure or via creation of overhangs by sublimation, may be a
major mass loss process.The shape raises the question of whether the two lobes represent
a contact binary formed 4.5 billion years ago, or a single body where a gap
has evolved via mass loss.

S
ince 23 March 2014 at a distance of 5 mil-
lion km, the Optical, Spectroscopic, and In-
frared Remote Imaging System [OSIRIS (1)]
onboard the Rosetta spacecraft has been
regularly imaging the nucleus of comet

67P/Churyumov-Gerasimenko (hereafter 67P)
and its dust and gas environment in 25 broad-
and narrow-band filters covering the wavelength
range 240 to 1000 nm through its narrow- and
wide-angle cameras, NAC and WAC [details in
supplementary text 1 (SM1)]. The data thus far
have provided a view of this comet at variance
with our earlier knowledge [reviewed in (2)].

Bulk properties and rotation

The rotation period determined from early, un-
resolved observations was 12.4043 T 0.0007 hours
(3), implying a decrease of the spin period by
0.36 hours during (or since) the 2009 perihelion
passage, consistent with the range predicted for
the 2015 perihelion passage (4).
The nucleus was first resolved in the NAC

(>1 pixel) on 16 June 2014, at a distance of
192,000 km, and the resolution has improved
to 0.15 m/pixel at a distance of 10 km at the time
of writing.
Starting in August 2014, when the comet was

well enough resolved, a more accurate approach
based on tracking stereo landmarks was used to

determine the direction of the spin axis. Three
different algorithms led to a prograde spin axis
at RA = 69.3° T 0.1°, Dec = 64.1° T 0.1°, in good
agreement with (3). We found no obvious
evidence for complex rotation, and the current
result constrains any motion of the spin axis to
<0.3° over ~55 days. The lack of measurable
change over such a short time scale is not yet a
useful constraint on torques.
Early shape models of the nucleus were con-

structed from images acquired throughSeptember
2014, with a best resolution of 0.8m/pixel. Stereo-
photogrammetry [(5) and references therein] and
stereophotoclinometry (6) yielded high-resolution
(5 to 10m) shapemodels (Fig. 1). The shape has a
very pronounced bilobe appearance, reminiscent
of comets 8P/Tuttle (7) and 103P/Hartley 2 (8).
The lobes in these two comets are aligned rough-
ly along their longest axes, whereas in 67P the
alignment appears more nearly perpendicular
to the axes of the individual lobes, and the axis
of rotation is closer to parallel to the long axes
of the lobes. From the three-dimensional shape
models, the larger lobe (the body) has a size of
about 4.1 × 3.3 × 1.8 km, and the smaller lobe (the
head) is 2.6 × 2.3 × 1.8 km; they are connected by
a short “neck.” The total volume, estimated by
adding limb scans from the microwave instru-
ment onboard Rosetta (MIRO) to fill in the un-

mapped portions around the southern (negative)
rotational pole, is 21.4 T 2.0 km3.
The current shape model is not complete be-

cause the obliquity of the comet’s rotational axis
(52°) currently puts the southern (negative) pole
in permanent shadow (it will have continuous
sunlight at perihelion, 13 August 2015; equinox
in May 2015). The volume of the model yields a
mean density of 470 T 45 kg/m3 when combined
with the mass, 1.0 × 1013 kg, determined by the
Radio Science Investigation (RSI) instrument
(9). Although the principal axes of the shape
model are still uncertain because of the unmapped
portion of the nucleus, they are consistent with
simple rotation about the axis of maximum mo-
ment of inertia, assuming homogeneous density.
The determined density implies high porosity, in
the range of 70 to 80%depending on the adopted
dust-to-ice mass ratio, or equivalently the bulk
density for a solid mixture of ice and dust, which
we assume to be 1500 to 2000 kg/m3.
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This low density confirms previous results
for other comets based on indirect and less pre-
cise determinations, mostly from modeling non-
gravitational accelerations but also including the
breakup of comet D/Shoemaker-Levy 9 (1993 F2),

the fallback under gravity of the Deep Impact
ejecta, and the lower limit on porosity (75%) of
the upper 1 to 10 m from the faintness of the
impact flash of Deep Impact [e.g., (10–13); review
in (14)]. In fact, the mass is almost the same as
deduced from the nongravitational acceleration
but with larger uncertainty (10). Thus, we now
constrain the porosity of a cometary nucleus even
more tightly. The agreement between the axis of
rotation and the axis of maximum moment of
inertia reinforces the concept of weakly bonded
icy dust aggregates, with porosity at small scales
relative to the size of the nucleus (rather than large
voids). This conclusion is further strengthened by
the very low strength (10 Pa) deduced by (15).
We have calculated the gravitational and cen-

trifugal forces on the same shapemodel. As shown
(Fig. 2), the gravitational potential varies by less
than a factor of 2. The centrifugal force varies
from negligible to one-third of the gravitational
force. However, the surface slope relative to local
gravity varies markedly, with many areas ex-
ceeding 45° (Fig. 2). Escape velocity at the sur-
face is poorly defined because nuclear rotation
causes the gravitational acceleration to vary by a
large factor in the time taken to move 1 nuclear
radius. For a sphere with the same density and

volume (radius = 1.72 km), the escape velocity
would be 0.9m/s, roughly three times the velocity
deduced via the same approximation for comet
103P/Hartley 2 (16).
67P’s two main lobes show considerable mor-

phological diversity (15), and the neck is different
from both. Geomorphological regions are identi-
fied in Fig. 3 [see (15) for more detail] and, fol-
lowing the ancient Egyptian theme of the Rosetta
mission, they are named for Egyptian deities. The
entire nucleus is dark, yielding a geometric albedo
of the entire nucleus of only 5.9 T 0.2% at 550 nm,
similar to that of comet 9P/Tempel 1 (17). Despite
the extreme morphological diversity, colorimetry
of the nucleus is remarkably uniform, except in
the Hapi region on the neck (SM2). Whether this
is due to redeposited material on both lobes or
implies that both lobes are intrinsically similar is
still an open question.

Activity and its source

OSIRIS has detected the presence of a dust coma
since the pronounced outburst between 27 and
30 April 2014, or even earlier (18). We detected
resolved features in the coma (SM2) in longWAC
exposureswith the 610-nm filter (SM1) at the end
of July 2014, when the comet was 3.7 AU from
the Sun and the spacecraft distance was 3000 km.
Most of the activity was unambiguously coming
out of the transition region between the small
and large lobes of the nucleus, the Hapi region, or
very close to it. This was consistent with ground-
based observations of coma structures over the
last two orbital periods, which implied an active
region at high northern (positive) latitude (19).
When the spacecraft distance dropped to 100 km
(resulting in a resolution of 1.8 m/pixel in NAC,
10 m/pixel in WAC), it was possible to localize
the active sources by inversion of the jets. Most
of the jets arose fromHapi, at about +60° latitude
(Fig. 4), although we found other minor active
spots on both lobes of the nucleus (SM3). This
major coma feature presents a diurnal variation
of intensity due to changing insolation condi-
tions and observational geometry: A planar fan-
like jet appears brighter and more focused when
viewed edge-on rather than face-on.
To investigate why the activity is dominant

above Hapi, we calculated the energy incident
on all parts of the nucleus over one rotation on
6August 2014. According to themodel as applied
to the shape model of 67P (20), self-heating by
thermal reradiation from the head and the body
provides extra heating to the region of the neck
and at the time of peak jet activity, and parts of
Hapi and Hathor receive 10% higher flux than
other regions. However, at this point in the orbit,
the rotational axis is oriented so that the neck
receives slightly less energy over a rotation than
do other parts of the nucleus (Fig. 5). This suggests
a large compositional (e.g., type of ice) or struc-
tural (e.g., depth of ice) difference in Hapi relative
to other regions. More detailed models that take
sublimation and thermal inertia into account are
needed to clarify the situation. Because of the
large obliquity of the rotational axis with respect
to the orbital plane, it is likely that the currently

aaa1044-2 23 JANUARY 2015 • VOL 347 ISSUE 6220 sciencemag.org SCIENCE

Fig. 1. Stereophotogrammetric shape models
of comet 67P. The blue arrow indicates 67P’s
rotation axis z; the red and green arrows display
its equatorial x and y axes (x according to the
current zero-longitude definition). If the nucleus
is homogeneous in density, the axis of minimum
moment of inertia is consistent with being in the
equatorial plane.

Fig. 2. Gravitational field. Left: The effective gravitational potential at the surface, including the
centrifugal term due to rotation of the nucleus, is shown looking toward the neck from an intermediate
latitude in the northern (positive) hemisphere (between the blue and red arrows in Fig. 1). Right: The
slope of the terrain relative to local gravity.

Fig. 3. Geomorphological map of comet 67P. Left: Region definition for one face of 67P, showing the
Seth region on the body and the smooth Hapi region on the neck. Other regions are defined in more
detail by (15). Right: Regional definition looking from the body (foreground) across to the head.
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active northern (positive) hemisphere has evolved
very differently than has the southern (negative,
thus far only partially mapped) hemisphere.

Nuclear properties and geomorphology

In the Seth region, extending around the neck
from one end of Hapi (Fig. 3), we observe a
closely packed system of well-defined pits and
depressions with remarkably flat floors. The
walls of these features show linear structures
that are parallel to their floors and extend lat-
erally hundreds of meters, indicating a consol-
idated structure, but they also exhibit vertical
striations. Some of these quasi-circular pits are
minor sources of activity (e.g., Fig. 6). They are
similarly seen in cliffs and are possibly erosion
features related to activity. They range from 50
to 300 m in diameter and 10 to 200 m in depth.
We find other pits everywhere on the nucleus.
Such pits have been observed on comets 81P/

Wild 2 and 9P/Tempel 1, and those were inter-
preted as activity-related features rather than
impact craters because of their flat size distri-
bution (21). The pits on the nucleus of 67P share
a similar morphology, although the active ones
tend to have a depth/diameter ratio close to 1,
whereas the inactive pits are much shallower, se-
emingly filledwith finedust andmultiple boulders.
It is not clear whether these pits are inactive or
whether they will “wake up” when they start re-
ceiving more illumination.
The head is characterized by impressive cliffs

and sets of aligned linear structures >500 m in
length exposed at the cliff facing the neck (Hathor)
(Fig. 7). This cliff is opposite Seth, which has a
different character. Fracturing is seen over the
nucleus at all scales, except where the nucleus
appears to be covered with smooth deposits.
Small-scale fracturing appears more scattered
than the larger-scale linear structures. Thermal
shock may be a plausible mechanism given the
very large variation in temperatures seen by
cometary nuclei; the near-surface region of 67P
undergoes fluctuations of up to 150 K each
orbital period, much larger than those invoked
to explain linear structures on Eros (22). The
surface morphology strongly suggests that the
loss of larger volumes of material, possibly via
the explosive release of subsurface gas pressure
or creation of overhangs by sublimation, may
be a major mass loss process for the nucleus.
We observe irregular quasi-linear features at

the Anuket-Hathor interface, which we infer to
be cracks in the surface of the neck (Fig. 7). These
cracks include ones that are roughly parallel to
the neck. We note that within the Hapi region
there is also an open crack, which is similarly
aligned (Fig. 7) and extends well into Anuket.
The fact that they are more or less parallel and
across the neck suggests that they may be rel-
ated to each other and to large-scale phenomena
on the nucleus, such as flexure between the head
and the body.
There are also clusters of small, bright spots

(0.5 to 1 m), which might be ice-rich, and there
are both groups and isolated examples of much
larger clumps (up to 30 m).
Finally, we have found in several places on the

nucleus, particularly on very steep slopes, a feature
that we colloquially term “goosebumps” (Fig. 8).
The bumps themselves exhibit a characteristic
scale of about 3 m. Although we do not yet have
an interpretation of these features, the fact that
a single characteristic scale is present may be
an important clue to formation processes, as
many of the possible processes have characteris-
tic scales.

The origin of
67P/Churyumov-Gerasimenko

One key question about the origin of 67P is
whether its nucleus is a primordial planetesimal
or was formed from a much larger planetesimal.
To address this, we must ask how the present
67P nucleus evolved since it formed eons ago.
Two modes of formation of original planet-

esimals in the outer parts of the solar system
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Fig. 4. Jets. Jets from the Hapi region as observed
on 23 September 2014.

Fig. 5. Map of energy input. Left: A map looking at the northern (right-hand rule, positive) pole of 67P
showing the total energy received from the Sun per rotation on 6 August 2014. The energy received
includes thermal illumination by the surfaces of the comet itself. The base of the neck (Hapi) receives
~15% less energy than the most illuminated region, 3.5 × 106 J m−2 (per rotation). If self-heating were not
included, the base of the neck would receive ~30% less total energy. Right: Similar to the left panel but
showing total energy received over an entire orbital period in J m−2 (per orbit). This heating varies by only
~50% over the entire surface. Although not shown here, the opposite hemisphere receives essentially the
same energy, but at a higher rate over a shorter time.

Fig. 6. Active pits detected in Seth region. NAC image acquired on 28 August 2014. Distance to the
comet, 60 km; resolution, 1 m/pixel. Enhancing the contrast (right panel) shows fine structures in the
shadow of the pit, interpreted as fine jets arising from the pit.



are well developed: hierarchical accretion (23)
and clumping of “pebbles” due to gas-dust insta-
bilities. In both cases, accretional velocities were
likely very low. The pebble swarms caused by the
dynamical instabilities may form objects as large
as 102 to 103 km or as small as the 67P nucleus
(24), although the goosebumpsmentioned above
suggest that a smaller scale could be important.
Small objects could also form later as individual
or reaccreted fragments produced by collisions
involving large transneptunian objects (25), but
these may be different from the small, original
planetesimals, having experienced the radioactive
heating of their large parent bodies and the
impacts whereby they were ejected.
The amount of previous erosion of the 67P

nucleus depends on the dynamical age of the
comet—that is, the number of orbits it has per-
formed as a member of the Jupiter family after
its capture from the transneptunian reservoir
(SM4). Unfortunately, this number is unknown
and will remain so, because in the presence of
frequent close encounters with Jupiter inducing
strong orbital perturbations, the dynamical evo-
lution of Jupiter family comets is strongly cha-

otic. Thus, the orbital history of 67P can be traced
back past a close encounter in 1959 (minimum
distance from Jupiter = 0.05 AU) [(26, 27); see
(28) and SM4 for sample calculations] but not
much further.
A key question that Rosetta will address dur-

ing the escort phase of themission iswhether the
two lobes of the nucleus are separate cometesimals
or whether the neck region has been carved out
by erosion. If the head and the body turn out to
be very different in composition or internal struc-
ture, this would argue for the idea that they are
original cometesimals. If they are similar in com-
position and structure, the conclusion is less
clear-cut. The two lobes, head and body, could
still be separate cometesimals that formed at
essentially the same heliocentric distance and
time. Whether the neck could also be the result
of erosion of a more convex body over many
orbital revolutions remains to be clarified. Our
study of energy input described above shows
that this is not enough focused to the neck
(SM5), but the question of whether fragmenta-
tion can still be sufficiently localized to cause
the carving remains unresolved.

Some key features relevant to the formation
are the high porosity implied by the bulk den-
sity (SM6), the pristine composition evidenced
by the large abundance of CO (29), and the
possible evidence of fracturing in the head and
neck region (SM7). The primordial accretion
model seems consistent with all observations.
The scenario of colliding large bodies seems to
require more special circumstances, tending to
make it less attractive but still viable.
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Fig. 7. Nucleus close-ups. Top left: The Hathor cliff face is to the right in this view. The aligned linear
structures can be clearly seen.The smooth Hapi region is seen at the base of the Hathor cliff. Boulders are
prevalent along the long axis of the Hapi region. Bottom left and right: Crack in the Hapi region. The left
panel shows the crack (indicated by red arrows) extending across Hapi and beyond.The right panel shows
the crack where it has left Hapi and is extending into Anuket, with Seth at the uppermost left and Hapi in
the lower left.

Fig. 8. Goosebumps. Characteristic scale of all the bumps is ~3 m, extending over >100 m. This
example is in the active pit in the Seth region.
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Dust measurements in the coma of
comet 67P/Churyumov-Gerasimenko
inbound to the Sun
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Critical measurements for understanding accretion and the dust/gas ratio in the solar
nebula, where planets were forming 4.5 billion years ago, are being obtained by the
GIADA (Grain Impact Analyser and Dust Accumulator) experiment on the European Space
Agency’s Rosetta spacecraft orbiting comet 67P/Churyumov-Gerasimenko. Between
3.6 and 3.4 astronomical units inbound, GIADA and OSIRIS (Optical, Spectroscopic, and
Infrared Remote Imaging System) detected 35 outflowing grains of mass 10−10 to 10−7

kilograms, and 48 grains of mass 10−5 to 10−2 kilograms, respectively. Combined with
gas data from the MIRO (Microwave Instrument for the Rosetta Orbiter) and ROSINA
(Rosetta Orbiter Spectrometer for Ion and Neutral Analysis) instruments, we find a dust/
gas mass ratio of 4 −+ 2 averaged over the sunlit nucleus surface. A cloud of larger grains
also encircles the nucleus in bound orbits from the previous perihelion.The largest orbiting
clumps are meter-sized, confirming the dust/gas ratio of 3 inferred at perihelion from
models of dust comae and trails.

A
lthough accurate measurements of the gas
loss rate from comets are possible under
favorable conditions even from Earth, esti-
mates of the dust loss rate have been more
uncertain thus far. Multiparametric mod-

els are needed to extract global dust parameters
from the dust features of comets (coma, tail,
and trail) observed from the ground and Earth-
orbiting telescopes, and it is often difficult to
establish the uniqueness of these model results.
Past space missions had onboard instruments
devoted to the measurement of the dust flux.
Because all of these missions were fast flybys, it
was impossible to disentangle the dust grains
coming directly from the nucleus from those
reflected back by solar radiation pressure (1, 2).
The latter component could explain part of the
excess of millimeter-sized particles, showing as
a bulge of the size distribution above the fitting
power law derived by the observations performed
during flybys at 1P/Halley (3) and at short-period

comets 26P/Grigg-Skjellerup, 81P/Wild 2, and
9P/Tempel 1 (4–6).
An even more severe bias could affect all es-

timates of dust/gas ratio obtained so far in comets.
The dust/gas ratio measured in 1P/Halley was
close to 2 (5), but this number is valid up to the
largest mass of ~1 g observed by the DIDSY
(Dust Impact Detection System) detector (actually,
this largest-mass grain was invoked to explain
the spacecraft precession-inducing impact that
occurred just before closest approach). Theoret-
icalmodels predict that 1P/Halleywas then eject-
ing largermasses, and the dust/gas ratio strongly
depends on the actual largest grain ejected in the
coma. Because it was impossible to fix the size
distribution between 1 g and the unknown lar-
gest ejected mass, we cannot exclude dust/gas
values a factor of 10 higher. In this paper, we
show that for comet 67P/Churyumov-Gerasimenko
(67P hereafter), we can disentangle the two fam-
ilies of ejected grains (direct and reflected) and

extract the dust size distribution up to the largest
ejected grain, obtaining for the first time an ac-
curate estimate of the dust/gas ratio.
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OSIRIS (Optical, Spectroscopic, and Infrared
Remote Imaging System) (7) has detected a dust
coma since an outburst that occurred between
27 and 30 April 2014, and possibly since the first
images taken on 23 March (8). We started to
detect coma features in long wide-angle camera
(WAC) exposures at the end of July 2014 at 3.7
astronomical units (AU) from the Sun. Most of
the activity was coming out of the transition re-
gion between the small and large lobes of the
nucleus, the Hapi region (9). This major coma
feature showed a diurnal variation of intensity,
and its brightness contribution was measured
in WAC images taken on 10 August 2014 at
110 km from the nucleus. This single jet-like
feature contributed roughly 10% of the total
dust brightness: Such a dominance is rare among
active comets closer to the Sun but may be true
for activity as it first turns on. The background
dust brightness may come from smaller fea-

tures and/or isotropic emission from the nucleus
surface.
GIADA (Grain Impact Analyzer andDust Accu-

mulator) consists of three subsystems: (i) the grain-
detection system (GDS) to detect dust grains as
they pass through a laser curtain; (ii) the impact
sensor (IS) to measure grain momentum derived
from the impact on a plate connected to five
piezoelectric sensors; and (iii) the microbalances
system (MBS), five quartz crystal microbalances
in roughly orthogonal directions providing the
cumulative dust flux of grains smaller than 10 mm.
GDS provides data on grain speed and its optical
cross section. The IS momentum measurement,
when combined with the GDS detection time, pro-
vides adirectmeasurement of grain speedandmass
(10, 11). Using these combined measurements, we
areable to characterize thedynamicsof singlegrains.
GIADA began operating in continuous mode

on 18 July 2014 when the comet was at a he-

liocentric distance of 3.7 AU. The first grain de-
tection occurredwhen the spacecraft was 814 km
from the nucleus on 1 August 2014. Three addi-
tional grains were detected at distances of 603,
286, and 179 km from the nucleus during the
spacecraft approach. Once in orbit about the
nucleus, 19 impacts were recorded by the IS at
distances ranging from 90 to 30 km, while during
the same period GDS detected seven particles. A
total of nine combined GDS+IS events (i.e., mea-
sured by both the GDS and IS detectors) allow us
to extract the complete set of dust grain param-
eters: mass, speed, velocity vector, and optical
cross section. From these GDS+IS detections,
we combined themeasured optical cross sections
(GDS) with the momenta (IS) to constrain the
bulk density range to (1.9 T 1.1) × 103 kg m−3,
assuming spherical grains (i.e., the lowest cross
section/mass ratio). Grain cross sections (Table 1)
are retrieved by means of two GIADA calibration
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Table 1. GIADA GDS+IS detections made at heliocentric distances between 3.6 and 3.4 AU.The grain momentum and speed (v) are direct GIADA mea-
surements from which the mass (m) is calculated. Grain geometrical cross sections are derived by the GDS calibration curves obtained with amorphous car-
bon and with a mixture of alkali-feldspar, melilite, and anorthite grains. R is the detection distance from the nucleus. The IS-sensitive area* is 10−2 m2. Qm is
the dust mass loss rate per grain.The error of the velocity measurements is 6%.

Event
no.

Date
[dd/mm/yyyy]

Momentum
[kg m s−1]

v
[m s−1]

m
[kg]

Cross section
[m2]

R
[km]

Qm

[kg s−1]

5 11/08/2014 3.1 T 1.3 × 10−8 3.2 9.8 T 4.0 × 10−9 5.6 T 1.9 × 10−8 92.9 1.9 × 10−2

16 23/08/2014 2.1 T 0.8 × 10−7 2.6 8.0 T 3.2 × 10−8 1.4 T 0.4 × 10−7 61.7 6.8 × 10−2

21 29/08/2014 2.3 T 0.9 × 10−8 4.7 4.9 T 2.0 × 10−9 2.3 T 1.2 × 10−8 54.0 3.2 × 10−3

23 30/08/2014 2.0 T 0.8 × 10−7 2.6 7.8 T 3.2 × 10−8 9.2 T 3.0 × 10−8 57.4 5.8 × 10−2

26 01/09/2014 2.0 T 0.8 × 10−8 2.9 6.9 T 2.9 × 10−9 2.7 T 1.9 × 10−8 53.2 4.4 × 10−3

27 01/09/2014 3.9 T 1.6 × 10−8 2.8 1.4 T 0.5 × 10−8 7.4 T 2.3 × 10−8 51.8 8.4 × 10−3

33 12/09/2014 1.6 T 1.0 × 10−9 3.0 5.3 T 3.3 × 10−10 3.1 T 0.3 × 10−8 29.7 2.1 × 10–3*
34 12/09/2014 1.3 T 0.5 × 10−7 2.8 4.6 T 1.9 × 10−8 7.4 T 0.6 × 10−8 29.7 9.1 × 10−3

35 13/09/2014 8.3 T 3.7 × 10−9 3.6 2.3 T 1.0 × 10−9 3.1 T 1.6 × 10−8 30.1 4.7 × 10−4

*For momentum values close to the IS detection limit (6.5 × 10−10 kg m s−1), a correction factor to the IS-sensitive area has to be taken into account; e.g., only 30%
of the total IS-sensitive area has a sufficient sensitivity to detect values of momentum as small as 2.5 × 10−9 kg m s−1. For the grain density estimate, this detection
was not taken into account because the derived density was far off the density of all the materials used to retrieve the calibration curves.

Table 2. Impacts on GIADA, detected by IS only, from 3.6 to 3.4 AU. Dust speed is assumed from (18) for a dust bulk density of 1 × 103 (grain a) and 3 ×
103 kg m−3 (grain b). The IS-sensitive area* is 10−2 m2.

Event
no.

Date
[dd/mm/yyyy]

Momentum
[kg m s−1]

A
[m2]

v (a)
[m s−1]

v (b)
[m s−1]

m (a)
[kg]

m (b)
[kg]

R
[km]

Qm (a)
[kg s−1]

Qm (b)
[kg s−1]

9 11/08/2014 1.8 T 1.6 × 10−9 8.0 × 10−4 10.0 6.6 1.8 × 10−10 2.7 × 10−10 92.9 4.4 × 10−3 6.5 × 10−3

10 11/08/2014 1.2 T 0.5 × 10−8 1.0 × 10−2 6.6 4.7 1.8 × 10−9 2.6 × 10−9 91.1 3.4 × 10−3 4.8 × 10−3

11 12/08/2014 2.2 T 1.7 × 10−9 2.0 × 10−3 10.0 6.6 2.2 × 10−10 3.3 × 10−10 93.9 2.2 × 10−3 3.3 × 10−3

12 15/08/2014 5.3 T 2.1 × 10−8 1.0 × 10−2 4.7 3.2 1.1 × 10−8 1.7 × 10−8 92.3 2.1 × 10−2 3.2 × 10−2

13 19/08/2014 2.8 T 1.1 × 10−8 1.0 × 10−2 6.6 4.7 4.2 × 10−9 6.0 × 10−9 78.9 5.9 × 10−3 8.4 × 10−3

14 22/08/2014 1.4 T 0.6 × 10−8 1.0 × 10−2 6.6 4.7 2.2 × 10−9 3.0 × 10−9 63.4 2.0 × 10−3 2.7 × 10−3

17 26/08/2014 2.5 T 1.9 × 10−9 3.0 × 10−3 10.0 6.6 2.5 × 10−10 3.8 × 10−10 55.0 5.7 × 10−4 8.6 × 10−4

18 26/08/2014 6.6 T 3.1 × 10−9 9.8 × 10−3 6.6 4.7 1.0 × 10−9 1.4 × 10−9 61.9 8.8 × 10−4 1.2 × 10−3

19 29/08/2014 1.8 T 0.8 × 10−8 1.0 × 10−2 6.6 4.7 2.7 × 10−9 3.8 × 10−9 53.7 1.7 × 10−3 2.5 × 10−3

20 29/08/2014 6.2 T 3.0 × 10−9 9.7 × 10−3 6.6 4.7 9.4 × 10−10 1.3 × 10−9 53.8 6.3 × 10−4 8.7 × 10−4

22 30/08/2014 9.4 T 4.1 × 10−9 1.0 × 10−2 6.6 4.7 1.4 × 10−9 2.0 × 10−9 56.0 9.8 × 10−4 1.4 × 10−3

24 30/08/2014 1.2 T 0.5 × 10−8 1.0 × 10−2 6.6 4.7 1.8 × 10−9 2.6 × 10−9 58.6 1.4 × 10−3 2.0 × 10−3

28 02/09/2014 2.0 T 0.8 × 10−8 1.0 × 10−2 6.6 4.7 3.0 × 10−9 4.3 × 10−9 54.2 2.0 × 10−3 2.8 × 10−3

30 09/09/2014 1.1 T 0.4 × 10−7 1.0 × 10−2 4.7 3.2 2.3 × 10−8 3.4 × 10−8 29.3 4.4 × 10−3 6.5 × 10−3

31 09/09/2014 9.6 T 4.2 × 10−9 1.0 × 10−2 6.6 4.7 1.5 × 10−9 2.0 × 10−9 29.2 2.9 × 10−4 3.8 × 10−4

*For momentum values close to the IS detection limit (6.5 × 10−10 kg m s−1), a correction factor to the IS-sensitive area has to be taken into account; e.g., only 30%
of the total IS-sensitive area has a sufficient sensitivity to detect values of momentum as small as 2.5 × 10−9 kg m s−1, and only 8% has a sufficient sensitivity to
detect values of momentum as small as 1.8 × 10−9 kg m s−1.
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curves, GDS signal versus the grain measured
geometrical cross section, obtained using grains
of amorphous carbon and grains of a mixture of
alkali-feldspar, melilite, and anorthite to get the
extreme cases of dark and bright materials. The
GIADA estimates of grain bulk densities fit the

range of the measured bulk densities of inter-
planetary dust particles, some of which have com-
etary origins and sizes comparable to the grains
detected by GIADA (12). They are also compatible
with those inferred for the collected comet 81P/
Wild 2 particles (13). The Stardustmission caused

a dramatic paradigm shift in our understanding
of the transport of debris from the evolving as-
teroid belt to the heliocentric distances of the
present-day Kuiper belt (14). It was found that
the minerals, chondrule fragments, and calcium-
aluminum–rich inclusions in comet 81P/Wild 2
dust have their counterparts in chondritic me-
teorites (15), which is confirmed by the still on-
going laboratory analyses of Wild 2 samples (16).
To extract the dust/gas mass ratio from our

data, we compare our estimated dust mass loss
rates to the water production rate measured by
theMIRO (Microwave Instrument for the Rosetta
Orbiter) instrument on board Rosetta [1.2 kg s−1

at 3.5 AU with diurnal variations of 50% (17)].
MIRO adopted a hemispherical gas ejection
model from the nucleus surface. To retrieve a
meaningful dust/gas ratio, we assume the same
hemispherical dust ejection. If both gases and
dust are ejected within a smaller solid angle, we
will overestimate both the gas and the dust mass
loss rates, but we will still obtain the correct dust/
gas mass ratio. We discuss the dust size distribu-
tion between 3.6 and 3.4 AU. Table 1 lists the
nine GDS+IS events with measured momentum
and speed fromwhich we can calculate the grain
mass (m) directly. We compute the derived mass
loss rate per grain at the nucleus

Qm= 2pmR2(ADt)−1 (1)

where Dt = 2.8 × 106 s is the collection time, R is
the distance of the spacecraft from the nucleus
center of mass, and A is the effective IS collecting
area. Because the spacecraft radial velocity (al-
ways lower than 0.1 m s−1) is much smaller than
the dust velocity, the conversion from observed
impacts to dust loss rate at the nucleus does not
depend on the dust velocity. Table 2 completes
the list of IS detections. The grain momentum is
measured but not the speed. The grain speed (v)
is therefore derived from a model applied to
ground-based observations of 67P at 3.2 AU (18),
for two assumed bulk densities of 1 × 103 kg m−3

(for grain a) and 3 × 103 kg m−3 (for grain b). The
nine dust velocities measured by the GDS+IS
match the predictions by Fulle et al. (18) at
3.2 AU very well for a dust bulk density of 3 ×
103kgm−3.Wecannot excludehigherdust velocities
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Fig. 1. Detections of single grains by OSIRIS. (Top) Bound grains detected in the first set of NAC
images (each labeled by a number from 001 to 353) and the brightest three tracks of the 48 outflowing
grains (each labeled by letters a, b, and c). The 67P nucleus is visible at the top of the panel. (Bottom)
Zoomcentered on track c.The imageswere shifted to align stars on the samepixels.The spacecraftmotion
is to the right, with an angle of 6° counterclockwise from the +x image axis. Grain c shows all of the
expected four white and black tracks; grains a and b have two tracks outside the image.The detections of
bound grains (white-black-white-black dots) show a uniform space distribution. Further details and
explanations are available in the supplementary materials.

Table 3. Radial velocity distribution in the comet
reference frame of the 48 outflowing grains
detected by OSIRIS.

Velocity bin (m s−1) Number of grains

0–1 2
1–2 10
2–3 5
3–4 9
4–5 7
5–6 1
6–7 2
7–8 4
8–9 3
>9 5



at lower dust masses and bulk densities, as
predicted by all models of dust drag by gas.
To complement the GIADA data and to esti-

mate the largest dust mass ejected from 67P,
we consider the detections of single grains by
the OSIRIS narrow-angle camera (NAC) (7) on
4 August 2014 at a distance of 3.6 AU from the
Sun and 275 km from the nucleus (Fig. 1). These
observations allowed us to detect ~350 grains in
bound orbits around the comet nucleus and 48
fast and outflowing grains that were ejected
about a day before the observations and had
diameters up to 17 mm (see details in the sup-
plementary materials). We compute the velocity
of the outflowing grains assuming that the grain
motion is strictly radial from the nucleus. The
velocity distribution in the nucleus reference frame
is shown in Table 3. The wide distribution is also
due to a nonperfectly radial velocity of the grains,
because a grain proper transverse speed of
0.18 m s−1 changes the extracted radial velocity
by a factor 2. Because proper transverse speeds
are expected to be random, averages of the ex-
tracted radial velocities cancel out the effects of
individual transverse speeds. We conclude that,
on average, the median of the radial velocity is
3.5 m s−1, in agreement with measurements of
other grains by GIADA. The observed velocities
do not show any evident trend with respect to
the grain size.
Regarding bound grains, the radius of 67P’s

Hill sphere (318 km) corresponds to a coma
volume of 1014 m3 in NAC images, providing
the observed space density of 3.5 × 10−12 m−3.
This value fits the space density predicted by
models of bound dust clouds around comet 46P/
Wirtanen (19), assuming a nucleus with the same
mass as 67P (9, 19). The predicted cloud density
ranges from 5 × 10−13 m−3 to 2 × 10−11 m−3, taking
into account the difference between the dustmass
loss of 46P and 67P (18, 19) and a possible range
of the dust bulk density from4× 102 kgm−3 (9) to
3 × 103 kg m−3 (this paper). Photometry of the
bound grains provides diameters ranging from
4 cm, in agreement with dynamical constraints
(20), to ~2 m. Models of bound grain orbits
(19, 21) show that an isotropic bound cloud
needs years to be built up. The observed bound
grains could not be ejected during the outburst
observed at the end of April 2014 (8). They were
probably put in bound orbits just after the pre-
vious perihelion, when the gas loss rate was de-
creasing and no longer perturbing the bound
orbits (19). The same gas perturbations, dur-
ing the current increase of the gas production
rate, may dissipate the bound cloud in a few
months.
The two families of detected grains (outflow-

ing and bound) do not overlap in space. Out-
flowing grains are not detected farther than
20 km from the spacecraft, whereas bound grains
are not detected closer than 130 km from the
spacecraft. The space density of bound grains is
at least 100 times lower than that of outflowing
grains: Detections closer than 130 km are im-
probable (at most, three bound grains in a coma
volume 100 times lower than up to 600 km).

Taking into account the different pixel areas cov-
ered by the faintest bound (dots) and outflowing
grains (tracks), the ratio of sizes between farthest
outflowing and closest bound grains becomes
consistent with the ratio of respective detection
distances (20 versus 130 km). The track of the
farthest outflowing grain is 16 NAC pixels long.
This proves that, if larger andmore distant young
grains were outflowing in 67P’s coma, they would
have been easily detected. The size distribution
of outflowing grains bigger than 2 cm has a large
drop, probably due to the low gas density at the
nucleus surface, still lifting very few larger
grains at 3.6 AU. This conclusion is not affected
by the possibility that some of the grains identi-
fied as bound are, in fact, outflowing. Their num-
ber and space density would be so low as to not
change the cut-off of the size distribution above a
diameter of 2 cm. This largest size is therefore
well constrained and allows us to combine re-
sults from GIADA and OSIRIS to reach a precise
measurement of the dust/gas ratio.
Tables 4 and 5 and Fig. 2 summarize our re-

sults for bothOSIRIS (the three uppermass bins)
and GIADA (the three lower-mass bins) and for
dust bulk densities of 1 × 103 and 3 × 103 kg m−3.
For the GIADA detections, the dust mass loss
rate permass bin (Qm) is the sum of allQm values
in Tables 1 and 2. In addition, we performed a
similar sum for three different subsets of Tables
1 and 2, namely dividing the total 24 samples
into three sets of 8 samples each, one following
the other in time. All the results were consistent

(within 20%)with those shown in Tables 4 and 5.
This shows that (i) the 24 samples provide a
sufficient sampling for the 67P dust size distri-
bution, and (ii) the dust mass loss rate remained
approximately constant from 3.6 to 3.4 AU.
Diurnal variations of the water loss rate mask
any gas loss rate trend versus the heliocentric
distance. For the OSIRIS detections, the dust loss
rate was extracted from the dust space density
r at the spacecraft, which was computed on
coma volumes defined by the distance D from
the spacecraft to the faintest (just above the de-
tection limit) grain in eachmass bin (i.e., the coma
volume surveyed by the OSIRIS-NAC). N is the
number of detections (for the OSIRIS data, N
was divided by the number of images providing
independent detections), v is the mean dust ra-
dial velocity (thus canceling out transverse speed
effects), and Qn is the number loss rate for hemi-
spherical dust ejection

Qn=2prvR
2 (2)

Tables 4 and 5 and Fig. 2 show the quantity

Afr = 2ApQns/v (3)

for eachmass bin, where s is themean dust cross
section in each mass bin, and the geometric
albedo Ap = 5% (18, 22). Afr provides the dust
mass dominating the dust coma optical flux
and shows a clear maximum at half-millimeter
sizes. The total Afr reaches 8 T 4 cm after we fill
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Table 4. GIADA and OSIRIS data on the 67P dust environment, assuming a dust bulk density of
1 × 103 kg m−3. D is the distance of the grains observed (just above the detection limit) by OSIRIS-
NAC to the spacecraft; N is the number of detections (for the OSIRIS data, N was divided by the
number of images providing independent detections); r is the dust space density derived from N; n
is the mean dust radial velocity (for the 48 OSIRIS detections, n has been computed assuming that
the motion is radial from the nucleus); Qn is the number loss rate for hemispherical dust ejection;
Qm is the dust mass loss rate per mass bin; and Afr provides the dust brightness per mass bin. N/A,
not applicable.

Mass bin
[kg]

N
D

[km]
r

[m−3]
v

[m s−1]
Qn

[s−1]
Qm

[kg s−1]
Afr
[m]

10−3–10−2 0.4 20 1.0 × 10−10 7.2 3.9 × 102 0.9 1.8 × 10−3

10−4–10−3 2.2 16 1.1 × 10−9 5.7 3.9 × 103 1.2 5.0 × 10–3

10−5–10−4 7 10 1.4 × 10−8 4.4 3.6 × 104 1.5 1.3 × 10−2

10−8–10−7 6 N/A N/A 2.4 4.2 × 106 0.17 2.8 × 10−2

10−9–10−8 13 N/A N/A 4.7 1.4 × 107 4.6 × 10−2 1.0 × 10−2

10−10–10−9 5 N/A N/A 6.9 2.4 × 107 9.9 × 10−3 2.6 × 10−3

Table 5. GIADA and OSIRIS data of the 67P dust environment, assuming a dust bulk density
of 3 × 103 kg m−3. See Table 4 for a description of parameters. N/A, not applicable.

Mass bin
[kg]

N
D

[km]
r

[m−3]
v

[m s−1]
Qn

[s−1]
Qm

[kg s−1]
Afr
[m]

10−3–10−2 1.2 20 3.0 × 10−10 5.1 8.7 × 102 3.0 2.8 × 10−3

10−4–10−3 5.2 16 2.6 × 10−9 4.4 6.7 × 103 1.7 5.4 × 10−3

10−5–10−4 3.2 10 6.4 × 10−9 5.5 2.0 × 104 1.4 2.8 × 10−3

10−8–10−7 6 N/A N/A 1.9 4.2 × 106 0.18 1.7 × 10−2

10−9–10−8 14 N/A N/A 3.4 1.4 × 107 5.4 × 10−2 6.8 × 10−3

10−10–10−9 4 N/A N/A 4.7 3.4 × 107 1.3 × 10−2 2.6 × 10−3
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the gap from 10−7 to 10−5 kg with the observed
lowest and largestAfr values, respectively. Ground-
based observations provided Afr = 7 cm when
the comet was at 5 AU, andAfr = 20 cmat 3.4 AU
inbound (22). Qm is approximately constant at
larger-than-millimeter sizes, suggesting a dif-
ferential size distribution power law index = –4,
in agreement with (18, 23). At smaller-than-
millimeter sizes, Qm drops faster than predicted
by (18), suggesting a shallower differential size
distribution, with a power law index close to –2.
The samemodel (18) predicts a MBS response 10
times higher than the MBS sensitivity. However,
the MBS signal at these 67P heliocentric dis-
tances did not reach the minimum sensitivity
level, suggesting no measurable accumulation of
dust grains smaller than 10−11 kg and confirming
that the power law index of the differential size
distribution is close to –2 over the entire size
spectrum, from submicrometer grains up to
10−7 kg. Assuming this size distribution (power
index close to –2), the MBS flux becomes lower
than the sensitivity limit, and Afr has a sharp
maximum at the upper mass; i.e., at 10−7 kg, as
shown in Fig. 2. The number ofmicrometer-sized
grains in 67P is too low to provide any substan-
tial optical scatteringwith respect to that coming
frommillimeter-sizedgrains, a factnever confirmed
before in any comet. The Afr value observed at
3.4 AU (22), which is larger than our value of 8 T

4 cm, may be explained by (i) larger Afr values
from 10−7 to 10−5 kg, (ii) a larger s due to non-
spherical dust shape, and (iii) Ap > 5%. Comet
67P’s dust loss rate from3.6 to 3.4AUof 7 T 1 kg s−1,
derived by interpolation between the GIADA
andOSIRIS data to fill the gap from 10−7 to 10−5 kg,
is consistent with an average of predicted dust
loss rates at 3.2 AU [column for 3.2 AU in tables 3
and 4 of (18)].
Taking into account the MIRO measurements

of the water production rate and the results ob-
tainedby theRodionov-Zakharov-Crifo (RZC) coma
model (24), applied to 67P to forecast the lander
descent environment, the derived dust/gas mass
ratio is 6 T 2 for water only. The RZC model fits
ROSINA-COPS (Rosetta Orbiter Spectrometer
for Ion and Neutral Analysis–Comet Pressure
Sensor) data, assuming the out-flow of water
and of other gases in proportion to the local
illumination. The obtained water loss rate fits
that directly provided byMIRO data within the
diurnal oscillations. Computations are ongoing
to further constrain thewhole three-dimensional
and time-dependent coma by means of other
Rosetta data. The dust/gas mass ratio decreases
to 4 T 2 if we use a total gas loss rate that includes
CO and CO2 [~50% inmass with respect to water
according to ROSINA data (25)]. An estimated
dust/gas ratio of 3 for 67P at perihelion was pre-
dicted assuming that meter-sized clumps are

ejected at perihelion (15). This assumption is
supported by the observations of the bound
cloud of grains observed by OSIRIS-NAC. The
dust number loss rate (Qn) shows a systematic
increase from the largest to the smallest mea-
sured dust masses, as is expected in a power law
distribution. This is true also at the lowest mass
bin measured by GIADA, showing that the effec-
tive IS collecting area (A) in Tables 1 and 2 com-
pensates the bias of the low number of grain
detections (N), due to the momentum sensitivity
limit, in this mass bin. Therefore, theQm and Afr
values in the lowestmass bin (Table 3 and Fig. 2),
should be considered a good estimate of the real
values. The very good match of the two size dis-
tributions obtained by two independent instru-
ments and techniques (in situ dust collection by
GIADAversus remote optical detectionbyOSIRIS)
suggests that the same dust bulk density range
estimated from the GIADA data is a good as-
sumption also for the single grains detected by
OSIRIS.
In conclusion, at heliocentric distances between

3.7 and 3.4 AU: (i) GIADA on Rosetta is working
well in characterizing the dust flux and, in par-
ticular, for carrying out measurements including
dust grain speed, momentum, mass, and optical
cross section and furthermore constraining de-
rived values of the grain bulk densities. (ii) The
dust/gas mass ratio, averaged over the sunlit nu-
cleus surface, is 4 T 2 but may change as the
comet approaches closer to the Sun. The esti-
mate of the diameter of the largest clumps in a
bound cloud (probably built-up just after the
previous perihelion passage) confirms the dust/
gas ratio of 3 inferred at perihelion (18). (iii) The
dust optical scattering is dominated by 100-mm
to millimeter-sized grains, not by micrometer-
sized grains [this is expected to change approach-
ing to perihelion (18)]. (iv) TheGIADAdustmodel
predictions at 3.2 AU (18) are consistent with the
measured data. (v) The detection by OSIRIS-NAC
of a cloud of grains in bound orbits confirms
predictions of its density (19) and sizes of the
orbiting grains (20).
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SEA LEVEL CHANGE

Inherited landscapes
and sea level change
Sierd Cloetingh and Bilal U. Haq*

BACKGROUND: Knowledge of past sea lev-
el fluctuations is fundamental to geosci-
ences and for exploration of Earth-bound
resources. Recent years have seen a conver-
gence of views between stratigraphers (who
measure past sea level changes in marine
strata) and geodynamicists (who investigate
surficial expressions of lithospheric and man-
tle processes) with the realization that with-
out understanding inherited topographies,
their causal mechanisms and operative time
scales, palinspastic (pre-diastrophic) recon-
structions of the past landscapes and sea-
scapes remain inchoate at best.

Sequestrations of seawater on land or its
subduction-related entrainment in the mantle
are two direct means of lowering global sea
level. Sea level can also be changed by modify-
ing the container capacity of the ocean through
numerous interconnected solid-Earth processes.
Some of these can only refashion landscapes
regionally, thus affecting local measures of sea
level change. Disentangling these processes to
uncover the likely cause(s) for the resultant
topography poses considerable challenges.

ADVANCES: Recent developments in seismic
tomography and high-speed computing that

allow detailed forward and inverse modeling,
combined with new concepts in stratigraphy
and geophysics that permit envisioning large-
scale transfers of material among deposi-
tional centers, have brought us closer to under-
standing factors that influence landscapes
and sea levels and the complex feedbacks.
As a result, estimates of the amplitude of long-
term eustatic changes have converged using
different data sets. We have learned that solid-
Earth processes operating on decadal to multi-
million-year time scales are all responsible for
retaining lithospheric memory and its surface
expression: On time scales of tens to hundreds
of years, glacial isostatic adjustments cause lo-

cal topographic anomalies,
whereas postglacial re-
bound can be enhanced
by viscous mantle flow on
time scales of thousands
to hundreds of thousands
of years; on time scales of

more than 1 million years, oceanic crustal
production variations, plate reorganizations,
and mantle-lithosphere interactions (e.g., dy-
namic topography) become more influential
in altering the longer-wavelength surface re-
sponse. Additionally, the lithosphere’s rheolog-
ical heterogeneity, variations in its strength,
and changes in intraplate stress fields can
also cause regional topographic anomalies,
and syn-rift volcanism may be an important
determinant of the long-term eustatic change
on time scales of 5 to 10 million years.

OUTLOOK: Despite these remarkable ad-
vances, we remain far from resolving the causes
for third-order quasi-cyclic sea level changes
(~500,000 to 3 million years in duration). As-
certaining whether ice volume changes were
responsible for these cycles in the Cretaceous
will require discerning the potential for exten-
sive glaciation at higher altitudes on Antarctica
by modeling topographic elevation involving
large-scale mantle processes. Extensive sea
floor volcanism, plate reorganizations, and
continental breakup events need to be better
constrained if causal connections between tec-
tonics and eustasy have to be firmly estab-
lished. Another promising avenue of inquiry
is the leads and lags between entrainment and
expulsion of water within the mantle on third-
order time scales. Future geodynamic models
will also need to consider lateral variations in
upper mantle viscosity and lithosphere rhe-
ology that require building on current litho-
spheric strength models and constructing global
paleorheological models. Deep-drilling efforts
will be of crucial importance for achieving the
integrative goals.▪
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Earth’s sea level history is archived in sedimentary sections.This example is from the Umbrian
Apennines near Gubbio, Italy, that was a part of the ancient Tethys Ocean. It preserves a con-
tinuous and nearly complete Cretaceous pelagic record, and its contained microfossils and stable
isotopes provide valuable clues about paleoceanography, paleoclimatology, and sea level history of the
region. The finer-grained sediment near the base marks the boundary between the Cenomanian and
Turonian stages, at which time the highest sea levels of the Cretaceous have been documented around
the world. Evidence and measure of the amplitude of this eustatic high based on geodynamics and
stratigraphic data have converged.P
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SEA LEVEL CHANGE

Inherited landscapes
and sea level change
Sierd Cloetingh1 and Bilal U. Haq2,3*

Enabled by recently gained understanding of deep-seated and surficial Earth processes, a
convergence of views between geophysics and sedimentary geology has been quietly taking
place over the past several decades. Surface topography resulting from lithospheric memory,
retained at various temporal and spatial scales, has become the connective link between these
two methodologically diverse geoscience disciplines. Ideas leading to the hypothesis of plate
tectonics originated largely with an oceanic focus, where dynamic and mostly horizontal
movements of the crust could be envisioned. But when these notions were applied to the
landscapes of the supposedly rigid plate interiors, there was less success in explaining the
observed anomalies in terrestrial topography. Solid-Earth geophysics has now reached a
developmental stage where vertical movements can be measured and modeled at meaningful
scales and the deep-seated structures can be imaged with increasing resolution. Concurrently,
there have been advances in quantifying mechanical properties of the lithosphere (the solid
outer skin of Earth, usually defined to include both the crust and the solid but elastic upper
mantle above the asthenosphere). The lithosphere acts as the intermediary that transfers the
effects of mantle dynamics to the surface. These developments have allowed us to better
understand the previously puzzling topographic features of plate interiors and continental
margins. On the sedimentary geology side, new quantitative modeling techniques and
holistic approaches to integrating source-to-sink sedimentary systems have led to clearer
understanding of basin evolution and sediment budgets that allow the reconstruction of
missing sedimentary records and past geological landscapes.

T
he interdisciplinary dissension between
solid-Earth geophysics and soft-rock geology
was at least partly due to the prevalent view
within the sedimentological community that
post-rift tectonic processes are normally too

slow to contribute to punctuated stratigraphy.
Thiswas a likely outgrowth of the first generation
of basin evolution models that implied steady
long-term thermal subsidence of rifted margins.
Another reasonmayhavebeen that the solid-Earth
geophysics community did not always appreciate
variable time scales of basin-fill processes or
lacked awareness of advances in sedimentary
geology that now allowed the deciphering of
the record of mass transfer at the scale of an
entire continental margin or interior basin. In
the past few decades, conceptual models as well
as empirical evidence indicate that post-rift tec-
tonic processes act on multiple scales. These lead
to episodic vertical movements on shorter time
scales, as well as far-field effects that may trans-
form local topographies on longer spatial and
temporal wavelengths. This newfound cogni-
zance of the vertical movements of landscapes
and seascapes at various time scales has in-
deed been a bridging factor between these two
communities.

Sequence stratigraphy that facilitates strati-
graphic estimates of past sea level changes (1, 2)
and geodynamic lithospheric models of conti-
nental margins and interiors [see, e.g., (3)] have
had parallel histories of advancement over the
past four decades, which in turn have led to a
number of major breakthroughs in basin analy-
sis. Indeed, this trend toward increasing synergy
between stratigraphy and tectonics, crustal geo-
physics, paleoclimatology, and numerical model-
ing, where stratigraphic data had begun to play
an important role in providing constraints for
geodynamic models, was already alluded to by
Miall (4). In the past two decades, progressively
improving resolution of seismic tomographic im-
ages of the mantle (5–8) has provided better con-
straints for absolute plate motions (9), as well as
revolutionary insights into the causes for dynam-
ic vertical movements of continental and oceanic
lithosphere (Fig. 1) at wavelengths that can affect
both eurybatic (regional) and eustatic (global)
sea level signals (10). [Eurybatic is a term intro-
duced byHaq (10) to distinguish local or regional
measures of sea level change fromeustatic (global)
changes.] This in turn has reinforced the notion of
intimate coupling between Earth’s mantle and
surface processes (11–13). In addition, the holistic
source-to-sink approach and process-based studies
on several active and passive continental margins
have also helped to reveal the connection of
surface topography and basin subsidence [see,
e.g., (14, 15)]. At the same time, numerical simu-

lations of the viscous response of the upper mantle
to crustal loading and unloading [i.e., ice (16, 17),
sediments (18, 19), and subduction of oceanic
slabs underneath the continental crust (20)]
have led to new insights into how surface topog-
raphy reacts dynamically to both isostasy and
mantle flow, producing regionally extensive land-
scape anomalies at both shorter and longer time
scales. This response of the landscape to mantle
flow has been broadly termed as dynamic to-
pography (11), which thwarts straightforward
measures of sea level changes based on stratal
patterns and thickness of stratigraphic sequences
along continental margins, even when corrected
for thermal and flexural subsidence and other
local factors (21). Also important to this discus-
sion is the inherited rheological heterogeneity
of lithosphere (22, 23) due to intrinsic variations
in the density and thermal regimes (24, 25)
(Fig. 2).
Below, we review the relationship between

inherited topography, caused both by deep-Earth
and surficial processes, and sea level change, using
the Cretaceous Period as the key example for sev-
eral reasons: The Cretaceous is known to have
been a period of warm climate when Earth was
largely ice-free, with the possible exception of Ant-
arctica (26). This makes the Cretaceous suitable
for testing various tectonic models without the
complications of ice cover in the NorthernHemi-
sphere. The Cretaceous was also a period of ex-
tensive sea floor volcanism (27, 28) associated
with upper mantle instabilities and rifting and
continental breakup (29) that is often accompa-
nied by volcanic activity (30). Additionally, not all
of the Cretaceous sea floor has been subducted,
and the missing fragments can be reconstructed
(31) or alternatively, some of the subducted slabs
of this age can be imaged andmodeled in mantle
graveyards (20). The Cretaceous is also of consid-
erable paleoclimatological interest, as it may be
an appropriate analog for a greenhouse climate, a
direction in which our planet currently seems to
be headed. The presence of Cretaceous petroleum
systems, both in terrestrial and offshore plays,
also makes this interval of high interest to the hy-
drocarbon industry,where knowledge of the chro-
nology of eustatic variations and their amplitudes
is considered an indispensable component of the
explorationists’ toolbox, allowing them to broadly
anticipate several exploration criteria (10). In this
Review, we examine the record of both horizontal
and vertical motions of the lithosphere with a fo-
cus on the Cretaceous record that could have in-
fluenced far-field sea level changes. We conclude
by identifying unresolved questions and areas of
future research.

Mechanisms and measures of
sea level change

Knownmechanisms capable of generating a glob-
al signature in the stratigraphic record fall in-
to two categories: those caused by substantial
changes in the volume of water in the oceans,
and those driven by changes in the volume of
the ocean basins, (i.e., their container capacity)
[see also (32) for a recent review, and Table 1 for
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a summary of known operative mechanisms of
sea level change].

Water sequestration on land

The simplest means of transferring a substantial
amount of seawater to land (so as to be observ-
able in the sedimentary record) is by sequester-
ing it as ice on the continents during glacial
episodes. [Smaller amounts of water can also be
sequestered on shorter time scales (hundreds to
thousands of years) in terrestrial aquifers and
lakes (33–36), but the current consensus dictates
that this does not produce an appreciable global
stratigraphic signal, although it could be relevant
to higher-frequency Milankovitch-scale cyclicity
reflecting swings between dry and wet periods.]
Our knowledge of Earth’s glacial history is still
fragmentary; nonetheless, glacial episodes with
varying degrees of ice cover are known to have
occurred in the Late Ordovician–Early Silurian
interval, in the Late Devonian, through much of
the Carboniferous and Permian, and in the Late
Paleogene–Neogene, in addition to the develop-
ment of bipolar ice cover in the Late Neogene
[see, e.g., (37)]. In the Late Cretaceous, ephemeral
Antarctic glacial episodes have been hypothesized
(38–41).
The second process capable of redistributing a

substantial volume of free water in the oceans
over relatively longer time scales (on the order of
millions of years) is the potential of imbalance of
ocean’s water exchange with deepmantle. This is
not a well understood process (32), and in the
absence of reliable models or the knowledge of
operative time scales, this exchange (i.e., water

subducted down with hydrated minerals versus
water released from mantle into the ocean by
degassing) is expediently considered to be in
balance over very long time scales (10 million
years or more). But it stands to reason that during
intervals of anomalously high oceanic crustal
production, as in the case in the Late Cretaceous,
there would be a net gain of deep-sourced wa-
ter in the oceans on the relevant time scales,
which would balance out by net loss following
increased subduction, presumably after a time
lag (10). This is a promising area for future
investigation.

Variations in container capacity
of the oceans

The geologically rapid elastic isostatic response
(on time scales of tens to hundreds of years) to
ice unloading during deglaciations can be distin-
guished from what follows (32) as the viscous
post-deglacial response (on time scales of thou-
sands to hundreds of thousands of years) of mass
redistribution and vertical displacements along
continental margins (42–44). These effects do
not influence the ocean volume on the broader
scale per se, but can cause regional anomalies
in sea level measurements along a particular mar-
gin. Even on the somewhat longer time scales
(million years or more) of third-order sea level
changes, the long-wavelength warping effect
due to mantle convection flow patterns in re-
sponse to upwellings and downwellings and
movements of plates over subduction grave-
yards [i.e., dynamic topography (20, 45, 46)]
can cause regional anomalies along affected

continental margins. It should be noted, how-
ever, that numerical modeling studies of glacial
isostatic adjustment (GIA) after deglaciation
show that the initial elastic rebound and the con-
sequent viscous mantle flow under deglaciated
areas are essentially completed within thousands
to hundreds of thousands of years post-glacial
(16, 17). On these time scales, GIA also shows a
strong dependence on distance from the ice sheet.
Thus, by ~100,000 years post-glacial, the effects
of GIA largely reach equilibrium, and for third-
order cyclicity they become part of the steady-
state background.
Factors that can modify the ocean’s container

capacity with the potential to cause eustatic var-
iations on relatively longer time scales of several
million years include variations in oceanic crust-
al production rates (including volume of mid-
ocean ridges and extruded igneousmaterial on the
sea floor) and net dynamic uplift and subsidence
of the ocean floor due to long-wavelength dynamic
topographic effects. It has long been reasoned that
variability in rates of oceanic crustal formation at
mid-ocean ridge systems (i.e., rates of spreading
and total ridge length) would affect the total vol-
ume of these subsea features and thus eustatic sea
level on relatively longer time scales (~10 million
years) (47, 48). Estimating ridge volume from
older, now-subducted sea floor poses considerable
challenges. Nevertheless, ridge volume variability
from the Cretaceous to the present has beenmod-
eled (49) and, despite some difference of opinion
(50), a number of independent estimates have
reached the conclusion that there has been a
slowdown in ridge spreading rates (and thus ef-
fective ridge volume) of 60 to 80% since the Late
Cretaceous (31, 32, 51). Other ocean floor volcanic
activities that can effect change in the ocean’s
container capacity include emplacements of large
igneous provinces (LIP) and hotspot activity on the
sea floor. In the Early Cretaceous, LIP activity was
particularly pronounced, which manifested itself
in the emplacement of Shatsky Rise [~137 to
131 million years ago (Ma)] and Ontong-Java
andManihiki Plateaus (episodically from~122 to
90 Ma) in the Pacific that are interpreted to have
been emplaced over relatively long durations (28).
TheDeccan Traps region in the IndianOcean, on
the other hand, was emplaced in a relatively
short time (several hundred thousand years) in
the latest Cretaceous, both on the ocean floor
and along the western Indian margins (52).

Mantle-lithosphere interactions

An important development in geosciences in re-
cent years has been the recognition that mantle-
lithosphere interactions can have important
consequences for long-wavelength surface topog-
raphy on the sea floor and the continents, with
implications for long-term (time scales of >5 mil-
lion years) sea level variations. This applies to
zones of mantle upwelling as well as downwell-
ing, as documented by high-resolution seismic
tomography (7, 8). Continental interior and mar-
ginal surface topography can be modified when
large features, such as a subducting slab, are tra-
versed over by an overriding continent. This has
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Fig. 1. A recent example of the resolving power of seismic tomography delineating a zone of man-
tle upwelling under the North Atlantic and adjacent continental areas [adapted from (8)]. Seismic
velocity perturbations from full waveform inversion are shown for a depth slice at 120 km. Red areas depict
location of Iceland plume and its side lobes extending into southern Norway, the British Isles, and central
Europe. All of these areas are undergoing recent uplift in an intraplate tectonic setting, far from plate
boundaries, thus affecting any measure of sea level change gauged along these margins. Perturbations are
with respect to the reference velocity indicated in the figure.
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been modeled and interpreted to be the case for
the westward movement of North America over
the remnants of the Farallon subduction slab (Fig.
3). This was inferred to have induced substantial
far-field subsidence along New Jersey and ad-
jacent margins since the Late Cretaceous, as
modeled by a number of dynamic topographic
studies (20, 31, 53–55). Although dynamic topog-
raphy can produce both local and global ef-
fects, it is mainly relevant to long-term sea level
trends and less so for the punctuated shorter-
term third-order events, as long as it is recog-
nized that the far-field warping effect that it can

produce needs to be taken into account when
measuring sea level change locally.
Thermomechanicalmodels ofmantle-lithosphere

interactions predict vertical crustal movements
within the same amplitude range as the third-
order cycles, but they are not likely to be repet-
itive (56, 57). For example, plume emplacement,
slab detachment, or folding instabilities within
the lithosphere are not likely to repeat in a strictly
cyclic manner. However, one intriguing dynamic
that seems worthy of consideration is the direct
correlationbetween strong lithosphere andhigher
continental topography, and the association of

low-strength lithosphere with lower topography
thatmay allow access to oceanic flooding (58, 59).
The Cretaceous Period had inherently weaker lith-
osphere in the broad sense, due to widespread
continental breakup and high oceanic crustal pro-
duction rates. If this is combined with the poten-
tial for higher water expulsion rates from the
mantle in the Late Cretaceous, weakening the lith-
osphere still further by water entrainment, the
Late Cretaceous topography in generalwould have
been lower and the global sea levels higher (58)
(Fig. 4). Paleorheology varies in the Cretaceous,
and the lithosphere as a whole becomes relatively
stronger near the end of the Cretaceous. In addi-
tion, there is a feedback between stress and rheolo-
gy (stresses weaken plates), thereby indirectly
affecting topography. And as noted earlier, plume
emplacements and their timing also play a role is
resetting the thermomechanical structure. The
plume emplacement effect dictates that there
would be uplift in the earlier stages, followed by
differential motions, including subsidence on the
continents and margins (56). According to this
tenet, we should expect shorter-wavelength (and
higher-amplitude) changes in theearlierCretaceous,
and longer-wavelength (and lower-amplitude)
changes in the later Cretaceous. On the ocean
floor, swelling occurs during plume emplacement
and subsidence follows only when the plume dies
out (Fig. 5).
In this context, it is becoming evident that the

assumption of rigid lithospheric plates may be
an oversimplification, and the isostatic response
to loading and unloading would depend strongly
on rheological stratification of the lithosphere
(56). As a result of the large number of rifted
margin studies carried out in recent decades, it is
becoming clear that traditional concepts result-
ing from the early stretching models (60), imply-
ing instantaneous rifting followed by a post-rift
phase of steadily decaying thermal subsidence,
require some additional thought. The duration of
syn-rift phases can last up to hundreds of millions
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Table 1. Various mechanisms that can modify local/regional (eurybatic) and global (eustatic) sea levels, their time scales, their magnitude of
change, their extent, and the mechanism’s relevance to the Cretaceous Period under discussion in this Review. Data are from several sources,
including (32, 47, 48, 84); GIA, glacial isostatic adjustment; LIPS, large igneous provinces; My, millions of years.

Mechanism Operative time scale
Order of magnitude of

change
Potential extent

Cretaceous
relevance

Water sequestration on land and in mantle

Terrestrial aquifers and lakes <0.01 My Up to 10 m (? higher) Global ?
Glaciations/deglaciations 0.01 to 0.1 My 100 to 250 m Global ?
Water exchange with mantle 0.1? to 1.0 My Unknown Global? ++

Changes in container capacity of oceans

GIA: Elastic rebound 0.00001 My Up to 100 m Regional ?
GIA: Viscous mantle flow 0.0001 to 0.1 My Up to 100 m Regional ?
Mean age of oceanic crust 50 to 100 My 100 to 300 m Global +++
Ridge production rate changes 50 to 100 My 100 to 300 m Global +++
Ocean floor volcanic activity (LIPS) 1 to 10 My 500 to 1000 m Global +++
Mantle/lithosphere interactions 1 to 10 My 10 to 1000 m Regional/global +++
Intraplate deformation 1 to 10 My 10 to 1000 m Regional/global +++
Dynamic topography >5 My Up to 1000 m Regional/global +++
Sedimentation 1 to 10 My 50 to 100 m Global +

Fig. 2. Map of global modeled lithospheric rigidity (strength) expressed in term of effective elas-
tic thickness (Te) of oceans and continents, showing pronounced spatial variations from strong
continental cratonic areas to weak alpine belts and young oceanic lithosphere [adapted from
(23)]. Such variations have strong impact on the loading capacity of the lithosphere to support
topography, ice caps, and sedimentary loads.Weak areas frequently manifest lithospheric domains (e.g.,
Iceland in the North Atlantic) that are subject to upwelling, whereas strong cratonic areas (such as the
Canadian Shield) retain long-term memory of relative tectonic quiescence and the presence of a cold
upper mantle underneath. Weak areas are also locus of intraplate deformation and associated
vertical motions affecting inherited landscapes.
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of years (29); in the case of the Norwegian-
Greenland Sea, the syn-rift phase lastedmore than
200 million years, followed by a post-rift phase of
65million years, leading to a complex pattern of
subsidence and basin migration. Tectonic sub-
sidence in the post-rift phase in many marginal
systems also does not conform with the predic-
tion of a steady decrease with time (61–65), but is
instead often anomalous, implying that punctu-
ated subsidence is not necessarily only a response
to sea level fluctuations. Another factor that may
be important in determining inherited landscape
is the role of intraplate deformation and associ-
ated differential vertical motions. The wavelength
and magnitude of lithospheric warping due to
intraplate deformation and lithosphere-mantle
interactions depend strongly on thermal age and
rheology of the lithosphere and should not be
ignored in geodynamic models (66, 67). In addi-
tion, better quantitative understanding of global
effects of seemingly regional factors, such as stress
field changes operating on plate scales and their
effect on eustasy, is also needed. The same applies
to the effects of major opening and closing of tec-
tonic gateways (e.g., closure of neo-Tethys, closure
of mid-America Seaway, breakup of North Atlan-
tic, opening of Scotia Arc, etc.).

Dynamic topography

In practice, dynamic topography is what remains
after shorter-term isostatic effects have been re-
moved from the observed topography (68). Thus,
dynamic topography complicates physical mea-

sures of sea level change based on stratal pat-
terns, even when corrections for local factors
have been applied. The long-wavelengthwarping
effect of dynamic topography becomes notably
apparent on the relatively longer time scales (multi-
ple millions of years) and can dampen or enhance
any underlying global signal of the third-order
sea level events that occur on shorter time scales,
but it rarely wipes out this signal completely. The
U.S. East Coast provides an appropriate example
of the influence of this factor because of the nu-
merous modeling studies that followed the back-
stripped stratigraphic amplitude estimates along
this margin. The modeled migration of the rem-
nants of the Farallon Plate beneath North Amer-
ica (20) shows the effects of this dynamic passage
on surfacemorphology since the Late Cretaceous.
Assuming these models to be valid, this dynamic
warping effect may have led the New Jersey mar-
gin to subside between 105 and 180 m since the
late Cretaceous [see (10) for a discussion]. This
example illustrates the considerable challenge in-
volved in extracting a eustatic long-term sea level
signal from local stratigraphic measurements.

Disentangling measures
and mechanisms of Cretaceous
sea level changes

It has become apparent that a measure of the
amplitude of eustatic events cannot be gleaned
from any one location, as discussed above. In-
stead, we have to resort to averaging it from glob-
al data after chronological consistency of events

has been established. Nonetheless, the issue of the
causes of third-order events (other than glacial
sequestration of water on land) remains conjec-
tural at this point. As mentioned earlier, at least
in the Cretaceous, net gain and loss of water to
the oceans from mantle sources due to the high
crustal production rates remains a likely possibil-
ity that may have contributed to the long-term
sea level highs and lows of that period.
Recently, an updated model of Cretaceous

eustatic sea level variations based on a synthesis
of broadly distributed stratigraphic database has
been presented (10) (Fig. 6). This synthesis also
took into accountmost of the publishedCretaceous
stable oxygen-isotopic data, plus an additional
isotopic data set for a nearly complete Cretaceous
pelagic carbonate section in Italy. Although such
isotopic data (69) were not helpful in the estima-
tion of amplitude of sea level changes [see discus-
sion in (10)], major isotopic excursions aided in
verifying the timing of the prominent shifts that
were consistent with the stratigraphic data.

Long- and short-term trends

Constraints for the Cretaceous long-term eustatic
curve were originally provided by continental
flooding data and ridge volume estimates (47, 70).
However, now that links with sea floor activ-
ities and ocean container capacity changes have
been established, model reconstructions of the
mean age of the oceanic crust and emplacement
of substantial igneous accumulations on the sea
floor (31, 71, 72) can provide additional con-
straints, but they do not change the overall
shape of the original long-term curve (1) for the
Cretaceous. Most recent estimates derived from
geophysical models have now converged and
are within the same range of amplitudes (e.g.,
the Cenomanian-Turonian all-time high in the
Cretaceous is estimated at between 170 and 250 m
above present-day mean sea level). A notice-
able feature of the long-term envelope is that the
mean sea level throughout the Cretaceous re-
mained higher than at present, with a low in the
Early Cretaceous and peak high in the late mid-
Cretaceous. The updated Cretaceous short-term
sea level curve is based on the premise that events
that can be documented to be geologically syn-
chronous in several, preferably noncontiguous,
basins represent global rather than eurybatic
events [see discussion in (10)].

Tectonics and eustasy:
temporal connections

Figure 6 illustrates the revised eustatic curve for
the Cretaceous Period (10) and the various po-
tential mechanisms that could have been opera-
tive collectively to produce the resulting long-term
sea level trends and possibly also contribute toward
the short-term changes. Although the long-term
trends can be explained by a number of these pro-
cesses, individually or in combination, the reasons
for shorter-term (third-order) cyclicity remain elu-
sive. A simple comparison of the swing points
(where the trends in sea level change) on the long-
term eustatic curve with the timing of major
tectonic events in the Atlantic domain (73) seems
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Fig. 3. Modeled temporal evolution of Farallon slab (shown in blue) subducting under North Amer-
ica leading to differential dynamic topography patterns, with down-warping of overlying continen-
tal lithosphere. (A) Results of a forward model, with a cross section showing temperature anomalies in
the mantle, dynamic topography (blue line), and longitudinal component of plate motion (red line) during
the Middle (100 Ma) and Late (70 Ma) Cretaceous [adapted from (20)]. (B) The same time slices with
North America superimposed [adapted from (83)]. Oceanic lithosphere is subducted along a trench
(solid line with triangles) on the western margin of the North American continent. During the Cre-
taceous, the topographic low (areas in green and blue) migrates east together with the remnants of the
subducted plate.
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to suggest a connection between major plate
reorganizations and initiation of rifting with these
swings. Large-scale volcanic activity and conti-
nental breakup events (29) also seem to com-
plement the overall trends. It should be noted
that the onset of rifting in the Atlantic was fol-
lowed by a prolonged sea floor–spreading phase
that occurred over a wide realm that must have
affected the Cretaceous record. In contrast to
major plate reorganizations (and their related
stress fields) with global implications, most stress
regime fluctuations and their effect on the sea
level were more likely of regional nature.

Discussion: Causal mechanisms
operative in the Cretaceous

Multiple interrelated factors can account for the
long-term changes, and some of them hold prom-
ise to shed light on the shorter-term sea level
variations.

Water sequestration on land

During the Cretaceous, the Northern Hemisphere
was ice-free while the Southern Hemisphere
had the large continent of Antarctica stationed
in polar position. Because ice sheets are very sen-

sitive to altitude, it remains to be determined
whether Antarctica displayed enough tempo-
ral variations in topography to cause substan-
tial variability in water sequestration on land
to influence third-order cyclicity. This will have
to wait better geodynamic models of this conti-
nent. Currently, however, collective opinion is
leaning toward accepting potentially enough
accumulation on Antarctica to cause ice sheets
at least in the Late Cretaceous (38, 39). If this
mechanism was indeed operative, the extent
of such transient ice sheets would have to
have been more pronounced in the earliest Cre-
taceous (Berriasian to Hauterivian) than in the
Late Cretaceous (Santonian through Maastrich-
tian). Evidence for this, of course, remains to be
obtained.

Periodic water sequestration
in the mantle

By any measure, the Cretaceous was a period
of high oceanic crustal production rates and
recycling in the mantle. As alluded to earlier,
this could mean high water expulsion rates
from the mantle sources into the ocean as well
as high water entrainment rates with sub-

duction. For this mechanism to produce a net
increase (or decrease) of free water, the duration
of the time lag between expulsion and entrain-
ment would be of crucial importance. Also, the
total volume of water in this exchange would
have to be considerable to cause observable de-
viations from the long-term steady state. The
relevance of this mechanism for the shorter
third-order cycles as well as long-term trends
remains undetermined at this time and needs
to be explored. For this mechanism to be whol-
ly or partially applicable to the Cretaceous eu-
static record, more mantle-sourced water would
have to be flushed into the oceans during
late early and late mid-Cretaceous intervals
(Fig. 6).

Variations in the container capacity
of the oceans

In the Cretaceous, a large component of the long-
term eustatic trends can be explained by changes
in the container capacity of the oceans. Higher
sea floor spreading rates producing greater
amounts of new oceanic crust and larger ridge
lengths all contributed to elevated bathymetry.
This, combined with emplacement of LIPs, goes
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Fig. 4. Models showing capacity of continental lithosphere to support
topographic and buried subsurface loads dependent on its strength. (A)
Design of numerical model and two tested viscous-elasto-plastic yield strength
rheological profiles with two end-member assumptions (strongest and
weakest). (B) Predicted maximum amplitude of surface topography as a func-
tion of time [adapted from (59)]. During the Cretaceous, lithospheric strength
has varied considerably, ranging from high production of ocean lithosphere to

high plume activity. Strong surface amplitude variations in case of weak litho-
sphere with undepleted mantle result from Rayleigh-Taylor instabilities that
develop in such lithosphere because of low viscosity of its negatively buoyant
mantle part (the instabilities eventually initiate small-scale convection) and
low flexural strength, which results in stronger surface response to the
subsurface load variations associated with the R-T instabilities and mantle
dynamics.

RESEARCH | REVIEW



a long way toward explaining the overall high
sea levels as well as variations in the long-term
trends of this period. However, these could also
contribute to some of the shorter-term varia-
tions, especially the rapid changes in container
capacity such as those that occurred in the Late
Cretaceous (e.g., rapid emplacement of the Deccan
Traps, which were extruded within a few hundred
thousand years, both on land and in the ocean)
(52). Similarly, delivery of sediments to the ocean
can overall enhance subsidence at the depo-
centers. This has not been systematically mod-

eled, although available data (32) show that the
effect of this factor was negative and did not
vary much during the Cretaceous.

Mantle-lithosphere interaction
and intraplate deformation

The Cretaceous was also a period of active plume
emplacement in the oceanic settings that would
have led to superswell development and rise of
sea level to be later followed by subsidence. Plume
emplacement is also often associated with con-
tinental breakup and the formation of volcanic

rifted margins. A striking example of this is the
emplacement of plumes at the end of the Creta-
ceous during the development of the Norwegian-
Greenland Sea, while at the same time creating
anomalous topography on the continental mar-
gins in the North Atlantic. The effects of the
plumes on the surface are sensitive to inherited
lithospheric structure and lead to spatial and
temporal variations in vertical motions in con-
tinental interiors as well as along their margins.
As shown by a recent study (74), intraplate stresses
also have an impact on the long-wavelength
surface response to mantle upwelling.
During the Cretaceous, much of the lithosphere

was thermally rejuvenated at the onset of the
period, and it subsequently aged and cooled. As
a result, there was an overall long-term increase
in plate rigidity. This increase in strength has in
turn increased the capacity of the lithosphere to
sustain greater topographic loads. At the same
time, it led to flexural widening of the post-rift
phase, resulting in apparent onlap in the longer
term. As we have already observed, the Cretaceous
was a time of major plate reorganizations with
strong impact on stress fields in the lithosphere
and resulting in intraplate deformation that
affected differential vertical motions over wide
areas. A characteristic feature of these stress-
induced vertical motions is their short-term na-
ture that might affect regional changes on the
third-order time scales. For the Cretaceous record,
it has been found that rift basins on the African
plate underwent simultaneous anomalous dif-
ferential motions, coinciding with the timing of
plate reorganization in the adjacent Atlantic and
Indian oceans (75).

Dynamic topography

Dynamic topographic predictions are very sen-
sitive to assumptions about crustal thickness
and rheological strength and the presumed
characteristics of mantle upwelling and mode
and geometry of subducting plates. The results of
dynamic topographic models are thus prone to
intrinsic uncertainties, requiring high-resolution
tomographic imaging. Commonly, dynamic to-
pographic models assume rigid plates, and for
the Cretaceous most models focus on the effects
of down-going slabs leading to overall down-
warping and tilting of overlying continents. Dy-
namic topographic hindcasting rarely goes all
the way back to the Early Cretaceous.
One such reconstruction is from Australia,

where regional topography inferred is thought
to have been influenced by an ancient sub-
ducting slab (76). In the Early Cretaceous, the
eastern margin of Australia deflected down-
ward in response to active subduction to its
east. After subduction ceased in the Late Cre-
taceous and remnants of the subducted slab
moved downward and westward relative to the
eastward-drifting Australian Plate, the eastern
half of Australia may have sunk as much as a
kilometer, inverting only after the slab de-
scended deeper into the mantle in the latest
Cretaceous (76). These vertical motions would
strongly influence all stratigraphic estimates
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Fig. 5. The surface signature
of mantle-lithosphere inter-
actions is strongly depen-
dent on the rheological
stratification of the litho-
sphere. In contrast to the
effect of ascending plume in
oceanic domain leading to a
topographic swell with a
wavelength of several hundred
kilometers, the interaction of a
plume with the stratified
continental lithosphere leads
to differential uplift and sub-
sidence becoming more pro-
nouncedly differentiated with
time [adapted from (56)]. uc,
upper crust; lc, lower crust; ml,
mantle lithosphere. A large
part of the mantle impact on
topography is dampened in the
ductile lower crust and modu-
lated by mechanical instabil-
ities in the rheological layers.
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of sea level variations along this and other mar-
gins from Cretaceous strata in Australia.
The example of regional topographic anomalies

related to the fragments of Farallon slab tra-
versing underneath North America and its in-
fluence on the East Coast stratigraphic sea level
estimates has already been mentioned (20) (Fig.
3). These reconstructions, which go back to the
mid-Cretaceous, modeled regional subsidence
and ensuing flooding, which shows sensitivity
to changes in the assumed mantle viscosity struc-
tures through time. The authors used an inverse
mantle convection model that simulates seismic
structure and plate motion to reconstruct Farallon
plate subduction back to the mid-Cretaceous with
the objective to constrain depth dependence of
mantle viscosity and buoyancy by comparing
model prediction and stratigraphy. Another,
younger than Cretaceous (Neogene), example is

provided by a modeling study of African topo-
graphic anomalies that are interpreted to have
been influenced by buoyant forces in the mantle
for the past 30 million years (77).
Nevertheless, existing dynamic topography

models indicate an overall negative global con-
tribution by crustal topographic variations to the
long-term sea level change (32, 72). Models for
present-day dynamic topography for the Medi-
terranean (78) show that mantle flow can pro-
duce strong differentiation in zones of positive
and negative topography, linked to assumptions
about crustal structure. Thus, there is consider-
able challenge involved in reconstructing detailed
crustal structure in the geologic past (Fig. 7). It
is also noteworthy that in the continents, dynamic
topography can be substantially modulated as
the result of a dampening effect of lithosphere-
asthenosphere boundary undulations in the lower

crust and short-wavelength modulation of the
associated signal due to mechanical response of
competent crustal and mantle layers (56).

Relative contribution of various
mechanisms and their feedbacks
and interconnections

Qualitative measures of contribution of vari-
ous factors on the long-term sea level trends
are relatively easy to envision. In contrast, quan-
titative assessments are fraught with difficul-
ties. Most workers nevertheless agree that mean
age of the oceanic crust and ocean floor pro-
ductivity are the largest contributors to long-
term sea level trends in the Cretaceous. Sea
floor productivity contributes highest positive
contribution, varying between 250 and 225 m
of sea level in the Cretaceous (32). Volcanic activ-
ity becomes a relatively major positive contributor
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Fig. 6. An updated eustatic curve for the Cretaceous Period plotted against various potential mechanisms that could have been operative col-
lectively in this period to produce the resulting long-term (and possibly also contribute toward the short-term) sea level trends [adapted from (10)].
Whereas the long-term trends can be explained by a number of these processes, individually or in combination, the reasons for shorter-term (third-order)
cyclicity remain elusive. MYBP, millions of years before the present.
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in the Late Cretaceous (~50 m). Sediments pro-
vide a relatively constant negative contribution
overall of ~50 m through the same period.
Spasojevic and Gurnis (72) suggest that with

the exception of Southeast Asia (and possibly
Australia), in the Late Cretaceous time dynamic
topography provides an overall negative contri-
bution to sea level up to the order of 1 km, pri-
marily due to slab subduction, creating broad
topographic depressions at the surface of the
overlying lithosphere. These models, however,
could be effectively refined once the effects of
internal deformation of the plates and their ob-
vious dependence on rheology are incorporated.
These deformations can lead to vertical motions
on the time scale of third-order events, with a
wide range of magnitudes that vary from a few
tens of meters for strong plates to several hun-
dreds of meters (up to 1 km) for weaker ones. As
discussed earlier, the contribution of this factor
was most likely higher in the Early Cretaceous
than in the Late Cretaceous, depending on the
rheological strength as well as level of tectonic
activity.
We should once again underscore that most

of the factors discussed above are interrelated
and have feedbacks. Changes in mantle con-
vection not only influence dynamic topography
but could also have a direct effect on the stress
field within the plate, leading to differential ver-
tical motions at different spatial scales. Resultant
topographies also generate stresses and defor-
mation, whereas rigidity of the lithosphere is a
key to sustained topography (75). During the Cre-
taceous, with relatively high and variable mantle
activity and a peak in the crust generation in the
Early Cretaceous and volcanism in the Late Cre-
taceous, the nature of feedbacks would have also

changed. In all of these, inherited spatial var-
iability in the lithosphere structure is the key to
surface topography and its influence on sea level
change.

Conclusions and future perspectives

Substantial progress has been made in our un-
derstanding of the connection between deep-
Earth processes and their surface expression,
which has brought about a desirable conver-
gence of views between solid-Earth geophysics
and sedimentary geology concerning eustasy.
It is becoming obvious that knowledge of in-
herited topography is crucial to the disentan-
gling of sea level changes at all spatial and temporal
time scales and perhaps in the understanding
of their causal mechanisms. Solid-Earth mech-
anisms that modify inherited landscapes and our
measure of sea level are many and often inter-
related. These include glacial isostatic adjust-
ment, dynamic topography, mantle-lithosphere
interactions, oceanic crustal production rate var-
iations, and plate reorganizations and deforma-
tions, among others. Superimposed on these are
the broad climatic influences, of which glacia-
tions and deglaciations are most relevant to sea
level change. We are now at a stage where we
have begun to understand many of these causal
mechanisms and their complex feedbacks for
the long-term trends in eustatic changes, and
estimates for the amplitude of these changes
are also converging based on different data sets.
Likewise, considerable headway has been made
in deciphering the causes for short-term eurybatic
changes on regional scales that are also influ-
enced by lithospheric memory and its responses
to coupled deep-Earth processes (79, 80). We
have also become aware that the role of vol-

canism in rifting can be an important deter-
minant of the long-term sea level change, which
can produce punctuated although not cyclic
changes with a frequency of 5 to 10 million years.
Alternatively, the record of sea level change can
provide an important constraint on upper man-
tle processes.
Despite this progress in understanding long-

term eustasy, causes for third-order cyclicity re-
main enigmatic, although there are avenues that
should be investigated further, such as periodic
imbalance between water entrainment and ex-
pulsion within the mantle, and potentially longer-
term residence of substantial amount of water
on land during dry intervals (lowstands). The
latter is especially relevant to sea level changes
related to higher-frequency Milankovitch-scale
oscillations. It is quite possible that we are mis-
judging both the time scales and magnitude of
both these effects in influencing the stratigraphic
record. Dynamic topography has come to the
rescue in explaining away the disparities in the
amplitudes of sea level measured stratigraphi-
cally at different places in spite of the under-
lying eustatic signal. But it does not shed light on
the causal mechanisms for these changes or the
occurrence of quasi-cyclic third-order changes
on global scale. In addition, we have also learned
that the role of volcanism in rifting can be a
significant determinant of the long-term sea lev-
el change, which can produce punctuated although
not cyclic changes with frequency of 5 to 10
million years.
As regards the causal mechanisms of quasi-

cyclic third-order fluctuations, if we hold water
sequestration on land as a major contributor, it
would require ice volume to fluctuate with am-
plitudes that are large enough to drive several
tens of meters of sea level change. Thus, it is
imperative that we find direct evidence of sig-
nificant glaciation in the Cretaceous. The most
likely source of such glaciation would probably
be located at high altitudes on Antarctica. This
again necessitates inherited elevated topogra-
phy on a scale requiring the involvement of large-
scale mantle processes underneath Antarctica.
The period was also characterized by large-scale
volcanic activity associated with plate reor-
ganizations and continental breakup events.
However, the temporal evolution of Cretaceous
volcanic activity associated with plate reorga-
nizations and breakup events needs to be con-
strained in more detail if credible links must
be established between tectonics and regional
and global sea level changes in this period. In-
herited land and sea floor topographies also
set the stage for understanding the events to
follow in the Cenozoic.
Lateral variations in upper mantle viscosity

and lithosphere rheology that have implica-
tions for both glacial isostatic adjustment and
dynamic topography must be further investi-
gated. Glacial isostatic adjustment models have
only recently begun to take into account mantle
heterogeneity and associated lateral variation in
lithospheric strength (81), but these need to in-
corporated into longer-term dynamic topographic
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Fig. 7. Modeled predic-
tion for dynamic
topography for the
Mediterranean area
based on mantle flow
patterns inferred from
seismic tomography
[adapted from (78)].
These models are also
dependent on availabil-
ity of constraints on
crustal thickness. (A)
Prediction adopting
global crustal thickness
model. (B) Vertical
motions calculated
adopting a higher reso-
lution regional model
the Mediterranean area
based on available geo-
physical data in the re-
gion.This model predicts
uplift in Anatolian plateau
and Iberia, areas with
elevated topography
and subsidence in the
eastern Mediterranean.
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models as well. Recent model studies in the
Mediterranean area have shown strong depen-
dence of dynamic topography on lateral varia-
tions in crustal structure and rheology (77).
Likewise, such coverage is needed on a global
scale for crustal and lithosphere structure for
the present day as well as the geologic past. A
first-order global strength model for present-
day oceanic and continental lithosphere has re-
cently become available (23). We need to build on
this initial effort to construct higher-resolution
maps as well as past rheological models on a
global scale.
It is evident that modern sea level–related

research, through its intimate connection with
inherited landscapes, is not only an integrative
force between solid-Earth geophysics and sedi-
mentary geology, but could also play a role in
integrating continental and marine studies. In
this connection, deep-drilling programs, both
on land and at sea, will be of crucial importance
for achieving the integrative goals. Finally, we
note that a review by Schlanger (82) had already
predicted in 1986 that higher-frequency eustatic
variations will not be understood by a single dis-
cipline (stratigraphy) alone and may ultimately
involve a geophysical solution.
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INTRODUCTION: Resolving the molecular
details of proteome variation in the different
tissues and organs of the human body would
greatly increase our knowledge of human bi-
ology and disease. Here, we present a map of
the human tissue proteome based on quantita-
tive transcriptomics on a tissue and organ level
combined with protein profiling using micro-
array-based immunohistochemistry to achieve
spatial localization of proteins down to the
single-cell level. We provide a global analysis
of the secreted and membrane
proteins, as well as an analysis
of the expression profiles for all
proteins targeted by pharmaceu-
tical drugs and proteins impli-
cated in cancer.

RATIONALE:Wehave used an
integrative omics approach to
study the spatial human pro-
teome. Samples representing all
major tissues and organs (n =
44) in thehumanbodyhavebeen
analyzed based on 24,028 anti-
bodies corresponding to 16,975
protein-encoding genes, comple-
mented with RNA-sequencing
data for 32 of the tissues. The
antibodies have been used to
produce more than 13 million
tissue-based immunohistochemis-
try images, each annotated by
pathologists for all sampled tis-
sues. To facilitate integration
with other biological resources,
all data are available for down-
load and cross-referencing.

RESULTS:Wereport a genome-
wide analysis of the tissue
specificity of RNA and protein
expression covering more than
90% of the putative protein-

coding genes, complemented with analyses
of various subproteomes, such as predicted
secreted proteins (n = 3171) and membrane-
bound proteins (n = 5570). The analysis shows
that almost half of the genes are expressed in
all analyzed tissues, which suggests that the
gene products are needed in all cells to main-
tain “housekeeping” functions such as cell
growth, energy generation, and basic metab-
olism. Furthermore, there is enrichment in
metabolism among these genes, as 60% of all

metabolic enzymes are expressed in all ana-
lyzed tissues. The largest number of tissue-
enriched genes is found in the testis, followed

by the brain and the liver.
Analysis of the 618 pro-
teins targeted by clinically
approved drugs unexpect-
edly showed that 30% are
expressed in all analyzed
tissues. An analysis of me-

tabolic activity based on genome-scale meta-
bolic models (GEMS) revealed liver as the most
metabolically active tissue, followed by adipose
tissue and skeletal muscle.

CONCLUSIONS: A freely available interactive
resource is presented as part of the Human
Protein Atlas portal (www.proteinatlas.org), of-
fering the possibility to explore the tissue-
elevated proteomes in tissues and organs and
to analyze tissue profiles for specific protein
classes. Comprehensive lists of proteins ex-
pressed at elevated levels in the different tis-
sues have been compiled to provide a spatial
context with localization of the proteins in the
subcompartments of each tissue and organ
down to the single-cell level.▪
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The human tissue–enriched proteins. All tissue-enriched proteins are shown for 13 representative tissues or
groups of tissues, stratified according to their predicted subcellular localization. Enriched proteins are mainly
intracellular in testis, mainly membrane bound in brain and kidney, and mainly secreted in pancreas and liver.



RESEARCH ARTICLE
◥

PROTEOMICS

Tissue-based map of the
human proteome
Mathias Uhlén,1,2,3* Linn Fagerberg,1 Björn M. Hallström,1,2 Cecilia Lindskog,4

Per Oksvold,1 Adil Mardinoglu,5 Åsa Sivertsson,1 Caroline Kampf,4 Evelina Sjöstedt,1,4

Anna Asplund,4 IngMarie Olsson,4 Karolina Edlund,6 Emma Lundberg,1 Sanjay Navani,7

Cristina Al-Khalili Szigyarto,2 Jacob Odeberg,1 Dijana Djureinovic,4

Jenny Ottosson Takanen,2 Sophia Hober,2 Tove Alm,1 Per-Henrik Edqvist,4

Holger Berling,2 Hanna Tegel,2 Jan Mulder,8 Johan Rockberg,2 Peter Nilsson,1

Jochen M. Schwenk,1 Marica Hamsten,2 Kalle von Feilitzen,1 Mattias Forsberg,1

Lukas Persson,1 Fredric Johansson,1 Martin Zwahlen,1 Gunnar von Heijne,9

Jens Nielsen,3,5 Fredrik Pontén4

Resolving the molecular details of proteome variation in the different tissues and organs of
the human body will greatly increase our knowledge of human biology and disease. Here,
we present a map of the human tissue proteome based on an integrated omics approach
that involves quantitative transcriptomics at the tissue and organ level, combined with
tissue microarray–based immunohistochemistry, to achieve spatial localization of proteins
down to the single-cell level. Our tissue-based analysis detected more than 90% of the
putative protein-coding genes.We used this approach to explore the human secretome, the
membrane proteome, the druggable proteome, the cancer proteome, and the metabolic
functions in 32 different tissues and organs. All the data are integrated in an interactive
Web-based database that allows exploration of individual proteins, as well as navigation of
global expression patterns, in all major tissues and organs in the human body.

T
here is much interest in annotating all hu-
man genes at the level of DNA (1, 2), RNA
(3, 4), and proteins (5, 6), with the ultimate
goal of defining structure, function, local-
ization, expression, and interactions of all

proteins. This has resulted in large-scale projects,
such as ENCODE (7) and the Human Proteome
Project (8), aimed to integrate results frommany
research groups and technical platforms to reach
a detailed understanding of each of the ~20,000
human protein-coding genes predicted from the
human genome and their corresponding protein
isoforms. Recently, drafts of the humanproteome
based on proteogenomics efforts have been de-
scribed (9, 10), focusing on recent advances in
mass spectrometry that allow comprehensive
analyses using both isotope-labeled analysis sys-

tems (11) and deep proteomics methods (12) or
genome-wide targeted proteomics efforts (13).
A complement to these efforts is the Human

Protein Atlas program (14), which is exploring the
human proteome using genecentric and genome-
wide antibody-based profiling on tissue micro-
arrays. This allows for spatial pathology-based
annotation of protein expression, in combination
with deep-sequencing transcriptomics of the same
tissue types. The strategy is based on the quan-
titative assessment of transcript expression in
complex tissue homogenates, involving a mix-
ture of cell types combined with the precise lo-
calization of the corresponding proteins down to
the single-cell level, using immunohistochemis-
try. Recently, we performed a transcriptomics
study of 27 different tissues using this approach
(15), followed by subsequent in-depth studies of
the global proteome in a number of these tissues
and organs, such as liver (16), testis (17), and the
gastrointestinal (GI) tract (18). Here, we have used
this approach and extended the analysis to 32
tissue types, representing all major tissues and
organs in the human body, to create a genome-
wide map of the human tissue–based proteome,
with a focus on the analysis of the tissue-elevated
proteins and all secreted andmembrane proteins.
Particular emphasis has been placed on analyses
of proteins targeted by pharmaceutical drugs (19)
and proteins implicated in cancer (20). We used
the data to generate comprehensive metabolic
maps for all 32 tissue types in order to identify
differences in metabolism between tissues. In

addition, new transcriptomics data from 36 hu-
man cell lines allowed us to compare the pro-
teomes between cell lines and normal cells derived
from the same tissue types. Finally, the protein
isoforms generated by differential splicing be-
tween different tissues were studied with a focus
on splice variants with predicted differential sub-
cellular localization. All data are presented in an
interactive database (www.proteinatlas.org).

Results

Classification of all human
protein-coding genes

Samples representing all major tissues and or-
gans (n = 44) in the human body were analyzed
(Fig. 1A) by using 20,456 antibodies generated
“in-house,” as well as 3572 antibodies provided
by external suppliers. The antibodies have been
used to produce more than 13 million tissue-
based immunohistochemistry images, with each
image annotated on the single-cell level for all
sampled tissues by pathologists. The analysiswas
complemented with RNA sequencing (RNAseq)
data for 32 out of the 44 tissue types. We inves-
tigated global expression profiles using hierar-
chical clustering based on the correlation between
122 biological replicates from the 32 organs and
tissues (Fig. 1B and fig. S1). The results reveal testis
and brain as outliers and a clear connectivity
between the samples from the GI tract (stomach,
duodenum, small intestine, colon, and rectum),
the hematopoietic tissues (bone marrow, lymph
node, spleen, tonsil, and appendix) and the two
striatedmuscle samples (cardiac and skeletalmus-
cle). A principal component analysis (fig. S2A)
confirms a close resemblance between cardiac
and skeletal muscle but also suggests similarities
in global expression between pancreas and salivary
gland, as well as differences between the primary
lymphoid tissue (bone marrow) and the second-
ary lymphoid tissues, such as tonsil and spleen.
The transcriptomics study allowed us to refine

the classification performed earlier (15) of all the
20,344 putative protein-coding genes with RNA-
seq data into categories based on their expression
across all 32 tissue types (Fig. 1C, Table 1, and
tables S1 to S4). Indirectly, this also provides an
estimate of the relative protein levels correspond-
ing to each gene, because proteogenomics analy-
ses have shown that the translation rate, in most
cases, is constant for a specific transcript across
different human cells and tissues at both a cel-
lular level (21) and a tissue level (9). Although it is
still a matter of scientific debate (22) whether
protein degradation rates could, in some cases,
vary for an individual protein in different tissues,
an overall concurrence between mRNA and pro-
tein levels for a given gene product across various
tissues is generally expected (9, 21). A large fraction
(44%) of the protein-coding genes were detected
in all analyzed tissues, and these ubiquitously
expressed genes include known “housekeeping”
genes encoding mitochondrial proteins and pro-
teins involved in overall cell structure, transla-
tion, transcription, and replication. Of all the
protein coding genes, 34% showed an elevated
expression in at least one of the analyzed tissues,
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and these were further subdivided into (i) en-
riched genes withmRNA levels in one tissue type
at least five times themaximum levels of all other
analyzed tissues, (ii) group-enriched genes with
enriched expression in a small number of tissues,
and (iii) enhanced genes with only a moderately
elevated expression. The use of the word “tissue-
specific” has been avoided because this defini-
tion depends on arbitrary cut-off levels, and
many proteins described in the literature as
“tissue-specific” are here shown to be expressed
in several tissues. This is exemplified by albumin,
which we, as expected, identified as enriched in

liver but also found at high levels, albeit much
lower than for liver, in kidney and pancreas.

Evidence for the human
protein-coding genes

We have determined the number of genes for
which evidence is available at a protein level by
combining our antibody-based data with the
manual annotation of literature by the UniProt
consortium (5) and the results from the recent
mass spectrometry–based proteogenomics analy-
ses (9, 10, 12). The analysis shows that there are
17,132 protein-coding genes with proteins identi-

fied from at least one of the three efforts and
13,841 genes with experimental evidence from at
least two of the efforts (Fig. 1D). Furthermore,
there is evidence, at the RNA level, for 2546 ad-
ditional genes based on either our data or an-
notations by UniProt. Although proteins not yet
detected by one of the three methods should be
further investigated to establish them as true
human proteins, it is noteworthy that out of the
20,356 putative protein-coding genes (in Ensembl
release 75) there are only 677 genes (3.3%) for
which there is no experimental evidence (table
S5). Many of these genes were removed in the
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Fig. 1. Classification and protein evidence of the human protein-coding
genes. (A) The tissues analyzed in this study, including tissues studied both by
RNAseq and antibody-basedprofilingand those analyzed only by antibody-based
profiling. For details see table S1. (B) Heat map showing the pairwise correlation
between all 32 tissues based on transcript expression levels of 20,344 genes.The
average FPKM values for each gene and tissue are used in the analysis. For
correlation results of all individual samples, see fig. S1. (C) The number of genes

classified in each expression category according to the definition stated in Table 1.
(D) Venn diagram showing the overlap between protein evidence on the basis of
three sources: Human Protein Atlas, UniProt, and Proteogenomics. (E) The
distribution of genes classified as having protein evidence, evidence only at the
transcript level, and geneswithout any experimental evidence. (F) The number of
genes with protein evidence, RNA evidence, and no evidence stratified according
to their transcriptomics-based classification into six categories.
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later update of Ensembl (release 76) (fig. S2B),
and others have been suggested to be noncoding
genes on the basis of the lack of correlation in
gene family age and cross-species conservation
studies. Thus, it is possible that most of these
“missing genes” will be removed from the list
of protein-coding genes in the future. These
genes and the genes with evidence only at the
RNA level are obvious targets for more in-depth
functional protein studies. A summary of the
supporting data is shown in Fig. 1E. Few (2%) of

the ubiquitously expressed genes lack protein
evidence (Fig. 1F); however, protein evidence is
lacking for 18% of the genes identified here by
RNA analysis as elevated (tissue enriched, group
enriched, or enhanced). Examples of genes with
no previous evidence on the protein level accord-
ing to UniProt, but now confirmed using antibody-
based profiling and proteogenomics (9, 10), are
chromosome 2 open reading frame 57 (C2orf57),
shown here with an enriched expression in testis
localized to the sperm (Fig. 2A), and chromo-

some 8 open reading frame 47 (C8orf47), with
expression in a subset of endocrine islet cells and
ductal cells of the exocrine pancreas (Fig. 2B).

The tissue-elevated proteome

A network plot shows the number of tissue-
enriched genes for each tissue type, as well as the
number of genes enriched in different groups of
tissues and organs (fig. S4). An analysis of se-
lected tissues and organs (Fig. 2O) reveals a large
number of elevated genes in male tissue, brain,
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Table 1. Classification of all human protein-coding genes based on transcript expression levels in 32 tissues.

Category Description
No. of
genes

Fraction of
genes (%)

Tissue enriched mRNA levels in a particular tissue at least five times those in all other tissues 2,355 12
Group enriched mRNA levels at least five times those in a group of 2–7 tissues 1,109 5
Tissue enhanced mRNA levels in a particular tissue at least five times average levels in all tissues 3,478 17
Expressed in all Detected in all tissues (FPKM > 1) 8,874 44
Mixed Detected in fewer than 32 tissues but not elevated in any tissue 2,696 13
Not detected FPKM < 1 in all tissues 1,832 9
Total Total number of genes analyzed with RNAseq 20,344 100
Total elevated Total number of tissue-enriched, group-enriched, and tissue-enhanced genes 6,942 34
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Fig. 2.Tissuemicroarray–based protein expression, and analysis of tissue-
elevated genes in the different organ systems. (A to N) Tissue expression
and localization for a selection of human proteins. Larger images corresponding
to (A) to (N) of the figure are shown in fig. S3. The levels of the corresponding
mRNA (FPKM) are displayed as bars for each of the 13 organ systems analyzed
(from left: brain, endocrine tissue, lung, blood and immune system, liver, male
tissue, adipose tissue, heart and skeletal muscle, GI tract, pancreas, kidney,
female tissue, and skin). Examples include testis with C2orf57 expression in
sperm (A), pancreas with cytoplasmic C8orf47 expression in both a subset of
endocrine cells and ductal cells (B), duodenum with CDHR2 expression in
microvilli (C), lymphnodewith cytoplasmic FCRLAexpression in germinal center
cells (D), skeletal muscle with cytoplasmic MYL3 expression in slow muscle
fibers (E), fallopian tube with ROPN1L expression in cilia (F), kidney with SUN2

expression in all nuclear membranes (G), pancreas with GATM expression in
mitochondria throughout the exocrine compartment (H), skin with GRHL1 ex-
pression in nuclei of the upper epidermal layer (I), stomach with nuclear PAX6
expression in endocrine cells (J), adrenal gland with cytoplasmic expression of
CYP11B1 in cortical cells (K), lungwith cytoplasmicCOMTexpression in a subset
of pneumocytes and macrophages (L), colon with nuclear ATF1 expression in
glandular cells (M), and prostate with nuclear FOXA1 expression in glandular
cells (N). (O) The number of elevated genes in the 13 organ systems, as de-
scribed in (P), and the fraction of all transcripts (FPKM) encoded by these
elevated genes for each of these organ systems. (P) An analysis of major GO
terms for each tissue on the basis of the tissue-elevated genes in 13 selected
tissues or groups of tissues, as described in supplementary methods. For more
details of the GO analysis, see table S6.
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and liver and relatively few in lung, pancreas, and
fat (adipose tissue). The transcriptomics analy-
sis also allowed us to determine the fraction of
elevated transcripts in each tissue (Fig. 2O). For
most tissues, only ~10% of the transcripts are en-
coded by tissue-elevated genes, with the exception
of pancreas and liver, where elevated genes en-
code 70% and 35% of the transcripts, respectively.
A functional Gene Ontology (GO) analysis for

13 tissues or groups of tissues is summarized in
Fig. 2P (see table S6 for details), and the terms
identified are consistent with the function of the
respective tissues. The largest number of en-
riched genes is found in the testis (n = 999), with
many of the corresponding testis-specific pro-
teins involved in the reproductive process and
spermatogenesis. It is not unlikely that many of
these genes will show a shared expression with
oocytes in the female ovaries, which are difficult
to analyze because of the different kinetics of

germ cell development, including first rounds of
meiosis at the embryonic stages during female
life. The tissue with the second largest number of
enriched genes is the brain (n = 318). The num-
ber of genes with expression restricted to neu-
ronal tissue is relatively small, but it is likely that
more enriched genes would be added to the list if
additional regions, such as the various special-
ized regions of the brain, were sampled. Genes
elevated in liver encode secreted plasma and bile
proteins, detoxification proteins, and proteins as-
sociated with metabolic processes and glycogen
storage, whereas genes elevated in adipose tissue
encode proteins involved in lipid metabolic pro-
cesses, secretion, and transport. Genes elevated
in skin encode proteins associated with func-
tions related to the barrier function (squamous
cell differentiation and cornification), skin pig-
mentation, and hair development. In the GI tract,
elevated genes predominantly encode proteins

involved in nutrient breakdown, transport, and
metabolism; host protection; and tissuemorphol-
ogy maintenance.
As expected, many of the genes enriched in

groups of tissues are common for the GI tract
and the hematopoietic tissues, respectively, as
exemplified on the protein level by cadherin-
related family member 2 (CDHR2), expressed
in themicrovilli of duodenumand small intestine
(Fig. 2C), andFc receptor-likeA (FCRLA), expressed
in lymph node, tonsil, appendix, and spleen (Fig.
2D). A large number of group-enriched genes
involved in contraction are observed in striated
(cardiac and skeletal) muscle, as exemplified by
the fiber type–specific expression of myosin light
chain 3 (MYL3) (Fig. 2E), whereas many genes
shared between testis and the fallopian tube, as
well as testis and lung, are involved in cell mo-
tility, as exemplified by rophilin-associated tail
protein–like (ROPN1L), which is expressed in
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Fig. 3. Prediction and analysis of the human secreted and membrane-
spanning proteins. (A) The number and fraction of all human genes (n =
20,356) classified into the categories soluble, membrane-spanning, and
secreted, as well as genes with isoforms belonging to two or all three cat-
egories. (B) Venn diagram showing the number of genes in each of the
three main subcellular location categories: membrane, secreted, and solu-
ble. The overlap between the categories gives the number of genes with
isoforms belonging to two or all three categories. (C) The fraction of genes
in the various protein expression classes for the soluble, secreted, and
membrane-spanning proteins, as well as genes with both secreted and

membrane-spanning isoforms. (D) The fraction of transcripts based on
FPKM values from each of the three secreted or membrane-spanning cat-
egories across the 32 analyzed tissues. (E) The 370 most-abundant genes
(FPKM > 1000) in the different tissues, stratified according to their pre-
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the 13 genes encoded by the mitochondrial genome.The gene names for a
selection of the most abundant genes are shown. (F) The transcript levels
(FPKM) on a log10 scale for all genes identified as tissue-enriched are
shown for a few selected tissues, with each gene stratified according to
predicted localization.
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sperm (testis), ciliated cells in respiratory epithe-
lia (lung), and ciliated cells in the fallopian tube
(Fig. 2F).

The human secretome and
membrane proteome

Both secreted and membrane-bound proteins
play crucial roles in many physiological and
pathological processes. Important secreted pro-
teins include cytokines, coagulation factors, hor-
mones, and growth factors, whereas membrane
proteins include ion channels or molecular trans-
porters, enzymes, receptors, and anchors for other
proteins. Here, we performed a whole-proteome
scan to predict the complete set of human se-
creted proteins (“secretome”) using three meth-
ods for signal-peptide prediction: SignalP4.0 (23),
Phobius (24), and SPOCTOPUS (25). In addition,
the human membrane proteome was predicted
using seven membrane–protein topology predic-
tionmethods as described (21), which resulted in
a majority decision–based method (MDM). For
each protein-coding gene, all protein isoforms
were annotated for predicted localization: secreted,

membrane spanning, or soluble (intracellular
proteins without a predicted signal peptide or
membrane-spanning region) (table S1). Some of
the proteins predicted to be membrane-spanning
are intracellular, e.g., in the Golgi or mitochon-
drial membranes, and some of the proteins pre-
dicted to be secreted could potentially be retained
in a compartment belonging to the secretory
pathway, such as the endoplasmic reticulum (ER),
or remain attached to the outer face of the cell
membrane by a GPI anchor. About 3000 human
genes are predicted to encode secreted proteins,
with another 5500 encoding membrane-bound
proteins (Fig. 3A). In the interactive database
(www.proteinatlas.org), many of the secreted
proteins are detected at the RNA level in tis-
sues, but no protein expression is observed in the
antibody-based analysis in the same tissue—most
likely because the steady-state levels of proteins
in the cell during the secretion process are too
low to be detected.
A large fraction (72%) of human genes encode

multiple splice variants with different protein se-
quences. In Fig. 3B, all genes have been classified

according to the presence of protein isoforms
that are intracellular, membrane-spanning, and/
or secreted. Note that two-thirds of the genes
encoding secreted proteins have at least one
splice variant with alternative localization. All
protein isoforms (n = 94,856) with their predicted
localization based on the three signal-peptide–
prediction methods, as well as the number of
predicted transmembrane segments, are listed in
table S7. An analysis across the 32 tissues (Fig.
3C) supports earlier suggestions (21, 26) that a
larger fraction of tissue-enriched proteins are
secreted or membrane-spanning proteins than
are intracellular proteins.
Furthermore, we investigated the fraction of

the transcriptome that codes for each class of
proteins across the 32 tissues (Fig. 3D and fig.
S4). In most cases, the secreted proteins account
for between 10 and 20% of the transcripts. In
contrast, more than 70% of the transcripts from
the pancreas and ~60% from the salivary gland
encode secreted proteins. This demonstrates the
extreme specialization of these two tissues for pro-
duction of secreted proteins into the duodenum
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Fig. 4. The human transcriptome in different tissues and organs. (A) The
fraction of transcripts encoded by mitochondrial genes for each of the different
tissues and organs, subdivided by genes encoded by the mitochondrial genome
and chromosomes, respectively. (B) The fraction of genes classified according to
tissue expression pattern and analyzed for all targets of approved drugs (n=618),
all transcription factors (n=1508), andproteins implicated in cancer (n=525). (C)
The transcript levels (FPKM) for all genes encoding transcription factors in some
selected tissues, color-coded according to their global expression category. (D)

The number of pharmaceutical drugs approved by FDA, according to Drugbank
(19), that are chemical (small-molecule) or biotech drugs. (E) The number of
pharmaceutical drugs approved by FDA (19) stratified according to the predicted
localization of the target protein. (F) Pairwise comparison showing all genes
expressed in liver tissue and the liver cell line Hep-G2, color-coded according to
protein expression category as shown in (B). (G) Pairwise comparison showing all
genes expressed in pancreas tissue and the pancreas cell line Capan-2, color-
coded according to protein expression category as shown in (B).
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and oral cavity, respectively. About 40% of the
transcripts in liver encode secreted proteins. Oth-
er tissues with relatively high levels of transcripts
encoding secreted proteins include gallbladder,
bonemarrow, placenta, and different parts of the
GI tract, such as stomach, duodenum, and small
intestine.
The most abundant genes, normalized as frag-

ments per kilobase of exon permillion fragments
mapped (FPKM) with a value >1000, in the dif-
erent tissues are shown in Fig. 3E, and the pre-
diction of the localization of the corresponding
proteins reveals that many (53%) are secreted pro-
teins. Among the predicted membrane-spanning
proteins, 13 proteins encoded in the mitochon-
drial genome are the most highly expressed. In
Fig. 3F, tissue-enriched genes are shown stratified
according to their predicted subcellular localiza-
tion. Many of the tissue-enriched genes in testis
are intracellular, whereas a large number of the
tissue-enriched genes in brain and kidney are
membrane-bound. In contrast, in many other tis-
sues, such as pancreas, salivary gland, liver, stom-
ach, and bone marrow, most tissue-enriched
genes are secreted (fig. S5).

The housekeeping proteome

Transcriptomics analysis shows that close to
9000 genes (table S1) are expressed in all ana-
lyzed tissues, which suggests that the gene pro-
ducts are needed in all cells to maintain basic
cellular structure and function. These housekeep-
ing proteins include ribosomal proteins involved

in protein synthesis, enzymes essential for cell
metabolism and gene expression, and mitochon-
drial proteins needed for energy generation, as
well as proteins responsible for the structural
integrity of the cell. Most of these proteins are
expressed at similar levels throughout the hu-
man body, as exemplified in kidney by the ex-
pression of the nuclear membrane protein SUN2
present in all cells (Fig. 2G), whereas a few pro-
teins show great variability in expression levels—
for example, the mitochondrial protein glycin
amino transferase (GATM), with high expression
in exocrine pancreas (Fig. 2H), kidney, and liver
but relatively low expression levels in all other
tissues. An interesting class of proteins is encoded
by mitochondrial genes, and in Fig. 4A, the tran-
scriptional load of these genes is shown across dif-
ferent tissues. The highest fractions of transcripts
encodingmitochondrial proteins are found in car-
diac muscle (32% of all transcripts) and skeletal
muscle (28%), which demonstrates the importance
of energy metabolism for striated muscle tissue.

The regulatory proteome

Transcription factors, of which ~1,500 have been
identified in humans (27), comprise an impor-
tant class of regulatory proteins as they function
as on/off switches for gene expression. The frac-
tion of transcription factor genes classified accord-
ing to tissue specificity is shown in Fig. 4B, which
suggests a tissue distribution similar to that of
the complete proteome, with as many as 41% of
the genes expressed in all tissues and only 29%

identified as elevated (enriched, group enriched,
or enhanced). Many of the more-abundantly ex-
pressed transcription factors are found in all
tissues (Fig. 4C). However, there are examples of
abundant transcription factors that belong to the
tissue-elevated categories, such as (i) grainyhead-
like 1 (GRHL1)with enhanced expression in esoph-
agus and skin (squamous epithelia) and selective
localization to the uppermost nucleated epider-
mal keratinocytes (Fig. 2I) and (ii) paired box 6
(PAX6) involved in eye and brain development
and differentiation of pancreatic islet cells, with
group-enriched expression in brain, pancreas, and
stomach, selectively localized to a subset of glan-
dular cells in the stomach mucosa (Fig. 2J) and
to islet cells in the pancreas. The tissue-enriched
transcription factors identified here (table S8) will
enable new insights into the regulatory pattern
of the different tissues.

The druggable proteome

Most pharmaceutical drugs act by targeting pro-
teins andmodulating their activity. Target proteins
belong to four main families: enzymes, trans-
porters, ion channels, and receptors. The U.S.
Food and Drug Administration (FDA) has ap-
proved drugs targeting human proteins from
618 genes, according toDrugbank (19), withmost
drugs acting on signal transduction proteins that
convert extracellular signals into intracellular re-
sponses. Antibody-based drugs are usually un-
able to penetrate the plasma membrane, and
therefore, they target cell surface proteins, such
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as receptors, whereas small-molecule drugs can
diffuse into cells and act also on intracellular tar-
gets. An analysis of the proteins encoded from the
618 genes shows that 535 proteins are targeted by
small chemical molecules, whereas 108 proteins
are targeted by biotech drugs (Fig. 4D). The pre-
dicted subcellular localization (Fig. 4E) shows
that 59% of the targets are predicted membrane
proteins and that 16% are secreted, including
those with both secreted and membrane-bound
isoforms. The genes corresponding to these drug
targets were classified according to tissue spec-
ificity, and the results (Fig. 4B and table S9) show
a bias for tissue-elevated proteins (enriched, group
enriched, or enhanced), although as many as 30%
of the approved drugs target proteins expressed
in all analyzed tissues. One example of a target
with enriched expression is cytochrome P450 11B1
(CYP11B1), which is involved in the conversion of
progesterone to cortisol in the adrenal gland
(Fig. 2K), whereas a ubiquitously expressed
protein is the catechol-O-methyltransferase (COMT),
which is associated with degradation of neuro-
transmittors and is important in the metabolism
of drugs used in treatment of Parkinson’s dis-
ease. COMT displays cytoplasmic expression in
all analyzed tissues, including lung (Fig. 2L). The
ubiquitous expression may have implications for
treatments using these proteins as drug targets.

The cancer proteome

Genes implicated in cancer are often essential for
orderly growth, survival, and basic cell functions
in normal cells and tissues, whereas overexpres-
sion, loss of expression, or expression of a mu-
tated protein contributes to dysfunction and
tumor growth. The number of genes implicated
in cancer is dependent on definitions; however,
259 genes have been shown to bemutated across
21 tumor types (28); 290 genes have been reported
as cancer driver genes across 12 tumor types (29);
and 525 genes have been implicated in malig-
nant transformation, according to a catalog of
somatic mutations in cancer (COSMIC) (20). Ex-
pression analysis based on our transcriptomics
data shows that a majority (60%) of these last-
mentioned genes (Fig. 4B and table S10) is ex-
pressed in all tissues, with only a fraction of genes
expressed in a tissue- or group-enriched manner.
Examples are the activating transcription factor
1 (ATF1) (Fig. 2M), a protein expressed in all tis-
sueswith known translocations in sarcomas, and
the forkhead box A1 (FOXA1) (Fig. 2N), a protein
with enhanced expression where somatic muta-
tions in a subset of prostate cancers have been
reported (30). The lack of tissue specificity for
many of these genes is not surprising because
many of the corresponding proteins are involved
in normal growth regulation and cell cycle con-
trol, but it also emphasizes the possible adverse
effects of treatment with drugs targeting pro-
teins expressed in all tissues.

Tissue versus cell lines

Human biology and diseases are often explored
using cell lines as model systems. We compared
the body-wide expression in human tissues with

expression in cancer cell lines derived from cor-
responding tissue types. The transcriptomes for
11 cell lines were described earlier (31), whereas
the transcriptomes for an additional 36 cell lines
were generated as part of this study (see table
S11). Genome-wide expression patterns compar-
ing normal tissues with corresponding human
cell lines are shown in fig. S6, as exemplified by
the liver cancer–derived cell line Hep-G2 (Fig. 4F),
and the pancreas cancer–derived cell line Capan-2
(Fig. 4G). Many of the tissue-enriched genes iden-
tified in normal tissues are down-regulated or
completely “turned off” in the corresponding cell
lines, and in contrast, the housekeeping proteins
are expressed at the same level in both tissues and
corresponding cell lines. These results support
earlier studies (32) suggesting that cell lines are
“dedifferentiated,”with shared characteristics and
lack of tissue-specific features due to down-regulation
of tissue-enriched genes. This implies that conclu-
sions from cell line studies should only be con-
ferred on the corresponding tissue with caution.

The isoform proteome

Protein isoforms endow the structural space of the
human proteome with breadth and complexity
(33). Isoforms are produced through alternative
splicing, posttranslational modifications, proteo-
lytic cleavage, somatic recombination, or genetic
variations in protein-coding regions. We explored
genes encoding isoformswith different predicted
localization (secreted or membrane spanning)
(table S12). A large number of these genes (n =
366) are displayed together with the fraction of
all transcripts (mRNA molecules) in Fig. 5A,
with splice variants that yield secreted proteins.
Most of the genes (67%) have more than 80% of
the transcripts encoding only one of the two
localizations across all 32 tissues, but there are
some proteins for which the majority of the
transcripts encode a secreted form in one tissue,
whereas the majority of the transcripts encode a
membrane protein in another tissue. As an ex-
ample, the expression levels for different iso-
forms of the poorly understood transmembrane
emp24 domain–trafficking protein 2 (TMED2)
are shown in Fig. 5, B and C. Cardiac muscle has
a tissue-specific expression of the secreted form,
whereas the membrane-bound form is detected
in all other tissue types, although at variable
levels. Similarly, the protein Ly6 or neurotoxin
1 (LYNX1) shows a selective expression of the
secreted isoform in the esophagus and the skin,
whereas the membrane-bound form is found in
other tissue types and is most abundantly ex-
pressed in the brain and the cardiac muscle
(Fig. 5, D andE). The different localizations of the
isoforms are consistent with the predicted func-
tions of the different isoforms. In most cases,
one of the isoforms dominates across all tissues,
which is also consistent with earlier studies (34).
These are starting points to explore the relation
between tissue-specific expression and function.

Tissue-based map of human metabolism

Genome-scale metabolic models (GEMs) provide
not only the best representation of the metabolic

capabilities of cell and/or tissue types but also quan-
titative descriptions of the genotype-phenotype
relationship (35). Using the RNAseq data, we
reconstructed tissue-specific GEMs for 32 differ-
ent tissues using the generic metabolic model,
HMR2 (36), and generated a map of the com-
plete humanmetabolism. All models were gener-
ated such that they can carry out 56 metabolic
tasks identified to be present in all human cell
types (37). The numbers of the reactions, metab-
olites, and genes incorporated into each tissue-
specific GEM are presented (table S13), and
the models are provided in SBML format at the
Human Metabolic Atlas portal (38). In order to
confirm that none of the models have futile
cycles, we ensured that high-energy compounds
cannot be generated from low-energy compounds
using metabolic tasks including rephosphoryl-
ation of adenosine triphosphate or the genera-
tion of a proton gradient over the membranes
(table S14).
A total of 6627 reactions, 3040 genes, and 4847

metabolites were present in at least one of the
tissue models, and 4912 reactions, 1822 genes,
and 3984metabolites were present in all models.
This shows that about 75% of all metabolic re-
actions in the human body are operating in all
key tissues, which clearly illustrates the central
rolemetabolism is playing for basic cellular func-
tion. At a gene level, the consensus expression in
all tissues is, however, less (i.e., about 60%), which
shows that, even though different tissues have the
same metabolic reactions, it is different isoforms
of the enzymes that are responsible for catalyzing
these reactions. Our analysis is the first genome-
wide illustration of this wide variation in enzyme
usage for catalyzing the same reaction between
human tissues.
We found that only 207 of the reactions (Fig. 6A)

and 74 of the genes (Fig. 6B) were unique to
any of the tissues, and notable differences be-
tween the genes (fig. S7) and reactions (fig. S8)
based on pairwise comparisons of the various
tissues were observed. Between 57 and 632
genes differed in these comparisons of the tis-
sue models, representing 9 to 21% of the genes
shared in all models. Bonemarrowhas the lowest
number of genes and reactions, whereas liver
has a large number of genes and reactions not
present in any other tissue. Many of the meta-
bolic reactions in liver involve specialized lipid
metabolism, e.g., de novo synthesis and secretion
of bile acids including glycocholate, taurocholate,
glycochenodeoxycholate, and taurochenodeoxy-
cholate, but there are also othermetabolic functions
specific to liver such as ornithine degradation. To
further investigate the metabolic capability of
each tissue-specific GEM, we defined 256 meta-
bolic tasks (table S15) that are known to occur
in humans. The analysis shows that 192 of these
metabolic tasks can be performed in all analyzed
tissues, whereas the remaining 64 metabolic
tasks were performed by some GEMs and clus-
tering of these 64 metabolic tasks is shown in
Fig. 6C (see also table S16). The analysis dem-
onstrates liver as the most metabolically ac-
tive tissue, followed by adipose and skeletal
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muscle. For all the remaining tissues, there are
variations in the metabolic activities, but with
clustering of activities in tissues with similar
function and morphology, e.g., stomach, duode-
num, and small intestine.

Discussion

Here, we present a tissue-based map of the hu-
man proteome from analyses of 32 tissues and 47
cell lines, with gene expression data on both the
RNA and protein level and with supplementary
analyses on the protein level for an additional 12
tissues. An interactive resource is presented as
part of the Human Protein Atlas portal (www.
proteinatlas.org). This allows exploration of the
tissue-elevated proteomes in these tissues and
organs and analysis of tissue profiles for specific
protein classes, including proteins involved in
housekeeping functions in the human body, such
as cell growth, energy generation, and metabolic
pathways; groups of proteins involved in dis-
eases; and proteins targeted by pharmaceutical
drugs. Comprehensive lists of genes expressed at
elevated levels in these tissues have been com-
piled,withquantitative expressionprofilesprovided
by the deep-sequencing transcriptomics comple-
mentedwith immunohistochemistry. This provides
localization of the proteins in the subcompart-
ments of each tissue and organ down to the
single-cell level. To facilitate integration with oth-
er biological resources, all data are available for
download and through collaborations cross-linked
with efforts such as UniProt (5), NextProt (6),
ProteomicsDB (9), Metabolic Atlas (38), and the
pan-European ELIXIR project (39). An important
short-term objective is to facilitate international
efforts (5, 7, 8, 40) to explore the “missing proteins,”
with the aim to provide a finite list of human
protein-coding genes and to generate firmprotein
evidence and expression characteristics for all of
these genes. In addition, the primary data here
can be used to expand the analysis of the isoform
proteome to better understand the role of this
diverse proteome for the functional biology of
humans.
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HUMAN EVOLUTION

Human-like hand use in
Australopithecus africanus
Matthew M. Skinner,1,2,3,4* Nicholas B. Stephens,3 Zewdi J. Tsegai,3 Alexandra C. Foote,2

N. Huynh Nguyen,3 Thomas Gross,5 Dieter H. Pahr,5 Jean-Jacques Hublin,3 Tracy L. Kivell1,3,4*

The distinctly human ability for forceful precision and power “squeeze” gripping is linked
to two key evolutionary transitions in hand use: a reduction in arboreal climbing and
the manufacture and use of tools. However, it is unclear when these locomotory and
manipulative transitions occurred. Here we show that Australopithecus africanus (~3 to
2 million years ago) and several Pleistocene hominins, traditionally considered not to have
engaged in habitual tool manufacture, have a human-like trabecular bone pattern in the
metacarpals consistent with forceful opposition of the thumb and fingers typically adopted
during tool use. These results support archaeological evidence for stone tool use in
australopiths and provide morphological evidence that Pliocene hominins achieved
human-like hand postures much earlier and more frequently than previously considered.

T
he human hand is traditionally distin-
guished from that of other apes by a suite
of morphological features that are consid-
ered advantageous for distinctive forceful
precision and precision-pinch grips (1, 2),

as well as power “squeeze” grips, such as when
grasping a hammer (3). In particular, the mor-
phological configuration of the fingers and thumb
is critical to the manipulative abilities of mod-
ern humans. However, when and why this mor-
phology evolved is uncertain (2–5). Hand remains
of Orrorin tugenensis [6 million years ago (Ma)]
and fossil australopiths—including Australo-
pithecus afarensis (~4 to 3 Ma), A. africanus,
and A. sediba (1.98 Ma)—show some of these
derived human-like features, such as a pollical
distal phalanx with a broad apical tuft and a
well-developed attachment for the flexor pollicis
longus muscle to the thumb (i.e., a broad thumb
tip capable of powerful flexion) (6–9), asymmetrical
metacarpal heads (9–11), more proximodistally
oriented joint configuration among the radial
carpometacarpal joints (5, 8–11), and/or a high
thumb-to-finger ratio [(4, 8, 11–13), but see (14)],
in combination with primitive, African ape–like
features, such as curved fingers with robust dig-
ital flexor muscle attachments (5, 8–11). This
mosaic morphology in australopiths is often pri-
marily attributed to removing the hands from

the constraints of locomotion (11, 15), with some
increase in manipulative behaviors (2, 4, 13, 16).
However, based on morphology and the absence
of directly associated archaeological evidence,
most australopiths are generally considered to
lack human-like forceful precision and power
(squeeze) grips and a commitment to tool-related
manipulative behaviors [(2, 3, 5, 11, 15), but see
(13, 17)].
The association of the Olduvai Hominid 7

(OH 7) hand bones with stone tools found in
the late 1950s led to the long-standing assump-
tion that Homo habilis was the first stone tool
maker at as early as 2.4 Ma (18). This evidence
coincides with the first recognizable stone tools
in the archaeological record at ~2.6 Ma (19) and
some of the earliest evidence for cut-marked
bone at 2.5 Ma [(20), but see (21)]. However, in
the early hominin fossil record there remain
inherent challenges with drawing direct asso-
ciations between the archaeological evidence
and the species that may have produced it (18).
Furthermore, clear evidence of the complete
suite of derived human-like hand morphology
does not appear until ~0.2 Ma in H. neander-
thalensis (5), though fragmentary evidence sug-
gests a generally human-like hand at 0.8 Ma
in H. antecessor (22) and possibly at 1.4 Ma in
H. erectus (23). The large gap in hominin fossil
hand evidence associatedwith earlyHomo (5, 23)
has made it challenging to link the evolution of
particular derived morphological features of the
hand with tool-related behaviors (2, 3, 5). Recent
evidence of stone tool cut marks at 3.4 Ma asso-
ciated with A. afarensis–bearing sediments sug-
gests that stone tool use evolved much earlier
than traditionally thought [(21), but see (24)] and
in a hominin whose hand morphology displays
only a few derived, human-like features, such as
asymmetrical metacarpal heads and possibly a
long thumb (4, 13). This evidence suggests that

stone tool–use ability does not require the com-
plete suite of derived later Homo-like hand mor-
phology. However, it is uncertain whether early
hominin tool-use behaviors were opportunistic
and infrequent (25) and whether a Homo-like ex-
ternal hand morphology evolved only in response
to habitual tool use and tool production (5). Con-
sequently, we require alternative methods to deter-
mine how early hominins were using their hands.
The interpretation of external morphology

can be ambiguous, as some features can be re-
tentions from the ancestral condition and may
not be functionally important (26). In contrast,
trabecular bone remodels throughout an indi-
vidual’s life in response to mechanical loading,
a concept known as Wolff’s law or bone func-
tional adaptation (27). Experimental studies
have shown that altering loading direction is as-
sociated with corresponding changes in tra-
becular orientation and/or trabecular density
(28). Comparative studies show that variation
in trabecular structure of the hand correlates
with differences in joint posture during loco-
motion in extant apes (29, 30). Thus, compar-
ative analyses of trabecular structure have the
potential to provide a more informative signal
of actual behavior during the life of individu-
als, rather than inferred behavior based on ex-
ternal skeletal morphology alone, in both extant
and fossil taxa.
We use a “whole-epiphysis”method (30–32) to

investigate trabecular structure in metacarpal
hand bones in four successive and complemen-
tary steps. First, we assess bilateral asymmetry
in recent H. sapiens (including 1st to 3rd cen-
tury Romans, 4th to 6th century Egyptian Nu-
bians, recent Europeans, and skeletally robust
Tierra del Fuegians) and Pan (chimpanzees and
bonobos) to more accurately interpret trabecular
variation in isolated fossil hominin specimens
(table S1). Second, we determine whether pat-
terns of trabecular bone distribution in recent
humans and other apes (Pan,Gorilla, Pongo, and
hylobatids) match predictions of metacarpal head
peak loading based on hand posture during the
predominant locomotor and manipulative behav-
iors. Third, we investigate the trabecular pat-
terns of Neandertal (Kebara 2, Amud 1) and early
H. sapiens (Qafzeh 9)metacarpals as examples of
fossil hominins that exhibit external morphology
similar to that of recent H. sapiens and are known
to be committed tool makers and tool users (table
S1). Fourth,weexamineA.africanus andPleistocene
South African hominin metacarpals to deter-
mine whether they present an ape-like, human-
like, or distinct trabecular structure and, in turn,
morphological evidence consistent with a partic-
ular locomotor and/or manipulative behavior.

Bilateral asymmetry

Bilateral asymmetry in cortical and trabecular
bone morphology of the limbs (33), and specif-
ically the hands, in modern humans and other
apes is well documented (33, 34) and can have
potential confounding affects for interpreting
isolated hominin fossils. Therefore, we first tested
levels of absolute asymmetry (i.e., percentage
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of absolute difference between left and right
pairs) and directional asymmetry [i.e., leftward
bias (negative values) or rightward bias (posi-
tive values), calculated as percentage of direc-
tional asymmetry = (right-left)/(mean of left
and right) × 100] in trabecular structure in the
head (distal) and base (proximal) epiphyses of
the first metacarpal (Mc1) in chimpanzees, bo-
nobos (Pan), and recentH. sapiens. In trabecular
bone volume fraction (bone volume/total vol-
ume), Pan exhibited low average absolute asym-
metry (1.6% in the head, 1.5% in the base) and a
leftward bias (89% in the head, 67% in the
base) (table S2).H. sapiens exhibited only slight-
ly greater average absolute asymmetry (4.1%
in the head, 3.7% in the base) compared with
Pan, as well as a rightward bias (72% in the
head, 86% in the base), which is consistent
with the 80 to 90% level of right-handedness
across H. sapiens (35). The distribution of tra-
becular bone density throughout the Mc1 head
and base (see below) did not differ markedly in
left-right pairs (see fig. S1). These low levels of
absolute asymmetry indicate that taxon-specific
trabecular patterns can be detected in left or right
isolated bones.

Behavioral signals of hand use in
trabecular structure

We tested predictions (Fig. 1) linking the dis-
tribution of trabecular bone throughout the
head of Mc1, Mc3, and Mc5 and throughout
the base of Mc1 to joint posture at presumed
peak loading during locomotor and manipu-
lative behaviors in extant apes. We found that
variation in trabecular bone volume fraction
and trabecular bone distribution across apes
was consistent with our predictions (30) and
thus a useful method for inferring hand use
and, specifically, metacarpal loading in fossil
specimens.
Pan and H. sapiens were distinct in their Mc1

trabecular bone structure. Pan displayed high

trabecular bone volume fraction in both Mc1 epi-
physes (as well as the other metacarpals), with a
distopalmar concentration of trabecular density
in the Mc1 head and homogeneous trabecular
organization throughout the Mc1 base (Table 1,
Figs. 2 and 3, and fig. S2A). This trabecular pat-
tern is consistent with inferred thumb use in Pan.
Specifically, the Pan thumb is most often used (i)
during vertical climbing and suspensory loco-
motion on large substrates, in which most of
the thumb (as opposed to just the tip) grasps
the branch in opposition to the fingers (36) and
probably experiences high loads from superstrate
reaction forces and muscle contraction, and (ii)
during the manipulation of food or tools (37),
in which the thumb is often opposed to the side
of the index finger or abducted but with limited
force [(36, 38) but see (39)]. The Pan thumb is
short compared with the length of the fingers
(8, 11) and is therefore not loaded during knuckle-
walking (40) and is considered not to be capable
of forcefully opposing the thumb and fingers in
precision grips (36, 38).
In contrast, humans showed low trabecular

bone volume fraction in all metacarpals, with a
palmar concentration of trabecular density in
both the Mc1 head and base. This trabecular
pattern is consistent with the forceful opposition
of the thumb to the fingers in precision and
precision-pinch grips (1, 2, 38) (Table 1, Figs. 2
and 3, and fig. S2A). In vivo kinematic analyses
of the trapezium-Mc1 joint show flexion and
palmar translation of the Mc1 during precision
grip tasks (41) and that there is significantly in-
creased trabecular bone (i.e., higher trabecular
bone volume fraction, trabecular thickness, and
connectivity) in the palmar portion of the corre-
sponding Mc1 facet on the trapezium (42). This
evidence is consistent with high compressive
loading on the palmar region of the Mc1 base.
Furthermore, cartilage loss in the trapezium-Mc1
joint is greatest in the palmar region (43), and
the high prevalence of osteoarthritis in the hu-

man hand is at this joint (44), providing further
support that the Mc1 base, and particularly the
palmar region, is heavily loaded during manip-
ulation. This palmar concentration of trabeculae
in the Mc1 base is not found in Pan despite op-
position of the thumb during arboreal locomo-
tion and tool use, demonstrating that this is a
distinct human pattern probably reflecting the
distinctly human ability for forceful precision
gripping (1, 2, 38) (Fig. 3).
Differences in the distribution of trabecular

bone across apes and humans were also found
in Mc3 and Mc5 (Fig. 2). Knuckle-walking Pan
and Gorilla exhibit a dorsal concentration of
trabecular bone in the Mc3 and Mc5 heads con-
sistent with an extended metacarpophalangeal
joint during knuckle-walking locomotion (30, 40)
(Fig. 2 and fig. S2B). In contrast, Pongo and
hylobatids exhibit a distopalmar concentration
consistent with palmar grasping and hook grips
used during climbing and suspensory locomotion
(29, 30). H. sapiens also exhibit a distopalmar
trabecular concentration in the Mc3 and Mc5
heads consistent with peak loading of the meta-
carpophalangeal joint during forceful flexed-
finger grasping (1). However, the H. sapiensMc3
and Mc5 heads also exhibit a distinct (relative
to other apes) asymmetry in the concentration
of trabecular bone on the palmar surface, ex-
tending proximally on the medial side. This
asymmetric pattern is consistent with rotation
(flexion and abduction) of the third and fifth
proximal phalanges on the metacarpal heads
during opposition to the thumb in precision
grips (2), as well as during the distinctly hu-
man power (squeeze) grip of cylindrical objects
(3). The H. sapiens Mc3 and Mc5 were also
distinct in having significantly lower trabecu-
lar bone volume fraction compared with other
apes, perhaps because the hands are rarely used
for body weight support during locomotion
(29, 30) (Figs. 2 and 3, Table 1, and table S3).
Thus, trabecular structure within H. sapiens
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Fig. 1. Predictions of peak joint loading during the habitual hand postures used by apes. Hand postures are shown for (A) arboreal and (B) knuckle-
walking locomotion and (C) humanmanipulation [adapted from (2)]. Straight arrows indicate the predicted direction of peak joint reaction force.Curved arrows in
(C) help to illustrate opposition of the thumb and fingers during precision grasping.
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Mc3 and Mc5 heads is distinct from that of
other apes and is consistent with peak loading
of the metacarpophalangeal joint during force-
ful precision or power (squeeze) gripping.

Pleistocene Neandertals and
early H. sapiens

Neandertals and early H. sapiens were com-
mitted tool makers and tool users, although
differences in tool kits (45) and handmorphology
have been documented, with implications for
potential subtle differences in hand biomechanics
(46, 47). The metacarpals of Neandertals (Kebara
2 and Amud 1) and early H. sapiens (Qafzeh 9)
demonstrate the characteristic recent human-like
pattern of trabecular bone (Figs. 3 and 4). The
Mc1s of both fossil Homo taxa exhibit low tra-
becular bone volume fraction and a clear palmar
concentration of trabeculae in the base like that
of recent H. sapiens and distinctly unlike that
of other apes (Table 1 and Fig. 3). All Mc3 and
Mc5 Neandertal and early H. sapiens specimens
showed the palmar concentration of the trabecu-
lae with a proximally extended asymmetry on
the medial portion in the head, although tra-
becular bone volume fraction is higher than that
of recentH. sapiens (Table 1 and Fig. 4). Together,
areas of peak loading of the palm in Pleistocene
Neandertals and early H. sapiens individuals
are similar in pattern, but perhaps higher in
magnitude (at least in the Mc3 and Mc5), to
that experienced by recent H. sapiens and are
consistent with forceful opposition of the thumb
and fingers during precision and power (squeeze)
gripping.

A. africanus and other South
African hominins

The external morphology of the A. africanus (3
to 2 Ma) and Swartkrans (1.9 to 1.8 Ma) hominin
metacarpals indicates that they did not have the
full suite of features associated with forceful pre-
cision gripping and committed tool use (5, 12, 17)
and, at least in A. africanus, may still have used
their hands for arboreal locomotion (48). Like
the external morphology, the internal structure
of earlier South African hominin metacarpals
preserves a mosaic trabecular pattern between
that of humans and other apes. All early hominin
metacarpal specimens generally exhibit high tra-
becular bone volume fraction like that of Pan
and unlike that of the lower trabecular density of
recent H. sapiens. However, the distribution of
trabecular bone is similar to the distinct pat-
terns of committed tool users and tool makers,
H. sapiens and Neandertals. The A. africanus
Mc1 (StW 418) base exhibits a clear palmar con-
centration of trabecular bone like that found in
H. sapiens and Neandertals, which is consistent
with forceful opposition of the thumb in preci-
sion gripping (Fig. 3). The same palmar concen-
tration of trabeculae is also found in the base of
Swartkrans Mc1 specimen SK 84, although SKX
5020 displays a more homogeneous trabecular
distribution. This variation in the Swartkrans
hominins is perhaps not surprising given that
the taxonomic affinity (eitherA. robustus or early
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Table 1. Trabecular bone volume fraction (percent) in the metacarpal sample for extant and fossil
taxa. H. sapiens have significantly (P < 0.001) lower trabecular bone volume fraction than Pan in the
Mc1 base and the Mc1, Mc3, and Mc5 heads (see table S3). Dashes indicate values not measured.

Taxon and specimen
Mc1 base Mc1 head Mc3 head Mc5 head

Mean SD Mean SD Mean SD Mean SD

Hylobatids – – – – 18.02 4.94 22.21 1.56
Pongo – – – – 19.81 6.28 21.69 6.25
Gorilla – – – – 24.55 0.10 23.13 1.23
Pan 26.56 3.82 32.17 4.69 26.29 3.61 26.90 3.80
Recent H. sapiens 17.58 0.03 20.29 0.04 14.49 1.92 13.85 3.00
Early H. sapiens

Qafzeh 9 18.30 – 18.00 – 23.80 – 20.42 –

H. neanderthalensis
Amud 1 20.30 – – – – – – –

H. neanderthalensis
Kebara 2 19.30 – 15.90 – 20.80 – 19.25 –

A. robustus/early Homo
SKX 5020 26.30 – – – – – – –

A. robustus/early Homo
SK 84 24.00 – 20.00 – – – – –

A. africanus
StW 418 18.80 – 21.40 – – – – –

A. africanus
StW 382 (Mc2) – – – – 25.60 – – –

A. africanus
StW 394 – – – – 25.90 – – –

A. africanus
StW 552 (Mc4) – – – – 21.50 – – –

0.45

0

Fig. 2. Pattern of trabecular bone distribution in Pan (P. paniscus, left) and recent H. sapiens
(right). Bones are scaled to trabecular bone volume fraction [bone volume/total volume (BV/TV)] of
0 to 45%. Black arrows point to the regions of highest BV/TV (red), demonstrating distopalmar and
asymmetrical peak loading of the metacarpal heads in recent H. sapiens compared with the distodorsal
and symmetrical loading of Pan.
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Homo) and potential tool-use capability (based
on investigation of the external morphology)
have been debated (14, 49).

Furthermore, the one A. africanus Mc3 speci-
men that preserves trabeculae (StW 394), as well
as a Mc2 (StW 382) and, less so, Mc4 (StW 552)

(table S4), is similar to humans in expressing a
distopalmar and asymmetrical concentration of
trabecular bone in the metacarpal head (Fig. 4).

398 23 JANUARY 2015 • VOL 347 ISSUE 6220 sciencemag.org SCIENCE

A. africanus* composite H. neanderthalensis
(Kebara 2)

early H. sapiens
(Qafzeh 9)

0.45

0

Fig. 4. Pattern of trabecular bone distribution in A. africanus, H. neanderthalensis, and early H. sapiens. The A. africanus composite includes StW 418
(left Mc1, mirrored), StW 382 (left Mc2, mirrored), StW 394 (left Mc3, mirrored), and StW 552 (right Mc4), as well as (*) Swartkrans specimen SK(W) 14147 (left
Mc5, mirrored) associated with either A. robustus or early Homo. Arrows point to regions of highest BV/TV (red), indicating a recent H. sapiens–like distopalmar
and asymmetrical peak loading of the metacarpal heads in all fossil hominins that is distinctly different from the pattern found in Pan. Trabecular bone volume
fraction is scaled to 0 to 45%.

Fig. 3. Sagittal midline cross sections of the first metacarpal in Pan,
recent H. sapiens, and fossil hominins. Recent and early H. sapiens
demonstrate a palmar concentration of trabecular bone in the proximal
base of the Mc1 consistent with forceful opposition of the thumb, which is
distinct from the more homogeneous distribution of trabecular bone in Pan.
A. africanus, Swartkrans specimen SK 84, and H. neanderthalensis also

demonstrate the H. sapiens pattern, suggesting similar loading and use of
the thumb. Swartkrans specimen SKX 5020 has a more homogeneous
distribution of trabecular bone in the Mc1 base that is more similar to Pan.
The distal heads of SKX 5020 and Amud 1, as well as the proximal base and
palmar shaft of Qafzeh 9, are not fully preserved. Trabecular bone volume
fraction is scaled to 0 to 45%.
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SwartkransMc5 specimenSK(W) 14147, attributed
to either A. robustus or earlyHomo, also demon-
strates a distopalmar concentration to trabecular
bone; however, poor preservation of the trabecu-
lae owing to matrix infilling along the medial
side prohibits determination of the presence or
absence of the asymmetry found in later Homo.
Altogether, the trabecular structure preserved in
the A. africanus and Swartkrans metacarpals
shows a combination of Pan-like and human-like
morphology. A generally higher trabecular bone
volume fraction across all of the metacarpals
compared with recent H. sapiens may suggest
higher loading of the hand that occurs when
using the hands during locomotion. However, the
distinctly H. sapiens– and Neandertal-like distri-
bution of trabeculae is consistent with forceful
opposition of the thumb and fingers during pre-
cision and power (squeeze) gripping.

Discussion

Decades of investigation of the external morphol-
ogy of early hominin hand fossils (A. afarensis,
A. africanus, A. sediba, and A. robustus/early
Homo) have stagnated in debates about the po-
tential hand use behaviors of early hominins—in
particular, the questions of whether australopiths
were still using their hands for arboreal loco-
motion and what were their manipulative capa-
bilities (4, 5, 7, 8, 12–14, 16, 17, 48, 49). These
behavioral debates continue because of chal-
lenges associated with differentiating functionally
important features fromprimitive, andpotentially
adaptively unimportant, retentions in the external
morphology of the hominin skeleton (26). Our
findings address this problem by providing mor-
phological evidence from internal bone structure
that can be linked to behavior and hand use dur-
ing life.
The high Pan-like trabecular density in A.

africanus and the Swartkrans hominin meta-
carpals suggests that the hands of these early
hominins may still be used for arboreal loco-
motion. However, the higher trabecular bone
volume also found in medial metacarpals of
Neandertals and earlyH. sapiensmay (i) indicate
that the hands of both fossil Homo taxa were
experiencing higher loads than those of recent
H. sapiens or (ii) reflect a systemic pattern of
high trabecular bone volume throughout the
skeleton in all early hominins compared with
recent H. sapiens. Nonetheless, the distribution
of the trabecular structure in A. africanus and
Swartkrans specimen SK 84 is similar to the
characteristic pattern of committed tool makers,
Neandertals and H. sapiens, and distinctly un-
like that of other apes. The palmar concentra-
tion of trabecular bone in the Mc1 base and the
asymmetrical distribution of trabeculae in the
third and fifth metacarpal heads in all homi-
nins, as well as the absence of this pattern in
Pan and other apes, suggests that the hominin
trabecular pattern reflects the forceful opposi-
tion of the thumb and fingers during human-like
precision and power (squeeze) grips (1–3, 38).
Although homininsmay have used forceful hand
grips for any number of manipulative behaviors

(16), tool-related behaviors probably generated
some of the largest (nonlocomotor) forces on
the hands and are thus considered to be a strong
selective pressure on hominin hand morphology
(2, 5, 6, 8, 17, 18, 25). Experimental evidence has
demonstrated that forces are highest on the
thumb during precision grips used during flake
use rather than stone tool making (50), which is
consistent with the earliest tool technologies
(25) and, in particular, the archaeological evidence
for use of stone flakes to remove meat from bone
in early hominins (20, 21). Thus, analyses of tra-
becular bone structure can provide direct mor-
phological evidence of forceful precision and tool
use in hominins prior to the first recognizable
stone tools and may offer a method for linking
archaeological evidence with particular hominin
taxa. These results show that A. africanus was
capable of habitual and forceful human-like op-
position of the thumb and fingers during pre-
cision and power (squeeze) grips that are used
during tool-related behaviors, providing mor-
phological evidence of committed tool use in a
hominin hitherto considered not to be capable
of these behaviors and evolving ~500,000 years
earlier than the first evidence of stone tool
production.
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T CELL IMMUNITY

Functional heterogeneity of human
memory CD4+ T cell clones primed by
pathogens or vaccines
Simone Becattini,1,2 Daniela Latorre,1 Federico Mele,1 Mathilde Foglierini,1

Corinne De Gregorio,1 Antonino Cassotta,1 Blanca Fernandez,1 Sander Kelderman,3

Ton N. Schumacher,3 Davide Corti,1 Antonio Lanzavecchia,1,2 Federica Sallusto1*

Distinct types of CD4+ T cells protect the host against different classes of pathogens.
However, it is unclear whether a given pathogen induces a single type of polarized T cell.
By combining antigenic stimulation and T cell receptor deep sequencing, we found that
human pathogen- and vaccine-specific T helper 1 (TH1), TH2, and TH17 memory cells
have different frequencies but comparable diversity and comprise not only clones polarized
toward a single fate, but also clones whose progeny have acquired multiple fates. Single naïve
Tcells primed by a pathogen in vitro could also give rise to multiple fates. Our results unravel
an unexpected degree of interclonal and intraclonal functional heterogeneity of the human
Tcell response and suggest that polarized responses result from preferential expansion rather
than priming.

T
he functional diversity of CD4 Thelper (TH)
cells has evolved as a means to provide the
immune systemwith the capacity tomount
the appropriate type of defense against dif-
ferent classes of pathogens (1, 2). The re-

sponse to viruses and intracellular bacteria is
dominated by TH1 cells that produce the cytokine
interferon (IFN)–g and activate macrophage ef-
fector function. TH17 cells that produce the cyto-
kines interleukin (IL)–17 and IL-22 and activate
neutrophils dominate the response to fungi and
extracellular bacteria. The response to parasites
and venoms is dominated by TH2 cells that pro-
duce IL-4, IL-5, and IL-13 and activate eosinophils
and other innate cells. Classical observations in
mice and humans with defects in T cell polariza-
tion demonstrate the importance of generating
the right type of response against each class of
pathogen (3–7).
TH1, TH2, and TH17 are considered alternative

fates of differentiating CD4 T cells, which are
instructed by signals from the T cell receptor
(TCR), costimulatory molecules, and cytokines
(8–10). However, it is increasingly appreciated
thatmost polarizedT cells are not terminally differ-
entiated but rather maintain flexibility to change
the type, or increase the range, of cytokines pro-
duced (11). Although there is evidence for such
cytokine flexibility from in vitro experiments and
animal models (12–14), it is unclear whether and
how this mechanism contributes to the hetero-
geneity of the human memory T cell pool.
In principle, a functionally heterogeneous pop-

ulation of memory T cells may derive from the

priming of multiple clones, each polarized to a
distinct fate, or from the generation of multiple
fates within the progeny of the same T cell clone
(15). The “one cell, multiple fate” model has
been documented in mouse experiments: Sin-
gle naïve CD8 T cells were found to give rise to
a heterogeneous progeny comprising T central
memory (TCM) and T effector memory (TEM)
cells (16–18), and single naïve CD4 T cells were
found to give rise to TH1 and T follicular helper
(TFH) cells (19). However, both TCM and TFH cells
can be considered intermediate stages of dif-
ferentiation rather than alternative fates. There-
fore, it remains to be determined whether the
“one cell, multiple fate” paradigmmight apply to
alternative differentiation states, such as TH1,
TH2, and TH17.

Functional heterogeneity and
clonal composition of Candida
albicans–specific CD4 Tcells

To dissect the heterogeneity of human memory
CD4 T cells, we isolated four memory TH cell sub-
sets, distinguished by chemokine receptor expres-
sion, from the peripheral blood mononuclear cells
(PBMCs) of healthy donors (fig. S1) (20, 21): TH1
(CXCR3+CCR4–CCR6–), TH2 (CCR4+CXCR3–CCR6–),
TH17 (CCR4

+CCR6+CXCR3–), and nonconventional
TH1 (CXCR3+CCR6+CCR4−, hereafter defined as
TH1*) that produced IFN-g and low levels of IL-17
(22). Cells were labeled with carboxyfluorescein
succinimidyl ester (CFSE) and stimulated with
C. albicans in the presence of autologous mono-
cytes. In all donors analyzed, CFSElo proliferat-
ing cells were found in high proportions in the
TH17 and TH1* subsets but were also detected in
the TH1 and TH2 subsets (Fig. 1, A and B) (23),
consistent with previous reports (22, 24, 25).
The pattern of cytokines produced in C. albicans–
stimulated cultures was distinct and charac-
teristic of each subset. C. albicans–specific TH17

cells produced IL-17A, IL-22, and IFN-g; TH1*
cells produced high amounts of IFN-g and low
amounts of IL-17A and IL-4; TH2 cells produced
IL-4, IL-5, and IL-13; and TH1 cells produced IFN-g
(Fig. 1C). These findings indicate that human
memory CD4 T cells responding to C. albicans
are functionally heterogeneous in terms of mi-
gratory properties and effector function.
To analyze the TCR repertoire of antigen-

specific memory cells within each TH subset, we
isolated CFSElo cells from C. albicans–stimulated
cultures from five healthy donors and used mul-
tiplex polymerase chain reaction (PCR) assays on
genomic DNA for quantitative assessment of
TCRb clonotypes by deep sequencing [quantifi-
cation and correction procedures are described
in fig. S2 and (20, 26)]. Even though the numbers
of T cells recovered from the TH17 and TH1* sub-
sets were higher than for TH1 or TH2 by a factor
of 5 to 20 (table S1), the number of clonotypes
detected in the four subsets was comparable
within each donor tested, with an average of 976,
595, 830, and 696 unique clonotypes in TH1, TH2,
TH1*, and TH17 subsets, respectively (Fig. 1D).
Furthermore, the frequency distribution of indi-
vidual clonotypes was comparable among the
four TH subsets and varied widely, ranging from
20% to 0.01% of total reads (Fig. 1E). In all sub-
sets and donors, fewer than 20 clonotypes (rep-
resenting 3 to 4.5% of total clonotypes) were
present at frequencies above 1% and together
contributed 34 to 43% of total reads (Fig. 1, F
and G, and table S1).
To investigate whether the most frequent

TCRb clonotypes detected after in vitro stimula-
tion were already expanded in vivo, we compared
the clonotype composition of in vitro expanded
C. albicans–specific CD4 T cells and total mem-
ory CD4 T cells immediately after isolation from
peripheral blood. In one donor, we detected
300,945 clonotypes in 5 × 106 total memory cells,
whereas we detected 2350 clonotypes in C.
albicans–specific cells (Fig. 1H). Of the latter,
1426 (corresponding to 60.7% of unique clono-
types and 86.7% of total reads) were also found in
unstimulated total memory cells. Furthermore,
among the shared clonotypes, we observed a
significant positive correlation between the
frequency in the C. albicans–specific cell line
and that in the total memory pool. Collect-
ively, the above analysis indicates that mem-
ory CD4 T cells specific for C. albicans are
highly polyclonal and that individual clono-
types show a broad range of frequency distribu-
tion that is comparable in different memory
subsets and reflects their frequency in the total
memory pool.

Unique and shared clonotypes among
C. albicans–specific memory
T cell subsets

The diversity and functional heterogeneity of
the C. albicans–specific memory pool could be
due to different clones each polarized to a single
fate, or to clones that had acquired multiple fates
through a process of intraclonal diversification.
A comparative analysis of the TCRb repertoires
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of C. albicans–specific T cells from a represent-
ative donor (Fig. 2A) showed that of the 395
clonotypes detected in the TH17 subset, 143 were
also found in the TH1* subset, 53 in the TH2 sub-
set, and 8 in the TH1 subset. Furthermore, among
the 143 clonotypes shared between TH17 and
TH1*, 27 were also found in the TH2 subset, and
3 in both TH2 and TH1 subsets (Fig. 2B). Several
shared clonotypes were found to be highly ex-
panded in both TH17 and TH1* subsets. Moreover,
several expanded clonotypes were found only in
one subset, excluding the possibility that clono-
type sharing was due to contamination during

cell sorting. Similar patterns of clonotype sharing
among memory subsets were found in the ad-
ditional four donors analyzed (fig. S3). From the
compiled analysis of the five donors, the highest
sharing of clonotypes and reads was found
between the TH17 and TH1* subsets, followed by
the TH17 and TH2 subsets, whereas the lowest
was between the TH17 and TH1 subsets (Fig.
2C). Collectively, the above findings indicate
that the functional heterogeneity of C. albicans–
specific memory T cells rests both on clones that
are uniquely polarized to a single fate and on
clones that have generated multiple and dis-

tinct T cell fates through a process of intraclonal
diversification.

Different patterns of clonotype
sharing among Mycobacterium
tuberculosis–specific T cell subsets

The high extent of clonotype sharing between
TH17 and TH1* observed in the response to
C. albicans could have been predicted on the
basis of some commonalities between these
two subsets as well as the reported plasticity
of TH17 cells (12–14). To investigate whether
clonotype sharing is a general property of these
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Fig. 1. Functional heterogeneity and clonal composition of C. albicans–
specific CD4 T cells. Human memory CD4 T cell subsets were isolated
according to the expression of chemokine receptors, labeled with CFSE, and
stimulated with heat-killed C. albicans in the presence of autologous mono-
cytes. (A) CFSE profiles on day 6 and percentage of CFSElo proliferating cells
in a representative donor. (B) Median values with 25th and 75th percentiles of
CFSElo cells in 20 donors, with whiskers representing the highest and lowest
values. ***P < 0.0001, **P < 0.001, *P < 0.05, as determined by non-
parametric Friedman test. (C) Cytokine production measured on day 6 in the
supernatants of the C. albicans–stimulated cultures.Values represent means T
SEM (n = 5). For comparison, the amounts of cytokines produced by
polyclonally stimulated naïve T cells are reported in (39). (D) Number of
unique TCRb clonotypes detected by deep sequencing in C. albicans–specific
T cells isolated from the four memory subsets. Each symbol represents a

different donor. Lines represent mean values. (E) Frequency distribution of
clonotypes in C. albicans–specific T cells from the four subsets isolated
from donor CA-01. Dotted line represents the 1% frequency threshold.
Numbers indicate total clonotypes in the subset and clonotypes present at
frequencies >1% with their cumulative frequency (percentage of reads).
Disparity index was close to 1 in all subsets. (F and G) Percent of clonotypes
with frequencies >1% (F) and their cumulative frequencies (percentage of
reads) (G) in five donors (means T SEM). (H) Comparison of clonotype
frequency distribution of C. albicans–specific memory CD4 T cells (y axis)
and total memory CD4 Tcells sequenced directly ex vivo after sorting (x axis).
Dots outside the dotted lines represent clonotypes that were found in only
one subset and that were assigned an arbitrary frequency value for graphical
purposes. Shown is the Spearman correlation and the significance analyzed
by paired t test.
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memory subsets, we analyzed memory T cells
specific for a different pathogen. Three CCR6+

T cell subsets were sorted from PBMCs of healthy
donors (fig. S4) (27). M. tuberculosis–specific T
cells were found in high numbers in the TH1*
subset (CXCR3+CCR4–) and at lower numbers
in the TH17 subset (CCR4

+CXCR3–) (28), as well as
in a subset of CXCR3+CCR4+ T cells, which, sim-
ilarly to TH1*, produced IFN-g and low amounts
of IL-17 (fig. S5, A and B). As observed in the
response to C. albicans, despite the difference
in proliferating cells (27), the TCRb diversity
of M. tuberculosis–specific T cells was com-
parable in the three subsets, with an average
of 152, 158, and 142 clonotypes in TH1*, TH17,
and CXCR3+CCR4+ T cell subsets, respective-
ly (fig. S5C). However, in contrast to what we
observed for C. albicans, very few clonotypes
were shared between M. tuberculosis–specific
TH1* and TH17, whereas several were shared
between TH1* and CXCR3+CCR4+ T cells (fig.
S5, C and D). These findings indicate that the
main patterns of clonotype sharing between dif-
ferent TH subsets are characteristic for different
antigens and suggest that TH1* cells may be
generated indirectly from plastic TH17 cells as
well as directly without transition through a
TH17 stage.

Extensive clonotype sharing among
TT-specific memory T cell subsets

The heterogeneity of memory T cells observed
for C. albicans and M. tuberculosis could be at-
tributed to the multiplicity of antigens and in-

nate receptor ligands present in these microbes.
To address whether a single protein antigen
would induce a less diverse and more polarized
response, we analyzedmemory T cells primed by
the tetanus toxoid (TT) vaccine, which is given
with alumasadjuvant. PBMC-sorted, CFSE-labeled
TH1, TH2, TH1*, and TH17 cells were stimulated
with TT in the presence of autologous monocytes
(29). Among the four subsets, the extent of cell
proliferation was comparable but the pattern of
cytokine production was distinct (Fig. 3, A to C).
For example, TT-specific TH1 cells produced
IFN-g, as expected, but also low levels of IL-4,
IL-5, and IL-13.
TCRb sequencing revealed a high and com-

parable number of clonotypes in the four sub-
sets, with a broad distribution of frequencies
and a few dominant clonotypes accounting for
a large fraction of total reads (Fig. 3, D to F).
Surprisingly, there was a high level of clono-
type sharing among all four TT-specific sub-
sets (Fig. 3, G and H), with several clonotypes
being present in three and even all four subsets
(fig. S6). These results indicate that, in contrast
to our expectation, the response to TT is charac-
terized by a higher TCR diversity and clonotype
sharing as compared to the response to complex
microbes.

Isolation and characterization of sister
clones from different memory subsets

To provide further evidence that memory T cells
expressing the same ab TCR can acquire in vivo
different phenotypes and functional properties,

we characterized T cell clones isolated from the
CFSElo C. albicans–specific cells that were frozen
as backup. From donor CA-01 we isolated 242 C.
albicans–specific T cell clones, of which 80 were
sister clones found in more than one subset
(Fig. 4A). Consistent with the deep sequencing
data, sister clones were frequently isolated from
the TH17 and TH1* subsets and from the TH17
and TH2 subsets (Fig. 4B). Sequencing of the
TCRa chain confirmed that the sister clones
isolated from different subsets carried the same
ab TCR (Table 1).
The sister clones isolated were further char-

acterized phenotypically and functionally. With
the exception of IFN-g, which was produced
by virtually all clones as a consequence of the
in vitro expansion, cytokine production was con-
sistent with the origin of the cells. IL-4 was
produced at high levels by sister clones iso-
lated from the TH2 subset, whereas IL-17 and
IL-22 were produced by sister clones isolated
from the TH17 and TH1* subsets (Fig. 4C). In
addition, CCR6 expression and RORgt mRNA
were detected only in sister clones derived from
TH17 and TH1* (Fig. 4D). As examples, sister
clones of clonotype 11, isolated from the TH17
and TH1* subsets, and of clonotype 64, iso-
lated from the TH17 and TH2 subsets, showed
the characteristic polarized cytokine produc-
tion and expression of transcription factors
(Fig. 4, E and F). Sister clones with different func-
tional properties (i.e., TH1 and TH2, or TH2 and
TH17) were also isolated from different subsets
of TT-specific memory cells.
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Fig. 2. Unique and
shared clonotypes
among C. albicans–
specific memory T
cell subsets. (A)
Comparison of clono-
type frequency
distribution in samples
of Tcells isolated from
C. albicans–stimulated
TH1, TH2, TH1*, or TH17
subsets from donor
CA-02. Frequencies
are shown as percent-
age of total reads. The
total number of clono-
types in each sample
is indicated on x
and y axis. Values in
the lower right corner
represent the number
of shared clonotypes
between the two
samples. The Spear-
man correlation
and paired t test
values are shown when significant. (B) Venn diagrams showing the number of unique and shared clonotypes in the
four subsets of donor CA-02. (C) Bar histograms showing the percentage of clonotypes (upper panel) and the
percentage of reads (lower panel) that are shared by the indicated subsets in the five donors. Data are means T

SEM. Each dot represents a different donor. ***P < 0.0001, **P < 0.001, *P < 0.05, as determined by nonparametric
Friedman test.
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Generation of multiple fates by in vitro
priming of naïve CD4 Tcells
The above analysis shows that memory CD4 T
cells primed in vivo by pathogens or vaccines are
highly heterogeneous, both at the population
level and at the clonal level. Given the generation
of multiple naïve T cells with identical TCRs in
the thymus and their possible expansion in the
periphery, one cannot rule out the possibility
that some of the heterogeneity observed at the
clonal level may reflect spatially and temporally
distinct priming events of sister naïve T cells.
Furthermore, heterogeneous fates may derive
from the differential secondary stimulation of
memory T cell clones. To test whether one round
of stimulation could imprint heterogeneous
fates within the progeny of a single naïve T cell,
we primed in vitro a relatively small number of
highly purified naïve CD4 T cells with C. albicans
in the presence of autologous monocytes (30).
As shown in Fig. 5 for one representative do-
nor, proliferating CSFElo T cells recovered on
day 15 produced IFN-g, IL-17, IL-22, and IL-4 in
various combinations (Fig. 5A). Using the cyto-
kine secretion assay, we sorted IL-17+ (IFN-g–,
IL-4–), IFN-g+ (IL-17–, IL-4–), and IL-4+ (IL-17–,
IFN-g–) T cells (31), which were directly cloned
by limiting dilution and further expanded in
bulk cultures with IL-2 for clonotypic analysis
(Fig. 5B). As expected, the expanded popula-
tions produced primarily the original cytokine
(i.e., IL-17, IFN-g, or IL-4) (fig. S7). However,
some IFN-g+ and some IL-17+ sorted cells ac-
quired the capacity to produce IL-4, consistent
with flexibility in cytokine gene expression.
TCRb deep sequencing performed on the ex-
panded cultures revealed a strikingly high level
of clonotype sharing among the three cytokine-
secreting cell populations (Fig. 5C). High fre-
quencies of shared clonotypes and shared reads
were found in three independent experiments
performed with naïve T cells from different do-
nors (Fig. 5D).
To further corroborate the deep sequencing

data, we analyzed 205 T cell clones isolated from
the different cytokine-secreting populations from
one donor. Among the 88 unique TCRb clono-
types identified, 21 were found in clones isolated
from two and even three cytokine-secreting pop-
ulations (table S2). In particular, six clonotypes
(8, 32, 37, 41, 43, and 59) were found in clones
isolated from IL-17–, IFN-g–, and IL-4–secreting
cells. Collectively, these findings provide evidence
that a single human naïve CD4 T cell can generate
a heterogeneous progeny, even in a single round
of antigenic stimulation.

Discussion

By combining antigenic stimulation with deep
sequencing and isolation of T cell clones, we
unraveled an unpredicted degree of heteroge-
neity in the human CD4 T cell response to mi-
crobes and vaccines. This heterogeneity is the
result of two distinct phenomena: (i) interclonal
heterogeneity (i.e., different clones that give rise
to a homogeneous polarized progeny), and (ii)
intraclonal heterogeneity (i.e., clones that give rise
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Fig. 3. Extensive clonotype sharing among TT-specific CD4 T cell subsets. (A) CFSE profiles and
percentage of CFSElo proliferating cells in memory Tcell subsets stimulated with TT in one representative
donor. (B) Median values with 25th and 75th percentiles in four donors; whiskers represent the highest and
lowest values. (C) Cytokine production in day 6 supernatants of TT-stimulated cultures. Values represent
means T SEM (n = 4). (D) Frequency distribution of clonotypes in TT-specific Tcells from the four subsets
isolated from donor TT-01. Dotted line represents the 1% frequency threshold. Numbers indicate total
clonotypes in the subset and clonotypes present at frequencies >1% with their cumulative frequency
(percentage of reads). Disparity index was close to 1 in all subsets. (E and F) Percent of clonotypes with
frequencies >1% (E) and their cumulative frequencies (percentage of reads) (F) in four donors (mean T

SEM). (G) Comparison of clonotype frequency distribution in samples of T cells isolated from TT-
stimulated TH1,TH2,TH1*, or TH17 subsets from donor TT-01. Frequencies are shown as percentage of total
reads. The total number of clonotypes in each sample is indicated on the x and y axis. Shown are the
number of clonotypes shared between the two samples and the Spearman correlation and paired t test
value. (H) Bar histograms showing for four donors the percentage of clonotypes (upper panel) and
percentage of reads (lower panel) that are shared by the indicated subsets. Data are means T SEM. Each
dot represents a different donor.
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to daughter cells that adopt different fates). The
high level of intraclonal heterogeneity observed
in this study supports the “one cell, multiple
fates” model of CD4 T cell differentiation and
provides evidence for T cell plasticity in the con-
text of the human immune response. Possible

mechanisms that lead to interclonal and intra-
clonal heterogeneity can involve the spectrum of
pathogen- and damage-associated molecular pat-
terns associated with a given pathogen or vac-
cine, the nature of the antigen-presenting cells in
different tissues, the strength of TCR stimulation

and costimulation, and the stochastic stimula-
tion and restimulation of individual T cells with-
in a proliferating clone (10, 32–34). Another
mechanism, which may be particularly relevant
for complex pathogens (35), involves the stimu-
lation of T cells by cross-reactive antigens that
trigger heterologous immunity (36, 37).
Intraclonal heterogeneity was observed in all

responses analyzed, but the pattern and extent of
clonotype sharing appeared to be characteristic
for each antigen. In the response to C. albicans,
the extensive clonotype sharing between TH17
and TH1* could be explained by the plasticity of
TH17 cells that have been shown to acquire IFN-g
production in appropriate stimulatory condi-
tions (12–14). However, clonotype sharing was
not observed between M. tuberculosis–specific
TH17 and TH1* cells of healthy donors—a finding
that would be consistent with different pathways
leading to the generation of TH1*. In contrast,
there are no precedents to explain the substantial
degree of clonotype sharing between C. albicans–
specific TH17 and TH2 subsets. However, a similar
pattern of intraclonal diversification was found in
clones of naïve T cells primed in vitro by C.
albicans, indicating that multiple fates can be
rapidly induced within a single round of stimula-
tion through mechanisms that remain to be de-
fined. Finally, it should be noted that the clonal
differentiation alongmultiple fates does not apply
to all clones. Several expanded cloneswere found
uniquely in a single T cell subset.
The extensive clonotype sharing among all TT-

specific memory subsets was surprising and may
be related to repeated exposure to the vaccine in
booster immunizations. In all cases, this finding
supports the notion that intraclonal heterogene-
ity can be generated even in response to a single
protein antigen and under defined, albeit non-
physiological, stimulatory conditions. We suggest
that in this case intraclonal heterogeneity may
result from the initial priming of nonpolarized
memory T cells that are subsequently driven to
differentiate toward distinct fates by homeostatic
or tissue-specificmechanisms, a phenomenon that
has been shown to occur in human TCM cells in
vitro (38). All considered, the extent of intraclonal
heterogeneity found ex vivo and after in vitro
priming suggest that intraclonal diversification
is a fundamental property of the CD4 T cell
response.
The finding that memory T cells are present in

higher numbers in particular subsets associated
with a protective response (for instance, in TH17
for C. albicans and in TH1* forM. tuberculosis) is
at odds with our finding that the diversity of
antigen-specific clonotypes was comparable in
all subsets analyzed. This observation would be
compatible with a model whereby polarized T
cell responses result from the selective expansion,
rather than priming, of T cell clones stimulated by
the pathogen in a particular microenvironment.
Accordingly, a broad priming of effector T cells
endowed with different functions and migratory
capacities would ensure a range of differentiated
precursors to be recruited and expanded where
necessary.
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Fig. 4. Isolation of sister clones from different memory subsets.T cell clones were isolated from
cryopreserved samples of C. albicans–stimulated CFSElo TH1, TH2, TH1*, and TH17 cells from donor
CA-01.TCRb sequences were obtained by Sanger sequencing on amplified cDNA. (A) For each subset
the plot indicates the total number of clones isolated (center), the number of clones unique to that
subset (white sector), and the number of clones whose TCRb was found also in a sister clone isolated
from another subset (color-coded sectors). (B) Frequency distribution (based on deep sequencing
data) of the clonotypes corresponding to the clones that were found in a single subset (white circles)
and in multiple subsets (colored circles). (C and D) Characterization of sister clones isolated from
different memory subsets. Shown are cytokine production (C) and expression of transcription
factors and CCR6 (D). (E and F) Characterization of two pairs of sister clones isolated from TH1* and
TH17 subsets (E) and from TH2 and TH17 subsets (F).
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Fig. 5. Generation
of multiple fates by
in vitro priming of
naïve
Tcells. (A) Left: CFSE
profile of CFSE-
labeled naïve CD4 T
cells primed in vitro
by C. albicans in the
presence of autolo-
gous monocytes and
analyzed on day 15.
Right: Intracellular
cytokine staining on
CFSElo cells stimu-
lated with phorbol
myristate acetate and
ionomycin. (B) Sche-
matic outline of the
experimental
approach: After
priming in vitro, viable
cytokine-secreting

CFSE

Table 1. T cell clones with identical TCR isolated from different memory T cell subsets. Complementarity-determining
region 3 (CDR3) sequences were obtained for both TCRa and TCRb chains. Amino acid abbreviations: A, Ala; C, Cys; D, Asp; E,
Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu; M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; Y, Tyr.

Clonotype TCR CDR3
Memory subset (number of clones)

TH1 TH2 TH1* TH17

3 Va
Vb

CAVTRMDSSYKLIF
CASSYVSQDKNEAFF

– 4 – 2

4 Va
Vb

CILRDLNTGTASKLTF
CASRAGRYNEQFF

– – 1 4

7 Va
Va
Vb

CATCHSGYSTLTF
CAGLFYNQGGKLIF
CASSPGGSGGWNEQFF

– – 12 1

8 Va
Va
Vb

CAVRPISGSARQLTF
CAVGRQGQAGTALIF
CASSSTFNGRGTDTQYF

6 2 – –

11 Va
Vb

CATDASSGANSKLTF
CASSYHRGAFF

– – 2 3

12 Va
Vb

CAIIQGAQKLVF
CASRDRGVGRSNEKLFF

– – 1 1

13 Va
Vb

CATPRGQAGTALIF
CASSKAGSSYNEQFF

– – 1 1

17 Va
Vb

CAVRPGGYQKVTF
CASSPTDRGAFF

1 1 – –

18 Va
Vb

CVVSEERDDKIIF
CSAQQVHEQFF

– – 4 1

32 Va
Vb

CATTGGGNKLTF
CSARPSGANLQDTQYF

3 2 1 –

64 Va
Vb

CAVTPSGFQKLVF
CATSRQTQGVGETQYF

– 2 – 5

75 Va
Vb

CAAWGSGDKLTF
CASKIGGGETQYF

– – 2 1

77 Va
Va
Vb

CAPSWGKLQF
CALNTDKLIF
CASSPEGSGTKNYGYTF

– 1 1 –

82 Va
Vb

CAYRGPRDDKIIF
CSAQQVHEQYF

– – 1 5

206 Va
Vb

CGADNTGNQFYF
CASSLPQGYNEQFF

1 – 1 –

cells were enriched using the cytokine
secretion assay (Miltenyi).Three populations sorted as IL-17+ (IFN-g– IL-4–), IFN-g+ (IL-17– IL-4–), IL-4+ (IL-17– IFN-g–) were further expanded in IL-2 and used for
TCRb deep sequencing and Tcell cloning. (C) Frequency distribution of TCRb clonotypes in the indicated cytokine-secreting Tcell populations from donor
N-01. Frequencies are shown as percentage of total reads. The total number of clonotypes in each population is indicated in parenthesis on x and y axis.
Shown are the number of clonotypes shared between two samples and the Spearman correlation and paired t test values. (D) Bar histograms showing
the percentage of clonotypes (left) and percentage of reads (right) that are shared between the indicated cytokine-secreting Tcell populations. Data are
means T SEM (n = 3). Each dot represents a different donor.
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The exceptionally powerful
TeV g-ray emitters in the Large
Magellanic Cloud
The H.E.S.S. Collaboration*†

The Large Magellanic Cloud, a satellite galaxy of the Milky Way, has been observed with the
High Energy Stereoscopic System (H.E.S.S.) above an energy of 100 billion electron volts
for a deep exposure of 210 hours. Three sources of different types were detected: the
pulsar wind nebula of the most energetic pulsar known, N 157B; the radio-loud supernova
remnant N 132D; and the largest nonthermal x-ray shell, the superbubble 30 Dor C. The
unique object SN 1987A is, unexpectedly, not detected, which constrains the theoretical
framework of particle acceleration in very young supernova remnants. These detections
reveal the most energetic tip of a g-ray source population in an external galaxy and provide
via 30 Dor C the unambiguous detection of g-ray emission from a superbubble.

T
he origin of cosmic rays (CRs), the very
high energy (VHE) (≳1011 eV) and ultrahigh
energy (≳1018 eV) particles that bombard
Earth, has puzzled us for more than a cen-
tury. Much progress has been made during

the past decade due to the advent of VHE g-ray
telescopes. These telescopes detect ∼1011 to
1014 eV g rays from atomic nuclei (hadronic CRs)
collisions with local gas or from ultrarelativistic
electrons/positrons (leptonic CRs), which produce
g-ray emission by upscattering low-energy back-
ground photons (1). Indeed, a survey of the inner
part of the Milky Way with the High Energy Ste-
reoscopic System (H.E.S.S.), an array of imaging
atmospheric Cherenkov telescopes (2), revealed a
population of supernova remnants (SNRs) and

pulsar wind nebulae (PWNe) emitting g rays with
energies in excess of 100 GeV (3).
Here,we report on VHE g-ray sources detected

outside theMilkyWay, namely in the LargeMag-
ellanic Cloud (LMC). This satellite galaxy of the
Milky Way has a stellar mass of about 4% of the
MilkyWay (4, 5). Located at a distance of ~50 kpc
(6), it is an irregular galaxy seen almost face-on
(7). Consequently, source confusion is much less
of a problem than for the inner Milky Way, and
there is less uncertainty in the distances of the
sources. The LMC stands out among nearby gal-
axies for its high star formation rate per unit
mass, which is about a factor of five higher than
in the Milky Way (8, 9), and contains the best
example of a local starburst, the Tarantula Nebula.
The LMC also harbors numerous massive stellar
clusters and SNRs. Among the SNRs is a unique
source, SN 1987A, the remnant of the nearest
supernova observed in modern times (10).
High-energy g-ray emission from the LMCwas

detected by the Energetic Gamma Ray Experi-

ment Telescope (EGRET) (11) and,more recently,
by the Fermi Large Area Telescope (LAT) (12),
which revealed diffuse emission with an exten-
sion of several degrees in diameter, tracing
massive star-forming regions. VHE g-ray tele-
scopes, like H.E.S.S., besides providing infor-
mation on much higher energy CRs, have an
angular resolution of a few arcminutes, which
is substantially better than Fermi-LAT’s reso-
lution at g-ray energies <10 GeV. The good
angular resolution allows H.E.S.S. to identify
individual sources in the LMC. As we will detail
below, a deep H.E.S.S. observation revealed three
luminous sources in the LMC: the superbubble
30 Dor C, the energetic PWN N 157B, and the
radio-loud SNR N 132D. Of these sources, only
N 157B was detected previously in a 47-hour
exposure (13). The observations extend the scope
of VHE g-ray astronomy by providing examples
of sources from a population outside the Milky
Way. N 157B and N 132D belong to known g-ray
source classes, but both have distinguishing char-
acteristics, N 157B being powered by the most
energetic young pulsar, and N 132D being one of
the oldest VHE g-ray emitting SNRs. The super-
bubble 30 Dor C, however, provides an unam-
biguous detection of a superbubble in VHE g
rays. Conspicuously absent from our list of three
sources is SN 1987A, despite predictions that it
should be a bright g-ray source (14, 15).

H.E.S.S. observations

We report on a deep, 210-hour H.E.S.S. exposure,
targeted at the region of the Tarantula nebula—
corresponding to 30Doradus (30 Dor)—the largest
star-forming region in the Local Group of galaxies.
We reconstructed g-ray showers with an image-
fitting analysis (16) and cross-checkedwithamulti-
variate analysis based on image parameterization
(17, 18), with consistent results. In both analyses,
a cut on the uncertainty of the reconstructed g-ray
direction indicated an angular resolution of ~0.05°.
Figure 1A shows an optical image of the LMC

overlaid with TeV g-ray point-source significance
contours. In this data set, 613 g rays with a statis-
tical significance of 33 SD are detected from the
PWNN 157B. Figure 1B provides a close-up view of
the g-ray emission from N 157B. The diameter
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of N 157B of 100′′ (19) is of the order of the H.E.S.S.
angular resolution. Further significant g-ray emis-
sion is detected to the southwest of N 157B.
A likelihood fit of a model of two g-ray sources

to the on-source and background sky maps es-
tablishes the detection of a second source at an
angular distance of 9′ (corresponding to 130 pc at
a distance of 50 kpc) from N 157B. The model
consisting of two sources is preferred by 8.8 SD
over the model of one single source. Figure 1C
shows an x-ray image with overlaid contours of
confidence of the source position. The position of
the second source [right ascension = 5h35m(55 T 5)s,
declination = −69°11′(10 T 20)′′, equinox J2000,
1 SD errors] coincides with the superbubble

30 Dor C, the first such source detected in VHE g
rays, and thus represents an additional source class
in this energy regime. A g-ray signal around the
energetic pulsar PSR J0540-6919 is not detected,
despite the presence of an x-ray luminous PWN
(20). A flux upper limit (99% confidence level) is
derived at Fg (>1 TeV) < 4.8 × 10−14 ph cm−2 s−1.
Along with the clear detection of N 157B and

30 Dor C, evidence for VHE g-ray emission is
observed from the prominent SNR N 132D (Fig.
1D). The emission peaks at a significance of about
5 SD above a background that is estimated from a
ring around each sky bin. At the nominal position
of the SNR, 43 g rays with a statistical signifi-
cance of 4.7 SD are recorded.

The g-ray spectra of all three objects are well
described by a power law in energy, F(E) = d3N/
(dE dt dA) =F0 (E/1 TeV)

−G (where E is energy, t
is time, and A is detector area) (Fig. 2). The best-
fit spectral indices and integral g-ray luminosi-
ties are summarized in Table 1.
Even with a deep exposure of 210 hours, sig-

nificant emission from SN 1987A is not detected,
and we derive an upper limit on the integral g-ray
flux of Fg(>1TeV) < 5.6 × 10−14 ph cm−2 s−1 at a
99% confidence level.

Discussion of individual sources

The three VHE emitters belong to different source
classes, and their energy output exceeds or at least
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Fig. 1. Sky maps of the LMC. (A) Optical image of the entire LMC (55). The
boxes denote the regions of interest discussed in this paper. Colors denote
levels of 3, 5, 10, and 20 SD statistical significance of the g-ray signal. (B) VHE
g-ray emission in the region around N 157B.The green lines represent contours
of 5, 10, and 15 SD statistical significance of the g-ray signal. (C) X-Ray Multi-
Mirror Mission (XMM-Newton) x-ray flux image of the region of 30 Dor C.The
superimposed cyan lines represent contours of 68, 95, and 99% confidence

level of the position of the g-ray source. Diamonds denote the positions of the
star clusters of the LH 90 association. See the supplementary materials for
details on the x-ray analysis. (D) VHE g-ray emission in the region around N
132D. The green lines represent contours of 3, 4, and 5 SD statistical sig-
nificance.The background of the g-ray emission [in (B) and (D)] was obtained
using the ring background method (56). The resulting excess sky map is
smoothed to the angular resolution of the instrument.
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equals that of theirmost powerful relatives in the
Milky Way.

30 Dor C

The superbubble 30 Dor C stands out in x-rays,
as it contains, in the western part, an x-ray
synchrotron-emitting shell with a radius of 47 pc,
which makes it the largest known x-ray synchro-
tron shell (21–23). X-ray synchrotron emission,
which indicates the presence of VHE electrons,
is usually associated with 100- to 2000-year-old
SNRs with radii smaller than 25 pc. In addition,
the x-ray synchrotron luminosity of 30 Dor C is
10 times that of the archetypal young SNR SN
1006 (21). The 30Dor C shell also emits radio and
optical radiation (24) and appears to have been
produced by the stellar winds and supernovae in
the OB association LH 90 (NGC 2044) (25).
The measured H.E.S.S. flux of 30 Dor C corre-

sponds to a 1 − 10 TeV g-ray luminosity of (0.9 T
0.2) × 1035 erg s−1, with the best-fit position of the

g-ray emission lying in between the six identified
subclusters (25). The TeV emission can be ex-
plained by the production of neutral pions due to
collisions of hadronic CRs with the background
plasma. Alternatively, the so-called leptonic emis-
sion scenario may apply, in which case the TeV
emission is the result of Compton upscattering of
low-energy photons to g-ray energies, by the same
population of electrons that is responsible for the
x-ray synchrotron radiation (1).
For the hadronic scenario, a combination of

energy in CRs (assumed to be protons) and den-
sity of hydrogen atoms, nH, ofWpp = (0.7 − 25) ×
1052 (nH/1 cm−3)−1 erg is required (see S1.3).
30 Dor C probably experienced ∼5 supernova ex-
plosions (22), which likely provided ∼5 × 1050 erg
in CR energy. Hence, the average gas density
should be nH ≳ 20 cm−3, which is higher than the
density estimate of nH ≈ 0.1 − 0.4 cm−3 based
on the x-ray thermal emission in the southwest
(21, 26). However, locations of high densities may

be present if the x-ray thermal emission comes
from smaller radii than the dense outer shell or
if cool, dense, clumped gas survived inside the
otherwise rarified interior of the bubble (27).
This hadronic scenario puts constraints on the

CR diffusion coefficient, because the diffusion
length scale should be smaller than the radius
of the shell: ldiff ¼

ffiffiffiffiffiffiffiffi

2Dt
p

≲ 47 pc for CRs around
10 TeV. Therefore, D(10 TeV) ≲ 3.3 × 1026(t/106

year)−1 cm2 s−1, which, given an age for the super-
bubble of a fewmillion years, gives amuch smaller
diffusion coefficient than the typical Galactic
diffusion coefficient ofD(10 TeV)≳ 5× 1029 cm2 s−1

(28). This small diffusion coefficient requires
magnetic-field amplification combined with tur-
bulent magnetic fields, as hypothesized by (29).
X-ray synchrotron emission from 30 Dor C

requires large shock velocities, vshock≳ 3000 km s−1

(30). Assuming that this shock originates from
an explosion centered at the superbubble, we
obtain a rough estimate of the age of the west-
ern x-ray shell of t = 0.4R/vshock ≈ 6000 years,
assuming a Sedov expansion model [R = 2.8 ×
108(Et2/nH)

1/5 cm]. Because the OB association
is much older, this age most likely refers to a
recent supernovaexplosion,whose remnant evolves
in the rarified medium of the superbubble. The
Sedov expansion model then gives us a very low
estimate for thedensity ofnH≈ 5× 10−4 cm−3 for an
explosion energy of E = 1051 erg. Although this is
very low, it can occur under certain conditions (31).
Thismodel for the x-ray synchrotron shell can even
be reconciled with the hadronicmodel of the TeV
emission, if the rarified medium also contains
dense clumps. For the leptonic scenario for theTeV
emission, the broad spectral energy distribution
(SED) (Fig. 3) requires an energy in accelerated
electrons of ∼4 × 1048 erg and average magnetic-
field strength of 15 mG, low compared to most
young SNRs (32) but a factor of three to four
higher than the average magnetic field in the
LMC (33).
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Fig. 2. Gamma-ray
spectra of N 157B,
30 Dor C, and N
132D. The spectral
points of 30 Dor C are
not corrected for spill-
over emission from N
157B (see the supple-
mentary materials).
Data points have
T1-SD error bars;
upper limits are at
the 99% confidence
level. The bottom
panels show the
residuals of the data
points compared with
the best-fit model.

Table 1. Statistics and spectral parameters of the three sources.The exposure time is corrected for
the acceptance differences due to different offsets from the camera center.The significances of N157B and
N132D are statistical significances of the g-ray emission obtained by using formula 17 of (58). The
background was estimated from regions with similar offsets from the camera center as the on-source
region.The significance of 30 Dor C is the significance by which a two-source morphology (N 157B and
30 Dor C) is preferred over a single-source morphology (N 157B only). The g-ray count and the flux of
30 Dor C are corrected for spill-over emission from N 157B (see the supplementary materials). G is the
photon index and F (1 TeV) the differential flux at 1 TeVof a power law fit to the energy spectrum.The
luminosity Lg is calculated for an assumed distance of 50 kpc (6).The listed errors are statistical, T1-SD
errors. Systematic errors are estimated to be T0.3 for G and T30% for F (1 TeV) (13).

Source
H.E.S.S. identifier

N 157B
J0537-691

30 Dor C
J0535-691

N 132D
J0525-696

Exposure time (hours) 181 183 148
g rays 613 74 43
Significance (SD) 33.0 8.8 4.7
Photon index G 2.8 T 0.1 2.6 T 0.2 2.4 T 0.3
F (1 TeV) (10–12 cm–2 s–1 TeV–1) 1.3 T 0.1 0.16 T 0.04 0.13 T 0.05
Lg (1 – 10 TeV) (1035 erg s–1) 6.8 T 0.3 0.9 T 0.2 0.9 T 0.2
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Although at this stage we cannot rule out ei-
ther the leptonic or the hadronic scenario, the
H.E.S.S. observations reveal that the conditions
inside the superbubble must be extreme: The
hadronic scenario requires locations with high
densities and a high degree of magnetic turbu-
lence, whereas the leptonic scenario requires the
stellar cluster to be extremely rarified. Moreover,
the g-ray and x-ray observations suggest active
particle acceleration by a very large, fast-expanding
shell. This may provide the right conditions for
accelerating some protons to energies exceeding
3× 1015 eV,which is themaximumenergy detected
for Galactic CRs. These observations, therefore,
lend support to the view expressed in (29, 34, 35)
that superbubbles may provide the right condi-
tions for particle acceleration to very high energies,
because they are thought to contain very turbulent

magnetic fields and they are large enough to
contain VHE particles for up to millions of years.
In the Milky Way, the most closely related

object to 30Dor C is the stellar clusterWesterlund
1 (36), which, however, has a completely different
x-ray morphology. More important, it is not clear
whether the g rays originate from the cluster wind
itself, a PWN, or the numerous supernovae that
exploded inside Westerlund 1 in the recent past.
Because a large fraction of supernovae are thought
to go off in superbubbles, this first unambiguous
detection of VHE g rays from a superbubble may
have broad implications for the circumstances in
which a large fraction of CRs are accelerated.

N 157B

The source HESS J0537-691 is coincident with
the PWN N 157B, which surrounds the pulsar

PSR J0537-6910. PWNe are nebulae of ultra-
relativistic particles driven by highly magne-
tized, fast-rotating neutron stars that convert a
considerable amount of their spin-down energy
into a particle wind. The archetypal Crab nebula
is one of the brightest sources of nonthermal
radiation in the sky and is powered by the pulsar
with the highest spin-down energy known in the
Milky Way (37). With comparably extreme ro-
tational energy loss rates, N 157B (Ė = 4.9 ×
1038 erg s−1) and the Crab nebula (Ė = 4.6 ×
1038 erg s−1) appear to be twins. The study of
N 157B thus provides an opportunity to compare
two extreme PWNe and to disentangle object-
specific and generic properties.
Given a population of ultrarelativistic elec-

trons and positrons forming the PWN, the x-ray
luminosity is determined by the strength of the
magnetic field and the g-ray luminosity by the
intensity of radiation fields, which serve as tar-
gets for the inverse Compton upscattering. If the
radiation fields are known, themagnetic field can
be inferred from the combination of x-ray and
g-ray measurements. N 157B is likely associated
with the LH 99 star cluster (19, 38, 39) and
therefore is embedded in strong infrared radia-
tion fields (see S1.5). In this environment, the
magnetic field in the PWNmust be rather weak,
not larger than 45 mG, in order to explain the
multiwavelength data (Fig. 4). When consid-
ering the region from which the hard x-ray
emission is coming, the total energy in the mag-
netic field is WB,tot = 1.4 × 1047 erg, an order of
magnitude smaller than the energy in >400 GeV
electrons. The derived maximum magnetic field
is alsomuch lower than that inferred for the Crab
nebula [∼124 mG (40)] and suggests at least a
factor ∼7 lower magnetic pressure. Because
most of the electrons that radiate in the Chandra,
x-ray, and H.E.S.S., TeV domains have very short
lifetimes (≤300 years), the energy in ultrarela-
tivistic particles in N 157B can be inferred in-
dependently of the spin-down evolution of the
pulsar. For the model shown in Fig. 4, a con-
stant fraction of 11% of the current spin-down
power of N 157B needs to be injected into
the nebula in the form of relativistic elec-
trons (compared with 50% for the Crab nebula
under the same model). This fraction con-
verted into x-ray and TeV emission is rather
insensitive to the spectral index of injected
electrons and the spin-evolution or braking
index of the pulsar and only relies on the
association of N 157B with LH 99 (see S1.5 for
more information).
In this high-radiation field scenario, the situa-

tion for the Crab nebula is very different from
N 157B. Not only is the best-fit electron spectrum
of N 157B harder (Ge = 2.0 versus 2.35), exhibiting
a lower cut-off energy (Ec= 100TeV versus 3.5 PeV),
but much of the spin-down energy of N 157B is
also hidden and is not carried by ultrarelativistic
particles ormagnetic fields. The remainder of the
available rotational energy is likely to be fed into
electrons with energies ≤400 GeV that radiate at
lower photon energies, adiabatic expansion, and/or
particles escaping into the interstellar medium
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Fig. 3. Spectral energy distribution of 30 Dor C and N 132D. (A) For N 132D, radio data are from (44)
and x-ray limits are from (42) and from reanalyzed Chandra data. (B) The 30 Dor C x-ray data are from
(23). Both leptonic (dashed lines) and hadronic (solid lines)models are shown. For furtherdetails on Fermi-
LATdata and spectral modeling, see S1.2 and S1.3.
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via diffusive escape [e.g., (41)]. It therefore appears
that N 157B is such a bright g-ray emitter because
of the enhanced radiation fields, despite the fact
that it is apparently a much less efficient particle
accelerator than the Crab nebula.

N 132D

In addition to the two unambiguously detected
sources, we find strong evidence for a third source
at the position of the core-collapse SNR N 132D.
N 132D is a SNR with strong thermal x-ray emis-
sion, which has been used to estimate a preshock
density of nH ≈ 2.6 cm−3 (42), a high explosion
energy of ∼6 × 1051 erg (42), and an age of ∼6000
years, based on a Sedov model. Such x-ray bright
SNRs are predicted to be g-ray emitters (43).
N 132D is also luminous in the radio (44) and
infrared bands (45). N 132D is often compared to
the brightest radio source Cas A, which, like N
132D, is an oxygen-rich SNR. N 132D has a higher
infrared luminosity (45), but its radio luminosity
is 50% that of Cas A. This is still remarkable, given
that N 132D has a kinematic age of ∼2500 years
(46), whereas Cas A is ∼330 years old and de-
clines in radio luminosity by about 0.8% per year.
The radio properties have been used to infer a
magnetic-field strength of ∼40 mG (44). The dis-
crepancy between the age estimate based on
the x-ray emission and the kinematic age may
indicate that the supernova exploded within a
bubble created by the progenitor star’s wind before
encountering the high-density material it now
interacts with.
The g-ray flux measured by H.E.S.S. translates

to a 1 − 10 TeV g-ray luminosity of (0.9 T 0.2) ×
1035(d/50 kpc)2 erg s−1. Assuming that the g-ray
emission is caused by neutral-pion production,
this luminosity implies an energy of 1052(nH/
1 cm−3)−1(d/50 kpc)−2 erg in relativistic protons.

A hadronic origin of the g-ray emission, there-
fore, implies either a large CR-energy fraction of
17% of the explosion energy, for an estimated
post-shock density ofnH≈ 10 cm−3 (42), or that the
gas density is higher than the x-ray–based es-
timates. The latter is plausible, given that N 132D
appears to interact with dense, shocked inter-
stellar clouds, seen in the optical and the infrared
bands (45). It is interesting to compare N 132D to
the most luminous Galactic SNR detected at TeV
energies, HESS J1640−465: Both SNRs are be-
lieved to interact with a wind-blown cavity wall,
to possibly have similar ages and sizes (46, 47),
and to have transferred a large fraction of their
explosion energies into CRs.
The bright radio synchrotron luminosity of N

132D and the tentative claim of x-ray synchro-
tron emission from this source (48) also raises
the possibility that the g-ray emission is caused
by inverse Compton scattering of low-energy pho-
tons. In and around N 132D, the radiation energy
density is dominated by the bright infrared flux
from dust inside the SNR and can be roughly
estimated to be at least urad ≈ 1.0 eV cm−3. This
leptonic scenario requires that the averagemagnetic-
field strength needs to be ∼20 mG, somewhat
lower but still consistent with the equipartition
value (see S1.3). However, this leptonic scenario
critically depends on whether the 4 to 6 keV x-ray
continuum emission indeed contains a substan-
tial synchrotron component.
Whatever the emission mechanism for the

g-ray emission fromN 132D, it is an exciting new
g-ray–emitting SNR, because its age lies in the
gap between young (<2000 years) TeV-emitting
SNRs, and old (≳10000 years) TeV-quiet SNRs.
The latter can be bright pion-decay sources, but
their spectra appear to be cut off above ∼10 GeV.
N 132D provides, therefore, an indication of how

long SNRs contain CRs with energies in excess of
1013 eV.

SN 1987A

SN 1987A, the only naked-eye SN event since the
Kepler SN (AD 1604), has been extensively ob-
served at all wavelengths from the radio to the
soft g-ray band, providing invaluable insights
into the evolution of a core-collapse SNR in its
early stage (49).
It has been suggested that even in the early

stages of the SNR development, the shock wave,
which is heating the dense circumstellar me-
dium (CSM) structured by stellar winds of the
progenitor star, should have led to efficient ac-
celeration of VHE nuclear CRs, accompanied by
strong magnetic-field amplification through
CR-induced instabilities (14, 50). In collisions of
the CRs with CSM particles, g rays are produced.
Estimates for the g-ray flux (14, 15) strongly de-
pend on the magnetic-field topology and on the
properties of the nonuniform CSM (51), making
flux estimates uncertain by at least a factor
of 2 (14).
Based on a nonlinear kinetic theory of CR

acceleration, successfully applied to several
young Galactic SNRs, the volume-integrated
g-ray flux at TeV energies, Fg(>1 TeV), from SN
1987A was predicted to be rising in time and
to have reached a level of ≈2.5 × 10−13 ph cm−2 s−1

in the year 2010 (14). An analysis with differ-
ent assumptions on CSM properties and a more
phenomenological approach to CR accelera-
tion resulted in a predicted flux of ∼8 × 10−14 ph
cm−2 s−1 in the year 2013 (15). The H.E.S.S. upper
limit Fg (>1 TeV) < 5 × 10−14 ph cm−2 s−1 at a 99%
confidence level, obtained from observations
made between 2003 and 2012, being below the
aforementioned predictions and a factor of 3
below similar estimates for the year 2005, there-
fore places constraints on the models despite
their uncertainties.
The H.E.S.S. upper limit on the g-ray flux trans-

lates into an upper limit for the g-ray luminosity
of Lg (>1 TeV) < 2.2 × 1034 erg s−1, which can be
used to derive an approximate upper limit on
the energy of the accelerated particles, Wpp, for
a given average target density. Multiwavelength
studies of SN 1987A suggest that the shock at the
current epoch has reached and is interactingwith
the so-called equatorial ring, for which gas den-
sities ranging from 103 cm−3 to 3 × 104 cm−3 have
been found (52). Thus, one finds a conservative up-
per limit,Wpp≲ 1.4 × 1048 f −1 erg, where 0 < f< 1 is
the fraction of accelerated particles that are
interacting with the dense regions. This upper
limit on the energy of accelerated CR particles
corresponds to 0.15 f −1% of the explosion energy
of 1051 erg.
Assuming a spherically symmetric distribution

of accelerated particles, one can estimate f ∼ 0.2
with the geometry of the equatorial ring found in
(53). This translates to Wpp ≲ 9×1048 erg, im-
plying that less than 1%of the explosion energy is
carried by accelerated CR nuclei. This fraction is
rather small comparedwith typical values of ∼10%
for young SNRs (of ages ∼1000 to 2000 years) but
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Fig. 4. Intrinsic SED of N 157B (black) and the Crab nebula (gray). The model shown assumes the
same injection parameters as derived for the Crab nebula [Emin = 400 GeV, Ec = 3.5 PeV, Ge = 2.35 (57)].
Themagnetic field required to explain the Chandra data of N 157B in the highest possible radiation fields is
45 mG. A significantly better fit to the Chandra data is obtainedwith Ge= 2.0 but requires amuch lower cut-
off of Ec ≲ 100 TeV.
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is not unreasonable for a very young object like
SN 1987A.

Summary

With the deep H.E.S.S. observations of the LMC,
we have detected three luminous examples of
CR sources in an external galaxy. These sources
detected in g rays include a superbubble and
counterparts to the most luminous sources in
the Milky Way. N 157B provides a counterpart
to the Crab Nebula, but its electron acceleration
efficiency is five times less than for the Crab
nebula, and its magnetic-field pressure is seven
times less. N 132D has been long regarded as an
older version of the brightest Galactic radio SNR
Cas A and is one of the most radio-luminous
SNRs known. N 132D is also notable in that it is
one of the oldest VHE g-ray–emitting SNRs. With
the three detected sources, we increase our under-
standing of the variety of VHE g-ray sources,
which will likely require observations with the
future Cherenkov Telescope Array (54), which
should be an order of magnitude more sensitive
than H.E.S.S.
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MARS ATMOSPHERE

The imprint of atmospheric evolution
in the D/H of Hesperian clay
minerals on Mars
P. R. Mahaffy,1* C. R. Webster,2 J. C. Stern,1 A. E. Brunner,1,3,4 S. K. Atreya,5

P. G. Conrad,1 S. Domagal-Goldman,1 J. L. Eigenbrode,1 G. J. Flesch,2 L. E. Christensen,2

H. B. Franz,1,4 C. Freissinet,1,6 D. P. Glavin,1 J. P. Grotzinger,7 J. H. Jones,8

L. A. Leshin,9 C. Malespin,1,10 A. C. McAdam,1 D. W. Ming,8 R. Navarro-Gonzalez,11

P. B. Niles,8 T. Owen,12 A. A. Pavlov,1 A. Steele,13 M. G. Trainer,1 K. H. Williford,2

J. J. Wray,14 the MSL Science Team†

The deuterium-to-hydrogen (D/H) ratio in strongly bound water or hydroxyl groups in ancient
martian clays retains the imprint of the water of formation of these minerals. Curiosity’s
Sample Analysis at Mars (SAM) experiment measured thermally evolved water and hydrogen
gas released between 550° and 950°C from samples of Hesperian-era Gale crater smectite to
determine this isotope ratio. The D/H value is 3.0 (T0.2) times the ratio in standard mean
ocean water. The D/H ratio in this ~3-billion-year-old mudstone, which is half that of the
present martian atmosphere but substantially higher than that expected in very early Mars,
indicates an extended history of hydrogen escape and desiccation of the planet.

W
e obtained a reference point for the evo-
lution of the martian atmosphere and
loss of near-surface water by comparing
deuterium-to-hydrogen (D/H) ratios from
the atmospherewith those in ancient clay

minerals, such as those in the Yellowknife Bay
lake bed on the floor of Gale crater (1). Each
process of atmospheric loss to the surface or to
space can leave an isotopic imprint, so models
of the evolution of the atmosphere and ancient
climates (2–4) can be constrained by isotopic
measurements as well as by geological studies
(5–7). The Sample Analysis at Mars (SAM) ex-
periment (8) on the Curiosity rover of the Mars
Science Laboratory (MSL) mission has refined
the atmospheric measurements not only of D/H
in water (9) but also of d13C in CO2 (9, 10), d

15N in
N2 (11), and

36Ar/38Ar (12). These combinedmea-
surements consistently support the paradigm
of continued atmospheric loss to space over the
course of martian history, with this process
dominating over loss to surface reservoirs.
The mechanism for enriching D in water

over the past billions of years entails the pho-

tolysis of water by solar ultraviolet (UV) radia-
tion and the more rapid escape to space of the
lighter H, leaving D behind to be incorporated
again in surface water. The present loss rate is
estimated to be at least 1026 atoms s−1 (13). For
the water that formed the clays of the Sheepbed
member at Yellowknife Bay, we have now mea-
sured the D/H ratio from water and hydrogen
that was released in stepped heating to 950°C
and analyzed with SAM’s tunable laser spectro-
meter (TLS) and quadrupole mass spectrometer
(QMS). The clays sampled in the Hesperian-age
(14–16) Yellowknife Bay formation were likely
formed during diagenesis before lithification
(17) more than 3 billion years ago. Thus, the
D/H value provides a reference point for es-
timates of surface water loss over geologic
time scales. The Hesperian period in martian
history is not sampled by the present meteorite
record.
The ancient record of D/H in water is preserved

in the crystal structure of the clayminerals formed
by aqueous transformation of basaltic materials
because fractionation of D/H between water and

clay minerals during formation is no greater than
a few 10s permil (18). In the absence of high levels
of heating or recrystallization, the structural OH
in the octahedral layers of clay minerals thus
preserves the isotopic value of the liquid water of
formation. Predictions of the global loss of water
from Mars have used the D/H ratio measured in
Marsmeteorites (19–22), with the earliestmartian
value presumed to be near that of terrestrial
oceans. Recent analysis of D/H in the primitive
martian mantle melt Yamato 980459 supports
this hypothesis, with its D/H of ≤1.28 × standard
mean ocean water (SMOW) (21) close to terres-
trial, although contributions of cometary water
to both early Earth and Mars have been postu-
lated (23). The terrestrial SMOW D/H value of
1.558 × 10−4 is half that of several Oort-class
comets (24–26) but closer to the value found in
the Kuiper Belt comet Hartley 2 (27) and in a
range of carbonaceous chondrites (28). The
Hesperian period in martian history explored
with the MSL measurements is not sampled by
the present meteorite record.
The age of the 150-km-diameter Gale crater is

estimated, by modeling of crater densities, to be
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~3.6 billion years (15, 16), whereas some regions
on the crater floor are found to be younger at
~2.9 billion to 3.5 billion years old (14–16), having
formed during the Hesperian period of martian

history. Our analysis used samples from two drill
holes designated John Klein and Cumberland
from the Sheepbed member, the lowest strat-
igraphic unit in the Yellowknife Bay formation

located ~500 m northeast of the Mars Curiosity
rover landing site (29). These samples were ana-
lyzed by the full suite of instruments on the rover,
including SAM and the Chemistry and Miner-
alogy (CheMin) instruments. These analyses
revealed a mudstone containing a smectite clay
mineral in addition to an amorphous com-
ponent and basaltic minerals (1, 30, 31), with
isochemical alteration that indicates authi-
genic smectite formation (17, 29). The sand-
stones and mudstones of the Yellowknife Bay
formation provide strong evidence for both flow-
ing water in streams expressed in conglomer-
ates and sandstones of the Gillespie member,
and bodies of standing water as lakes that
formed the Sheepbed member. The thickness
of the Sheepbed member suggests that this
body of water must have existed for at least
hundreds to thousands of years (1). The existence
of streams and stable lakes requires water pro-
duction in the upper reaches of the Gale crater
rim, which was a source for sediments that were
transported to the Peace Vallis fan and its strati-
graphic and facies equivalents. This is consistent
with previous evidence for wetter Hesperian cli-
mates required by stream networks cut into bed-
rock (32) anddeltas that built outward into bodies
of standing water (33).
The D/H ratio in martian atmospheric water

derived from spectroscopic observations was re-
ported in 1988 as (6 T 3) × SMOW (34), and some
years later as (5.5 T 2) × SMOW (35). Higher-
resolution spectroscopy has allowed spatial
variations to be mapped (36, 37), and values of
6.5 × and 7 × SMOWhave recently been reported
(37, 38). Early results from the SAM TLS gave a
value of (6 T 1) × SMOW for a single atmospheric
sample (9). The variability in D/H in the mete-
orite record may point to somewhat isolated re-
servoirs with different D/H ratios (19, 20), but
the atmosphericD/H ratios are generally consistent
with those reported in meteorites with younger
rock formation ages, such as the 6.08 × SMOW
value (21) in the geochemically enriched 183-
million-year-old (39) Larkman Nunatak 06319
shergottite and the ~5.6 × SMOW value reported
(20) from two fracture-free zones in apatite
grains of the (~170-million-year-old) Shergotty
meteorite.
A comparison of the evolved gas analysis (EGA)

trace for H2O from one of the Yellowknife Bay
Cumberland drill hole samples (30) is shown in
Fig. 1A with the same trace for a Rocknest aeo-
lian deposit sample (40). The low-temperature
water in the Cumberland sample, which peaks
at ~200°C and extends to over 500°C, may have
a number of sources, including water that is sur-
face adsorbed, smectite interlayer, associated with
amorphous materials, or structurally bound in
compounds such as Fe-oxyhydroxides (30). The
total water released from the Cumberland sam-
ple is ~2% by mass (30). The high-temperature
water peak (600° to 800°C) evident in the Cum-
berland mudstone EGA trace is the signature of
the structural hydroxyl hydrogen derived from
the octahedral layer of a smectite component
of this sample, which was definitively identified
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Fig. 1. Water released from martian samples. (A) Evolved water signature as monitored by the mass
spectrometer at a mass-to-charge (m/z) ratio of 20 (H2

18O) for both a Rocknest eolian deposit and the
Cumberland mudstone. (B) TLS measurements showing the high-temperature water evolution from
stepped heating in the black trace compared with the high-resolution transmission (HITRAN) spectrum in
red normalized to the large H2

16O peak near 3594 cm−1. (C) TLS measurements of D/H relative to ter-
restrial SMOW for water captured from a temperature ramp from Cumberland (CBa) and Rocknest (RN)
samples, and water evolved at different temperatures in the step heating experiment from a second
Cumberland sample (CBb). Rocknest D/H values in (9) and (40) are updated in (41).
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by the CheMin x-ray diffraction analysis of the
Cumberland mudstone (31).
Most of the solid samples analyzed with SAM

used the EGA measurement protocol (8) that
identified a suite of volatiles, including the most
abundant gas, H2O, as well as CO2, O2, SO2, H2S,
HCl, NO, H2, H2S, and several chlorinated or-
ganic compounds. The gas stream was diverted
to the TLS in selected temperature intervals to
measure C, O, and H isotopes in CO2 and H2O
and the abundances of these molecules (Fig. 1B).
However, theD/H in the high-temperaturewater
component cannot be accurately isolated with
the EGA experiment by using a continuous tem-
perature ramp because of the mixing of the tail
of the low-temperature-evolved water with the
smaller high-temperature peak. In order to bet-
ter separate the low- and high-temperature com-
ponents, a specialized experiment was designed
and implemented (41) that used stepped heat-
ing. The D content of the water released in the
four steps of this experiment compared with
EGA runs is given in Fig. 1C and table S1. Three
high-temperature water releases give nearly
identical values of dD (table S1) as measured
with the TLS. The mole-weighted average dD
that includes a small volume of H2, and a small
H2 blank correction, gives a high-temperature
D/H of (3.0 T 0.2) × SMOW.
As evidenced by meteorite studies and this

result, escape of hydrogen from the upper at-
mosphere of Mars has left its imprint in the D/H
ratio in near-surface water over the past 3 billion
to 4 billion years. The loss of water onMars can
be modeled by using single or multiple near-
surface reservoirs, with the amount of surface
water often expressed as awater-equivalent global
layer (GEL). In the single-reservoir model, the
entire near-surface H2O inventory is exposed to
atmospheric loss through time. Using the nota-
tion of Kurokawa (22), the amount of water Rt1

in a near-surface reservoir at a time t1 with aD/H
ratio of It1 can be related to the amount Rt2 at
a later time t2 with a D/H ratio of It2 by the

expression Rt1
Rt2

¼ It2
It1

� � 1
1−f
, where f is the frac-

tionation factor. Thus, knowledge of a present
and past D/H ratio and an estimate of the
present GEL allows the volume of past water to
be established.
In the multiple-reservoir models (42) invoked

to explain variability in meteorite studies, a sur-
ficial D/H reservoir continuously participates
in atmospheric cycling and is exposed to atmo-
spheric loss, whereas another reservoir consists
of deeply buried ice that is not exposed to at-
mospheric loss processes. Vigorous escape dur-
ing early stages of planetary evolutionwhen both
reservoirs would have been rapidly exchanging
would have provided an initial enrichment of
the dD of both reservoirs to a value of 2 × to 4 ×
SMOW (20, 42, 43). Early catastrophic atmo-
spheric loss (44) and global cooling separate a
majority of the water as ice in the upper crust,
isolating it from atmospheric processes and
atmospheric loss. Because the amount of H2O
available to readily exchange with the atmo-

sphere is small, only small amounts of atmo-
spheric loss would be needed to create large D/H
enrichments. However, short periods of warm,
wet conditions onMars could causemobilization
and exchange with this subsurface reservoir,
providing surface water with a lower D/H ratio
such as observed with our D/H measurement
in Yellowknife Bay sediments.
In the single-reservoir model, Yellowknife Bay

D/H values are compared with data from sel-
ectedmartianmeteorites assuming a continuous
D/H evolutionary timeline (22). This approach
allows constraints on the amount of near-surface
Hesperian water. The Amazonian features a high
D/Hof~6×SMOW(21) basedon the<200-million-
year-old meteorites LAR 06319 and Shergotty;
the Noachian has a mid-range D/H value of 2.2
to 4 × SMOW based on the 4.1 Ga ALH 84001
pyroxenite (obtained from analyses of carbonates
and magmatic apatite); and the pre-Noachian
4.5-billion-year-old primordial martian water ex-
hibits a D/H of ≤1.28 × SMOW, based on melt
inclusions in the Yamato 980459 shergottite
meteorite (21). Under the assumptions of a frac-
tionation factor for H and D loss in the range of
0.016 (22) to the diffusion limit of 0.4, the amount
of water lost to space since the time of formation
of the Yellowknife Bay clay minerals would be
approximately equal to 1 to 1.5 times the amount
of water in current-surface and near-surface res-
ervoirs. Current estimates of these reservoirs
that include the observable polar cap water res-
ervoir (20 to 30 m) and other sources of cryo-
spheric ice not bound inminerals is at least 50m
(45). Thus, the GEL at the time of the Cumber-
landmudstone formation would be 100 to 150 m
ormore. The current very limited set of exospheric
H observations (46) predict substantially less loss
and are not consistent with this measurement.
Earlier loss including nonthermal escape pro-
cesses (47, 48) would push the predicted surface-
water volume before this time higher as indicated
by this ~3 × SMOWD/H value and supported by
geological studies (7, 49).
The D/H ratio of Hesperian water is preserved

within a Yellowknife Bay mudstone, whose clay
minerals were formed in an active lacustrine en-
vironment (1) several hundredmillion years after
the Gale cratering event. This ratio established
with in situ measurements from instruments on
the Curiosity rover provides a new data point to
help constrain the volume of water lost through
escape processes over the past 3 billion years.
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Summary Two-year-old beech (Fagus sylvatica L.) saplings
were planted directly in the ground at high density (100 per
m2), in an experimental design that realistically mimicked field
conditions, and grown for two years in air containing CO2 at
either ambient or an elevated (ambient + 350 ppm) concentra-
tion. Plant dry mass and leaf area were increased by a two-year
exposure to elevated CO2. The saplings produced physiologi-
cally distinct types of sun leaves associated with the first and
second growth flushes. Leaves of the second flush had a higher
leaf mass per unit area and less chlorophyll per unit area, per
unit dry mass and per unit nitrogen than leaves of the first flush.
Chlorophyll content expressed per unit nitrogen decreased over
time in plants grown in elevated CO2, which suggests that, in
elevated CO2, less nitrogen was invested in machinery of the
photosynthetic light reactions. In early summer, the photosyn-
thetic capacity measured at saturating irradiance and CO2 was
slightly but not significantly higher in saplings grown in ele-
vated CO2 than in saplings grown in ambient CO2. However, a
decrease in photosynthetic capacity was observed after July in
leaves of saplings grown in CO2-enriched air. The results
demonstrate that photosynthetic acclimation to elevated CO2
can occur in field-grown saplings in late summer, at the time
of growth cessation.

Keywords: acclimation, leaf, photosynthesis.

Introduction

As evidence of rising atmospheric CO2 has accumulated dur-
ing the last twenty years, the role of temperate forests in the
global carbon cycle has been emphasized (Tans et al. 1990).
The major uncertainty is the extent to which forest ecosystems
will serve as a sink for extra atmospheric carbon dioxide. The
responses of tree growth to elevated CO2 are now well docu-
mented (Eamus and Jarvis 1989, Gunderson and Wullschleger
1994). However, there have been few studies concerned with
the long-term effects of CO2 enrichment on photosynthesis in
broad-leaved tree species of European temperate forests (see
review by Ceulemans and Mousseau 1994).

Photosynthesis is one of the main physiological processes
thought to respond to increasing atmospheric CO2 in C3 plants,
and growth enhancement of trees is primarily mediated by an
increase in carbon assimilation. Short-term exposure to ele-
vated CO2 concentration increases net CO2 assimilation be-
cause the CO2 concentration at the catalytic site limits the
activity of ribulose bisphosphate carboxylase oxygenase (Stitt
1991). The potential stimulation of net CO2 assimilation due
to atmospheric CO2 enrichment is especially high for species
like beech that have low stomatal and internal conductances to
CO2, and therefore low CO2 concentrations at the chloroplast
(Epron et al. 1995). However, this primary stimulation often
diminishes with time of exposure to elevated CO2. The nature
of this so-called acclimation or down-regulation of photosyn-
thesis continues to be debated and may sometimes reflect
artefacts induced by the experimental conditions (Ceulemans
and Mousseau 1994, Gunderson and Wullschleger 1994). Un-
til recently, most studies on the responses of tree photosynthe-
sis to elevated CO2 have been done with seedlings grown for a
few months under artificial climatic conditions with a re-
stricted rooting volume. It is unclear, therefore, whether a
decrease in photosynthetic capacity will occur under field
conditions. However, in one field study, with yellow poplars
and white oaks planted directly in the ground, no photosyn-
thetic acclimation was observed (Gunderson et al. 1993).

Beech (Fagus sylvatica L.) is a major deciduous forest tree
species in western Europe. Previously, it has been shown that
beech seedlings grown in pots exhibit a large increase in total
biomass (60%) and a sharp increase in whole-plant carbon
assimilation after one growing season in CO2 at twice the
ambient atmospheric concentration (El Kohen et al. 1993). In
the present study, beech saplings were planted directly in the
ground at high density in an experimental design that realisti-
cally mimicked field conditions. Because the main charac-
teristics of beech leaves are fixed during the early stages of leaf
initiation (Eschrich et al. 1989, Thiebaut et al. 1990), measure-
ments were carried out during the second season of growth in
elevated or ambient CO2. We examined the long-term effect of
a doubling of atmospheric CO2 concentration on seasonal
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variation in photosynthesis of two physiologically distinct
types of beech leaves. To separate possible stomatal effects
from true photosynthetic acclimation, photosynthetic capacity
was assessed by mean of oxygen evolution rates at saturating
irradiance and CO2. The effects of elevated CO2 on leaf nitro-
gen content, chlorophyll content and leaf mass per unit area,
which are some of the major leaf characteristics linked to
photosynthetic processes, were also investigated. The aim of
this study was to test whether the photosynthetic capacity of
field-grown saplings remains unaffected after a two-year expo-
sure to elevated CO2.

Materials and methods

Plant material and experimental design

Beech seedlings were grown from seeds in a commercial forest
nursery (Pépinière Bouchery et Fils, Crouy sur Cosson,
France) for two years. The saplings were transplanted, while
dormant, to trenches (1 m deep, 1 m wide and 2 m long) in a
meadow of the Orsay University (48° N, 2° E). A cement wall
was built around each trench, and the bottoms of the trenches
were filled with a 15-cm layer of gravel. These physical barri-
ers prevented roots from growing out of the trenches. The
trenches were covered with small, naturally illuminated green-
houses (1.8 m high, 1 m wide and 2 m long) that were open
sided and constantly ventilated with outside air at a flow rate
of 5.7 m3 min−1. The greenhouses were made from transparent
polypropylene film (28 µm thickness) glued to aluminum
frames.

Saplings were planted at high density (100 per m2) in a
sandy soil (clay 11%, silt 23%, sand 64%, soil organic matter
1.4% and total nitrogen 0.09%) without the addition of fertil-
izer. High densities (up to 300 per m2) are common in naturally
regenerating forests and may be maintained for more than
three years (Oswald 1981). Plants were watered two or three
times a week depending on weather conditions. Day and night
temperatures inside the greenhouses ranged from 10 to 38 °C
and 5 to 22 °C, respectively, during the growing season. High
irradiances caused the air temperature inside the greenhouse to
increase up to 4 °C above the outside air temperature, but
temperature differences between the greenhouses were less
than 0.5 °C. The photosynthetic photon flux density was at-
tenuated by 15 to 20% by the polypropylene film, but the
difference between the greenhouses never exceeded 10%.

Elevated CO2 concentrations in the greenhouse were estab-
lished by injecting pure industrial CO2 at the blower inlet at a
constant flow rate of 2 dm3 min−1. Therefore, the concentra-
tions of atmospheric CO2 in this study were ambient and
ambient + 350 ppm (elevated). The CO2 enrichment was initi-
ated when the saplings were transplanted (March 1992), and
was maintained day and night for 20 months with regular
monitoring with an infrared gas analyzer.

Leaf photosynthesis

During the second growing season, net CO2 assimilation and
transpiration rates of sun-exposed, attached, and fully ex-
panded leaves were measured with a portable gas exchange

system (Model CI301, CID Inc., Vancouver, WA). Gas ex-
change was measured before noon under saturating solar irra-
diance (> 1600 µmol m−2 s−1) at ambient atmospheric CO2
concentration. Stomatal conductance was derived from tran-
spiration data according to standard equations (Von Caem-
merer and Farquhar 1981).

Measurements of photosynthetic O2 evolution rates were
made at 30 °C in a leaf disc electrode chamber (LD2, Han-
satech, Norfolk, England) filled with water-saturated air con-
taining 5% CO2 and 19% O2 (it had previously been
determined that 5% CO2 was saturating for photosynthesis in
well-watered beech leaves). Light was provided at the top of
the chamber by a slide projector and a mirror. The photon flux
density (PFD) at the leaf disc level was 1200 µmol m−2 s−1.
Preliminary light response curves indicated that photosynthe-
sis was saturated at PFDs above 900 µmol m−2 s−1. Measure-
ments were carried out on leaf discs (9.8 cm2) punched from
sun-exposed, fully expanded leaves. Leaves were harvested at
dawn and stored in darkness in a humidified petri dish until
measurements were made (not more than 6 h after excision). It
was determined that the potential rate of O2 evolution did not
change during the storage period. Leaf discs were illuminated
for 30 to 40 min until a steady-state rate of O2 evolution was
observed, and then darkened for at least 5 min before dark
respiration was measured.

Leaf characteristics

Following the measurement of maximal rates of photosyn-
thetic O2 evolution, chlorophyll content was determined. A
small part of the leaf disc (1.13 cm2) was extracted in 3 ml of
dimethylsulfoxide at 65 °C for at least 90 min (Hiscox and
Israelstam 1979). The remaining part of the leaf disc was
weighed after oven drying at 60 °C for 48 h and dry mass was
used to calculated leaf mass per unit area (LMA). Finally, the
dry leaf material was ground and sent to the service central
d’Analyse of the Centre National de la Recherche Scientifique,
(Vernaison, France) for the catharometric determination of
nitrogen content.

Plant growth

Stem height (h) and diameter (d) were measured periodically
on 15 plants during the second season of growth. The same
group of plants was used during the whole season. The volume
index (hd2) was computed and a highly significant linear
regression found between the index and aboveground plant dry
mass (DM): DM = 0.23 hd2 (r = 0.96, P < 0.001, data not
shown). The linear regression did not differ between the treat-
ments. The volume index and the shoot dry mass of all saplings
were determined at the end of the growing season. Therefore,
the volume index rather than the calculated dry mass is pre-
sented in Figure 1 (periodic measurements), because the re-
gression was established at the final harvest. All leaves and
roots were collected, and mean leaf area per plant and mean
root dry mass per plant were calculated from the total harvest
divided by the number of plants. Root collection was achieved
by excavating a 2-m3 soil volume from beneath each green-
house.
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Data analysis

There was only one greenhouse for each CO2 treatment, with
the consequence that statistical analysis allowed comparisons
only between greenhouses. However, initial soil charac-
teristics, the irrigation procedure, as well as air temperature
and PFD at plant level, were virtually the same in the two
greenhouses. Therefore, differences between the greenhouses
in plant characteristics are most probably attributable to differ-
ences in the CO2 concentration of the air.

Means of six (O2 evolution rates, LMA, nitrogen and chlo-
rophyll contents) or 16 replicates (gas exchange measure-
ments) were calculated with their standard errors. All data
were subjected to one-way (CO2 treatment) or two-way (CO2
treatment and flush) analysis of variance. Separate analyses
were performed for each sampling date. Differences were
considered statistically significant when P < 0.05.

Results

At the beginning of the second growing season, bud break
occurred at the end of April and was neither advanced nor
delayed by elevated CO2. The second flush of shoot growth
began in the middle of June. At the end of the second growing
season, leaves of the second flush represented 20% of mean
plant leaf area in both the ambient and elevated CO2 treat-
ments. The mean leaf area per plant determined from litter
collection at the end of the second growing season was in-
creased by elevated CO2 (53%, Table 1). This increase was due
almost entirely to an increase in the number of leaves per plant.
The increase with time in aboveground dry mass during the
second year of the experiment was estimated from stem height
and diameter measurements (volume index) of 15 plants per
treatment (Figure 1). The growth of the aboveground parts of
the plants was strongly reduced after July in both ambient and
elevated CO2. The saplings grown in elevated CO2 always had
a higher volume index than saplings grown in ambient CO2,
but the differences were not significant because of large be-

tween-plant differences and the small sample size. At the end
of the second growing season, all plants were harvested for the
determination of dry mass and, with this larger sample, shoot
dry mass was significantly (P < 0.001) higher (90%) in the
elevated CO2 treatment than in the ambient CO2 treatment
(Table 1). Leaf and root dry mass were 67 and 124% higher,
respectively, in the elevated CO2 treatment than in the ambient
CO2 treatment (Table 1).

Periodic measurements throughout the second growing sea-
son indicated that leaf mass per unit area (LMA) was signifi-
cantly (P < 0.05) higher in plants grown in elevated CO2 than
in plants grown in ambient CO2, except in May (Day 125,
Figure 2). Similarly, the leaves of the second flush had a
significantly (P < 0.05) higher LMA than the leaves of the first
flush in both ambient and elevated CO2, except in July (Day
198, Figure 2). Leaf nitrogen content per unit area did not
differ significantly with CO2 treatment, except in June (Day
168) and July (Day 198) when saplings grown in elevated CO2
had more leaf nitrogen than saplings grown in ambient CO2 (P
< 0.01, Figure 2). Leaves of the second flush of shoot growth
had similar amounts of nitrogen to leaves of the first flush.

The chlorophyll content per unit area was slightly lower in
saplings grown in elevated CO2 than in saplings grown in
ambient CO2. The leaves of the second flush had less chloro-
phyll per unit area than the leaves of the first flush (P < 0.001,
Figure 3). When expressed on a per unit nitrogen basis, the
amount of chlorophyll in plants grown in elevated CO2 was
less than that in plants grown in ambient CO2 (P < 0.05), except
in August, Day 218, (Figure 3). The difference was less pro-
nounced in leaves of the second flush than in leaves of the first
flush. Leaves of the second flush also differed from leaves of
the first flush in having less chlorophyll per unit nitrogen (P <
0.001, Figure 3).

Increasing the CO2 concentration of the air had no signifi-
cant effect on the maximal rate of net photosynthetic O2 evo-
lution measured at saturating irradiance and CO2 (Figure 4). At
the beginning of the growing season, the rates of oxygen
evolution were slightly higher in saplings grown in elevated
CO2 than in saplings grown in ambient CO2 (P = 0.072 in July,
Day 198), but became slightly though not significantly lower
after July in the leaves of both the first and second flushes (P
= 0.092 in August and P = 0.051 in September, Days 218 and

Figure 1. Volume index (hd2) during the second growing season of
beech saplings grown in ambient (s) or elevated (d) CO2 . Values are
means of 15 replicates. The vertical bars are equal to one half of the
standard error.

Table 1. Mean leaf area per plant and mean shoot, root and leaf dry
mass at the end of the second growing season in beech saplings grown
in ambient or elevated CO2. Values are means and standard errors for
all saplings. Different letters indicate significant differences between
CO2 treatments at P < 0.001. No statistics could be calculated for leaf
area and leaf and root dry mass because leaves and roots were com-
bined on collection.

Ambient CO2 Elevated CO2

Shoot dry mass (g) 11.7 ± 0.54 a 22.4 ± 2.22 b
Root dry mass (g) 11.5 25.8
Leaf dry mass (g)  3.7  6.2
Leaf area (dm2)  9.2 14.1
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Figure 2. Leaf mass per unit area (a, b)
and leaf nitrogen per unit area (c, d) in
leaves of the first (a, c) and second (b, d)
growth flush during the second growing
season of beech saplings grown in ambi-
ent (s) or elevated (d) CO2. Values are
means of six replicates and vertical bars
equal the standard errors.

Figure 3. Amounts of chlorophyll per
unit area (a, b) and per unit nitrogen (c,
d) in leaves of the first (a, c) and the sec-
ond (b, d) growth flush during the sec-
ond growing season of beech saplings
grown in ambient (s) or elevated (d)
CO2. Values are means of six replicates
and vertical bars equal the standard error.
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257, respectively). The leaves of the second flush had slightly
higher maximal rates of O2 evolution than the leaves of the first
flush (up to 20 µmol m−2 s−1) later in the season. Thus, the
leaves of the second flush had lower rates of O2 evolution than
the leaves of the first flush in July (Day 198, P < 0.01), but the
reverse was observed in September and October (P < 0.01,
Days 257 and 293, respectively). The rate of O2 consumption
in darkness was similar in both kinds of leaves during the
whole growing season (about 2 µmol m−2 s−1, data not shown).
Thus, both the net and the gross O2 evolution rates showed a
similar trend. 

Leaf gas exchange of sunlit leaves was measured before
noon with saturating irradiance at ambient atmospheric CO2
concentration. Under these conditions, both net CO2 assimila-
tion rates and stomatal conductances were unaffected by CO2
concentration during growth at the beginning of July (Table 2).
But in late August, second flush leaves of plants grown in
elevated CO2 had lower rates of net CO2 assimilation than
leaves of plants grown in ambient CO2 (P < 0.05, Table 2).
Measurements on sunlit leaves of the first flush were not made
at this time of the year because of intermittent self-shading.
The large difference in net CO2 assimilation rates between
leaves of the first and second flushes in early July (P < 0.001,
Table 2), which was not a reflection of a difference in stomatal
conductance, was in agreement with the lower photosynthetic
capacity of young leaves of the second flush (Figure 4).

Discussion

Differences between leaves of the first and the second
growth flush

Morphological differences between leaves of the first and
second growth flush of beech have already been reported.
Thicker leaves, mainly because of an increase in the thickness
of both palisade (more cell layers) and spongy parenchyma,
are characteristic of the second flush of beech (Roy et al. 1986,
Thiebaut et al. 1990). In the present study, the higher leaf mass
per unit area in leaves of the second flush compared to those

of the first flush suggests a greater leaf thickness.
Higher mass and lower chlorophyll content per unit area in

leaves of the second flush compared to leaves of the first flush
led to much lower chlorophyll concentrations expressed on a
dry mass basis. This may reflect physiological differences
between leaves of the first and second flushes. A lower LMA
and a higher chlorophyll concentration are among the charac-
teristics that often distinguish sun leaves from shade leaves
(Boardman 1977). The leaves of the first flush also had more
chlorophyll per unit nitrogen than leaves of the second flush.
The decrease in the ratio of nitrogen to chlorophyll, and hence
in the allocation of nitrogen to light trapping (Seemann et al.
1987, Evans 1989, Ellsworth and Reich 1992), is another
indication that leaves of the second flush exhibit more distinct
sun-leaf characteristic than leaves of the first flush, although
leaves of both flushes were exposed to full sun light.

Sun leaves are known to have a higher photosynthetic capac-
ity than shade leaves (Boardman 1977, Seemann et al. 1987).
It has also been reported that leaves of the second flush have a
higher rate of photosynthesis at saturating irradiance than
leaves of the first flush (Roy et al. 1986). A similar a difference

Figure 4. Maximal rate of photosynthetic O2
evolution in leaves of the first (a) and second
(b) growth flush during the second growing
season of beech saplings grown in ambient
(s) or elevated (d) CO2. Values are means
of six replicates and vertical bars equal the
standard error.

Table 2. Net CO2 assimilation rate (A) and stomatal conductance (gw)
measured before noon with saturating irradiance at ambient atmos-
pheric CO2 concentration in sunlit leaves of beech saplings grown in
ambient or elevated CO2. Values are means and standard errors for 16
replicates. Different letters indicate significant differences between
CO2 treatments or growth flushes at P ≤ 0.05. Separate analyses were
performed for each sampling date.

A (µmol m−2 s−1) gw (mmol m−2 s−1)

Flush 1 Flush 2 Flush 1 Flush 2

July 8 (Day 189)
Ambient CO2 11.5 ± 0.74 a 6.1 ± 0.62 b 127 ± 7.2 a 112 ± 3.8 a
Elevated CO2 11.1 ± 0.64 a 6.8 ± 0.67 b 114 ±7.3 a 113 ± 6.1 a

August 20 (Day 232)
Ambient CO2 7.9 ± 0.49 a  71± 5.3 a
Elevated CO2 6.6 ± 0.31 b  63 ± 3.2 a
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between growth flushes in maximal rate of photosynthetic O2
evolution at saturating irradiance and CO2 was observed in the
present study during September and October. However, the
opposite was observed in July, and no difference was observed
in August. Thus it appears that differences between growth
flushes in maximal photosynthetic rate reflect differences in
leaf age not intrinsic physiology.

Nevertheless, differences in leaf mass per unit area, chloro-
phyll concentration and amount of chlorophyll per unit nitro-
gen, the reported anatomical differences (Roy et al. 1986,
Thiebaut et al. 1990), and the fact that the first flush is plagiot-
ropic whereas the second flush is orthotropic (Thiebaut 1982),
suggest that leaves of the second flush are better adapted to
high irradiances than leaves of the first flush.

Effects of elevated CO2 on leaf characteristics

In beech, morphological and anatomical differences between
leaves of the first and the second flushes (Thiebaut et al. 1990)
as well as differences between sun and shade leaves (Eschrich
et al. 1989) appear to be related to differences in environmental
conditions during leaf initiation rather than during leaf emer-
gence. Because leaves harvested during the second growing
season had been initiated and maintained throughout in either
ambient or elevated atmospheric CO2, we assume that both the
short- and long-term effects of CO2 concentration on leaf
characteristics were fully expressed.

An increase in leaf mass per unit area is a common response
to CO2 enrichment (Mousseau and Saugier 1992). However, it
is unclear whether this response is mainly attributable to accu-
mulations of starch or other nonstructural carbohydrates
(Delucia et al. 1985, Wong 1990), or to an increase in leaf
thickness caused by an increase in the number of palisade cell
layers (Thomas and Harvey 1983). In any case, the increase in
LMA led to a slight decrease in nitrogen concentration per unit
dry mass, which was mostly attributable to a dilution effect,
because nitrogen content per unit area either increased or
remained unchanged in response to elevated CO2. In contrast,
the decline in leaf chlorophyll per unit dry mass in response to
CO2 enrichment cannot be solely explained by a dilution effect
because chlorophyll per unit area also decreased in response to
CO2 enrichment. Such a decrease in leaf chlorophyll has fre-
quently been reported in young plants in response to elevated
CO2 (Delucia et al. 1985, Houpis et al. 1988, Wullschleger et
al. 1992) and may have some physiological significance. The
finding in this study that leaf chlorophyll per unit nitrogen was
reduced by atmospheric CO2 enrichment suggests that elevated
CO2 causes less nitrogen to be invested in the light reactions of
photosynthesis. A decrease in nitrogen invested in Rubisco has
frequently been reported in plants grown in elevated CO2 (Sage
et al. 1989, Tissue et al. 1993). It is unlikely, therefore, that the
decrease in the proportion of nitrogen invested in light trapping
was balanced by an increase in the proportion of nitrogen
invested in Rubisco. We postulate, instead, that nitrogen is
allocated to nonphotosynthetic functions of leaves, rather than
to primary photosynthetic processes. In pea leaves exposed to
high CO2 concentrations, the relative abundance of the chloro-
plast phosphate translocator, starch phosphorylase and ADP-

glucose pyrophosphorylase increased with atmospheric CO2
enrichment (Rivière and Betsche 1994). This may reflect a
higher requirement for proteins involved in carbohydrate me-
tabolism and export arising from a higher rate of carbohydrate
synthesis in plants grown in elevated CO2. 

Effects of elevated CO2 on leaf photosynthesis

It has often been reported that trees exposed to elevated CO2
for a period of weeks or months exhibit a decrease in photo-
synthesis, and this has been described as an acclimation proc-
ess (for recent reviews see Ceulemans and Mousseau 1994 and
Gunderson and Wullschleger 1994). Gunderson and Wull-
schleger (1994) show that, in most of the tree species tested
(80%), there is a decline in net photosynthesis measured at
ambient CO2 when plants are grown in elevated CO2. However,
in some studies, photosynthetic capacity was unaffected by the
growth concentration of CO2 (Norby and O’Neill 1989, Curtis
and Terry 1992, Epron et al. 1994). In the present study, early
summer photosynthetic capacity measured at saturating irradi-
ance and CO2 was slightly but not significantly higher in beech
saplings grown in elevated CO2 than in ambient CO2. The lack
of photosynthetic acclimation during the first months of the
second year was confirmed by measuring net CO2 assimilation
rates at ambient CO2 concentration. As pointed out by Gunder-
son and Wullschleger (1994), comparing CO2 assimilation
rates of plants grown at different CO2 concentrations at the
ambient CO2 concentration is more convenient for assessing
photosynthetic acclimation than measuring CO2 assimilation
rate at the respective growth CO2 concentrations. The lack of
acclimation observed in the present study indicates that photo-
synthetic capacity can be maintained for two years in elevated
CO2, and is consistent with previous results on potted beech
seedlings (El Kohen et al. 1993) and on branches of beech trees
exposed to elevated CO2 (Dufrêne et al. 1993).

However, evidence of photosynthetic acclimation during the
second part of the summer is suggested in Figure 3. The
decrease evident at the beginning of August in the maximal
rate of photosynthetic O2 evolution in second flush leaves of
plants grown in elevated CO2 was confirmed by measurements
in ambient CO2.

The acclimation process has often been related to source--
sink imbalance (Arp 1991, Stitt 1991). Restricted rooting vol-
ume is one of the main factors in photosynthetic acclimation
(Thomas and Strain 1991). However, such limitations were
unlikely in this study because the experimental saplings were
planted in the ground. It has been suggested that species able
to initiate new sinks in response to an increase in carbohydrate
availability will show no decrease in photosynthetic capacity.
This was typically the case for Quercus alba (Norby and
O’Neill 1989) and Quercus petraea (Epron et al. 1994). Be-
cause beech saplings are capable of more than one growth
flush in a season, they have the potential to utilize a CO2-in-
duced surplus of carbohydrate in early summer. Because the
increase in aboveground biomass slowed strongly at the end of
July in beech, whether grown in ambient or elevated CO2, we
postulate that the late-season acclimation of photosynthesis
was related to growth cessation.
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Conclusion

Our results suggest that effects of elevated CO2 on leaf photo-
synthetic capacity are time-dependent during the growing sea-
son and that a sustained increase in net CO2 assimilation over
the whole season is unlikely. Because we demonstrated that
photosynthetic acclimation to elevated CO2 may occur in field-
grown trees, the time-dependent pattern of the process must be
taken into account when attempting to predict ecosystem re-
sponses to global changes and the potential for carbon acqui-
sition and sequestration by forest ecosystems.
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PLANETARY SCIENCE

Shock compression of stishovite
and melting of silica at planetary
interior conditions
M. Millot,1,2* N. Dubrovinskaia,3 A. Černok,4 S. Blaha,4 L. Dubrovinsky,4 D. G. Braun,1

P. M. Celliers,1 G. W. Collins,1 J. H. Eggert,1 R. Jeanloz2

Deep inside planets, extreme density, pressure, and temperature strongly modify the
properties of the constituent materials. In particular, how much heat solids can sustain
before melting under pressure is key to determining a planet’s internal structure and
evolution. We report laser-driven shock experiments on fused silica, a-quartz, and
stishovite yielding equation-of-state and electronic conductivity data at unprecedented
conditions and showing that the melting temperature of SiO2 rises to 8300 K at a pressure
of 500 gigapascals, comparable to the core-mantle boundary conditions for a 5–Earth
mass super-Earth. We show that mantle silicates and core metal have comparable melting
temperatures above 500 to 700 gigapascals, which could favor long-lived magma oceans
for large terrestrial planets with implications for planetary magnetic-field generation in
silicate magma layers deep inside such planets.

U
nderstanding the structure, formation, and
evolution of giant planets and extrasolar
terrestrial planets (super-Earths) discovered
to date requires knowledge of the prop-
erties of basic constituents such as iron,

magnesium oxide, and silica at the relevant ex-
treme conditions, including pressures of 100s
to 1000s of GPa. Melting is arguably the most
important process determining the physical and
chemical evolution of planetary interiors, as dif-
ferentiation of a terrestrial planet into a dense
metallic core surrounded by rocky mantle and
atmosphere proceeds by gravitational separation
of a liquid phase (1). Moreover, giant impacts dur-
ing the terminal stages of planetary formation
can cause large-scale melting and generate a
magma ocean encompassingmuch of the planet’s
rocky constituents (2, 3). As mantle viscosity typ-
ically increases by more than 10 to 15 orders of
magnitude upon solidification (4), the poten-
tial freezing of this magma ocean would greatly
influence the planet’s subsequent thermal evo-
lution, geochemistry, and magnetic field.
We used shock compression of fused silica,

a-quartz, and stishovite to document the pressure-
density-temperature equation-of-state and opti-
cal properties (hence, electronic conductivity) of
SiO2. Stishovite’s high initial density allowed us
to access unprecedented high densities, which
extended the experimental melting line of SiO2

to more than 500 GPa. In combination with
melting data for other oxides and iron, the high-
pressure measurements provide constraints on
the thermal structure and evolution of rocky plan-

ets and provide a benchmark for future theoret-
ical (e.g., first-principles molecular dynamics), as
well as experimental studies.
We used a TW-power laser pulse to send a

strong, but decaying, shock through a planar tar-
get assembly (Fig. 1, A and B) (5). Nanosecond
streaked optical pyrometry (SOP) and Doppler
velocity interferometry (VISAR) recorded the
shock-front velocity, reflectivity, and thermal emis-
sion as a function of time (Fig. 1, C and D). We
applied impedance matching to obtain pressure-
density data up to 2.5 TPa along the locus of
shock (Hugoniot) states of stishovite (Fig. 2A and
fig. S7). Then, following the decay of the com-
pression wave as it traveled through the target,
we obtained continuous measurements of the

temperature T and reflectivity R as a function of
the shock velocity US along the Hugoniot for
three different starting materials: stishovite,
a-quartz, and fused silica (initial densities of
4.29, 2.65, and 2.20 g/cm3) (Fig. 2, B and C).
Using pressure-density Hugoniot data to associ-
ate shock velocities with pressure, density, and
internal energy, we can then relate themeasured
shock temperatures along the three Hugoniots
with their respective pressure, density, and in-
ternal energy.
Shock temperature rises with increasing pres-

sure to accommodate the increase of internal
energy in excess of the compression work, in the
absence of phase transitions or chemical reaction:
Kinks in the temperature versus pressure are due
to latent heat associated with phase changes. Our
data for fused-silica and a-quartz (figs. S8 and S9
and Fig. 3A) match well with previous observa-
tions of temperature reversals (6–9) and sound
speed discontinuities upon melting near 70 and
120 GPa (10). In addition, we observed a shock
temperature plateau at 8300 T 300 K and 500 T
30GPa along the stishoviteHugoniot (Figs. 2B and
3A) that we interpret as melting: an interpretation
supported by previous shock data (6, 7, 9, 11),
static compression experiments at lower pressure
(12, 13), as well as qualitative velocimetry signa-
tures that differentiate shock breakouts from
solid and liquid silica (fig. S10). We fit the dynamic
compression data and the coesite-stishovite–
liquid silica triple point from static compres-
sion (14) (Fig. 3A), using Simon’s equation (5)
obtaining the temperature (Tm) (in Kelvins) as a
function of the melting pressure (Pm) (in GPa),
Tm = 1968.5 + 307.8 Pm

0.485.
The onset of optical reflectivity when silica is

shock compressed above ~10,000 K along the
stishovite Hugoniot (Fig. 2C) reveals the transi-
tion to an electrically conducting state. Electronic
conductivities estimated with a Drude model and
assuming a strong-scattering regime (Ioffe-Regel
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Fig. 1. Experimental concept and ultrafast op-
tical diagnostic data. (A) A large transparent
stishovite single crystal synthesized at 13.5 GPa
and 1800 K (5). (B) An intense laser pulse im-
pinging on the ablator sends a strong unsupported
shockwave through the planar package (18) (not
shown to scale). (C) VISAR line-imaging velocity
record and inferred shock velocity (green curve,
scale on right). (D) Corresponding raw SOP image
and lineout (right). After arriving in the quartz at
1 ns, the shock travels through the stishovite be-
fore breaking out at 27.5 ns.VISAR fringes vanish
at ~15 ns, marking changes in optical properties
associated with the threshold in electrical conductivity. Melting is evident from a thermal anomaly
attributed to latent heat and seen here as a change in the decay of the Hugoniot temperature and the
recovery of VISAR fringes upon breakout into vacuum (5).
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limit) increase with temperature to ~5 × 105 S/m
and approach predicted values for liquid iron at
TPa pressures ~106 S/m (15) (fig. S12). Such high
values of electrical conductivity imply that liquid
silicates could contribute to dynamo generation
of magnetic fields inside large planets (16).
Dense liquid silica is also found to have an

anomalously high specific heat right above the
melting point (fig. S13). The shock temperature

along the stishovite Hugoniot increases at a
slower rate than predicted by the ANEOSmodel,
which is based on the classical Dulong-Petit limit
for the specific heat: CV = 3nTkB, where n is
the number of ions and kB is the Boltzmann
constant (9, 17, 18). This reveals additional
degrees of freedom in the fluid, possibly includ-
ing both configurational and electronic contri-
butions. The emergence of a complex, polymeric

fluid right above the melting temperature may
offer one explanation (9, 18).
In combination with other recent measure-

ments (19), we therefore conclude that silica and
magnesium oxide are solid in the deep interior
of icy giants like Uranus and Neptune, as well
as—with extrapolation—in the rocky core of
Saturn and Jupiter (Fig. 3B). This is particularly
interesting as silicates are expected to dissociate

SCIENCE sciencemag.org 23 JANUARY 2015 • VOL 347 ISSUE 6220 419

Fig. 3. Melting line of silica at
planetary interior conditions
determined by shock compres-
sion experiments. (A) The shock
temperature plateau at 500 GPa
reveals the crossing of the stish-
ovite Hugoniot (blue) with the
silica melting line.The data for
a-quartz (red) and fused silica
(gray) reproduce the strong
temperature reversal upon
melting observed with gas-gun
experiments (6, 7) (squares and
triangles). A Simon fit of the shock
and static compression data
(12, 14) (diamond, dots) provides a
melting line up to TPa pressure
(green line and shaded 1 s uncer-
tainty).Thick gray lines are known
and predicted solid-phase boundaries (27). Dotted blue, red, and black lines are
calculated Hugoniot curves below melting for stishovite (5), quartz (8), and
fused silica (24). Predicted fluid properties are shown as the Hugoniot calcu-
lated from the ANEOS model (17) (blue dash-dotted) and the classical mo-
lecular dynamics melting line (28) (dotted green). (B) New experimental SiO2

melting line and coremantle boundaries (gray circles) for Earth (E), Uranus (U)

(29), Neptune (N) (29), Saturn (S) (21), and Jupiter (J) (21); melting lines of
MgO, MgSiO3, and Fe (dashed when extrapolated) (5) are shown for com-
parison. Top scale relates the pressure at the core-mantle boundary to the
mass of Earth-like large exoplanets (30). (Inset) Discovered super-Earths and
mass-radius relation for pure iron,water, or Earth-like structure that allow us to
identify potentially rocky exoplanets (5).
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Fig. 2. Shock compression of stishovite. (A) Pressure-density experimen-
tal data for stishovite and simple piecewise fit are in good agreement with
previous gas-gun data (23) and a theoretical model (24). Fused silica (24)
and a-quartz (25, 26) are plotted for comparison. (B) Shock temperature
versus shock velocity (US) for stishovite, the plateau at 8300 T 300 K de-
fining the thermal anomaly attributed to melting. Colors refer to four dif-
ferent experiments with single crystals. (C) Shock front reflectivity at 532 nm
versusUS.The rapid rise above 18 km/s reveals that SiO2 becomes electrically
conducting. The expected level of reflectivity if SiO2 stayed a transparent
insulator is shown for comparison (5) (black dash-dotted line).



into MgO and SiO2 at TPa pressures (20). Solid
cores in these planets would not participate in
magnetic field generation and may be more re-
sistant to erosion by the surrounding fluids (21).
Because rocky super-Earths are probably mol-

ten at the end of their accretion and many of
them are expected to have high surface temper-
ature, melting of silicates can regulate planetary
evolution through control of internal heat flow.
In particular, several mechanisms may tend to
pin the core-mantle boundary temperature to
the silicate melting line (4). If we overlook alloy-
ing effects and solidus-liquidus differences, our
high-pressuremeasurements can thus be used to
compare the melting behavior of silicates and
iron alloys up to the terapascal range (Fig. 3 and
fig. S14). As ironmelts at lower temperature than
silica up to ~0.6 TPa, an Earth-like structure with
an iron-rich liquid outer core surrounded by a
solid silicate mantle could subsist in a super-Earth
up to ~5 Earth masses (ME), such as exoplanets
Kepler 102-d, Kepler 10 b, and Corot 7b (inset in
Fig. 3B). In contrast, larger rocky exoplanets, like
Kepler 20-b or 55 Cnc e, would likely have an
extended basal magma ocean in the lower mantle
that could affect their magnetic field and rein-
force tidal response (22).
We find that molten silicate deep within large

planetary mantles, in general, can contribute to
magnetic field generation like the iron-rich liq-
uid in the planetary cores. Magnetic fields pro-
vide information about the interior dynamics
of planets and are potentially observable for
exoplanets. Our discovery of conductive liquid
silica at high pressures suggests a need to in-
vestigate planetary structuremodels that include
multiple layers of conductive fluids.
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MAGNETIC MATERIALS

Tilt engineering of spontaneous
polarization and magnetization above
300 K in a bulk layered perovskite
Michael J. Pitcher,1 Pranab Mandal,1 Matthew S. Dyer,1 Jonathan Alaria,2 Pavel Borisov,1*
Hongjun Niu,1 John B. Claridge,1† Matthew J. Rosseinsky1†

Crystalline materials that combine electrical polarization and magnetization could be
advantageous in applications such as information storage, but these properties are usually
considered to have incompatible chemical bonding and electronic requirements. Recent
theoretical work on perovskite materials suggested a route for combining both properties.
We used crystal chemistry to engineer specific atomic displacements in a layered perovskite,
(CaySr1–y)1.15Tb1.85Fe2O7, that change its symmetry and simultaneously generate electrical
polarization and magnetization above room temperature. The two resulting properties are
magnetoelectrically coupled as they arise from the same displacements.

F
or many technical applications, crystalline
solidsmust combine distinct properties. For
example, in thermoelectrics, thermal and
electronic conductivity need to be optimized
simultaneously (1). This level of structure-

property-composition control is particularly dif-
ficult when the properties have antagonistic
chemical requirements. For example, the synthe-
sis of a single phase combining electrical po-
larization P and spontaneous magnetization M
is challenging to achieve because of the distinct
electronic structure requirements for the main
mechanisms producing each property (2); for
example, the closed-shell d0 Ti4+ and s2 Pb2+ cat-
ions, which produce polarization in the ferro-
electric perovskite oxide PbZr1–xTixO3, do not have

the unpaired electrons needed formagnetization
(3). Efficiently combining these two long-range
orders could be useful for multiferroic or mag-
netoelectric (ME) information storage,which could
overcome the drawbacks of ferroelectricmemory
(slowwriting) andmagnetic random accessmem-
ory (high power density) and open the possibility
of four-state memory (4, 5) with reduced energy
consumption. It is possible to combine these
ground states by making composites over a range
of length scales between phases that individually
have the chemistry and, thus, properties required
(6, 7) or by lowering spatial symmetry through the
onset of magnetic order at low temperatures (8).
We use chemical control of the crystal structure of
a single-phasematerial to generate atomicdisplace-
ments that produce both properties simultaneously
in a coupledmanner above room temperature (RT).
The chemical incompatibility between P and

M arises when the ferroelectricity is driven by a
classical gamma point instability (9). Recent
theoretical work (10, 11) has identified that spe-
cific zone-boundary octahedral tilts in an ABO3
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perovskite block coupled to translational sym-
metry breaking [fromA-site order in 1:1 perovskite
heterostructures or the shearing of adjacent

even-numbered (ABO3)n blocks by the interposed
AO rock salt layer of the (AO)(ABO3)nRuddlesden-
Popper (RP) structure (12)] can generate hybrid

improper ferroelectricity (HIF) without requiring
classical zone-center displacements. The polari-
zation in a HIF arises from noncancellation of

SCIENCE sciencemag.org 23 JANUARY 2015 • VOL 347 ISSUE 6220 421

Fig. 1. Crystal chemical engineering of octahedral tilts
in the n = 2 RP structure. Lowest-energy crystal structures
and space group symmetries obtained by DFT calculations
are shown for the previously reported compoundsBaLa2Fe2O7

and SrTb2Fe2O7 and the hypothetical compound CaTb2Fe2O7

where two candidate structures are shown. Reducing the
A-site cation size fromBaLa2Fe2O7 to SrTb2Fe2O7 introduces
a single tilt. DFTcalculations predict that reducing the A-site
cation size further to form CaTb2Fe2O7 would produce a
polar structure in space group A21am with three tilts, which
is found to be lower in energy than the zero, one, or two tilt
structures shown. Tilt axes are shown with arrows and are
labeled according to Glazer notation (22), along with the
space group symbol of the resulting structure. Alkaline
earth atoms are shown in green, lanthanides in purple, and
FeO6 octahedra in brown.

Fig. 2. Onset ofanorderedc+ tilt as a functionofcom-
position in the system [1–x](CaySr1–y)1.15Tb1.85Fe2O7–
[x]Ca3Ti2O7, y = 0.563 and 0.60. (A) Refined
crystal structure of Sr1.1Tb1.9Fe2O7 from NPD,which
exhibits a single (a–b0c0)/(b0a–c0) tilt in space group
P42/mnm, projected along [110] and [001] with
atoms plotted as 99% probability ellipsoids and
FeO6 plotted as solid octahedra. (B) Refined struc-
ture of x = 0.10, y = 0.60 from NPD, a nonpolar two-
plus-disordered-third tilt system (a–a–c<0>)/(a–a–c<0>)
in space group Amam. The disordered c+ tilt, indi-
cated as c<0>, can be described using either ani-
sotropic displacement parameters highly elongated
along the in-plane directions orthogonal to the tilt
axis (used here for simple comparison with the
other materials shown) or with the split site model
shown in fig. S5A. (C) Refined structure of x = 0.20,
y = 0.60, which adopts a polar three-tilt system
(a–a–c+)/(a–a–c+) in space groupA21am. (D) Layer-
by-layer polarization of A21am x = 0.20, y = 0.60,
calculated from the refined structure in (C), showing
a net polarization along the a axis (AE, alkaline earth
oxide; TM, transition metal oxide; Ln, lanthanide
oxide). (E) c/b ratio plotted as a function of com-
position for series y = 0.60 in the range 0.0 ≤ x ≤
0.30at RT,with schematic illustration of the ordered
c+ tilt onset shown (inset). (F) NPD data showing
the emergence of the (313) nuclear Bragg reflection
as polarity increases in the series y = 0.563. The
intensity of this reflection cannot be fitted in Amam
(fig. S8).
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the antiferrodistortive displacements associated
with the tilt at the interfaces between structural
blocks. The structure is an improper ferroelec-
tric, as the primary order parameter is the zone-
boundary octahedral tilting. HIF is rare because
the required structural features are difficult to
attain; for example, via artificial cation order in
thin-film heterostructures (13) or in appropri-
ately tilted bulk n = 2 RP phases, of which there
are only three known examples: the nonmag-
netic phases Ca3Ti2O7 (14), which has switchable
polarization (15), and Ca3Ru2O7 (16), as well as the
low-temperature magnetically ordered phase
Ca3Mn2O7 (17).

The objective of this study is to combine both
polarization and magnetization at RT in a bulk
n = 2 RP oxide through control of composition to
generate the required octahedral tilts in a system
with a strongly magnetic B-site sublattice. For a
magnetically ordered oxide insulator operating
via superexchange, this requirement can be met
by selection of Fe3+ as the B-site cation because of
the good orbital energymatchwith oxide, enhanc-
ing the exchange constant J, and the large S = 5/2
spin of the d5 cations in a mean-field approxi-
mation to the magnetic ordering temperature
Tord ≈ zJS(S + 1)/kB (where z is the number of
nearest neighbor cations and kB is Boltzmann’s

constant). Fe3+-O2–-Fe3+ interactions are dom-
inantly antiferromagnetic (AFM) when driven
by conventional superexchange alone, but anti-
symmetric exchange between two Fe3+ cations
without an inversion center between them can
create canted spontaneousmagnetization via the
Dzyaloshinskii-Moriyamechanism, as in theweak
ferromagnet a-Fe2O3 (18, 19). Imposing the cor-
rect combination of octahedral tilts on anFe3+-based
material could simultaneously generate sponta-
neous magnetization and polarization at RT.
The Fe3+ n = 2 RP phases BaLa2Fe2O7 and

SrLa2Fe2O7 are untilted and adopt the nonpolar
space group I4/mmm (Fig. 1). They order anti-
ferromagnetically below 545 (20) and 535 K (21),
respectively, demonstrating that Fe-based n = 2
RP oxides offer high-temperaturemagnetic order-
ing. Chemical substitutions are required to pro-
duce the three coupled octahedral tilts of the polar
(a–a–c+)/(a–a–c+) tilt system. Here a–a– signifies
out-of-phase tilts of equal magnitude about or-
thogonal axes in the basal plane, and c+ signifies
an in-phase rotation of differentmagnitude about
the stacking axis (22), with the brackets referring
to the two (ABO3)2 blockswithin the unit cell (Fig.
1). Introduction of a smaller lanthanide (Ln)
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Fig. 3. Simultaneous magnetic spin-reorientation transition and onset
of weak ferromagnetism at the transition to a polar crystal structure as
a function of composition. (A) The PBnnm and A21'a'm magnetic structures,
with the magnetic Fe3+ sublattice illustrated as blue and pink arrows. The
transition from the PBnnm to the A21'a'm magnetic structure occurs with
retention of the G-type ordering within the perovskite blocks but changes the
ordering between the blocks (see also fig. S12) to allow spin canting and ME
coupling in the polar materials. (B) Refined antiferromagnetically ordered
(staggered) Fe moment (25) in each magnetic structure from NPD, and canted
moment fromM(H) loops at 300 K, plotted versus composition at RT for series
0.0 ≤ x ≤ 0.30, y = 0.60, showing the onset of the spin-canted A21'a'm structure
at x = 0.13. mB, Bohr magneton; Msat, saturated weak ferromagnetic magneti-
zation. (C) Contour plot constructed from 10 RT NPD patterns in the com-

positional range 0.10 ≤ x ≤ 0.20, y = 0.60 [general materials diffractometer
(GEM), 2q = 35° detector bank], showing themagnetic transitions from theAFM
(PBnnm) structure to the WFM (A21'a'm) structure to paramagnetic (PM) with
increasing x.The magnetic peaks are labeled with their hkl indices to distinguish
them from the nuclear Bragg peaks persisting throughout the composition
range. (D)M(T) data and refined staggered Fe moment from NPD for the polar
phase x=0.18, y=0.60, showing theonset ofWFMatTN=310K, as indicated by
a sharp increase in thermoremanent magnetization (TRM), splitting of the field-
cooled (FC) and zero-field cooled (ZFC) data, and the appearance of magnetic
Bragg peaks from theA21'a'mmagnetic structure in the NPD patterns. (E)M(H)
loops at the MEmeasurement temperature (60 K) for samples of x = 0.13, 0.20
(y = 0.563), with linear contribution subtracted (fig. S25), and nonsubtracted
data with an applied scale factor of 0.12 plotted for x = 0.0, y = 0.563.
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Table 1. Energies of the relaxed structures of CaTb2Fe2O7 with polar and nonpolar tilt schemes.
Energies are calculated by DFT and are quoted relative to the calculated energy in the polar A21am
structure.

Tilt scheme Relative energy (eV/formula unit) BVS (Fe) BVS (Ca) BVS (Tb)

(a–a–c+)/(a–a–c+) 0 2.80 1.80 3.02
(a–a–c0)/(a–a–c0) 0.17 2.99 1.58 2.94
(a–b0c0)/(b0a–c0) 0.10 2.99 1.47 2.99
(a0a0a0)/(a0a0a0) 0.95 3.34 1.16 2.71



cation induces rotation of the octahedral net-
work to reduce the A-site coordination number;
for instance, SrTb2Fe2O7 was reported as a highly
distorted n = 2 RP phase (23) that exhibits a Néel
temperature (TN) of 542K (24), but reinvestigation
of this compoundbydensity functional theory (DFT)
calculations predicts a conventional single octa-
hedral rotation in the nonpolar (a–b0c0)/(b0a–c0)
tilt scheme (Fig. 1). The synthetically accessible
phase was Sr1.1Tb1.9Fe2O7 (figs. S1 and S2) (25),
and its refined crystal structure (Fig. 2A) adopts
the tilt scheme predicted byDFT. The generation
of a polar structure requires two further tilts to
yield the (a–a–c+)/(a–a–c+) tilt system, but this is
not accessible with any Sr/Ln combinationwithin
the stability limits of the n = 2 RP structure (25).
Tilting in perovskites is driven by the need to

compensate for underbonding caused by reduc-
tion of the A-site cation size, so we performed
DFT calculations to evaluate the potential effect
of substituting Ca2+ for Sr2+ in SrTb2Fe2O7 to
afford CaTb2Fe2O7. The calculations show that
Ca2+ is underbonded with less than three tilts [see
bond valence sums (BVSs) in calculated structures
(Table 1)], so introduction of Ca2+ should drive
polarization by inducing a third (c+) tilt. How-
ever, the calculations also indicate that it may be
necessary to compensate the loss of bonding at

Fe3+ to stabilize the polar A21am structure (Fig. 1),
which must be done without destroying the
magnetism. The Tb3+ BVS is satisfied with one
tilt but, unlike the Fe3+ BVS, it is not substantial-
ly affected by the key third (c+) tilt.
We next explored the synthesis of three-tilt

polar n = 2 RP phases. CaTb2Fe2O7 itself could
not be synthesized (because of phase separa-
tion to the n = 1 RP phase plus perovskite), but
additional tilts were induced in the series
(Sr1-yCay)1.15Tb1.85Fe2O7 for 0.55 ≤ y < 0.65 (fig. S3).
Neutron powder diffraction (NPD)measurements
(figs. S6 and S7), which are highly sensitive to
oxygen displacements, showed that these mate-
rials exhibited the two a– tilts shown in Fig. 1 plus
a disordered c+ tilt (26), validating the synthetic
strategy of introducing this in-phase tilt by Ca2+

substitution (Fig. 2B). The disordered nature of
the c+ tilt produced nonpolar Amam symmetry
atRT. TheAmam crystal structurewas unchanged
on cooling to 40 K. The magnetic ordering ex-
hibited by this series was purely antiferromagnetic
and persisted to high temperatures—for instance,
the y = 0.60 member (Ca0.60Sr0.40)1.15Tb1.85Fe2O7

has a TN of 525 K (figs. S7 and S13).
The presence of the disordered third tilt

suggests that the Amam structure in the
(Sr1–yCay)1.15Tb1.85Fe2O7 series is near the target

polar instability. Further substitution of Ca2+

into this series is not possible beyond y = 0.65
(fig. S3), so a different route was needed to order
the c+ tilt and access the polar structure. We
coupled the further substitution of Ca2+ for Sr2+

with the replacement of Fe3+ (r = 0.645Å) with
Ti4+ (r = 0.605Å) (27) to stabilize the structure by
compensating for the underbonding at the B site
that the third tilt brings (Table 1). We synthe-
sized two series of solid solutions between purely
AFM [1–x](CaySr1–y)1.15Tb1.85Fe2O7 (with y = 0.60
or 0.563) and nonmagnetic [x]Ca3Ti2O7 (which
adopts the polar three-tilt structure), which formed
stable n = 2 RP phases across the range 0.0 ≤
x ≤ 0.30. Examination of the variation of the
lattice parameters with x at RT showed a well-
defined minimum and gradient change in the c/b
ratio at x = 0.13 for both the y = 0.60 series (Fig.
2E) and the y = 0.563 series (fig. S22), suggesting
that a compositionally driven structural phase
transition occurred. Refinement of NPD data (fig.
S4) shows that at and beyond this minimum, the
materials with x > 0.13 adopt the targeted polar
A21am RT structure because of the onset of an
ordered c+ tilt, described by the X2

+ distortion
mode (Fig. 2E, inset, and fig. S11) and accom-
panied by a marked increase in the intensity of
the (313) nuclear reflection (Fig. 2F). The refined
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Fig. 4. Phase diagram of the series 0.0 ≤ x ≤ 0.30, y = 0.60 and the
occurrence of ME coupling in the polar and weak ferromagnetic region.
(A) Structural-magnetic phase diagram showing dependence of crystal struc-
ture (polarity), magnetic structure, and magnetization on composition and
temperature in the series [1–x] (CaySr1–y)1.15Tb1.85Fe2O7–[x]Ca3Ti2O7 with y =
0.60. Red triangles, TN from NPD (figs. S13 to S15); blue inverted triangles, Tc+
from c/b ratio plots (fig. S16); black circles, Twfm (onset WFM) from divergence
of field-cooled and zero-field cooled M(T) plots (figs. S17 to S19); open circles,
Tmax from maxima in |∂M(T)/∂T| plots (figs. S17 to S19); black squares, Tb3+

magnetic ordering fromNPD; open squares,Tb3+magnetic ordering fromM(T)
plots. Error bars denote the widths of the observed peaks (Tc+, Twfm, and Tmax)
and the temperature resolution of the NPD patterns (TN). Four distinct regions
are marked by color blocks that correspond to PM/nonpolar (white), PM/polar

(green),A21′a′m/WFM/polar (orange); andPBnnm/AFM/nonpolar (blue). Insets
show the polar-nonpolar transition at 450 K by the temperature dependence of
the lattice parameters (c/b ratio), the ratio of weighted-profile R-factor (Rwp)
values for Amam and A21ammodels, and the presence of WFM at 300 K by
M(H) loop for x = 0.17 (marked with a black arrow on the x axis). (B) Cross
section of the phasediagram (A) at 300K: Saturatedmagneticmoment per Fe
fromM(H) loops (fig. S21) (black squares, with solid line as a guide to the eye)
plotted with calculated polarization (Pcalc) of the refined crystal structure from
NPD (open circles, with dashed line as a guide to the eye) showing the simul-
taneous emergence of magnetization and polarization as x increases, with re-
gions colored to correspondwith thosemapped in (A). (C) LinearMEsusceptibility
a versus composition at 60 and 100 K for the series 0.0 ≤ x ≤ 0.30, y = 0.563,
showing that the ME coupling increases with polarization.
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polar RT structure of x = 0.20, y = 0.60 with the
(a–a–c+)/(a–a–c+) tilt system is shown in Fig. 2C,
alongside the polarization arising from the three
tilts (Fig. 2D), which is amplified by the observed
A-site cation ordering because the smaller and
more highly charged Tb3+ cations preferentially
occupy the lower coordination number A sites in
the rock salt layer (tables S1 and S2). TheRTNPD
refinement of x = 0.17, y = 0.60, which is polar
and weakly ferromagnetic up to 315 K, is shown
in fig. S10. For 0.05 ≤ x ≤ 0.13, the ordering of the
c+ tilt occurs on cooling from RT, with the struc-
tural transition temperature Tc+ signaled by the
same minimum in c/b (figs. S16 and S20).
All of the materials (0.0 ≤ x ≤ 0.30) in both

the (Ca0.60Sr0.40)1.15Tb1.85Fe2O7 (y = 0.60)– and
(Ca0.563Sr0.437)1.15Tb1.85Fe2O7 (y = 0.563)–based
series ordermagnetically. Themagnetic structure
was directly affected by the chemically induced
polar c+ tilt. Materials adopting the nonpolar
Amam crystal structure display AFMorder in the
magnetic space group PBnnm, which has point
symmetry mmm1' (Fig. 3A and fig. S12). This
magnetic symmetry forbids weak ferromagnet-
ism (28) confirmed by the observation of linear
M(H) (where H is magnetic field strength) iso-
therms for phases adopting this structure (Fig. 3E
and fig. S21). The transition into the polar A21am
crystal structure driven by the c+ tilt changed the
magnetic structure, signaled by the appearance
of the strong (102) magnetic Bragg reflection
(Fig. 3C). The tilt drove reorientation of the
spins by 180° between the two perovskite blocks
in the unit cell, affording magnetic space group
A21'a'm (Fig. 3A and fig. S12). The point sym-
metry 2'm'm then permittedweak ferromagnetic
(WFM) canting of the Fe3+ moments in these
polar materials (28), demonstrated by nonlinear,
hysteretic M(H) isotherms for phases adopting
this magnetic structure (Fig. 3E and fig. S21).
The onset of weak ferromagnetism in the dcmag-
netization measurements coincided with the ap-
pearance of the A21'a'm magnetic structure
(Fig. 3B for y = 0.60, and figs. S23 and S24 for
y = 0.563). The Bragg scattering signaling long-
range bulk magnetic order in the polar A21am
crystal structure was accompanied simultaneous-
ly by a sharp increase in M(T) (where T is tem-
perature) because of the spin canting (Fig. 3D).
These observations both show that the observed
magnetization was determined by the bulk mag-
netic structure of the n = 2 RP phase: The weak
ferromagnetism was produced by canting of the
moments in the polar structure due to the c+ tilt.
For compositions with 0.13 < x < 0.20, y = 0.60,
the two magnetic structures coexist at RT, with
the canted magnetic structure becoming dom-
inant when x > 0.15 (Fig. 3B).
We plot TN, Tc+, and temperature dependence

of the magnetic structures determined by neu-
tron diffraction (figs. S13 to 16) together with the
magnetizationonset temperatures (Twfm andTmax)
fromdcM(T) scans (figs. S17 to 19) to produce the
phase diagram in Fig. 4A, which demonstrates
the interplay between c+ tilt, magnetization, and
magnetic structure. The structural and magnetic
properties of the y = 0.563 series are consistent

with those of the y = 0.60 series (figs. S9 and S22
to 24). TN decreases with x from 525 K in x = 0.0,
y = 0.60, as nonmagnetic Ti4+ substitutes for Fe3+,
whereas Tc+ increases because of the higher
Ca2+ content to 693 K for x = 0.30, y = 0.60. These
opposing trends produce four regions in the
phase diagram, with the nature of the magnetic
order controlled by the tilt: Nonpolar AFM or
polarWFMground states are accessible, but there
is no polar AFM state. The coexistence of weak
ferromagnetism and polarization can persist to
330 K in the y = 0.60 series, with nonzero rem-
anent magnetization above RT for the polar com-
positions between 0.13 < x < 0.20 (Fig. 4B). The
c+ tilt thus produces both structurally detect-
able electrical polarization and spontaneous
magnetization at RT for the compositions 0.13 <
x < 0.20, y = 0.60.
The parent composition x = 0.0, y = 0.60 is

located in the nonpolar AFM region of Fig. 4A
and does not show linear ME coupling (fig. S28),
consistent with the magnetic and crystal sym-
metries determined above (28). The symmetry of
the WFM polar structure region permits linear
ME coupling [ME susceptibility a = m0M/E (where
E is electric field strength) (25, 28)], which was
observed in pellets of both series in this region of
the phase diagram (fig. S28 for y = 0.60 and figs.
S29 and S30 for y = 0.563).ME experiments were
conducted at 60 and 100 K, thus avoiding
artifacts caused by leakage currents (fig. S27). A
linear ME coupling was exhibited by all x ≠ 0
compositions in the polar WFM region of the
phase diagram (Fig. 4C). NPD refinements and
M(H) loops at the ME measurement temper-
atures show that these compositions all exhib-
ited the same polar crystal structures and canted
magnetic structures as found at RT (figs. S22, S23,
and S25). The size of the ME coupling increased
with the magnitude of the c+ tilt, despite the com-
plex composition-dependence of the saturated
Fe moment: At 60 K the competition between
increased canting and dilution of the Fe sub-
lattice produces a maximum saturated moment
at x ≈ 0.13 (fig. S26), whereas the maximum a
was observed at x = 0.30 where the c+ tilt am-
plitude is greatest (Fig. 4C). This increase in a
with x shows that the enhanced tilt (Tc+ increased
with x), which induced both polarization and
magnetization, overcame the reduced strength of
the magnetic exchange (TN decreased with x)
and controlled the ME coupling, in accordance
with the x dependence of the structural andmag-
netic phase boundaries seen in Fig. 4A.
A single set of cooperative atomicmotions (the

c+ tilt) was imposed by designed chemical substi-
tution into the parent n = 2 Ruddlesden-Popper
A3B2O7 structure to produce RT polarization and
magnetization simultaneously. As these two of-
ten antagonistic order parameters both arise from
the chemically driven tilting of the oxygen net-
work, ensuring that the resulting polarization is
large enough to be structurally detectable, their
coupling is observed in the ME response, al-
though the magnetization arises from the Fe 3d
electrons, whereas the polarization is produced
by relative displacement of all of the constituent

ions. Ferroelectric switching of the polarization
will require higher electric fields than we access
here, enabled by ceramic engineering tominimize
loss (29). Using a strongly magnetic B-site sub-
lattice alongwith theA-site composition to control
the tilt structure, we synthesized materials that
are both polar andweakly ferromagnetic at up to
330 K over a range of compositions, revealing the
potential of crystal-chemically–driven symmetry
control to generate multiple coupled functions.
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MATERIALS CHEMISTRY

Composition-matched molecular
“solders” for semiconductors
Dmitriy S. Dolzhnikov,1,2 Hao Zhang,1,2 Jaeyoung Jang,1,2 Jae Sung Son,1,2

Matthew G. Panthani,1,2 Tomohiro Shibata,3,4

Soma Chattopadhyay,3,4 Dmitri V. Talapin1,2,5*

We propose a general strategy to synthesize largely unexplored soluble
chalcogenidometallates of cadmium, lead, and bismuth. These compounds can be used
as “solders” for semiconductors widely used in photovoltaics and thermoelectrics.
The addition of solder helped to bond crystal surfaces and link nano- or mesoscale
particles together. For example, CdSe nanocrystals with Na2Cd2Se3 solder was used
as a soluble precursor for CdSe films with electron mobilities exceeding 300 square
centimeters per volt-second. CdTe, PbTe, and Bi2Te3 powders were molded into various
shapes in the presence of a small additive of composition-matched chalcogenidometallate
or chalcogel, thus opening new design spaces for semiconductor technologies.

T
wo pieces of metal, such as copper wires,
canbemechanically andelectrically connected
by using soldering, a process in which me-
tallic items are joined together by introduc-
ing a filler metal (solder) with lower melting

point (1). Soldering and related processes (such
as brazing) are very useful in many areas, from
microelectronics to plumbing. Unlike the case
for metals, there are no established methods for
joining semiconductor pieces under mild condi-
tionswithout disrupting semiconducting proper-
ties at the joint. A “semiconductor solder” could
affect numerous fields, including printable elec-
tronics, photovoltaics, and thermoelectrics, be-
cause it would add new techniques for device
integration.
The electronic properties of semiconductor

interfaces are much more sensitive to impurities
and structural defects than are metals. Metal-
metal contacts always show ohmic behavior,
whereas semiconductor-semiconductor inter-
faces are more complex. Misalignment of the
Fermi energy levels or trapping charge carriers
at the interface creates a Schottky barrier (2).
An ideal “semiconductor solder” should be con-
stituted of a precursor that, upon mild heat
treatment, forms a semiconducting material
structurally and compositionally matched to
the bonded parts. In this study, we designed
chalcogenidometallate “solders” for technologi-
cally important II-VI, IV-VI, and V-VI semi-
conductors, including CdSe, CdTe, HgxCd1−xTe,
PbTe, (BixSb1−x)2Te3, and Bi2Te3.
The use of chalcogenidometallates as soluble

precursors for inorganic semiconductors was first

introduced by Mitzi et al., who used the ability
of N2H4 to dissolve metal chalcogenides in the
presence of elemental chalcogens (3), forming
soluble hydrazinium chalcogenidometallates.
These species cleanly decompose back into semi-
conducting metal chalcogenides upon heating.
This simple approach works very well for the
chalcogenides of Cu, Ga, Ge, In, Sb, Sn, andmixed
phases such asCu(In1−xGax)Se2 andCu2ZnSn(S,Se)4
(4–6) but showed no success for Cd-, Pb-, and Bi-
chalcogenides (7, 8), which are among the most
widely used binary and ternary semiconductors.
Here, we propose the origin of this limitation and
a general solution, which substantially expands
the list of solution-processed semiconductors.
In the above process, the formation of a sol-

uble chalcogenidometallate begins with the reduc-
tion of an elemental chalcogen (Ch = S, Se, or Te)
by N2H4 following Eq. 1 (3, 4)

2nCh + 5N2H4→ 4N2H5
+ + 2Chn

2− + N2 (1)

The Chn
2− reacts with electron-deficient metal

centers at the surface of a solid metal chalcogen-
ide (MxChy), generating soluble MxCh(y+m)

2m−

chalcogenidometallate ions:

2nMxChy + 2mChn
2− + 5(n − 1)mN2H4 →

2nMxCh(y+m)
2m−+ (n− 1)mN2+4(n− 1)mN2H5

+ (2)

The progression of reaction in Eq. 2 is deter-
mined by the balance between the lattice energy
of the metal chalcogenide and the free energy of
formation and solvation of the chalcogenidome-
tallate complex. Reactivity of Chn

2− is highest at
n = 1 and decreases as n increases. The reducing
potential of N2H4 in the reaction in Eq. 1 is not
sufficient to bring Se and Te into their most
reactive Ch2− state. X-ray absorption near-edge
spectroscopy (XANES) measurements show that
Eq. 1 generates soluble Se or Te species with an
oxidation state near zero, which is equivalent to
large n (fig. S1) (9). To increase the driving force
for Eq. 2, we used A2Se or A2Te (A = Na, K, and
Cs) instead of elemental chalcogens and found

that for n = 1, Eq. 2 proceeds smoothly for a num-
ber of metal chalcogenides previously considered
unreactive, including CdSe, CdTe, PbS, PbSe, PbTe,
Bi2S3, Bi2Se3, Bi2Te3, (BixSb1−x)2Te3, and some others,
which are summarized in (9). These reactions could
also be conveniently carried out in one pot—for ex-
ample, by adding alkali metal hydride to the stoi-
chiometricmixture of CdTe andTe inN2H4: CdTe+
Te + 2NaH→ Na2CdTe2 + gaseous products (9).
The structure of K2CdTe2·2N2H4 crystallized

from the reaction mixture is shown in Fig. 1A. It
contains molecular chains built of edge-sharing,
slightly distorted [CdTe4] tetrahedrons with
Te-Cd-Te angles of 99.4° and 119.1° (9). The bonds
between Cd and Te are 2.81 and 2.83 Å in length,
which are similar to that of zinc blende CdTe
(2.81Å). This structuralmotifwith one-dimensional
(1D) “molecular wires” has apparently not been
reported for chalcogenidocadmates (10, 11). In
the crystal lattice, [CdTe2

2−]∞ chains are sepa-
rated with N2H4 molecules, which leads to the
facile solubility of the compound in various sol-
vents, up to 600 mg/mL in N2H4 (Fig. 1B). The
solubility of ditellurometallates could be further
tailored by means of cation exchange (9). For ex-
ample,Na+orK+wasexchanged foralkylammonium
cations such as didodecyldimethyl ammonium
(DDA+) or tetraethyl ammonium (NEt4

+), provid-
ing good solubility of DDA2CdTe2 in toluene and
of (NEt4)2CdTe2 in acetonitrile (CH3CN) or N,N-
dimethylfomamide (DMF), respectively (Fig. 1B).
Exchange of K+with hydrazinium cations (9) could
be used to facilitate thermal decomposition of
the resulting hydrazinium salts.
X-ray diffraction and extended x-ray absorp-

tion fine structure (EXAFS) studies (figs S2 and
S3 and tables S1 and S2) (9) of ditellurocadmates
suggest that, in solution, [CdTe2

2−]∞ chains can
exist in the equilibrium forms outlined in Fig. 1C.
In a strongly coordinating solvent such as N2H4,
the equilibrium shifted toward the [CdTe(m-Te)]n

2n−

structure, where each Cd atom has 3 Te neigh-
bors and Te has on average 1.5 Cd atoms in the
first coordination shell. On the other hand,weak-
ly coordinating solvents such as CH3CN shifted
the equilibrium toward the structure with two
bridging Te atoms per [CdTe2]

2− unit. These var-
iations in coordination environmentwere reflected
by fully reversible shifts of the absorption bands
in mixtures of N2H4 and CH3CN with various
solvent ratios (fig. S4) (9).
ReactingNa2CdTe2with a stoichiometric amount

of CdCl2 in N2H4 formed a white amorphous gel,
further referred to as “CdTe-gel” (Fig. 1B), which
is an important addition to the chalcogel family
(12). The gel was easily separated from its NaCl
by-product by means of centrifugation and then
redispersed in N-methylformamide (NMF) or
N2H4, forming a stable gel of [CdTe2]

2− polyions
cross-linkedwith Cd2+. Upon heating above 250°C,
the CdTe-gel transformed into crystalline CdTe,
as shown in fig. S5 (9).
[CdTe2

2−]∞ ions, similar to other chalcogeni-
dometallates (13), were used as capping ligands
for colloidal nanocrystals (NCs). [CdTe2]

2−-capped
CdTe quantum dots showed bright band-edge
photoluminescence (Fig. 1B and fig. S6) (9). The
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presence of strong emission after the ligand ex-
change suggests that [CdTe2]

2− ions did not intro-
duce fast recombination centers at the CdTe surface.
Following similar approaches, we synthesized

and characterized a series of soluble Cd-, Pb-, and
Bi chalcogenidometallates and chalcogels (9).
These chalcogenidometallates could be dispersed

in polar solvents, includingN2H4, ethylenediamine,
NMF, dimethyl sulfoxide (DMSO), formamide (FA),
DMF, andN2H4/watermixtures (9). Such chemical
versatility allowed for the design of composi-
tionally matched “solders” for practical semi-
conductors. These solders were used in various
capacities—for example, to consolidate nano- or

mesoscopic grains or to bond single-crystal wafers.
In one example, we applied Na2Cd2Se3 solder to
CdSe NCs: Colloidal 4.7-nm CdSe NCs capped
with n-octadecylphosphonic acid (ODPA) were
ligand-exchanged with [Cd2Se3]

2− ions (9). The
infrared (IR) absorption spectra confirmed a com-
plete replacement of original ODPA ligands
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Fig. 1. Structure and properties of CdTe2
2– compounds. (A) Crystal structure of K2CdTe2·2N2H4 determined by using single crystal x-ray diffraction.

Hydrogen atoms are not shown for clarity. (B) Solubility of Na2CdTe2 in different solvents can be tuned by cation exchange from sodium (Na+) to
tetratethylammonium (NEt4

+) or didodecyldimethylammonium (DDA+). Polymeric [CdTe2
2−]∞ ions can be cross-linked with Cd2+ ions, forming stable “CdTe-gel.”

[CdTe2
2−]∞ ions can serve as ligands for luminescent CdTe quantumdots (QDs). (C) Depending on solvent polarity and coordinating ability, [CdTe2

2−]∞ can exist in
two equilibrium forms.

Fig. 2. Transport properties of
CdSe NCs after ligand
exchange. (A) Absorption
spectra of 4.7-nm CdSe NCs
cappedwithODPAand [Cd2Se3]

2−

ligands. (Inset) Photograph of
the solution of [Cd2Se3]

2−-
capped CdSe NCs. (B)
Scheme of a FETdevice with
10-nm ZrO2 gate dielectric and
Al source and drain electrodes.
(C) Transfer characteristics and
(D) output characteristics of an
FETwith a channel made of
spin-coated 4.7 nm [Cd2Se3]

2−-
capped CdSe NCs annealed at
250°C for 30 min. FETchannel
width and length are 1500 and
30 mm, respectively.The inset in
(C) shows the linear and satura-
tion regime electron mobility extracted from FET transfer characteristics (9).
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with [Cd2Se3]
2− ions (fig. S7) (9). A stable col-

loidal solution of [Cd2Se3]
2−-capped CdSe NCs

was obtained, which preserved the original quan-
tum dot excitonic features, with a small red shift
of the first absorption peak (Fig. 2A). This shift
was likely caused by the expansion of wave func-
tions into the compositionally matched ligand
shell. The solution of [Cd2Se3]

2−-capped CdSe
NCs was spin-coated on heavily doped Si sub-
strates with a ~10-nm-thick ZrOx gate dielectric
and annealed under nitrogen at various temper-
atures for 30 min. Mobility measurements were
carried out in a standard field-effect transistor
(FET) geometry (Fig. 2B) (14, 15). Even annealing
at only 250°C was sufficient to achieve excellent
output and transfer characteristics (Fig. 2, C and
D, and fig. S8) (9) with an electron mobility of
210 cm2/V s, which exceeds the best reported
values for any solution-processed inorganic semi-
conductor (table S3) (9). Annealing NC films at
300°C results in devices with FET mobility above
300 cm2/V s (fig. S9) (9). In control experiments,
we found that FETs with channels made of pure
CdSe NCs, Na2Cd2Se3, or (N2H5)2Cd2Se3 showed
mobilities of <4 cm2/V s (figs. S10 to S12) (9).
In recent years, various organic and inorganic

ligands (such as 1,4-phenylenediamine, In2Se4
2−,

and SCN−) have been used as “electronic linkers”
for CdSe NCs (16–20). The highest reported FET
mobilities of annealed CdSe NC samples were on
the order of 35 cm2/V s (table S3) (9), which is ~5%
of themobility of CdSe single crystals at 300K (21).
In our case, [Cd2Se3]

2− ions worked as a compo-
sitionally matched solder that improved carrier
transport up to almost half of the single-crystal

value, which is surprising given that the Scherrer
size of CdSe grains was about 15 and 22 nm for
samples annealed at 250°C and 300°C, respec-
tively (fig. S13) (9). This grain size was also
confirmed with transmission electron micros-
copy (TEM) measurements of annealed films
(fig. S14) (9). Various chemical treatments have
been successfully used to passivate interfaces
and control doping in polycrystalline semicon-
ductors and NC solids (22, 23). At the same time,
it has proven difficult to achieve high mobility
through sintering (24) or oriented attachment of
NCs (25). Recent studies show that simply in-
creasing CdSe grain size does not improve FET
mobility (26). We therefore attribute this high
mobility to exceptional electronic transparency of
the grain boundaries, which did not introduce
appreciable transport bottlenecks.
The molecular solders functioned not only for

nanoscale but also for mesoscale grains. For ex-
ample, PbTe, Bi2Te3, orCdTe filmswere obtainedby
soldering microparticles, obtained by ball-milling
of ingots, by using Na2PbTe2, (N2H5)4Bi2Te5, or
CdTe-gel as solders, respectively (Fig. 3, B to D,
and fig. S15) (9). In the first case, we applied
the sodium salt because Na+ is a commonly used
p-type dopant for PbTe. A suspension of PbTe
microparticles with a small amount [2 to 5weight
percent (wt %)] of Na2PbTe2 solder was drop-cast
on a hydrophilized glass substrate and annealed
at 500°C for 30 min, resulting in a continuous
thin film with a uniform thickness of ~7 mm (9)
with well-connected dense grains (Fig. 3B). The
film exhibited a Hall mobility of 58 cm2/V s,
which is comparable with that (~100 cm2/ V s) of

optimized Na-doped PbTe thermoelectric pellets
made at a similar temperature bymeans of spark-
plasma sintering or hot pressing (27, 28). In con-
trol experiments, no continuous filmswereobtained
from suspensions of PbTe and other micropar-
ticles without addition of solder. After annealing
under identical conditions, the material remained
powdery (Fig. 3A). The above examples show that
chalcogenidometallates and chalcogels,mixedwith
nano- andmicroparticles, offer a viable path toward
solution processing of thin-film semiconductors.
The solder effect was used to consolidate mi-

croparticles (such as PbTe, Bi2Te3, Bi0.5Sb1.5Te3,
and CdTe) into 3D blocks cast with a mold (Fig.
3E). The addition of a few weight percent of mo-
lecular or gel solder helped connect the micro-
particles and allowed the casting of solid pellets
in graphite molds with no external pressure,
similar to molding metal particles (29). Disk-,
triangle-, square-, and bar-shaped blocks were
obtained via annealing various combinations of
nano- andmicroparticles (PbTe,Bi2Te3, Bi0.5Sb1.5Te3,
or CdTe) with corresponding compositionally
matched molecular chalcogenidometallates or
chalcogels (9). In control experiments without
solders, the microparticles molded under the
same conditions remained powdery (fig. S16) (9).
Comparison of Fig. 3, A and B, shows that the
addition of molecular solder facilitates sintering
and grain growth compared with pure compo-
nents. The microscopic origin of this effect is
likely related to improved mass transport along
and across the grain boundaries (30).
Chalcogenidometallate solders were also used

for bonding metal chalcogenide crystals under
modest pressures and temperatures. Shown in
Fig. 3F is an example in which two polished (111)
CdTe surfaces (with an area of 0.25 cm2) were
bonded at ~0.5 MPa and 500°C by using a mi-
nuscule amount (2 mL) of Na2CdTe2 solution in
N2H4 (9). No physical bonding between CdTe
crystals occurred in control experiments with
similarly prepared crystal surfaces but no solder.
The above examples reveal the potential of

bottom-up assembly of inorganic semiconductors
with compositionally matchedmolecular solders.
This approach enables the highest electron mo-
bility achieved to date for solution-processed
semiconductors, opening new opportunities for
printable electronics and optoelectronics, and
paves the way to future technological develop-
ments such as moldable or 3D-printable thermo-
electric materials.
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The emergence of artemisinin resistance in Southeast Asia imperils efforts to reduce
the global malaria burden. We genetically modified the Plasmodium falciparum K13 locus
using zinc-finger nucleases and measured ring-stage survival rates after drug exposure
in vitro; these rates correlate with parasite clearance half-lives in artemisinin-treated
patients. With isolates from Cambodia, where resistance first emerged, survival rates
decreased from 13 to 49% to 0.3 to 2.4% after the removal of K13 mutations. Conversely,
survival rates in wild-type parasites increased from ≤0.6% to 2 to 29% after the insertion
of K13 mutations. These mutations conferred elevated resistance to recent Cambodian
isolates compared with that of reference lines, suggesting a contemporary contribution
of additional genetic factors. Our data provide a conclusive rationale for worldwide
K13-propeller sequencing to identify and eliminate artemisinin-resistant parasites.

T
he worldwide use of artemisinin (ART)–
based combination therapies (ACTs) for
the treatment of Plasmodium falciparum
malaria is the foundation of renewed efforts
to eradicate this leading cause of childhood

mortality (1, 2). The pharmacodynamic proper-
ties of clinically usedART derivatives [artesunate,
artemether, and dihydroartemisinin (DHA)] can
reduce the biomass of drug-sensitive parasites
by four orders of magnitude every 48 hours (3),
corresponding to a single cycle of asexual blood-
stage P. falciparum development. The short
half-life (typically <1 hour) of ART derivatives in
plasma necessitates the use of longer-lasting
partner drugs that can eliminate residual par-
asites once the ART component has dropped to
subtherapeutic concentrations (4). The use of
ACTs in expanded malaria control and elimina-
tion programs has yielded notable successes in
recent years, contributing to an estimated 30%

reduction in global mortality rates in the past
decade (5).
These impressive gains, however, are now

threatened by the emergence of ART resistance,
first detected in western Cambodia and now ob-
served in Thailand, Vietnam, andMyanmar (6, 7).
The severity of this situation is underscored by
the fact that resistance to piperaquine, an ACT
partner drug, is emerging in western Cambodia
(8, 9). No alternative, fully effective first-line ther-
apy is currently available to replace ACTs, should
ART fail globally. Clinically, ART resistance is de-
fined as a long parasite clearance half-life (the
time it takes for the peripheral blood parasite
density to decrease by 50%) after treatment with
ARTmonotherapy or anACT (6, 10, 11). Thismetric
correlates with the percentage of early “ring-stage”
parasites (0 to 3 hours after invasion of human
erythrocytes) that survive a pharmacologically
relevant exposure to DHA (the active metabolite

of all ARTs), asmeasured in the in vitro Ring-stage
Survival Assay (RSA0-3h) (12).
Recently, mutations in the propeller domain

of the K13 gene were identified as candidate mo-
lecular markers of ART resistance (13). This gene
resides on chromosome 13 of the P. falciparum
genome, near regions earlier associatedwith slow
parasite clearance rates (14–16). K13 belongs to
the kelch superfamily of proteins, whose propeller
domain harbors multiple protein-protein interac-
tion sites andmediates diverse cellular functions,
including ubiquitin-regulated protein degradation
and oxidative stress responses (17). The K13M476I
mutation was first observed in Tanzanian F32
parasites that were exposed in vitro to escalating
concentrations of ART over 5 years, yielding
the F32-ART line (13, 18). [Single-letter abbrevia-
tions for the amino acid residues are as follows:
A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly;H,His;
I, Ile; K, Lys; L, Leu; M,Met; N, Asn; P, Pro; Q, Gln;
R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.
In themutants, other amino acidswere substituted
at certain locations; for example,M476I indicates
that methionine at position 476 was replaced
by isoleucine.] Subsequent genomic analysis of
Cambodian isolates identified four prevalent
K13-propeller mutations (Y493H, R539T, I543T,
and C580Y) that were associated with elevated
RSA0-3h survival rates in vitro and long parasite
clearance half-lives (>5 hours) in patients (13, 19).
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subtherapeutic concentrations (4). The use of
ACTs in expanded malaria control and elimina-
tion programs has yielded notable successes in
recent years, contributing to an estimated 30%

reduction in global mortality rates in the past
decade (5).
These impressive gains, however, are now

threatened by the emergence of ART resistance,
first detected in western Cambodia and now ob-
served in Thailand, Vietnam, andMyanmar (6, 7).
The severity of this situation is underscored by
the fact that resistance to piperaquine, an ACT
partner drug, is emerging in western Cambodia
(8, 9). No alternative, fully effective first-line ther-
apy is currently available to replace ACTs, should
ART fail globally. Clinically, ART resistance is de-
fined as a long parasite clearance half-life (the
time it takes for the peripheral blood parasite
density to decrease by 50%) after treatment with
ARTmonotherapy or anACT (6, 10, 11). Thismetric
correlates with the percentage of early “ring-stage”
parasites (0 to 3 hours after invasion of human
erythrocytes) that survive a pharmacologically
relevant exposure to DHA (the active metabolite

of all ARTs), asmeasured in the in vitro Ring-stage
Survival Assay (RSA0-3h) (12).
Recently, mutations in the propeller domain

of the K13 gene were identified as candidate mo-
lecular markers of ART resistance (13). This gene
resides on chromosome 13 of the P. falciparum
genome, near regions earlier associatedwith slow
parasite clearance rates (14–16). K13 belongs to
the kelch superfamily of proteins, whose propeller
domain harbors multiple protein-protein interac-
tion sites andmediates diverse cellular functions,
including ubiquitin-regulated protein degradation
and oxidative stress responses (17). The K13M476I
mutation was first observed in Tanzanian F32
parasites that were exposed in vitro to escalating
concentrations of ART over 5 years, yielding
the F32-ART line (13, 18). [Single-letter abbrevia-
tions for the amino acid residues are as follows:
A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly;H,His;
I, Ile; K, Lys; L, Leu; M,Met; N, Asn; P, Pro; Q, Gln;
R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.
In themutants, other amino acidswere substituted
at certain locations; for example,M476I indicates
that methionine at position 476 was replaced
by isoleucine.] Subsequent genomic analysis of
Cambodian isolates identified four prevalent
K13-propeller mutations (Y493H, R539T, I543T,
and C580Y) that were associated with elevated
RSA0-3h survival rates in vitro and long parasite
clearance half-lives (>5 hours) in patients (13, 19).
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Determining whether K13-propeller mutations
confer ART resistance in clinical isolates and as-
sessing the contributions of individual polymor-
phisms in distinct genetic backgrounds is essential
to defining the underlying molecular mechanisms.
We developed zinc-finger nucleases (ZFNs) (20)

to enable targeted genetic engineering of K13
in newly culture-adapted Cambodian isolates and
older established reference lines of P. falciparum
(tables S1 and S2). ZFNs were introduced into
cultured intra-erythrocytic parasites via electro-
porationwith plasmids containingK13donor tem-
plates. ZFNs triggered double-stranded breaks
in the K13 genomic target locus of this haploid
organism, leading to DNA resection and repair
events that captured mutations delivered by
pZFNK13-hdhfr plasmids (fig. S1). Donor plasmids
contained additional synonymous mutations
that preclude ZFN binding while preserving the
K13-translated amino acid sequence across that
same stretch of DNAbase pairs. These silent ZFN
binding-site mutations protected the donor se-
quence and prevented the edited recombinant
locus from being recleaved by the nucleases. Plas-
mids contained either the wild-type K13 allele or
one of severalmutations (present in the six-blade
K13-propeller domain) found in ART-resistant
Cambodian isolates or F32-ART. This strategy
successfully introduced or removed mutations
in a set of P. falciparum clinical isolates from
Cambodia, the epicenter of emerging ART resist-
ance, as well as reference laboratory lines from
distinct geographic origins (Fig. 1 and table S3).
Of note, RSA0-3h assays comparing parental and
edited control parasites showed no difference if
only the binding-site mutations were introduced
into theK13-propeller domain, indicating that these
synonymousmutations were phenotypically silent

(Fig. 1 and fig. S2). Independent assays with the
same parasite lines tested by our different groups
yielded consistent survival rates between labo-
ratories (fig. S3).
Using donor plasmids containing a wild-type

K13-propeller sequence and silent binding-sitemu-
tations, we generated a series of clones in which
individual K13 mutations were removed from
ART-resistant Cambodian isolates. One of these
isolates (Cam3.II) showed slow clearance after
ART monotherapy (in vivo half-life 6.0 hours)
(table S2). Parental Cam3.IR539T and Cam3.IIR539T

isolates harboring the R539Tmutation showed
40 to 49%RSA0-3h survival, whereas edited Cam3.
Irev and Cam3.IIrev clones carrying the reverted
wild-type allele showed only 0.3 to 0.7% survival
(Fig. 2, A and B, and table S4). These highly
significant differences in the survival rates of
ring-stage parasites exposed to elevated DHA con-
centrations confirm the importance of R539T in
mediating in vitro ART resistance in Cambodian
isolates. Significant reductions in RSA0-3h sur-
vival rates were also observed upon removal of
I543T (43% in Cam5I543T versus 0.3% in Cam5rev)
(Fig. 2C) and C580Y (13% in Cam2C580Y versus
2.4% in Cam2rev) (Fig. 2D).
We also assessed the impact of introducingK13

mutations into a fast-clearing Cambodian isolate
(CamWT; in vivo half-life 3.7 hours) (table S2),
the Cam3.IIrev clone, and three reference lines
(V1/S, F32-TEM, and FCB). CamWT and Cam3.
IIrev parasites harboring wild-type K13 alleles
showed 0.6 to 0.7% RSA0-3h survival, whereas
the corresponding C580Y-edited clones yielded
9 and 24% survival, respectively (Fig. 2, E and
F). Introducing R539T into V1/S caused a similar
increase in RSA0-3h survival (0.3 to 21%) (Fig. 2G
and table S4). Editing F32-TEM to expressM476I

caused a moderate increase in RSA0-3h survival
(<0.2% in F32-TEM to 1.7% in F32-TEMM476I)
(Fig. 2H). We also observed modest in vitro re-
sistance in FCB parasites edited to express C580Y,
with RSA0-3h survival increasing from 0.3% in the
parental line to 1.9% in FCBC580Y parasites (Fig.
2I). This result differs from a recent study of the
use of Cas9 in P. falciparum, which reported a
greater increase in RSA0-3h survival (11 to 15%) in
two clones engineered to express K13 C580Y (21).
That report used the drug-sensitive NF54 strain—
which was isolated decades before ART use and
the emergence of resistance (22)—and did not
examine additional mutations or assess the im-
pact of removingK13mutations fromART-resistant
clinical isolates.
In contrast to the substantial changes we ob-

served in the RSA0-3h, standard in vitro dose-
response measurements by use of parental and
K13-edited V1/S and Cam3.II parasites revealed
no effect of R539T or C580Y onDHAor artesunate
median inhibitory concentration (IC50) values (fig.
S4). This finding is consistent with earlier studies
that showed no correlation between IC50 values
and clinical ART resistance (6, 10, 12).
We subsequently investigatedwhether individ-

ual mutations confer different levels of ART re-
sistance in the RSA0-3h. In the Dd2 reference line,
the introduction ofM476I, R539T, or I543Tmuta-
tions conferred considerably higher degrees of
resistance than those of Y493H and C580Y (10 to
30% versus 2 to 4% survival, respectively) (Fig. 2J
and table S4). These data corroborate the recent
observation of higher levels of in vitro resistance
in Cambodian isolates containing the R539T mu-
tation as compared with Y493H or C580Y (23).
The relatively modest increase in survival of

C580Y-expressing Dd2 parasites compared with
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Fig. 1. Genetic modification of the K13-propeller domain. Location of K13-propeller mutations and sequencing results showing the insertion of individual
mutations into recombinant parasites used in the RSA0-3h. Dd2

ctrl parasites contain only synonymous, phenotypically silent binding-site mutations and showed
0.7% survival rates, which is equivalent to those of parental Dd2 parasites (fig. S2).
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R539T- and I543T-expressing clinical isolates and
edited clones was quite unexpected, given that
C580Y has rapidly become the predominant mu-
tant allele in western Cambodia (7, 13). We thus
explored the impact of C580Y in different genetic
backgrounds. IntroducingC580Y conferred greater
levels of resistance in three Cambodian isolates
as comparedwithDd2 and FCBparasites (Fig. 2K),
suggesting a role for additional parasite factors
in augmenting K13-mediated resistance in these
contemporary field isolates. The disparity between
relatively low in vitro resistance conferredbyC580Y
and its widespread dissemination in Cambodia
might be explained by a lower fitness cost or in-
creased transmission potential of C580Y-expressing
parasites, or by the parasite genetic background.

Cambodian parasites are specifically charac-
terized by sympatric subpopulations that show
only limited genetic admixture and that gener-
ally harbor distinct K13mutations (16). These find-
ings suggest that K13mutationsmight have arisen
preferentially on backgrounds with favorable ge-
netic factors. In this context, recent comprehen-
sive analyses of K13 mutations across multiple
sites in Southeast Asia have documented a series
of additionalmutations associatedwith slow clear-
ance rates in Cambodia, Thailand, Myanmar,
Laos, and Vietnam (7, 24). K13 mutations have
also been observed in African isolates (7, 25, 26),
although none of these correspond to the most
prevalentmutations in Cambodia, andART or ACT
treatments in African sites continue to show a

high level of efficacy (7). A recent deep-sequencing
study of the K13-propeller domain in more than
1110 P. falciparum infections collected from 14
sites across sub-Saharan Africa identified a
large reservoir of naturally occurringK13-propeller
variation, whose impact on artemisinin suscep-
tibility is unknown and requires further inves-
tigation. These polymorphisms include one
rare mutation previously observed in Cambodia
(P553L) and several others (including A578S)
close to known resistance-causing mutations
in the propeller domain (26). Our gene-editing
system can now be used to comprehensively dis-
sect K13 polymorphisms across malaria-endemic
regions and identify those that confer ring-stage
ART resistance.
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Fig. 2. K13-propeller mutations confer artemisinin resistance in clinical
isolates and reference lines in vitro, as defined in the RSA0-3h. Results
show the percentage of early ring-stage parasites (0 to 3 hours after
invasion of human erythrocytes) that survived a 6-hour pulse of 700 nM
DHA (a pharmacologically relevant concentration of the active metabolite of
ARTs), as measured by microscopy 66 hours later. Data show mean T SEM
percent survival compared with control dimethyl sulfoxide–treated parasites
processed in parallel. (A to D) RSA0-3h survival for Cambodian isolates
harboring native K13 mutations (shown in superscript) and ZFN-edited
isogenic clones carrying wild-type K13 alleles (superscript “rev”). (E to I)
RSA0-3h survival for Cambodian isolates and reference lines harboring wild-
type K13 alleles and ZFN-edited isogenic clones carrying individual K13
mutations (shown in superscripts). (J) Impact of different K13 mutations on
RSA0-3h survival in theDd2 reference line, showing that I543TandR539Tconfer

the highest levels of resistance. (K) Introduction of C580Y into multiple
Cambodian clinical isolates and reference lines, showing that this mutation
confers varying degrees of in vitro resistance depending on the parasite genetic
background. The geographic origins and known drug-resistance genotypes of
these isolates and lines are provided in table S2. Results were obtained from 3
or 4 independent assays performed in duplicate (values provided in table S4;
F32-TEM showed <0.2% RSA0-3h survival). Two-sample t tests with unequal
variances (performed with the STATA package) were used to assess for
statistically significant differences between K13-edited clones and their
comparator lines—the parental isolates listed on the left in (A) to (J) and the
FCBC580Yclone in (K) (*P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001).
Statistical outputs (including calculations of the SE of the difference be-
tween the means of samples being compared and the P values) are listed in
the supplementary materials.
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Mode-of-action studies have shown that ARTs
are active against all asexual blood stages of
parasite development. In themoremature troph-
ozoite stages, ARTs are activated after hemoglo-
bin degradation and liberation of reactive heme
whose iron moiety can cleave the endoperoxide
linkage of these sesquiterpene lactone drugs (27).
Activation generates free radicals that are thought
to trigger oxidative stress and damage cellular
macromolecules, including parasite membrane
components, proteins, and neutral lipids (28, 29).
Recent evidence suggests that hemoglobin deg-
radation begins early after merozoite invasion,
potentially providing a source of ART activator
in ring-stage parasites (30). Our RSA0-3h data sup-
port earlier evidence that reduced ring-stage
susceptibility accounts for the clinical pheno-
type of slow parasite clearance after ART treat-
ment (12, 31). K13 mutations might achieve this
by protecting parasites from the lethal effects of
ART-induced oxidative damage, potentially via a
cellular pathway similar to antioxidant transcrip-
tional responses regulated by the mammalian
ortholog Keap1 (32). Our set of K13-modified
isogenic parasites with different levels of ART
resistance on distinct genetic backgrounds now
enables a search for K13-interacting partners
and delivers tools to interrogate the underlying
mechanism.
Our data demonstrate a central, causal role for

K13-propellermutations in conferringART resist-
ance in vitro and provide amolecular explanation
for slowparasite clearance rates in patients (6, 7, 10).
By exposing greater parasite biomasses to ACTs
in vivo, K13-propeller mutations may promote
the evolution of partner drug resistance (8, 9)
and higher-grade ART resistance. Our study thus
offers a conclusive rationale for a global K13
sequencing effort to track the spread of ART
resistance and mitigate its impact on malaria
treatment and control programs, particularly in
hyperendemic regions in Africa.
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DRUG RESISTANCE

Population transcriptomics of human
malaria parasites reveals the
mechanism of artemisinin resistance
Sachel Mok,1 Elizabeth A. Ashley,2,3 Pedro E. Ferreira,1 Lei Zhu,1 Zhaoting Lin,1

Tomas Yeo,1 Kesinee Chotivanich,4 Mallika Imwong,5 Sasithon Pukrittayakamee,4

Mehul Dhorda,3,6,7 Chea Nguon,8 Pharath Lim,8,9 Chanaki Amaratunga,9 Seila Suon,8

Tran Tinh Hien,10 Ye Htut,11 M. Abul Faiz,12 Marie A. Onyamboko,13 Mayfong Mayxay,14,15

Paul N. Newton,2,3,14 Rupam Tripura,2 Charles J. Woodrow,2,3 Olivo Miotto,2,16,17

Dominic P. Kwiatkowski,16,17 François Nosten,3,18 Nicholas P. J. Day,2,3 Peter R. Preiser,1

Nicholas J. White,2,3 Arjen M. Dondorp,2,3 Rick M. Fairhurst,9 Zbynek Bozdech1*

Artemisinin resistance in Plasmodium falciparum threatens global efforts to control and
eliminate malaria. Polymorphisms in the kelch domain–carrying protein K13 are associated
with artemisinin resistance, but the underlying molecular mechanisms are unknown.
We analyzed the in vivo transcriptomes of 1043 P. falciparum isolates from patients with
acute malaria and found that artemisinin resistance is associated with increased
expression of unfolded protein response (UPR) pathways involving the major PROSC and
TRiC chaperone complexes. Artemisinin-resistant parasites also exhibit decelerated
progression through the first part of the asexual intraerythrocytic development cycle.
These findings suggest that artemisinin-resistant parasites remain in a state of
decelerated development at the young ring stage, whereas their up-regulated UPR
pathways mitigate protein damage caused by artemisinin. The expression profiles of
UPR-related genes also associate with the geographical origin of parasite isolates, further
suggesting their role in emerging artemisinin resistance in the Greater Mekong Subregion.

A
rtemisinin resistance in Plasmodium
falciparum is spreading rapidly through-
out Southeast Asia. Since it was first
detected 7 years ago in Pailin, western
Cambodia (1), artemisinin resistance has

become prevalent in other Cambodian prov-
inces (2, 3), Thailand-Myanmar border areas
(4, 5), and southern Vietnam (4, 6) and is
emerging in southern Laos and central Myan-
mar (4). Artemisinin resistance threatens the
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efficacy of all artemisinin-based combination
therapies (ACTs) (7), as its spread from South-
east Asia to Africa would derail malaria control

and elimination efforts worldwide. The parasite
clearance half-life, derived from the log-linear
decline in parasitemia over time, is now estab-
lished as the best pharmacodynamics measure
of P. falciparum sensitivity to artemisinins (8, 9).
Resistance is associated with a parasite clear-
ance half-life of >5 hours (4) and is prevalent
where standard 3-day courses of ACTs are now
failing (10, 11).
Artemisinin resistance is a heritable genetic

trait (12) linked with three loci on chromo-
somes 10, 13, and 14 (13, 14) and nonsynony-
mous single-nucleotide polymorphisms (SNPs)
in the propeller domain of a kelch gene on
chromosome 13 (PF3D7_1343700) (3). These
“K13-propeller” polymorphisms are currently
the best predictors of artemisinin resistance in
mainland Southeast Asia, with the most com-
mon mutation, Cys580 → Tyr, approaching ge-
netic fixation in western Cambodia (3). A large
multicenter clinical investigation by the Track-
ing Resistance to Artemisinins Collaboration
(TRAC) has shown that the artemisinin resist-
ance phenotype that is currently spreading
through the Greater Mekong Subregion (GMS)
is associated with K13 polymorphisms (4). Al-
though K13-propeller mutations are highly
predictive of resistance, very little is known
about the molecular mechanisms that render
P. falciparum insensitive to artemisinins. These

drugs eliminate parasitemias more rapidly
than other antimalarials because they accel-
erate the clearance of young ring-stage para-
sites by the spleen (9). Several lines of evidence
indicate that resistance affects the early ring
stage of the parasite’s intraerythrocytic de-
velopmental cycle (8, 15, 16). Previously, we
suggested that artemisinin resistance may be
underlined by broad changes of the parasite’s
transcriptional program that alter its physiol-
ogy (17).
Here, we carried out transcriptome analyses

of 1043 clinical P. falciparum isolates to iden-
tify the transcriptionally underlined mechanisms
that mediate artemisinin resistance. The para-
site samples were obtained directly from the
peripheral blood of patients with acute falci-
parum malaria enrolled into the TRAC study
in 2011–2012 (4). This study was approved by
the relevant local ethics committees and the
Oxford Tropical Research Ethics Committee,
and all adult patients or the parents of children
gave written informed consent. The samples
originated from 13 malaria-endemic regions of
Southeast Asia and Africa. These include regions
where artemisinin resistance is well established
(Pursat and Pailin, Cambodia; Mae Sot, Thailand;
and Binh Phuoc, Vietnam), emerging (Preah
Vihear, Cambodia, and Shwe Kyin, Myanmar),
or currently not detected [Ramu, Bangladesh,
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Fig. 1. Artemisinin response and transcription profiles of P. falciparum isolates from patients with acute malaria. (A) The pie chart and boxplots show
the distribution of parasite isolates and parasite clearance half-lives, respectively, according to field site. (B) The heat map shows mean-centered relative
expression levels (log2 ratios) grouped by k-means clustering: GrpA (n = 549), GrpB (n = 272), and GrpC (n = 222). Corresponding gametocyte densities per
microliter (pink squares) (4), relative expression levels of gametocyte-specific genes (blue bars), and parasite age (hpi) are shown above; distributions of
geographical origins according to parasite group (colored bars) are shown below. *P < 0.05, **P < 0.01, ***P < 0.001.
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and Kinshasa, Democratic Republic of Congo
(DR Congo)] (Fig. 1A and table S1). By measuring
the overall abundance of mRNA transcripts for
4978 of the ~5591 genes in the P. falciparum
genome, we identified three types of transcrip-
tion profiles among the parasite isolates (GrpA,
GrpB, and GrpC) (Fig. 1B). Projecting the field
isolate transcription profiles onto the in vitro
reference (17) revealed that the three transcrip-
tional groups are mainly defined by parasite
developmental stage (P < 2 × 10−16) (fig. S1).
This analysis showed that GrpA consisted most-
ly of early ring-stage parasites [8 to 10 hours
post-invasion (hpi)], and GrpB consisted pre-
dominantly of middle and late ring-stage par-
asites (10 to 20 hpi). GrpC also consisted
predominantly of early ring-stage parasites (8
to 10 hpi); however, in these isolates the den-
sity of gametocytemia was significantly higher
than in the two other groups (fig. S1).
The three transcriptional patterns were sig-

nificantly associated with several clinical and
parasitological parameters (fig. S1). Artemisinin-

resistant parasites were unevenly distributed
among the three groups. GrpA was associated
with a longer parasite clearance half-life (mean
4.16 hours) relative to GrpB (3.43 hours). How-
ever, GrpB contained a higher proportion of
parasites with a half-life of <5 hours (fig. S1),
largely due to its overrepresentation of par-
asites from areas of Bangladesh and DR
Congo that are apparently free of artemisinin
resistance (Fig. 1B). The transcriptional pro-
files of GrpA and GrpC parasites were found
to be associated with parasite clearance times
elapsed time until parasitemia is reduced by
50% (PC50) and 90% (PC90) of its initial ad-
mission value; P < 2 × 10−16] and the duration
of the lag phase of the parasite clearance
curve (9) (P = 4 × 10−15) (fig. S1). The lag phase
represents the period immediately after admin-
istration of the first artemisinin dose when the
initial parasite density remains constant before
commencing a first-order decline. The extended
lag phases in GrpA and GrpC patients may be
caused by higher densities of early ring-stage

parasites in the peripheral blood, resulting from
recent schizont rupture. This is suggested by the
fact that these patients presented to clinic with
higher temperatures, likely caused by pyrogenic
factors released from rupturing schizonts into
the bloodstream (18).
GrpB patients were significantly less likely to

present to clinic in the evening hours than GrpA
and GrpC patients (P = 8 × 10−11) (fig. S1). This
suggests that in areas where primary care is
readily available, patients tend to seek medical
care for fever shortly after synchronous schizont
rupture anytime throughout the day, including
the evening hours. Patients with high fever at
clinical presentation may thus have a higher
chance of developing a longer lag phase that
prolongs the overall clearance time, regardless
of their artemisinin resistance status.
Next, we focused on the uniformly young ring-

stage parasites in GrpA (n = 549) and carried out
linear regression between mRNA levels and par-
asite clearance half-life (Fig. 2A and fig. S2A). We
found that 487 (9.6%) and 511 (10.1%) genes were
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Fig. 2. Transcriptional features associated with artemisinin resistance.
(A) Scatterplots depict examples of the linear regression analysis between
mRNA levels and parasite clearance half-life for two genes with positive,
negative, or no correlation.The middle left panel shows the correlation for the
K13 artemisinin resistance marker. (B) The heat map shows the Pearson
correlation coefficients of pairwise comparisons of the 13 differentially

expressed genes within the chaperone network. The scatterplot shows the
ratio of the average expression of Plasmodium PROSC and TRiC to that of the
three down-regulated genes (14-3-3, Cyp19A, and UF). (C) Distribution of
parasite age (hpi) and clearance half-life for 272 GrpB isolates. (D) Boxplots
show the age (hpi) of parasites over 40 hours in ex vivo culture, stratified by
their artemisinin resistance status (*P < 0.05).

RESEARCH | REPORTS



significantly up-regulated and down-regulated,
respectively, in association with the clearance
half-life and thus artemisinin resistance [P < 0.01,
false discovery rate (FDR) < 0.05] (fig. S2A and
table S2). In particular, artemisinin resistance
appears to be associated with up-regulation of
genes involved in protein metabolism, such as
endoplasmic reticulum retention sequences, un-
folded protein binding, protein folding, protein
export, posttranslational translocation, signal rec-
ognition particle (SRP), proteasome, and phago-
some (P < 0.05, FDR < 0.25) (fig. S2A). A nearly
identical set of functional pathways was found
to be up-regulated in GrpA parasites with K13-
propeller mutations (fig. S2B). There was no cor-
relationbetweenK13mRNA levels andartemisinin
resistance (Fig. 2A). Most of the up-regulated
pathways are known to participate in the overall
unfolded protein response (UPR) in other eukary-

otic species. Hence, these results indicate that
an up-regulated UPR may be a major mediator
of artemisinin resistance in P. falciparum and
is caused by single K13-propeller mutations.
Similar functional representation of artemisinin
resistance- and K13-linked up-regulated genes
was found in GrpC, although the statistical sig-
nificance was reduced because of greater gene
expression variability caused by varying levels
of gametocytes (fig. S2C).
Among the genes with the highest correla-

tion with artemisinin resistance are those in-
volved in protein folding and repair, including
cyclophilin19B (P < 2 × 10−16), dolichyl-phosphate-
mannose protein mannosyltransferase (P = 3 ×
10−13), endoplasmic reticulum–resident calcium
binding protein (P = 0.004), BiP/grp78 (P =
0.004), and a protein disulfide isomerase (P =
10−6) (Fig. 2A and table S2). Consequently, we

used previous experimental and bioinformatics
data (19, 20) to assemble a network of molecu-
lar chaperones consisting of two major protein
complexes and other chaperones in the P.
falciparum cell (fig. S3). These include sub-
units of two putative chaperonin complexes,
Plasmodium reactive oxidative stress complex
(PROSC) (table S3) and TCP-1 ring complex
(TRiC), that participate in the UPR of oth-
er species (21, 22). The mRNA levels for the
PROSC and TRiC subunits correlated not only
with each other but also with artemisinin re-
sistance (Fig. 2B and fig. S3). Moreover, these
mRNA levels inversely correlated with those
of other chaperones such as Pf14-3-3, cyclo-
philin19A, and PF3D7_1024800 (protein of un-
known function, UF), all of which are components
of the chaperone network in Plasmodium
(Fig. 2B). We also observed strong correlation
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Fig. 3. Population transcriptomics analysis of P. falciparum isolates.Cladogram of the 348 GrpA isolates from the Greater Mekong Subregion, clustered by
the Euclidean distance metric of 659 marker genes. The geographic origin of each isolate is indicated by the color key in the map. Stars indicate significant
overrepresentation of isolates from a particular field site within the corresponding node (P < 0.05, hypergeometric test). Histograms of functional enrichment
analysis show overrepresented and differentially expressed pathways in the demarcated Pailin clade (P < 0.05, hypergeometric test). Bars represent the
proportion of Pailin clade-specific genes (light gray) relative to the total number of genes (dark gray).

RESEARCH | REPORTS



between parasite clearance half-life and the rel-
ative expression ratio of PROSC and TRiC (aver-
age mRNA level) versus Pf14-3-3 (r = 0.39, P <
2.2 × 10−16) (Fig. 2B). This correlation is signif-
icantly stronger (P = 0.01) than that between
half-life and expression of any individual gene
within or outside the chaperone network (e.g.,
maximum r = 0.35 for cyclophilin19B), indi-
cating that artemisinin resistance is associated
with the coordinated transcription of multiple
chaperone partners.
In GrpA, artemisinin resistance and K13-

propeller polymorphisms also associated with
down-regulation of genes involved in DNA repli-
cation (Fig. 2A and fig. S2, A and B). Although
DNA replication occurs later than 8 to 10 hpi
(23), this down-regulation may represent a de-
velopmental stalling of resistant parasites in
which transcription of theDNA replication genes
is “halted.” Accordingly, the age (hpi) of GrpB
parasites correlated inversely with clearance
half-life (r = –0.39, P < 0.001) (Fig. 2C). To an-
alyze this relationship further, we investigated
the ex vivo transcriptomes of 9 sensitive and 10
resistant parasites (median half-lives, 4.99 and
7.35 hours) from Pailin, sampled from patients
at 0 hours and during ex vivo cultivation at 8,
16, 24, 32, and 40 hours (fig. S4). Estimating the
parasite age at each time point, we observed that
the resistant isolates progressed from rings to
trophozoites to early schizonts at a slower rate
than sensitive isolates (P < 0.05) (Fig. 2D). This
deceleration in blood-stage development occurred
during the first 32 hours. At 40 hours, presum-
ably at the end of DNA replication, the resistant
isolates reached the same stage of development
as their sensitive counterparts, thus complet-
ing their intraerythrocytic life cycle at the same
time.
Up-regulation of the UPR may enable re-

sistant parasites to better withstand the dele-
terious effect of Fe2+-activated artemisinins,
which are believed to damage intracellular
structures via direct alkylation and oxidation
(24). An up-regulated UPR is likely to increase
the capacity of parasites to quickly repair or
degrade proteins (or other cellular compo-
nents) that are damaged by brief artemisinin
exposures in patients. The two chaperonin
complexes, PROSC and TRiC, are likely to
play a pivotal role in this process, as they do
in the UPR of other eukaryotes (21, 22). Up-
regulation of the UPR is also consistent with
the putative function of kelch proteins as neg-
ative regulators of signal transduction, trig-
gering the UPR upon protein damage (25). In
resistant parasites, mutant K13 proteins may
lose their ability to negatively regulate this path-
way, leading to its constitutive activation at
baseline, increased activation upon artemisi-
nin exposure, or both. Finally, inverse relation-
ships between members of the Plasmodium
chaperone network—especially that between
cyclophilin19B and cyclophilin19A—may reflect
specific adjustments in protein-folding activities
in the Plasmodium cytoplasm. These proteins
have been suggested to function as rate-limiting

steps in protein folding in other eukaryotes,
and their differential expression is also thought
to reflect readjustments of the UPR (26).
Intriguingly, UPR-related genes, including

those encoding PROSC and TRiC, show high
variability among the GMS field sites. In in-
vestigating the geographical distribution of tran-
scription profiles, we first noted two distinct
clades of parasites based on Pearson correla-
tion of the individual transcriptome in all three
transcriptional groups (fig. S5). Whereas one
clade containedmainly parasites fromDRCongo
and Bangladesh, the other was strongly enriched
for parasites from the GMS. In the GMS clade for
GrpA,we found 659 differentially expressed genes
that define parasite populations in distinct areas.
Among these, there was a high enrichment of
biological processes associated with artemisinin
resistance, including protein turnover and oxi-
dative damage response (Fig. 3). The transcrip-
tional variability of these genes is particularly
evident in Pailin, where P. falciparum resistance
to several classes of drugs (quinolines, antifolates,
and artemisinins) has originated (7, 27) andwhere
the parasite population exhibits a distinct genetic
structure (28). This suggests that the propensi-
ty of Pailin parasites to develop drug resistance
may be maintained by differential expression of
genes involved in response to oxidative or other
types of stress. It seems reasonable to speculate
that this transcriptional heterogeneity is driven by
frequent exposure to oxidative stress due to the
high prevalence of hemoglobinopathies in this
region (2).
The decelerated progression of ring-stage

development is also consistent with the arte-
misinin mode of action and putative mecha-
nism of resistance. Ring-stage arrest has been
associated with lower levels of endocytosis and
hemoglobin digestion, which decreases free
heme-mediated activation of artemisinin and
enhances the parasite’s tolerance to this drug
(29). This phenotype may also relate to P. fal-
ciparum dormancy, which has been suggested
to enable the parasite to withstand the drug
pressure and resume growth in favorable con-
ditions (16, 30). Up-regulation of the UPR may
be directly linked with decelerated parasite de-
velopment as a mechanism to connect the repair
of damaged proteins to cell cycle progression,
as observed in other eukaryotes (25). Inves-
tigating these two phenomena in P. falciparum
may improve our understanding of the molec-
ular basis of artemisinin resistance and facilitate
the development of new strategies to counter
the threat it poses to global malaria control
and elimination.
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CHRONIC INFECTION

Hidden costs of infection: Chronic
malaria accelerates telomere degradation
and senescence in wild birds
M. Asghar,1,2 D. Hasselquist,1*† B. Hansson,1 P. Zehtindjiev,3

H. Westerdahl,1 S. Bensch1†

Recovery from infection is not always complete, and mild chronic infection may persist.
Although the direct costs of such infections are apparently small, the potential for any
long-term effects on Darwinian fitness is poorly understood. In a wild population of great reed
warblers, we found that low-level chronic malaria infection reduced life span as well as the
lifetime number and quality of offspring.These delayed fitness effects of malaria appear to be
mediated by telomere degradation, a result supported by controlled infection experiments on
birds in captivity.The results of this study imply that chronic infection may be causing a series
of small adverse effects that accumulate and eventually impair phenotypic quality and
Darwinian fitness.

T
he harmful consequences of infections are
well understood in humans and wild and
domesticated animals (1, 2), and disease is
known to be a key factor in sexual selec-
tion (3) and life-history evolution (4). In

wild animals, the cost of disease is most ap-
parent during acute infection, when the host
shows sickness behaviors and becomes inef-
ficient in avoiding predators, finding food, and
defending territory (5). After surviving the acute
phase, either the infection is cleared or it may
become chronic, often without apparent clinical
signs. To study the ultimate long-term effects of
infection in natural populations, and the poten-

tial proximate mechanisms underlying such ef-
fects, detailed data are required from individuals
measured repeatedly over their entire lives. Un-
fortunately, such data are scarce for animals.
We have investigated the ultimate (Darwin-

ian fitness) costs of avian malaria caused by
Plasmodium and Haemoproteus spp. in great
reed warblers (Acrocephalus arundinaceus),
using detailed life-history data collected during
25 years in a wild population breeding at Lake
Kvismaren, Sweden (6–8). The great reed war-
bler breeds in Eurasia and winters in tropical
Africa. Previous studies based on parasite mito-
chondrial cytochrome b genes have identified 17
different malaria parasite lineages in the great
reed warbler study population, all transmitted in
Africa (9, 10). This host-parasite system is well
suited for investigating long-term effects of in-
fection, because avian malaria disease is charac-
terized by a severe acute phase when individuals
first contract the infection, after which most of
the survivors retain a persistent, low-level chronic

infection (11). In wild bird populations, the fitness
costs to hosts of being infected are typically not
detectable (12), probably because individuals with
acute infections are difficult to find and study.
Moreover, the short-term effects of chronic in-
fection are often reported to be benign over the
time scales that infected individuals have been
studied (10, 12). On blood samples from great reed
warblers, we have used nested polymerase chain
reaction (PCR) for DNA-based detection and iden-
tification of malaria parasites [Haemoproteus
and Plasmodium (13, 14)] and quantitative
PCR (qPCR) for determining infection intensity
(9, 14, 15). In our study population, uninfected
birds and birds with low-level nonsymptomatic
infections are equally common, and we have
detailed knowledge of infection history and re-
production throughout the individuals’ lives
(9, 10, 14). Low-level chronic malaria appears
to have no direct short-term costs to great reed
warblers in our study population. There is no
difference in activity patterns between infected
and uninfected birds, either in song rate in males
[mean T SEM song rate (percent of time singing
per 15 min): infected = 59.3 T 1.47 (n = 14
birds), uninfected = 58.7 T 0.83 (n = 12); t1,24 =
0.32, P = 0.76; fig. S1A (14)] or in nestling feeding
rate in females [mean T SEM feedings per hour
and nestling: infected = 2.07 T 0.91 (n = 21), un-
infected = 1.96 T 0.92 (n = 28); t1,47 = 0.41, P =
0.68; fig. S1B (14)].
We found that birds infected with malaria had

significantly shorter life spans [mean T SEM
years: infected = 1.69 T 0.15; uninfected = 2.53 T
0.26; P = 0.006 (Fig. 1A)] and fewer fledglings
during their lifetimes [mean T SEM fledglings:
infected = 4.03 T 0.74; uninfected = 8.63 T 1.52;
P = 0.009 (Fig. 1B)] than uninfected birds. When
controlling for life span [general linear model
(GLM): F1,75 = 78.17, P < 0.0001], the negative
effect of malaria infection on lifetime fledging
success was not significant [F1,75 = 0.89, P = 0.35
(table S1)], which is consistent with a previous
study in which we found no difference in annual
reproductive success or survival to the next year
between infected and uninfected great reed
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Fig. 1. Relationships betweenmalaria infection status, life span, lifetime fledging success, and telomere length in wild great reedwarblers. (A) Uninfected
birds lived longer than birds with chronic malaria infection (t test: t1,71.6 = 2.82, P = 0.006). (B) Uninfected birds produced more lifetime fledglings than chronically
infected birds (t1,67.5 = 2.71, P = 0.009). (C) Relationships between telomere length and age in uninfected (black line) and infected (gray line) great reed warblers
(over life). Telomere length decreased with age (LME model: age, F1,106 = 91.78, P < 0.0001) but at a steeper rate in infected birds (age × malaria status, F1, 106 =
27.09, P < 0.0001; table S2). Error bars represent mean T SEM. n values are given for each age group (uninfected above and infected below error bars).
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warblers (10). Taken together, these data show
that a disease (chronic avian malaria) with
seemingly negligible short-term costs over the
long term induces physiological effects that
shorten life span and reduce the number of
lifetime offspring.
Recent research has linked telomere shortening

to aging (16, 17) and some degenerative diseases
(18, 19), and a few observational studies in hu-
mans (infected with, e.g., hepatitis C virus or
HIV) and mice (infected with Salmonella) have
shown that infected individuals have shorter
telomeres (20, 21). Telomeres are nucleoprotein
structures that cap the ends of chromosomes to
maintain chromosome integrity (22). Telomeres
shorten at each cell division and if exposed to
oxidative stress. When telomeres become too

short, cell death occurs, which can accumulate
in tissues to cause organ dysfunction and aging
effects (23, 24). Hence, telomere shortening is a
possible mechanism for mediating long-term
fitness costs of chronic or recurrent mild infec-
tions. We used qPCR (14, 25, 26) to quantify
telomere length in blood samples of great reed
warblers taken when 8 to 10 days old and then
each year throughout their lives when breeding
at our study site. We estimated telomere short-
ening as the between-year change in telomere
length (14). These data allowed us to estimate
early-life telomere length as well as the annual
rate of telomere shortening. We found that tel-
omere length in great reed warblers decreased
with age (P < 0.0001) and more steeply so in
infected than in uninfected birds [as shown by

the significant interaction age × malaria infec-
tion status, P < 0.0001 (Fig. 1C and table S2].
Individuals infected with malaria experienced a
significantly greater rate of telomere shortening
than uninfected individuals [linear mixed-effect
(LME) model: malaria infection status, F1,61 =
24.2, P < 0.0001 (table S3)]. The difference be-
tween infected and uninfected individuals was
also present when we analyzed malaria infection
status and telomere shortening over the birds’
first year of life, for all parasite lineages com-
bined (P = 0.0001) and for the three most com-
mon parasite lineages separately (Fig. 2A). The
degree of telomere loss seemed to be related to
the severity of the infection, because we found a
marginally positive correlation between the rate
of telomere loss over the birds’ first year of life
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Fig. 2. Relationships between telomere shortening and
malaria infection status in great reed warblers. (A) In wild
birds, uninfected birds (white) experienced a lower degree of
telomere shortening over their first year than infected birds
(gray) for the common avian malaria lineages combined (t
test: t1,62.9 = 3.96, P = 0.0001; nuninfected = 37 birds, ninfected =
28), and separately for P. ashfordi (green; t1,40 = 2.47, P =
0.018), P. relictum (yellow; t1,49 = 2.59, P = 0.013), and
marginally so for Haemoproteus nucleocondensus (blue;
t1,41 = 1.95, P = 0.058). (B) In 1-year-old wild birds, there was a
marginally positive correlation between malaria infection
intensity and telomere shortening for the common malaria
parasite lineages combined (r = 0.41, P = 0.051, n = 23), a
relationship that was significant for P. ashfordi (r = 0.89, P =
0.043, n = 5) and P. relictum (r = 0.60, P = 0.038, n = 12) but
not for H. nucleocondensus (r = 0.52, P = 0.28, n = 6). (C) In
captive great reed warblers, there was a higher rate of
telomere shortening over 9 to 10 weeks in birds experimen-
tally infected with P. ashfordi than in uninfected controls
(GLM: F1,12 = 19.59, P = 0.0008, ninfected = 12, ncontrol = 4), and
(D) in the infected captive birds, there was a positive
correlation between peak malaria infection intensity and
telomere shortening (r = 0.82, P = 0.001, n = 12).

Fig. 3. Relationships between life span and early-life
telomere length (TL; at 8 to 10 days of age) in uninfected
and infected wild great reed warblers. (A) In uninfected
birds (circles, black line), there was a significant positive
relationship between early-life TL and life span (r = 0.40,
P = 0.005, n = 49), whereas (B) in malaria-infected birds
(diamonds, gray line), there was no such relationship (r =
–0.29, P = 0.11, n = 32).The difference in slopes is supported
by the significant interaction early-life TL × malaria status
(P = 0.003).
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and malaria infection intensity for the three pa-
rasite species combined (P = 0.051), a pattern
that was significant in each of the two Plasmodium
species (Fig. 2B).
In a combined analysis of malaria infection

status and early-life telomere length on life span,
we found a significant relationship between life
span and malaria infection status (GLM: F1,75 =
5.10, P = 0.027; table S4) and a significant pos-
itive relationship between life span and early-
life telomere length (8- to 10-day-old nestlings;
F1,75 = 14.51, P = 0.0003). The interaction ma-
laria infection status × early-life telomere length
was also significant (F1,75 = 9.15, P = 0.003).
Thus, in birds remaining uninfected throughout
their lives, there was a positive relationship be-
tween life span and early-life telomere length
(r = 0.40, P = 0.005; Fig. 3A). In contrast, there
was no such relationship in birds infected in
their first year of life and onward (r = –0.29, P =
0.11; Fig. 3B).
Our study shows a positive relationship be-

tween early-life telomere length and life span
in a species living under natural conditions. Such
relationships have previously been found in com-
parisons across species and generally interpreted

as reflecting the pace of life, where species with
high energy turnover rates show fast telomere
loss rates and short life spans (16, 27). Within
species, there is very little information on the
relationship between early-life telomere length
and life span apart from one study on captive
birds (16).
To confirm the relationship between ma-

laria infection and telomere shortening, we
analyzed data from an infection experiment
(14, 28) with Plasmodium ashfordi, one of the
three common malaria parasites in great reed
warblers. Experimentally infected great reed
warblers experienced a higher rate of telo-
mere loss than uninfected control birds over 9
to 10 weeks after inoculation (GLM: F1,12 =
19.59, P = 0.0008; table S5 and Fig. 2C). In the
experimentally infected birds, we also found
a significant positive correlation between peak
acute phase malaria infection intensity and
rate of telomere loss (r = 0.82, P = 0.001;
Fig. 2D).
Inspired by recent research suggesting that

telomere length in offspring is influenced by
parental effects (25, 29), we investigated wheth-
er malaria infection in parent great reed
warblers affected telomere length in their off-
spring. We found that malaria-infected mothers
produced offspring with, on average, shorter
telomeres in comparison to the offspring of
uninfected mothers (t test: t1,170.0 = 3.45, P =
0.0007), but no such effect was found in fathers
(t1,131.7 = –1.43, P = 0.16). Early-life telomere
length in offspring was positively correlated
with their mother’s age when the eggs were
laid (LME model: P = 0.011, Fig. 4), and there
was also a significant interaction mother’s age ×
mother malaria infection status (P < 0.0001;
Fig. 4 and table S6). Hence, in uninfected
mothers, there was a significant positive rela-
tionship between the mother’s age (at the
breeding event) and offspring early-life telomere
length (LME model: F1,75 = 29.42, P < 0.0001),
whereas in malaria-infected mothers, this re-
lationship was significantly negative (F1,61 = 14.08,
P = 0.0004; Fig. 4 and fig. S2). Thus, as un-
infected mothers become older, they produce
chicks with (over the years) successively longer
early-life telomeres. In contrast, as infected
mothers become older, they produce chicks with
successively shorter early-life telomeres. These
results suggest that telomere length in offspring,
a proxy for phenotypic quality, can be influenced
by environmental effects mediated by the moth-
er (29, 30), a finding that may have implications
for our understanding of telomere dynamics
and aging.
Our study combines longitudinal data from a

wild population and experiments to show that
individuals with chronic infections suffer long-
term costs that act via telomere shortening to
have consequences for survival, lifetime repro-
ductive success, and offspring quality.
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Fig. 4. Relationships between mother’s age
and the mean early-life telomere length of her
offspring in relation to mother’s malaria infec-
tion status in wild great reed warblers. Unin-
fected (black line) and malaria-infected (gray line)
mothers differed in the relationship between the
mother’s age and the brood mean telomere length
of her offspring. A LME model showed effects of
mother’s age × mother’s malaria status (F1,142 =
71.53, P < 0.0001), mother’s age (F1,142 = 6.96, P =
0.011), and brood year (F1,142 = 26.76, P < 0.0001;
table S6). Uninfected mothers (n = 20), as they
became older, produced broods in which nestlings
had longer mean telomeres (P < 0.0001), whereas
in malaria-infected mothers (n = 19), this relation-
ship was reversed (P = 0.0004). n values (broods)
are given for each age group, and error bars rep-
resent mean T SE of brood means (14). The sta-
tistical analysis was conducted using a LMEmodel
with the early-life telomere length of individual
offspring as a dependent variable, the mother’s
identity as a random factor, and broods fitted into
mother as a nested random factor.
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PROTEASOMES

A molecular census of 26S
proteasomes in intact neurons
Shoh Asano,* Yoshiyuki Fukuda,* Florian Beck, Antje Aufderheide, Friedrich Förster,
Radostin Danev, Wolfgang Baumeister†

The 26S proteasome is a key player in eukaryotic protein quality control and in the
regulation of numerous cellular processes. Here, we describe quantitative in situ structural
studies of this highly dynamic molecular machine in intact hippocampal neurons. We
used electron cryotomography with the Volta phase plate, which allowed high fidelity and
nanometer precision localization of 26S proteasomes. We undertook a molecular census
of single- and double-capped proteasomes and assessed the conformational states of
individual complexes. Under the conditions of the experiment—that is, in the absence of
proteotoxic stress—only 20% of the 26S proteasomes were engaged in substrate
processing. The remainder was in the substrate-accepting ground state. These findings
suggest that in the absence of stress, the capacity of the proteasome system is not
fully used.

T
he ubiquitin proteasome system (UPS) plays
a key role in many cellular processes, in-
cluding cell cycle control and proteostasis
(1). The 26S proteasome executes the pro-
cessive degradation of proteins marked for

destruction by the attachment of polyubiquitin
chains (2, 3). Malfunctions of the UPS result in
the accumulation of damaged or misfolded pro-
teins and are implicated in a number of diseases
(4). The 26S proteasome is involved in many
fundamental processes in neurons (5), including
the regulation of synaptic strength and of the
presynaptic (6) as well as postsynaptic proteome
(7). However, the exact molecular mechanisms
underlying these phenomena remain to be elu-
cidated, and quantitative structural studies per-
formed in situ should contribute to a deeper
understanding.
Cellular electron cryotomography combines

the power of high-resolution three-dimensional
(3D) imaging with the best possible structural
preservation (8). This is particularly important
for fragile structures such as the 26S proteasome.
Electron cryotomography performed with the
recently developed “Volta” phase plate (9) allows
the identification and localization of molecular
structures in the cellular environment with high
fidelity.
The 26Sproteasomes could readily be identified

by visual inspection (Fig. 1A, insets). Nevertheless,
for a systematic and comprehensive statistical
analysis of the 26S proteasomes, an automated
template-based search was performed (10). To en-
able detection of both single-capped and double-
capped 26S proteasomes, a double-capped 26S
particle [ElectronMicroscopyData Bank (EMDB),
2165] (11) with one regulatory particle (RP) re-
moved computationally was low-pass filtered to a
resolution of 40 Å and used as a template for an

initial search of cytosolic volumes. Particles iden-
tified by cross-correlation coefficients (CCC) above
a generous cut-off value (Fig. 1B) showed an iso-
tropic orientation distribution (fig. S1) and were
validated by visual inspection. Both single- and
double-capped particles yielded almost identical
CCCs (mean CCC ~ 0.28 for both populations)
(Fig. 1B), indicating that the template-based
search did not bias the statistics toward one or
the other assembly state. In addition, we per-
formed a search with a 20S-Cdc48 template (12);
we were unable to distinguish a class populated
by such a complex.
The CCC values had an approximately Gaus-

sian distribution (Fig. 1B), suggesting that almost
all (>3s) 26S proteasome particles present in the
tomograms were detected. In contrast, we could
not identify 26S proteasome particles reliably in
cryotomograms acquiredwithout the Volta phase
plate (9). To quantify the signal quality of par-
ticles acquiredwith the phase plate, we compared
the single-capped 26S proteasomes to a high-
resolution map obtained by cryoelectron micros-
copy (cryo-EM) single-particle analysis [Protein
Data Bank (PDB), 4cr2] (13) by Fourier cross-
resolution (FCR). The resolution of the majority
of the subtomograms, each depicting an individ-
ual single-capped26Sproteasomeparticle, ranged
from 35 to 50 Å (Fig. 1C).
Previous analyses of isolated proteasomes sug-

gest that double-capped proteasomes, single-
capped proteasomes, uncapped proteasomes, and
different assembly intermediates all coexist in the
cell (14, 15). However, the relative abundance of
the different assemblies is unclear because cell
lysis and the subsequent purification steps may
cause partial disassembly. To analyze the struc-
tural heterogeneity of our in situ particle ensem-
ble, we subjected it to statistical analysis by
subtomogram classification and averaging. First,
we coherently aligned and averaged the sub-
tomograms without using any external starting
model to avoid template or reference bias (16)

(figs. S2 and S3). The resulting subtomogram
average showed a single-capped 26S proteasome.
However, the global average, as well as the cor-
responding variance map, exhibited considerable
heterogeneity at the uncapped end of the core
particle (CP) (Fig. 2A). Both the faint density at
the CP end and the variance maps suggested the
coexistence of single- and double-capped 26S
proteasomes in our data set, consistent with in
vitro observations (15, 17). We used a variance-
based 3D focused classification (18) approach to
divide the particle set into two structurally homo-
geneous classes, as well as a background bin
comprising hypervariable subtomograms (fig. S4).
The backgroundbin comprised 20S core particles,
(dis-)assembly intermediates and, possibly, a few
remaining false positives. The particles assigned
to the background bin were discarded after each
classification step because the various molecular
species contained in this bin were too few to yield
meaningful averages. The main difference be-
tween the two homogeneous classeswas the pres-
ence or absence of the second RP (Fig. 2B). Thus,
the first class depicts an average of double-capped
26S proteasomes, whereas the second represents
the single-capped population. Double-capped 26S
proteasomes were far less abundant (425 par-
ticles, 27%) than the single-capped complexes
(1156 particles, 73%), very similar to the ratio ob-
served in native gel densitometry of rat cortex
(19). On average, 23 single- or double-capped 26S
proteasomes were found per tomogram, which
translates into a mean cytosolic concentration
of ~190 nM, a value close to the 26S proteasome
subunit concentration previously reported for
Saccharomyces cerevisiae (140 to 200 nM) (20).
To reveal differences in the two RPs of double-

capped 26S proteasomes, all proteasome par-
ticles were subjected to in silico cutting between
the two b rings of the 20S core particle (Fig. 2C).
The two halves of double-capped particles were
then treated as separate subtomograms. Because
of the larger effective number of subtomograms,
the resolution of the subtomogramaverage depict-
ing a single-capped 26S proteasome improved to
31 Å. The corresponding variance map indicated
a high variability for distinct RP subunits, such
as Rpn6 and Rpn1 (Fig. 2C). Moreover, the var-
iance was high in a region surrounded by Rpn1,
Rpn2, Rpn10, and Rpn11, where there is no den-
sity in single-particle reconstructions of purified
26S proteasomes (11, 13, 21, 22). We then sep-
arated the truncated particles into twomajor clas-
ses, class 1 (at 27 Å resolution) and class 2 (31 Å),
which were found in both single- and double-
capped 26S proteasomes (Fig. 2D). The size of the
two classes was unbalanced: Class 1 accounted
for 80% of all RPs (1367 particles) and class 2 for
only 20% (339 particles). The difference map be-
tween the two classes (Fig. 2D)was in good agree-
ment with the variance map, which was most
intense for Rpn1, Rpn6, and the area enclosed by
Rpn1, Rpn2, Rpn10, and Rpn11 (Fig. 2D).
A very large cryo-EM data set of isolated S.

cerevisiae 26S proteasomes has recently revealed
coexisting conformations of purified 26S protea-
somes referred to as s1, s2, and s3 (13). Substrates
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Fig. 2. Subtomogram averaging and classifica-
tion workflow. (A) Global average from all par-
ticles displayed as center slice (left) and isosurface
view (middle), as well as isosurface representation
of the variance map (right; variance in violet). (B)
First classification round separating single-capped
from double-capped 26S proteasomes.The differ-
ence map between the two classes (right; differ-
ence shown in red) shows the additional RP.The in
silico cutting was performed along the blue dashed
line between the two 20S b rings. (C) Resulting
average displayed as slice (left) and isosurface
(middle), as well as corresponding variance map
(right). (D) Second classification of the cut parti-
cles into two classes. Class 2 (left, light blue iso-
surface) and Class 1 (middle, light green isosurface)
mainly differ at Rpn1, Rpn6, and the substrate entry
location (right, red isosurface). Scale bars for the
slices, 25 nm.

RESEARCH | REPORTS

Fig. 1. Raw image and quality assessment. (A) Slice from a representative cryotomogram of a
cultured hippocampal neuronal cell. One single-capped (middle) and two double-capped 26S
proteasomes (left and right) are indicated by a red frame. The insets display magnified 1.7-nm Z
slices through each proteasome volume. Scale bars: overview, 100 nm; insets, 25 nm. (B) Histogram
depicting the CCCs of all single-capped (blue bars) and double-capped (red bars) 26S proteasomes.
The histograms were fitted with a Gaussian distribution (blue: single-capped 26S proteasomes, mean
CCC~0.28; red: double-capped 26Sproteasomes,meanCCC~0.28).The dashed gray line indicates the
average threshold (~0.12), belowwhich templatematching results have been discarded. (C) Histogram
showing the FCR of each single-capped 26S proteasome [blue in (B)] and the atomic model of the
S. cerevisiae single-capped 26S proteasome (PDB, 4cr2).The mean cross resolution is at 47 Å.
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Fig. 4. Subclassification within GS and SPS. (A) Classification of GS class
into four subclasses. (Left) Variance map (top), the GS average (middle) and
corresponding down-sampled atomic model (bottom). (Center) Subclasses
GS1 to GS4 displayed as isosurfaces; their relative abundances are indicated.

(Right) Differences between GS1 to GS4 and the down-sampled atomic model (red). (B) Classification of SPS class into three subclasses, SPS1 to SPS3,
displayed as in (A).

Fig. 3. Rigid body fitting of atomic subunit mod-
els into EM densities. (A) Fitted atomic models
of the S. cerevisiae 26S proteasome subunits in
the GS and SPS EM densities (Fig. 2D). The sub-
units Rpn9/5/6/7/3/12 are colored in different
shades of green, Rpn8/Rpn11 in light/darkmagen-
ta, Rpn10 and Rpn13 in purple, Rpn1 in brown,
Rpn2 in yellow, the AAA-ATPase hexamer in blue,
and the CP in red (13). Red arrows indicate selected
Rpns and the unassigned density in the SPS. (B)
Single-capped and double-capped 26S protea-
somes displayed as green (GS) and blue (SPS)
isosurfaces overlaid on a slice of a representative
tomogram. Scale bar, 500 nm. (C) Chart showing
the overall distribution of single-capped and double-
capped 26S proteasomes (left) and of the different
states within single-capped (middle) and double-
capped (right) 26S proteasomes.



most likely primarily bind to the most abundant
low-energy state s1; s2 mediates their tighter
binding (“commitment”) and activates the Rpn11
deubiquitylating module; and s3 finally enables
translocation of substrates into the CP (13). To
compare the mammalian in situ classes to the
S. cerevisiae in vitro conformations, atomicmod-
els of the S. cerevisiae 26S proteasome subunits
were rigidly fitted into the densities of class 1 and
class 2 (Fig. 3A and fig. S5). Class 1 was most sim-
ilar to s1 (substrate accepting) [root mean square
deviation (RMSD) ~ 8.9 Å], whereas class 2 most
closely resembled s3 (translocating) (RMSD~7.4Å)
(fig. S5). In vitro, the 26S proteasome in complex
with a polyubiquitylated substrate, GFP-I27-Ub4,
adopts a conformation that is essentially iden-
tical to s3 and hence similar to class 2 (23). Thus,
class 2 represents proteasomes that are engaged
in substrate processing. Accordingly, we refer
to the major conformational states represented
in class 1 and class 2 as “ground state” (GS) and
“substrate-processing state” (SPS), respectively.
Only 20% of 26S proteasomes in the analyzed
neurons were in a SPS. We generated a 3D atlas
of the 26S proteasome within a cell with their
individual orientations and conformation states
(Fig. 3B).
Next, we analyzed whether the conformations

of the two RPs in each double-capped 26S
proteasomes correlated with one another. This
analysis matched the observed distribution with
the values predicted for uncorrelated states: GS-
GS, 64% (measured) versus 63% (predicted); GS-
SPS, 32% versus 33%; and SPS-SPS, 4% versus 4%
(Fig. 3C), similar to previous single-particle cryo-
EM studies (13, 23), favoring the notion that both
RPs can act independently.
The GS density (Fig. 4A) showed a high var-

iance in the vicinity of the Rpn1 and Rpn13 sub-
units. The corresponding subtomograms were
classified into four classes to deconvolute the
underlying major structural differences (fig. S6).
The first class (GS1, 24%) essentially did not
differ from the density simulated with the fitted
atomic model of a complex lacking the ubiquitin
receptor Rpn13 (24) (Fig. 4A). Rpn13 was also ab-
sent in class GS2 (18%) and was found only in
~58% of all proteasome particles, in agreement
with a dynamic binding of Rpn13 (25). Compared
with GS1, GS2 exhibits a prominent additional
density associated with Rpn1, which functions as

a hub for a number of proteasome-interacting
proteins (PIPs) (2). The remaining two ground-
state classes, GS3 (34%) and GS4 (24%), showed
density adjacent to Rpn2 that colocalizes with
Rpn13 in S. cerevisiae proteasomes (11, 13, 21, 22).
This density was less prominent in GS3 but sub-
stantially larger in GS4, most likely due to the
presence of PIPs.
The subtomograms contributing to the SPS

were separated into three classes (Fig. 4B). The
differences of all three classes, when compared to
the atomicmodel, are located in a region above the
“mouth” of the proteasomal ATPase Associated
with diverse cellular Activities (AAA)–adenosine
triphosphatase (AAA-ATPase). In single-particle
studies, substrate was localized where we ob-
served the additional masses in situ (23). How-
ever, the additional densities in each of the three
in situ classes correspond to ~150 kD to 250 kD,
which is substantially larger than a typical pro-
teasomal substrate or the one used in the in vitro
studies (23). In fact, one would anticipate a high
degree of structural variability of the proteasome-
associated densities if they corresponded to sub-
strates only, given their heterogeneous nature
and different stages of processing. Most likely,
the proteasome-associated densities in the SPS
classes depict mostly substrate-processing cofac-
tors of the 26S proteasomes, such as deubiquityl-
ating enzymes and E3 ubiquitin ligases, which
are frequently found in association with 26S
proteasomes (2).
Advances in technology, such as direct detec-

tors and the contrast-enhancing Volta phase
plate openup opportunities for structural studies
in situ and visual proteomics (26). Fragile and
highly dynamic macromolecular complexes can
be studied in their functional and unperturbed
cellular environments, providing quantitative in-
formation about their states of assembly and
conformation. A challenge for the future is to
correlate this information in a systematic man-
ner with topographic information about the cel-
lular environments they inhabit.

REFERENCES AND NOTES

1. A. Hershko, A. Ciechanover, A. Varshavsky, Nat. Med. 6,
1073–1081 (2000).

2. D. Finley, Annu. Rev. Biochem. 78, 477–513 (2009).
3. D. Voges, P. Zwickl, W. Baumeister, Annu. Rev. Biochem.

68, 1015–1068 (1999).
4. E. Leroy et al., Nature 395, 451–452 (1998).

5. H. C. Tai, E. M. Schuman, Nat. Rev. Neurosci. 9, 826–838
(2008).

6. K. Willeumier, S. M. Pulst, F. E. Schweizer, J. Neurosci. 26,
11333–11341 (2006).

7. M. D. Ehlers, Nat. Neurosci. 6, 231–242 (2003).
8. V. Lucić, F. Förster, W. Baumeister, Annu. Rev. Biochem. 74,

833–865 (2005).
9. R. Danev, B. Buijsse, M. Khoshouei, J. M. Plitzko, W. Baumeister,

Proc. Natl. Acad. Sci. U.S.A. 111, 15635–15640 (2014).
10. J. Bohm et al., Proc. Natl. Acad. Sci. U.S.A. 97, 14245–14250

(2000).
11. F. Beck et al., Proc. Natl. Acad. Sci. U.S.A. 109, 14870–14875

(2012).
12. D. Barthelme, J. Z. Chen, J. Grabenstatter, T. A. Baker,

R. T. Sauer, Proc. Natl. Acad. Sci. U.S.A. 111, E1687–E1694
(2014).

13. P. Unverdorben et al., Proc. Natl. Acad. Sci. U.S.A. 111,
5544–5549 (2014).

14. T. Yoshimura et al., J. Struct. Biol. 111, 200–211 (1993).
15. J. M. Peters, Z. Cejka, J. R. Harris, J. A. Kleinschmidt,

W. Baumeister, J. Mol. Biol. 234, 932–937 (1993).
16. Y. Chen, S. Pfeffer, T. Hrabe, J. M. Schuller, F. Förster, J. Struct.

Biol. 182, 235–245 (2013).
17. S. Bohn et al., Proc. Natl. Acad. Sci. U.S.A. 107, 20992–20997

(2010).
18. Y. Chen, S. Pfeffer, J. J. Fernández, C. O. S. Sorzano, F. Förster,

Structure 22, 1528–1537 (2014).
19. H. C. Tai, H. Besche, A. L. Goldberg, E. M. Schuman, Front. Mol.

Neurosci. 3, 12 (2010).
20. C. G. Pack et al., Nat. Commun. 5, 3396 (2014).
21. G. C. Lander et al., Nature 482, 186–191 (2012).
22. K. Lasker et al., Proc. Natl. Acad. Sci. U.S.A. 109, 1380–1387

(2012).
23. M. E. Matyskiela, G. C. Lander, A. Martin, Nat. Struct. Mol. Biol.

20, 781–788 (2013).
24. K. Husnjak et al., Nature 453, 481–488 (2008).
25. Z. Wang et al., Mol. Cell. Proteomics 7, 1639–1650 (2008).
26. C. V. Robinson, A. Sali, W. Baumeister, Nature 450, 973–982

(2007).

ACKNOWLEDGMENTS

We thank Y. Chen for technical assistance and troubleshooting and
P. Unverdorben for support in modeling and discussions. The
research leading to these results has received funding from the
European Commission under FP7 GA no. ERC-2012-SyG_318987-
ToPAG. The work was additionally supported by the Deutsche
Forschungsgemeinschaft Excellence Cluster CIPSM and SFB 1035
(both to W.B.) and FO 716/3-1 (to F.F.). Data availability: The cryo-
EM maps for the GS and SPS were deposited into the EMDB with
the accession codes EMD-2830 and EMD-2831, respectively. FEI
Company has submitted a patent for the Volta phase plate, which
is currently pending. Information on materials and methods is
available on Science Online

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/347/6220/439/suppl/DC1
Materials and Methods
Supplementary Text
Figs. S1 to S6
References (27–41)

12 September 2014; accepted 15 December 2014
10.1126/science.1261197

442 23 JANUARY 2015 • VOL 347 ISSUE 6220 sciencemag.org SCIENCE

RESEARCH | REPORTS



Bio-Techne is a trading name for R&D Systems

info@bio-techne.com

techsupport@bio-techne.com TEL 800 343 7475

North America
info.cn@bio-techne.com

TEL +86 (21) 52380373

China

TEL +1 612 379 2956

bio-techne.com/find-us/distributors

Rest ofWorld

TEL +44 (0)1235 529449

Europe ● Middle East ● Africa

H IGHEST QUAL ITY PRODUCT PORTFOL IO

Introducing

TRUSTED GLOBAL BRANDS

Small
Molecules

Antibodies

Stem Cell
Products

ELISAs

Luminex
®

Proteins

Proteome
Profiler

™

Arrays



This is the start of something big.

Introducing Science Advances – the new, online-only, open-access journal from Science

and AAAS. Find out how you can be among the first authors published at scienceadvances.org.



��� ������ ����� ������ �� ��� ���� �� ��	 
 �
	� 
�� �����


����� ������ �� �
�� �� 
������ ��������

��
	� ��	� 
� ����������������������


������ ��� ��������	
��� ���������
���� ���� ���� ����� ��� ������ �������� ���� ��� ���
���� �������� ��������� ������� ���� ���� ���� �������
������ ������

����� ��� ��� ��� ������ ����� �������

�� �� �������	��
�


����
�

������� �� ������ ��������� ���������� �� ���� ��� ���� ��� �� ���������

���� ��� �� ��������� ������� �� �����

AvailableNow

Comets and
theirOrigin

The Tool to

Decipher a Comet

ByUweMeierhenrich

ISBN: 978-3-527-41281-5

352 pages | December 2014

Find outmore at

www.wiley.com



The Lamont-Doherty Earth Observatory and

The G. Unger Vetlesen Foundation

are pleased to congratulate

the 2015Vetlesen Prize Laureate

Stephen Sparks
for his ground-breaking work

in the Geld of volcanology.

www.ldeo.columbia.edu/vetlesen-prize

The Vetlesen Prize

honors scientifc

achievement that

results in a clearer

understanding of

the Earth, its history,

or its relations to

the universe.

The Vetlesen Prize 2015
Achievement in the Earth Sciences

Professor Sparks is the Chaning Wills Professor of Geology in

the Department of Earth Sciences at the University of Bristol.

17050Montebello Rd, Cupertino, CA 95014
Email:AAASInfo@betchartexpeditions.com
www.betchartexpeditions.com

For adetailedbrochure, call (800) 252-4910
All prices are per person twin share + air

Kashmir has long been legendary as a destination
of travelers from India and beyond. Ladakh is a trans-
Himalayan kingdom that retains a strong Tibetan
Buddhist identity with alpine desert valleys, watered
by glacial melt where surrounding peaks display an
astonishing geology. Join Dr. Chris Carpenter for
an intriguing adventure! $5,495 pp + air

BETCHART EXPEDITIONS Inc.

Kashmir & Ladakh
August 29–September10, 2015

“YOU ARE WATCHING THIS BEAUTIFUL ECOSYSTEM

BE DEGRADED BY CLIMATE CHANGE OR HUMAN

INTERACTION … THEN YOU SORT OF PULL UP YOUR

SOCKS AND GO SEE WHAT YOU CAN DO.”

Every scientist has astory
Read his story at membercentral.aaas.org

Marine conservationist and

Kenyan coral reef expert,

Tim McClanahan, AAAS Member

Marine conservationist and

Kenyan coral reef expert,

Tim McClanahan, AAAS Member



23 JANUARY 2015 • VOL 347 IS6UE 6220    443SCIENCE   sciencemag.org/products

LIFE SCIENCE TECHNOLOGIES Produced by the Science/AAAS Custom Publishing Office

NEW PRODUCTS: DNA/RNA ANALYSIS

RNA/Protein Detection Assay

The PrimeFlow RNA Assay"#$"%��"��$%"

���"���	"
��"�	%�
�%�	"�$$�	"�������"��"

$#
��%�����$"��%��%#��"��"���"���"���-

%�#�"�#%�#�"
#��#��$"��"����$"�%"$#���������"

resolution. With the novel PrimeFlow as-

$�	�"��$�������$"���"���"#��������%�"%��"

$#
��%�����$"����	$#$"��"���"%���$��#�%$"

���"���%�#�$"%�"�����%�"%��#�"�����$%���-

#��"��"$#���������"�	��
#�$�"��#
�����"

���"�$$�	"������$"�#��"%��������%"

��%��%#��"��"���"���"���%�#�"�����$$#���"

%���������"#%"���"��"�$��"%�"������%��#���"


�����#$%#����	"���"�����%	�#����	�"���

�����$$#��"��"���$"�#%�"%��"����%#����"

���%�#�$"�%"%��"$#���������"������"��#$"�$-

$�	�"�#%�"�"�$�����#����	"���%����"%��%"��$"


��	"$#
#���#%#�$"�#%�"$%������"��%#���	�

$%�#�#��"���������$"���"��%�"�� �#$#%#��"

��"
��"�	%�
�%�	�"#$"��"#���������"%���"���"

#

������	"���$"������
#��"%���$��%#����"

��$������"���"
�!��"�����%���"��"%�#$"

%��������	"#$"%��"��#�#%	"%�"��%��%�"�#%�"

�#��"$��$#%#�#%	�"
���$"���"��#��"
��"

�	%�
�%�	"��%#���#�$"���#�$%"%��"�����-

$����#��"���%�#�$"������
"�����	"��"���"

��%"���#������

eBioscience

���12��� 1!!!�"""�#$%#

������2�3�2�������


Gene Engineering System 

���1&���
����1'�24��1(���1'��2����2��1

)	34�
1231�1�����1���4���
1���1��3�����1

��2��1����4�31���
����41���1���24����1

����1�23���42��1*+���+��43,12�1����31

�42�2�2��14��1-�.)���-�3"1����1

���2����2��14��������	�1/����332��1

4��1��4����1�����3�1
�����23
1��1S. 

Pyogenes�14��1'�24��1���4���
1��
��23�31

4��14����1��
�����431����2���1���1

����1��242��12�1
�

��2��1����3 1*#,1�1

���3
2�1�����2��1-�3"1������3��1*0,1�1

���
2����	13	�4��32���14���3���42��42��1

���1*4������,�1���1*$,1�1��34�
1-�.)��1

���1*�����,1��32����14�14����414��1

324�1��12�4���34�1���1'�24��1���4���
1

����4�	132
��2��31���1��������4�314��1

�����2
��4��1����2��
��431���1���+
��1

��
�����14�1��2342��1���������3�1

�������1��3	1���4���3���42��1��13	�4��42�14�������1���1�����31

�32��1&���
��'-�1&��14���3���42��1������4�1��3�������31���1

������
14��1-�3"1������3�14�14����414��2�1����31��12�4���341

�24���414��1����14�1�����1���13�������12��2�2����1��2��1���31

2�4�1�����332��1���4��3�1���132
��2���1���+
��1���14�231��������1

�����3�1����42�31
�4���1���1������4�1����42����1+���+��4312�1���1

4�14��1���+31���3�314��1������41����
��4�142
�3�����

GE Life Sciences

������
�� ������������

����	����
����
���������
��	

Electronically submit your new product description or product literature information! Go to www.sciencemag.org/products/newproducts.dtl for more information.

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations 

are featured in this space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any 

products or materials mentioned is not implied. Additional information may be obtained from the manufacturer or supplier.

Multiplex Amplicon Panels

��,����	,����..,������
,-.,���,

���-�����,���,�������"#,�
��-���,

�����.,���,�.�,�-/�,'���
-��,���/,

"�����/-��,#������-��,$�"#&,.	./�
.�,

���,�..�	.,���,��
��/-���,�-/�,���!,

���,�-�����/-��,����,����, ��,���
,�),

��,��,����
-�, ���,���,������	-��,

/��������	,������.,�������.,��,��-
��,

��-�.,/�,��,�
��-���,-�,�,.-����,/����,

���,�����.,���,��,�.��,/�,/����/,�-/���,

���/-����.,��������,��,�,.-����,�����,


��/-���,���-,/��������/,/��,����
��,

��,�,��
�-��/-��,��,��/��,���,-�-/-��,

������/,-.,�,��
������.-��,��*�,������,

�,��-�-����	,-
���/��/,/�
��,.�����..��,

�����,��-.,�����,�����.,���,���-��,����.,

��,��*�,-�,�,.-����,/���,���
�/�,���/���,

�����,�����,�������
��/,��.��,��,/�-.,

/��������	,/����/.,����,()),��-�-����	,

�������/,�������	,
�/�/-��.�,���,


��/-����,�
��-���,�����.,���-���,�-���

������
����,
�/�-�.�,.���,�.,������/,

���/����/,���,��������,��-���
-/	�,��-.,

���,/��������	,��.,�,���-�,���%
��,

�����-��,-���/-���/-��,��,-
���/��/,


�/�/-��.,-�,�,��./��+��/-��,
������

Swift Biosciences

���/0���� "!,�!!)�(*-�




�1
0�2�0�1�0����

Gene Capture Probes

�#��/�����10����/#���/'�
2���/����1/

���/���2�1/���/0����/���/����20��/��12��-

0���/2����2/��
2���/
����1/���/���0�����2/

��/ )/��/����/����1/��/���/������0��/2��/


����������/��/��0120��/
����1�/�����-

10����/#���/'�
2���/����1/���/���2�1/

���/0����/���/1�0��20121/
��/����/2�/

������/2��/��12/��/2��0�/���2/������20��/

1������0��/%�#$&/��
��0���21/
02���2/

1���0��0��/����02	/���/1
��0��02	�/�#��/

�����10����/#���/'�
2���/����1/���/

���0�����/���/2��/���0��/���0��1/��/��	/

�����/���$��/����/���/���/���0�����/


���0���/0�/2���1/��/0�/0��0�0����/
��2�/


���1/���/1����20��/�0�0���/�#$/2����2/

��
2���/2��������0�1/����/
���0��1�	/

����/���0�����/��12�	/�1/�02���/�����/�+�

2���1����/
����/
���1�/��/
����1/2��2/��/

��2/��
�	1/���2/��
��0���2��/����1/��/��
��10��/��12��/
����1�/

.02�/�#��/�����10����/#���/'�
2���/����1/���/���2�1�/��1�����-

��1/���/����/���1/���/��
/������2�/�������2�/��12��/����/
����1/

0�����1��/��01/��12��0��20��/����
1/1������/12��20��/������1/
��/


�����/��1��20��/0�/��11/
�12��

Integrated DNA Technologies

���12����1�&&��%��%))�

			�2�4����
��1

Multiblock PCR Thermal Cycler

���1��	1+�34��
�
���1����31,%12312����1

���1��3���
���31���!2��14�1
����1��414	�1

��������3�1
��2�1���
42��31 �#�"132���-

4�����3���1	24���41���1
������23�1��1

4��1���
��1��13�����3�1���12�34�����41


����23�31��14	�1�3����4�2
1
��
!3�1


��32342��1��1)(1���1�%1	���3�1	�2
�1


��1
�1����������1���1���1
�����4���1

2���������4���1���
�2��14	�13�����4�1

�#�1���4�
��314�1
�1���12�1���������1*24�1

����
��1��23�1��2332��1 -(&1�."�1��	1

��	��1
��3���42��1���1�13�����1	������-

32����1���4��2�4�14��1+�34��
�
���1����31

,%1231�����
4��13�24��1���1�3�12�1
�3�1�
�-

���2
1��
���4��2�3�1��1���12�3424�42��1	24�1

���42���1�3��3�1$�1
�����23��14�1�4���1

����1
��
!1
�
���3�14��1+�34��
�
���1

����31,%1����2��31��1������413���42��1���1

�3��31	23�2��14�1���1���
�����31�32��1�1

�����1���
��1��13�����3�1	24���414�!2��1

��1�1�����1�����41��1
��
�13��
��1�31

4��1��4�341���242��14�14��1�������1+�34��-


�
���1������14��1+�34��
�
���1����31,%1


��42���31���������/31����
�1��1��
��-

42����1��32��1���1��3�1��1�3�1
��
2���1

	24�1�0
2��
�1���1�

���
��

Eppendorf

���12����1�&&�)('��&'&

			�������������
��



Certain antibody therapies have
demonstrated the potential for directing a

patientís own immune system against tumors.
Further advances in this area will depend
upon a detailed understanding of the tumor
microenvironment and characterization of
the location and status of immune cells and
their interaction with tumor cells. This will
requiremethods that provide phenotyping
of immune and cancer cells combined with
information about their spatial relationship
in tumor regions.Additionally, a deeper
understanding of the signaling cascades
active in immune recognition of cancers is
crucial.During this webinar,we will discuss
the bringing together of multiplexed
ˇuorescent immunohistochemistry, advanced
microscopy techniques, and bioinformatics,
and how these are now enabling new insights
into cancer biology and immunology.

Untangling the tumor
microenvironment
Illuminating the complex interactions
and functions of immune cells

During the webinar
viewers will learn about:

ï Cutting-edge research targeting the
B-cell receptor signaling pathway
that has recently demonstrated
therapeutic promise

ï Methods that can provide in
depth information on cancer
phenotypes, including simultaneous
immunohistochemistry of multiple
biomarkers,multiplexed imaging,
single cell quantitative analysis, and
automated phenotyping

ï How host-tumor interaction analysis
in breast cancers could form the ba-
sis for assays to guide therapy and
monitor response.

Speakers

Scott J. Rodig,M.D., Ph.D.
Dana-Farber Cancer Institute
Boston,MA

Edward C. Stack, Ph.D.
PerkinElmer
Hopkinton,MA

View Now! webinar.sciencemag.org

Webinar
Now Available for On-Demand Viewing!

Recorded Live On: December 10, 2014

@SciMagWebinars

Webinar sponsored by

Brought to you by the
Science/AAAS Custom

Publishing Office
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to write this book…
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CST Guide: Pathways and Protocols. From the inception of the antibody as a

research tool in the 1890s, to the most up-to-date research, applications, and tools,

this is your complete resource for cellular research.
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Tokyo University of Agriculture
and Technology (TUAT) invites
applications for ten (10) tenure-
track positions at the rank
of Associate Professor. The
appointee will be provided with

an independent laboratory and startup budget with fewer
duties on the administration and lecture side. There will
be two evaluations at the 3rd and 5th years after the
appointment. If the outcome of the evaluation indicates
that the appointee has made promising or signifcant
research, he or she will be promoted to the status of a
tenured position.

Area of Research - (A) Science of Natural Resources
and Eco-materials, (B) Soil Science, (C) Applied biology,
(D) Biotechnology and Life Science, (E) Electrical and
Electronic Engineering, (F) Chemical Engineering, (G)
Mechanical Systems Engineering, (H) Applied Physics

Salary -Annual salary is approximately from JPY5,500,000
to 7,500,000 depending on education, teaching experiences
etc.

Duration of appointment – The contract is for five
years.

Details and Inquiries – Details on the application and
inquiries are shown in the following URL.

http://www.tuat.ac.jp/~senryaku/koubo/tt/
ttkoubo-en2014.html

Tokyo University of Agriculture and
Technology Tenure-track positions

at the associate professor level

Explore the Amgen Difference

If you’re seeking a career where you can truly make a

difference in the lives of others, a career where you can work

at the absolute forefront of biotechnology with the top minds

in the field, you’ll find it at Amgen.

Amgen is committed to unlocking the potential of biology

for patients suffering from serious illnesses by discovering,

developing, manufacturing and delivering innovative human

therapeutics. This approach begins by using tools like advanced

human genetics to unravel the complexities of disease and

understand the fundamentals of human biology.

Amgen focuses on areas of high unmet medical need and

leverages its biologics manufacturing expertise to strive for

solutions that improve health outcomes and dramatically

improve people’s lives. A biotechnology pioneer since 1980,

Amgen has grown to be one of the world’s leading independent

biotechnology companies, has reached millions of patients

around the world and is developing a pipeline of medicines

with breakaway potential.

Amgen is a biotechnology pioneer with a mission to

serve patients. If you’re ready for your next step,

join us at one of our expanded facilities in Cambridge,

MA, or South San Francisco, CA. For more information,

visit amgen.com/careers.

Amgen, Inc. is an Equal Opportunity/Affirmative Action employer and will

consider all qualified applicants for employment without regard to race, color,

religion, sex, national origin, protected veteran status, or disability status.

At Our Expanded Facilities in Cambridge and South San Francisco

Tenure Track Faculty Position
Anatomy or Physiology

The Department of Biological Sciences at Western Michigan University
seeks applications for a position at theAssistant Professor level beginning
in Fall 2015, pending budgetary approval. The successful candidate will
teach undergraduate courses in anatomy or physiology and graduate level
courses in their area of expertise, establish an extramurally funded research
program, participate in the training of Master’s and Ph.D. students and
serve on departmental and University committees. Preference will be
given to applicants whose research complements existing strengths within
the department with demonstrated commitment to support the success of
students from underrepresented groups.APh.D. and relevant post-doctoral
experience are required. Competitive salary and startup funding will be
offered. Information concerning the Biological Sciences Department’s
programs and faculty can be obtained at www.wmich.edu/biology/.

Western Michigan University is a learner centered, discovery driven and
globally engaged university with high research activity, providesMaster’s
and Ph.D. degrees, and offers a unique opportunity for individuals seeking
a balanced research and teaching career. Applicants have to apply at
http://www.wmich.edu/hr/jobs. Please have three letters of reference
sent to Cindy Linn, Ph.D. (cindy.linn@wmich.edu), Anatomy/
Physiology Search Committee, Department of Biological Sciences,

Western Michigan University, Kalamazoo, MI 49008-5410. Review
of applications will begin on February 15, 2015, but will be considered
until position is flled.

WMU is an Equal Opportunity/Affrmative Action Employer.
Minorities, women, veterans, individuals with disabilities and all other

qualifed individuals are encouraged to apply.
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For your career in science, there’s only one

A career plan customized
for you, by you.

Visit the website and

start planning today!

myIDP.sciencecareers.org

In partnership with:

I N D I V I D U A L

D E V E LO PM E N T

P L A NIDP
my

Careers

Overview

Setting Goals

Skill Goals

Career Advancement

Goals

Project Goals

Mentoring Team

myIDP Summary

Consider Career Fit

Read About Careers

Attend Events

Talk to People

Choose a Career Path

Skills Assessment

Interests Assessment

Values Assessment

Overview Summary

Personal Information

Development Plan

Career Exploration

Assessment

Recommended by leading professional societies and endorsed by the National Institutes of Health,

an individual development plan will help you prepare for a successful and satisfying scientific career.

In collaboration with FASEB, UCSF, and the Medical College of Wisconsin and with

support from the Burroughs Wellcome Fund, AAAS and Science Careers present

the first and only online app that helps scientists prepare their very own

individual development plan.

myIDP.sciencecareers.org



Besides leading their own research team, academics are increasingly

seeking multidisciplinary collaborations in which team leadership skills

are important. This feature explores the various ways leadership can

benefit early career scientists’ careers and available training resources

and programs to build such skills.

T H E R E ’ S A S C I E N C E T O R E A C H I N G S C I E N T I S T S .

Postdoc Careers
February 27, 201,

Reserve ads by February 10 to guarantee space

Special bonus

distribution to

50,000 scientists

SCIENCECAREERS.ORG

Produced by the Science/AAAS Custom Publishing Office.

Why you should advertise in

this issue of Science:

Reach: Your job ad is seen by 570,400 readers around the globe

from varied backgrounds and it sits on special bannered pages

promoting postdoc positions. C0%of our weekly readers work in

academia and C7% are Ph.D.s. Science connects you with more

scientists in academia than any other publication.

Results: If you are looking for your next postdoc,

Science offers a simple formula: relevant

content that spotlights your ad + a large

qualified audience= hiring success.

Reserve space by February 10, 20,5.

For recruitment in science, there’s only oneWhich is th
e heavies

t
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$10
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science
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To book your ad, contact:

advertise@sciencecareers.org

THE AMERICAS

202 32C C5F2

EUROPE/ROW

+44 (0) /223 32C500

JAPAN

+F/ 3 32/9 5777

CHINA/KOREA/SINGAPORE/TAIWAN

+FC /FC 00F2 9345
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ScienceCareers.org

Learn more and keep your job search

out of the cheap seats.

● Search thousands of job postings

● Create job alerts based on your criteria

● Get career advice from our Career Forum experts

● Download career advice articles and webinars

● Complete an individual development plan at “myIDP”

Target your job search using relevant resources

on ScienceCareers.org.



ONLINE CAREER FAIR

SCIENCECAREERS.ORG

HOW THE EVENT WILL WORK

Employers receive a fully customized “booth”

tailored to meet their recruiting needs. This

landing page can include open positions,

company information, testimonials and

branding videos.

During the live event, candidates browse your

booth and then choose to chat one-on-one.

The conversations are timed to allow companies

to meet as many candidates as possible.

BENEFITS OF EXHIBITING

§ Connect with candidates from the comfort of

your own desk

§ Showcase your employer brand online to your

target audience

§ No travel or accommodation costs

§ Get access to resumes to build your talent

community

§ Candidate information is displayed during

the chat

§ Powerful follow up tools to move top candidates

through the hiring process

§ Screen candidates with pre-qualifying questions

to connect with the most relevant candidates

March 4, 2015 | 10:00 AM – 4 PM EST

Register now for this

exciting virtual career

fair and engage, screen,

and recruit hundreds of

targeted candidates.

Over 3,000 pre-registrants; over E00 live participants

Field Experience

Life Sciences – 75%

Physical Sciences – 15%

Health Sciences – 7%

Other – 5%

PhD – 71%

Masters – 14%

BA/BS – 8%

PhD/MD – 4%

Other – 2%
Degree Type

ATTENDEE DEMOGRAPHICS

Book your booth today!

For more information, please visit:

ScienceCareers.org/onlinecareerfairemployers
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