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L
ast month, the European Commission (EC) Sci-

entific Committees issued a draft opinion on 

whether existing risk assessment methods are 

adequate for synthetic biology. This opinion, 

which was written by a Working Group of 20 ex-

perts from Europe and the United States,* could 

have a substantial impact on shaping European 

and global synthetic biology policy for years to come. It 

is open for public comment 

through 3 February 2015.†

Synthetic biology already 

has delivered transforma-

tive products to market, 

from gene therapies that 

obliterate leukemia to bio-

degradable plastics synthe-

sized from sugar. Yet since 

its beginnings at the turn 

of the century, synthetic bi-

ology has been steeped in 

controversy regarding its 

potential for societal bene-

fit or harm. In response, the 

EC requested a scientific 

opinion on the definition 

of synthetic biology, the ad-

equacy of risk assessment 

methods, and research pri-

orities on risk assessment 

from a joint panel of its Sci-

entific Committees on Con-

sumer Safety, on Emerging 

and Newly Identified Health Risks, and on Health and 

Environmental Risks.

Part I was adopted on 25 September 2014 and defined 

synthetic biology as “the application of science, tech-

nology and engineering to facilitate and accelerate the 

design, manufacture and/or modification of genetic ma-

terials in living organisms.” Already, this specification has 

influenced discussions at the United Nations Convention 

on Biological Diversity and is making its way into various 

scientific forums. This definition is important for sev-

eral reasons. It avoids the traditional focus on concep-

tual aspects such as “modularity” in favor of a testable 

definition; it emphasizes that synthetic biology and 

genetic modification are fundamentally the same and 

yet continuously evolving fields; and it recognizes that 

existing regulations and guidelines for biological and 

genetically modified materials apply to synthetic bi-

ology materials. The definition includes the relatively 

new research areas of genetic parts libraries, designer 

cell chassis, DNA synthesis, genome editing, and xeno-

biology (engineering with noncanonical alternatives 

to DNA and RNA), but excludes research areas (such 

as bionanoscience and protocell research) that do not 

presently generate living organisms.

In Part II (draft released on 19 December 2014), 

the Committees evaluated whether existing methods are 

adequate to assess the potential risks associated with 

synthetic biology research 

and whether “safety locks” 

can be built into products of 

synthetic biology. The group 

wrestled with a broad set of 

questions. Will the contin-

ual acceleration of genetic 

modification technologies 

overburden current risk as-

sessment procedures? What 

are appropriate compara-

tors for synthetic biology 

organisms if they diverge 

substantially from the nat-

ural organisms? Will cur-

rent methods ensure safe 

practices in nontraditional 

research realms, such as 

the do-it-yourself biology 

movements? The Commit-

tees balanced a forecast of 

major technological devel-

opments in the next decade, 

and the long-term scientific 

ambitions of the field. The resulting recommendations 

encourage standardization and streamlining of the 

submission of genetic engineering information to risk 

assessors, suggest the use of genetically modified or-

ganisms with a proven safety record as comparator or-

ganisms, and call for research to improve the ability to 

predict the behavior of complex engineered organisms. 

Moreover, existing genetic safety locks were considered 

insufficient as a primary strategy to contain the risks 

of synthetic biology. The development of additional ap-

proaches, including genetic firewalls based on nonca-

nonical genetic material, was recommended.

Given the economic weight and thought leadership 

of the European Union, this opinion on synthetic biol-

ogy will have substantial global impact. We encourage 

the scientific community and general public to com-

ment on the draft opinion before the Committees issue 

the final opinion in spring 2015.

– Rainer Breitling, Eriko Takano, Timothy S. Gardner
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AROUND THE WORLD

Lawmakers scrutinize monkey lab
WASHINGTON, D.C. |  Four members 

of Congress have asked the National 

Institutes of Health (NIH) to investigate 

psychological experiments on mon-

keys being carried out at an NIH lab in 

Poolesville, Maryland. The letter, which 

comes in response to an aggressive cam-

paign by the animal rights group People 

for the Ethical Treatment of Animals, 

claims that for more than 30 years 

researchers at the Eunice Kennedy Shriver 

National Institute of Child Health and 

Human Development have been “removing 

[macaques] from their mothers at birth 

and subjecting them to distressful and 

sometimes painful procedures that mea-

sure their anxiety and depression.” NIH 

says it will respond directly to Congress, 

and that its director will address the letter 

in detail. http://scim.ag/_monkeylab

Lab animal welfare questioned
WASHINGTON, D.C. |  The agency respon-

sible for overseeing lab animal welfare in 

the United States is not performing as well 

as it should, according to an audit released 

in December by the U.S. Department of 

Agriculture’s (USDA’s) Office of Inspector 

General. The report claims that USDA’s 

Animal and Plant Health Inspection Service 

(APHIS) has been wasting resources 

inspecting facilities that don’t house 

animals and that it has been too lax in pun-

ishing institutions that don’t comply with 

animal welfare guidelines. APHIS says it 

welcomes the report and has already begun 

working on solutions. http://scim.ag/labanim

Push for open access in India
NEW DELHI |  Two of India’s major sci-

ence funding agencies are joining the 

push to make the results of the research 

they fund freely available to the public. 

India’s Ministry of Science & Technology 

on 12 December announced it will require 

researchers who receive funding from its 

biotechnology and science and technol-

ogy departments to deposit copies of their 

papers in publicly accessible depositories. 

In honor of the 25th anniversary of the launch of the Hubble Space 

Telescope in April, astronomers have taken another snapshot of one of the 

images that made Hubble famous: the “Pillars of Creation” in the Eagle 

Nebula. “It’s a new image of an old friend,” said Paul Scowen of Arizona 

State University, Tempe, presenting the images at a meeting of the American 

Astronomical Society in Seattle this week. “You can see how far Hubble has 

come in the past 25 years serving the astronomical community.” Hubble’s 

instruments have been upgraded since the original image was snapped 

19 years ago (inset), so astronomers are able to see more detail and gather 

more data than previously. The image shows a 

region of gas and dust where stars are being 

born, but much of the material is in the process 

of being blown away by ultraviolet light from 

massive young stars elsewhere in the nebula. 

At the top of each pillar is a denser region that 

is shadowing material below from light coming 

in from above, producing the pillar ef ect. 

A fresh look at the ‘Pillars of Creation’

NEWS
I N  B R I E F

“
This is a decisive event on the hard road to 

commercializing transgenic technology in China.

”Statement on Agrogene.cn, a website set up by Chinese scientists, 

after the government this week renewed permits allowing scientists to 

grow three genetically modified crops.

Hubble’s high-

definition update 

to the iconic Eagle 

Nebula image.

Published by AAAS
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Researchers must post the papers within 

2 weeks of acceptance by a peer-reviewed 

journal, although journals can ask for a 

6- to 12-month delay to protect subscrip-

tion revenue. India’s policy, which tracks 

similar policies adopted by other funding 

agencies around the world, applies to all 

research funded since the 2012 to 2013 fis-

cal year. Institutions will also have to hold 

annual “Open Access Day” activities that 

promote the free sharing of results, the 

policy states. http://scim.ag/IndiaOA

STAP cells likely contaminated 
TOKYO |  Tying up a loose end in a long-

running research fiasco, an investigation 

by Japan’s RIKEN research institute has 

concluded that stem cells created through 

a supposedly breakthrough process were 

actually the product of cultures contami-

nated with regular embryonic stem 

cells. The breakthrough cells—so-called 

stimulus-triggered acquisition of plur-

ipotency (STAP) stem cells—were the 

subject of two Nature papers published in 

January 2014. But the contamination find-

ing “refutes all of the main conclusions of 

the two papers,” a RIKEN panel reported 

on 26 December, adding that it “suspected 

that the contamination may have occurred 

artificially.” The committee also found that 

Haruko Obokata, the lead author of both 

papers, was responsible for doctoring two 

images appearing in one article. Obokata 

resigned from RIKEN earlier last month. 

http://scim.ag/STAPcontam

Seed banks pay off
SAN DIEGO, CALIFORNIA |  Gene banks may 

soon cease to serve primarily as ware-

houses of stored plant seeds and begin 

exploiting the 7 million seed deposits held 

in repositories all over the world. A new 

initiative, dubbed DivSeek (for Diversity 

Seek), will hold its first assembly on 

9 January at the annual International 

Plant & Animal Genome conference in 

San Diego. DivSeek aims to mine the often 

hidden biodiversity in those gene-banked 

seeds. By systematically characterizing 

the genetic, physical, and biochemical 

makeup of banked crop seeds, researchers 

will track down traits—such as drought 

tolerance and pest resistance—crucial for 

future food security. The international 

consortium of 69 public sector partners, 

including the Mexico-based International 

Maize and Wheat Improvement Center and 

the Philippines-based International Rice 

Research Institute, will coordinate and 

prioritize characterization efforts for a host 

of crops to speed up the creation of new 

varieties. http://scim.ag/DivSeek

The ant, the plant, and the bear

B
lack bears inhabiting a moutain meadow 

in Colorado wield an un expected influ-

ence over a part of the ecosystem—by 

eating ants, the bears indirectly helped 

a key plant species called rabbitbrush 

thrive. Over 4 years, a team of ecolo-

gists found, bears damaged or destroyed 

26% to 86% of ant nests in the subalpine  

meadow—and plants lacking ants grew better 

and produced more seeds. The scientists 

performed a series of controlled experiments 

to better understand the complex relation-

ship between bears, ants, and rabbitbrush, 

including removing all ants from some plants, 

allowing a few ants on others, and leaving the 

ants alone on still others. In other tests, they 

manipulated the number of insect predators 

on the plants. Although the ants themselves 

don’t directly harm the plants, they scare off 

predatory insects, allowing treehoppers and 

other plant-munching insects to take a seri-

ous toll on plant growth, the team reported 

online ahead of print in Ecology Letters. 

http://scim.ag/antplantbear

Insect-tending ants can compromise plant growth.

A seed bank at Iowa State University in Ames, one of 69 partners in DivSeek.

Published by AAAS
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Antarctic balloon flight cut short
MCMURDO STATION, ANTARCTICA |  A leak 

has foiled NASA’s record-setting attempt for 

long-duration scientific ballooning. On 

30 December, NASA scientists in Antarctica 

brought down a gamma ray telescope, called 

the Compton Spectrometer and Imager 

(COSI), that had dangled for 2 days beneath 

a helium balloon 115 meters in diameter. 

Carried by gentle counterclockwise winds in 

the stratosphere, COSI was to make circles 

above Antarctica for 100 days or more. The 

previous record for a balloon mission, set 

in 2013, was 55 days. COSI’s balloon was 

equipped with special tendons to allow it to 

resist changes in volume and avoid fluctua-

tions in altitude. But a leak in the balloon 

ended the mission early; scientists hope 

to retrieve the instrument, which landed 

several hundred kilometers from McMurdo, 

and the data it collected. 

Logging law’s impact unclear
WASHINGTON, D.C. |  A 2008 law aimed 

at reducing U.S. imports of products from 

illegal logging appears to be working, con-

cludes an analysis published this month in 

Forest Policy and Economics—but it may 

not be helping protect the world’s forests. 

The Lacey Act was first passed in 1900 to 

penalize imports of poached wildlife (help-

ing curb markets for feathers and hides); 

it was amended in 2008 to cover plant 

products such as wood, paper, or pulp to 

discourage illegal logging. The analysis 

shows that the Lacey Act does appear to be 

reducing U.S. imports of problematic 

timber—but the authors note that that 

doesn’t mean the illegal logging problem 

is solved, as shady exporters may instead 

take their products to other nations with 

laxer regulation. http://scim.ag/Laceylogging

How to make a habitable planet
SEATTLE, WASHINGTON |  Earth-like 

exoplanets—with a rocky surface, iron 

core, and a dash of water—are also likely 

to be similar in size to Earth, suggests 

research presented here this week at the 

A merican Astronomical Society’s annual 

meeting. The scientists used a spectro-

graph called HARPS-North, attached to 

Italy’s Galileo National Telescope in the 

Canary Islands, to measure the mass 

of 10 smallish exoplanets; the five small-

est (no more than 1.6 times Earth’s mass) 

lay on a curve typical of a rocky planet 

with an iron core (also where Earth and 

Venus sit), suggesting they “have the same 

recipe as Earth,” said lead author Courtney 

Dressing, an astronomer at the Harvard-

Smithsonian Center for Astrophysics in 

Cambridge, Massachusetts, in a press 

conference. http://scim.ag/habitrecipe

A shark-toothed chainsaw

F
irst there was the Sawzall, a reciprocating saw that is the go-to tool for cutting 

up unwanted material. Now there’s the “Jawzall.” Sharks shake their heads as 

they chomp, ripping prey’s flesh; to assess how deadly different shark bites can 

be, a Cornell University undergraduate and her colleagues mounted four to 

10 teeth from four different sharks onto separate sawing blades, then videotaped 

how well the teeth sliced through a dead salmon after six saws. Tooth performance 

matched a shark’s lifestyle, the researchers reported this week at the annual meeting 

of the Society for Integrative and Comparative Biology. The tiger shark, which eats 

crunchy turtles and crustaceans, had the deadliest teeth, breaking the salmon’s spine 

in six cuts, while the large, coarsely serrated ivories of the carrion-eating sixgill shark 

performed the poorest. After 12 saws, the team found that the teeth dulled quickly—

which may limit how often sharks can eat. http://scim.ag/sharkchainsaw

The “Jawzall,” consisting 

of shark teeth mounted 

onto sawing blades. 
BY THE NUMBERS

51,840
Area, in square kilometers, 

of China’s glaciers, according to the 

Second Glacier Inventory of 

China—a decrease of 13% compared 

with the last inventory in 2002. 

74%
Orangutan habitat in Borneo 

lost by 2080, according to 

models of climate change 

and deforestation published 

in Global Change Biology 

this week. 

41
Number of new drug approvals 

by the U.S. Food and Drug 

Administration in 2014, the fastest 

pace in the past 18 years. 

Timber from Kalimantan in Indonesia, a major 

source of tropical timber.
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Positioning a target 

in the reaction 

chamber of Laser 

Mégajoule, France’s 

new €3 billion laser 

fusion laboratory.
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By Daniel Clery, in Le Barp, Aquitaine, France

T
o anyone familiar with laser fusion 

research, a visit to Laser Mégajoule 

(LMJ), a €3 billion research facility 

completed late last year near France’s 

Atlantic coast, triggers instant déjà 

vu. The site is a dead ringer for the 

world’s leading lab, the National Ignition 

Facility (NIF) in California. LMJ has the 

same stadium-sized building, the same 

shiny white metal framework, 

the same square beam tubes and 

10-meter-wide reaction chamber. 

The coffee is richer than NIF’s, the 

security less obtrusive, the visitors’ 

area larger and more informative. 

Overall, however, walking through 

LMJ’s doors is like stepping into a 

parallel universe in which Lawrence Liver-

more National Laboratory, the U.S. nuclear 

weapons laboratory that runs NIF, has 

somehow come under French control.

The similarities are no coincidence. Both 

sites were designed for the same purpose—

to train scores of powerful laser beams on 

a single target, subjecting it, for an instant, 

to outlandish extremes of temperature and 

pressure. The two labs have collaborated 

extensively, and the primary mission of 

each is military: replicating nuclear explo-

sions in miniature so that weapons scien-

tists can ensure their bombs will detonate 

if needed without having to test them. The 

French facility, like its U.S. counterpart, will 

also pursue a sideline in inertial fusion en-

ergy (IFE) research: crushing capsules of 

hydrogen isotopes with laser pulses so that 

the isotopes fuse into helium, releasing vast 

stores of energy that might one day be har-

nessed in a power plant.

But in a major departure from NIF’s ini-

tial approach, LMJ is putting top-secret 

weapons research first. Once NIF was com-

plete in 2009, Livermore researchers im-

mediately embarked on a crash program 

to achieve ignition—generating a self-

sustaining fusion reaction that produces 

as much energy as went into triggering it. 

They failed to reach that goal and have since 

changed their approach (Science, 21 Septem-

ber 2012, p. 1444).

France’s Alternative Energy and Atomic 

Energy Commission (CEA), which built 

LMJ, also wants to achieve ignition, be-

cause it’s key to both weapons research and 

energy. “The target of ignition drives the 

design of the machine,” says Pierre Vivini, 

LMJ’s project leader. But generating power 

from laser fusion will be left to outside aca-

demic researchers, and they won’t get their 

hands on the machine for another 2 years. 

When they do, some key design differences 

may give LMJ a better chance of triggering 

ignition than NIF has.

At their core, the two facilities are near-

twins. Just as at NIF, LMJ researchers use 

a fiber laser to produce a pulse of infrared 

light that lasts a few billionths of a sec-

ond, with just billionths of a joule 

of energy. This weak pulse then 

passes into preamplifiers, slabs of 

neodymium-doped glass that are 

pumped full of energy by xenon 

flash lamps just before the pulse 

comes through. They dump that 

energy into the beam, boosting it 

to about a joule, before the light is split into 

many parallel beams and sent to the main 

amplifiers (the same neodymium glass and 

flash lamps, only bigger).

LMJ has 22 main amplifier chains, ar-

ranged in four vast halls around the build-

ing, and each amplifier accommodates 

eight parallel beams at a time. During a 

laser shot, the eight beams are bounced 

back and forth through the amplifier four 

times to multiply their energy by a factor of 

20,000. An elaborate array of mirrors will 

direct the 176 beams around all sides of the 

spherical reaction chamber; then a final set 

I N  D E P T H

PHYSICS 

Laser fusion, with a difference
Europe’s Laser Mégajoule project blazes its own trail toward nuclear ignition

“The target of ignition drives the design 
of the machine.”
Pierre Vivini, LMJ project leader

Published by AAAS
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of optics will convert the beams from infra-

red to ultraviolet (UV) light and focus them 

to a needle-sharp point at the center of the 

chamber. Recombining all the beams deliv-

ers 1.5 megajoules of energy into the target 

at the center of the chamber—roughly the 

same as the kinetic energy of a 2-tonne 

truck traveling at 140 kilometers per hour. 

NIF’s laser delivers 1.8 megajoules.

Because of funding constraints, only one 

main amplifier chain is now online. But that 

is enough to get started on nuclear weap-

ons research, says François Geleznikoff, di-

rector of nuclear weapons at CEA: “With 

eight beams we can do good physics. We 

don’t need all the beams to study weapons.” 

The facility will add at least another two 

chains (16 beams) each year until it reaches 

full capacity sometime in the next 10 years. 

Well before then, academic IFE research-

ers from across Europe 

have been promised at least 

20% of the machine’s time. 

“With 50 shots per year we 

can really develop a seri-

ous program,” says plasma 

physicist Dimitri Batani of 

the University of Bordeaux 

in France.

Their game plan includes 

some significant deviations 

from NIF’s strategy. For ex-

ample, they’ve won funding 

for a separate laser to be 

installed at LMJ, provid-

ing pulses much shorter 

and more powerful than 

anything NIF can match. 

The PETawatt Aquitaine 

Laser (PETAL) will gener-

ate pulses with a relatively 

modest 3.5 kilojoules of en-

ergy, but that energy will 

be crammed into a trillionth of a second, 

producing a power of more than a thou-

sand trillion watts—a hundred times that of 

LMJ’s pulses. PETAL’s pulses won’t be split 

and delivered from all directions; they’ll 

come from a single direction timed to co-

incide with a pulse from the main laser. In 

experiments, they could provide a sudden 

intense kick of power or could be used like 

a strobe light to take snapshots of what’s 

going on.

Experiments combining PETAL and LMJ 

will mimic the conditions in the interiors 

of stars and other astrophysical objects. 

Researchers will also use the powerful la-

ser jolts to accelerate protons—an approach 

that could yield compact accelerators for 

cancer therapy. But what excites laser fu-

sion researchers is the prospect that the 

short, sharp blasts from PETAL could act as 

a spark plug for fusion reactions.

The hope is that using PETAL in this way 

will allow IFE researchers to avoid some 

of the pitfalls that have hobbled NIF. The 

key element of any IFE scheme is the fuel 

capsule, a plastic sphere about the size of 

a peppercorn containing frozen deuterium 

and tritium—isotopes of hydrogen that are 

the fuel of fusion. Placed at the center of the 

reaction chamber, the plastic of the capsule 

is vaporized by the intense heating from 

the laser pulse, causing an implosion that 

crushes the fuel to 100 times the density of 

lead and heats it to 100 million K—which 

should be sufficient for fusion to ignite.

At NIF and in the weapons research ex-

periments at LMJ, researchers trigger the 

implosion indirectly by enclosing the cap-

sule in a metal can that is heated by the 

laser and in turn bombards the capsule 

with x-rays. That approach offers some 

advantages—it smoothes out imperfections 

in the laser beam, and x-rays are better 

than UV light at driving the implosion—but 

it makes the target complex and expensive, 

not what you want for energy generation. 

NIF researchers have struggled to make 

this approach work: Energy is lost in the 

process of converting light into x-rays, and 

the implosions do not progress smoothly.

IFE researchers outside the weapons 

labs want to do things differently. By get-

ting rid of the can and targeting beams 

directly on the capsule, they can avoid the 

complications and energy loss of convert-

ing UV light to x-rays. To get a smooth, 

symmetrical implosion, many advocate 

driving it more slowly. But then the com-

pressed fuel won’t get hot enough to start 

reacting on its own; it will need an extra 

spark to start it off.

One possible solution, known as fast igni-

tion and pioneered at the Osaka University 

in Japan, is to use a short, high-powered 

laser pulse as the spark—the sort of pulse 

that PETAL can produce. Last decade, Eu-

ropean IFE researchers proposed building 

a demonstration IFE reactor based on fast 

ignition, called HiPER. That plan lost some 

momentum when NIF fell far short of igni-

tion, but its proponents hope LMJ-PETAL 

will give it new impetus.

Recent experiments on lower powered 

machines have suggested that PETAL might 

not pack enough punch to trigger fast ig-

nition. But another alternative approach, 

pioneered at the University of Roches-

ter in New York, might save the day. The 

technique, known as shock ignition, com-

presses the fuel capsule with a laser pulse 

from the main laser as in other techniques. 

But at the end of the pulse, the laser adds 

a sudden spike of power to pro-

duce a shock wave converging 

on the center of the fuel. When 

the shock hits the center, the 

sudden hike in pressure sparks 

the reaction. “Experiments at 

Omega [Rochester’s laser] and 

elsewhere are encouraging, 

and the laser requirements 

[for shock ignition] look rather 

more benign than fast ignition 

at this stage,” says Chris Ed-

wards, a fusion researcher at 

the Central Laser Facility at the 

United Kingdom’s Rutherford 

Appleton Laboratory and one 

of the leaders of HiPER.

In their quest for fusion 

energy with LMJ-PETAL, re-

searchers face sociological and 

political challenges, too. The 

European IFE community is 

small and is not used to work-

ing with such a huge machine or with 

weapons lab levels of security. “LMJ alone 

is like a cathedral in the desert,” Batani 

says. “Researchers are interested, but suspi-

cious. Many are not convinced it is a good 

tool for research.” CEA also needs to over-

come its reluctance to share simulation 

codes with academic researchers for fear of 

helping rogue nations develop thermonu-

clear weapons, Batani says: “We need reli-

able simulations, but there is no open code.” 

And Europe has traditionally focused on a 

different approach, magnetic confinement 

fusion, which has its own cathedral not far 

away: the multibillion-euro ITER, under 

construction in Cadarache, France.

“If shock ignition on LMJ works, politi-

cians could become more positive,” Batani 

says. And Europe—always an also-ran in 

this branch of fusion energy—might just 

gain some boasting rights. ■ P
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A peppercorn-sized fusion fuel capsule suspended inside its metal can.
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By Kelly Servick

U
nder pressure from university groups 

and the biotech industry, the U.S. Pat-

ent and Trademark Office (USPTO) is 

again changing how it evaluates in-

ventions derived from nature. Recent 

Supreme Court decisions, including 

a 2013 ruling that struck down patents on 

human genes, forced the agency to tighten 

its rules about what is eligible for patent 

protection. But its attempt to set a new 

standard last March raised a stink (Science, 

4 July 2014, p. 14). Now, USPTO is seeking 

feedback on a revised set of guidelines, re-

leased last month, which patent experts sus-

pect will be more favorable to patent filers.

Critics of the March 2014 guidelines 

claimed they went further than the court’s 

ruling on DNA intended. The guidelines 

required that other naturally derived 

products—such as chemical compounds, 

vaccines, seeds, and antibodies—show 

structural differences from anything found 

in nature in order to be considered for a 

patent. Amid claims that such rules would 

chill investment and render new therapies 

and diagnostics unpatentable, the agency 

vowed to rethink them.

In doing so, USPTO had to respect not 

only the 2013 Supreme Court decision 

(Association for Molecular Pathology v. Myr-

iad Genetics Inc.) but also other, murky direc-

tions handed down by federal judges, notes 

Dan Burk, a law professor at the University 

of California, Irvine. One case, however, of-

fered a way through the legal thicket: the Su-

preme Court’s June 2014 ruling in Alice Corp. 

v. CLS Bank International. There, the justices 

ruled that financial analysis software is an 

un patentable “abstract idea.” That may not 

seem relevant to biotech, but the ruling laid 

out a two-step test for deciding patent eligi-

bility: If a claim describes “a law of nature, 

a natural phenomenon, or an abstract idea” 

(step 1), it must amount to “significantly 

more” than what’s found in nature (step 2) in 

order to be considered for a patent.

That test forms the backbone of the new 

USPTO guidance released 16 December, 

which officials call an “interim” measure, 

subject to change after new court decisions 

and stakeholder suggestions. “I have really 

never seen final guidance at the PTO,” says 

Drew Hirshfeld, deputy commissioner for 

patent examination policy, who helped draft 

both the March and December documents. 

The next round of changes will depend in 

part on feedback from a 21 January forum 

at USPTO headquarters in Alexandria, Vir-

ginia. The agency wants more input on how 

to interpret recent cases, including Alice, 

says Raul Tamayo, a USPTO senior legal ad-

viser.  “Are further tweaks necessary? That’s 

basically what we’re looking for.”

Many patent experts see the document 

as an improvement. The agency did “kind 

of a heroic job” reconciling existing court 

decisions, says Robert Hardy, director of 

contracts and intellectual property man-

agement for the Council on Governmental 

Relations, a Washington, D.C.–based asso-

ciation of research universities. Particularly 

appealing, he says, is that it gives an exam-

iner multiple criteria for deciding whether 

a product is sufficiently different from its 

natural counterpart: “structure, function, 

and/or other properties.” He suspects that 

language could lead to fewer eligibility-

based rejections. 

The guidance also gives a pass to appli-

cations that involve a natural product or 

process but don’t prevent others from using 

that same product or process in a different 

way, says Hans Sauer, intellectual property 

counsel for the Biotechnology Industry Or-

ganization in Washington, D.C. “In practice, 

that could make a big difference,” Sauer 

says, by letting some biotech claims dodge 

the perilous eligibility test altogether. 

Still, Sauer says it is hard to predict what 

patent evaluators will consider a meaning-

ful difference from nature. Researchers 

might purify an antibiotic from an organ-

ism and alter it to create a medicine without 

changing its essential bacteria-killing abili-

ties, he says. Does that count as a functional 

difference? “It seems to me that under PTO 

guidance the answer is probably no.” And 

demonstrating a functional difference gets 

even harder, Sauer notes, if a molecule’s 

original “function” in nature is unknown.

Another persistent concern is how evalu-

ators will deal with patents on diagnostic 

processes or technologies related to person-

alized medicine, which some fear will be 

deemed too reliant on unpatentable laws of 

nature, despite any innovative use. It’s not 

clear, for example, if companies will be able 

to get a patent on the process of analyzing 

gene expression from a tumor biopsy to de-

cide on a course of treatment. “Personalized 

medicine companies … keep expressing a 

lot of frustration,” Sauer says.

Patent officials are accepting written 

comments on the guidance until 16 March. 

Meanwhile, they’re keeping an eye on sev-

eral upcoming court decisions, which could 

clarify the legal background … or add an-

other layer of complexity. ■

New U.S. patent office rules explain that a company 

couldn’t patent soil-enriching rhizobium bacteria 

(within a plant root nodule, left), but could patent a 

mixture of two bacterial strains if it takes on whole 

new properties. 

U.S. patent office reworks 
unpopular policy
New guidelines lower the barrier for patenting products 
derived from nature, quelling some biotech fears

INTELLECTUAL PROPERTY
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By Robert F. Service

S
oft, flexible nerves connected to 

unyielding silicon and metal—the 

combination has spawned many 

a Hollywood cyborg. But in actual 

cybernetic implants, which aim to 

restore sensation or movement by 

marrying electronics with biology, matching 

hard electronic materials with tissue can be 

a recipe for failure. On page 159, an interna-

tional team of researchers reports that a soft 

touch works better. They created ultrasoft, 

flexible electronics modeled on real tissue 

that when implanted along the spinal cord 

of paralyzed rats restore their ability to walk. 

Suppleness had an added benefit, help-

ing the implants avoid triggering rejection 

by immune system for as long as 6 weeks. 

“This is fantastic,” says John Rogers, a bio-

electronics materials expert at the Uni-

versity of Illinois, Urbana-Champaign. “It 

moves the ball a significant way forward” to 

creating long-term electronic implants that 

could, for example, restore a person’s mobil-

ity or treat neurological ailments such as 

Parkinson’s disease and Tourette syndrome. 

Researchers have tested electronic im-

plants in animals for years. But chemical 

and mechanical mismatches between natu-

ral and synthetic materials can spark pow-

erful immune responses that can kill their 

hosts. In animals that survive, tissue growth 

around the implant can cut it off electroni-

cally, or the rigid implant can detach from 

the neural tissue it is supposed to manipu-

late. A 6-week life span for an electrical im-

plant may not seem impressive, but “this 

is by far the longest” an animal with such 

a device has lived normally, says Sigurd 

Wagner, a bioelectronics engineer at Princ-

eton University.

Scientists and engineers such as Rogers 

and Wagner have long sought to improve 

implant performance by using flexible 

plastic substrates or metal electrodes thin 

enough to bend. In many cases, however, 

these newer materials still trigger danger-

ous immune responses, and they aren’t as 

flexible as native muscle and nerve tissues. 

So Stéphanie Lacour, a bioelectronics ex-

pert at the Swiss Federal Institute of Tech-

nology in Lausanne, along 

with colleagues in Switzer-

land and the United States, 

conducted a systematic 

analysis of how the mechan-

ical properties of different 

materials correlate with the 

success of implants. They 

found that not only do im-

plants need to be flexible to 

move with bodily tissues, 

but they must also be soft. 

The reason, Lacour says, is 

that even though many plas-

tics are flexible on the mil-

limeter to centimeter scale, 

they’re still too rigid on the 

microscopic scale, at which 

the material meets a bundle 

of nerves. 

Lacour’s team aimed to 

make an electronic implant 

with the same softness and flexibility as 

dura mater, the thick protective sheath that 

surrounds the brain and spinal cord. They 

started with a 120-micron-thick sheet of 

rubbery silicone, then used a combination 

of printing, stamping, and other materials 

deposition techniques to add seven highly 

pliable platinum-silicon electrodes and gold 

interconnects. For example, the gold was 

riddled with microcracks, a byproduct of the 

thermal evaporation deposition technique, 

which helped increase the metal’s ability 

to stretch. They also added a network of 

microscopic channels to deliver drugs.

Lacour’s team first tested the long-term vi-

ability of the implants on rats. The research-

ers inserted the electrode array in the region 

below the natural dura mater, enabling the 

electrodes to sit in intimate contact with 

nerves. Rats in one control group received 

electrode arrays made from stiffer materials, 

while a second “sham” group had their dura 

exposed but weren’t given the electrode array. 

Despite 6 weeks of postsurgery recovery and 

training, the animals with the stiff implants 

had severe disruptions in their gait and their 

ability to walk on their hind legs. But the 

animals with the soft implants performed as 

well as the sham-operated controls. Further-

more, the stiff implants were surrounded by 

astrocytes and microglial cells, while the soft 

implants lacked these common signs of im-

mune rejection.

In a separate study, Lacour’s team im-

planted the soft electrodes along the spi-

nal cords of rats with paralyzed hindlimbs 

due to damage to that nerve bundle. The 

researchers delivered drugs known to pro-

mote nerve firing through the channels 

and showed the animals re-

gained their ability to walk. 

They had equally promising 

results with soft electronic 

arrays implanted in the 

brains of mice along the mo-

tor cortex, where the elec-

trodes tracked brain activity 

associated with movement. 

Giving implants the 

suppleness of actual tissue 

is just a first step toward 

devices that the body read-

ily accepts. The implants 

Lacour’s team created still 

have to be wired to the out-

side world to operate, but 

she and her colleagues are 

designing wireless versions 

of the technology. Watch 

out, Hollywood, reality is 

catching up. ■

This flexible, soft electronic implant overcame spinal 

cord damage in rats.

A CT scan shows a rat spine with 

implant (red).

A soft approach kick-starts 
cybernetic implants
Mimicking real tissue, novel materials lead to flexible 
electrode implants that help paralyzed animals walk again

BIOELECTRONICS
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By Ilima Loomis

S
ometimes you’d rather not know the 

bad news. An estimated 500,000 

pieces of space junk—old satellites, 

rocket parts, debris from collisions—

swarm in orbit around Earth. Much of 

it is potentially deadly: NASA officials 

say anything larger than 1 centimeter in di-

ameter poses a threat to the International 

Space Station (ISS). But current tracking 

systems can generally only watch objects 

10 cm or larger, and the U.S. government 

now follows less than 5% of space hazards—

just 23,000 objects.

That should change with the addition of a 

powerful new Air Force radar system, sched-

uled to break ground this month on Kwa-

jalein Atoll in the Marshall Islands. When 

it comes online in 2019, Space Fence is ex-

pected to find and track as many as 150,000 

additional humanmade objects, some as 

small as a golf ball, says Dana Whalley, Space 

Fence program manager, who is stationed at 

Hanscom Air Force Base in Massachusetts. 

In addition to enabling the Air Force to bet-

ter protect Defense Department satellites 

from collisions, the new system will improve 

the military’s ability to observe and track for-

eign satellite activity, especially in the busy 

Asia-Pacific region.

The flood of information passed along to 

nonmilitary spacecraft operators will bring 

reassurance—but also some wrenching 

choices about which hazards to ignore. “It’s a 

bit of a two-edged sword,” says William Lark 

Howorth, trajectory operations officer for 

the ISS at NASA. “The whole community is 

really going to have to start coming up with 

answers about how do you deal with all the 

new data you’re going to be receiving.”

Being built under a $914.7 million con-

tract with Lockheed Martin, the new radar 

will replace an older Space Fence radar on 

the U.S. mainland that was decommissioned 

in 2013. The two systems are “like compar-

ing apples to automobiles,” Whalley says. 

“Their levels of performance are orders of 

magnitude apart.”

Space Fence gets its name from the beam 

pattern it will create. Rather than focusing 

its beam on a particular object of interest, 

Whalley says, it will “create many little 

beams,” fanning out to form a picket fence 

that will intercept objects in low Earth or-

bit and up to an altitude of 3000 km. Space 

Fence will also be able to power up a “pencil 

beam” that can track objects in higher or-

bits or a “minifan” for tracking objects flying 

lower on the horizon, he says. The beams can 

track debris more accurately than the ear-

lier Space Fence could. They can also detect 

smaller objects and reveal the altitude of or-

bital debris.

These improvements will deliver an un-

precedented flood of data about space haz-

ards. Existing Air Force computer systems 

will be unable to keep up, a 2013 report 

from Congress’s Government Accountabil-

ity Office (GAO) predicted. A major upgrade 

of hardware and software at the Joint Space 

Operations Center, or JSpOC, is now under 

way, in part to accommodate Space Fence.

Many civilian satellite operators find the 

coming data deluge from Space Fence as 

daunting as it is promising. Most collision 

warnings, they note, turn out to be low risk 

or false alarms; historically, the ISS has ex-

ecuted avoidance maneuvers only once or 

twice a year, even though it receives about 

12 to 15 warnings a month from JSpOC. 

Space Fence will increase the number of 

warnings by as many as 10 times, Howorth 

says. His office may be forced to signifi-

cantly increase the time and resources it 

spends on data analysis, or it may simply ig-

nore some warnings and hope for the best.

Whalley downplays those concerns. With 

the more accurate tracking data from Space 

Fence, “we are going to significantly re-

duce the number of false alarms,” he says. 

“I think the satellite owners are going to 

quickly realize that.”

The massive project is already several 

years behind schedule, and ballooning 

costs have led the military to downsize ear-

lier, more ambitious plans. Although the 

original Space Fence design called for Kwa-

jalein to be the first of three radar fences 

strategically placed around the globe, the 

Air Force is now planning only a tentative 

second fence, to be built in western Aus-

tralia. The second location would generate 

more accurate predictions by allowing the 

Air Force to track objects for longer periods 

throughout their orbits. It would also catch 

a significant number of objects that can’t be 

observed outside the Southern Hemisphere. 

Even so, the costs are approaching $2.1 bil-

lion, according to the 2013 GAO report.

One of the biggest impacts of Space 

Fence might be on space policy, says Brian 

Weeden, a technical adviser for the Secure 

World Foundation in Washington, D.C. 

Weeden notes that Space Fence and other 

technological advances are drawing new 

attention to broad questions about how 

to handle orbital debris and who should 

decide when, where, and how satellites 

should maneuver to avoid colliding with 

one another. Although the role of tracking 

space traffic has been largely filled by the 

U.S. military to date, that might change as 

space becomes increasingly commercial 

and international.

“It raises interesting questions about what 

does it make sense for government to do, and 

what does it make sense for the private sec-

tor to do,” Weeden says. “It’s no longer just 

the military that uses space—we all do.” ■

Ilima Loomis is a freelance journalist 

based in Hawaii.

Scale model plot of known space 

debris; geostationary satellites form a 

ring 36,000 km from Earth.

SPACE SCIENCE

Air Force turns a keen eye on space junk
Flood of data from new “space fence” radar may overwhelm some satellite operators
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By Jia You

A
s the movie The Imitation Game cel-

ebrates British mathematician Alan 

Turing’s contributions to the Allied 

victory in World War II, the artificial 

intelligence (AI) community is re-

thinking another of his legacies: the 

Turing Test. 

In 1950, Turing laid out an ap-

pealingly simple test for whether a 

machine possesses human-level intel-

ligence: Will a person conversing with 

it in text mistake it for another human 

being? But more than 60 years later, 

it’s time for new criteria, says com-

puter scientist Leora Morgenstern of 

Leidos Inc. in Reston, Virginia. “We 

now know a lot about AI and what’s 

needed to make progress. It’s a big 

leap from Turing’s time.”

At a 25 January workshop at the 

29th Association for the Advancement 

of Artificial Intelligence conference 

in Austin, Morgenstern and other re-

searchers will discuss proposals for 

a new Turing Championship. In con-

trast with Turing’s single litmus test, 

the proposed challenges acknowl-

edge that intelligence has multiple 

dimensions—from language compre-

hension to social awareness—that are 

best tackled piece by piece.

Over the years, Turing’s origi-

nal idea has grown into a small 

industry while drawing increasing crit-

icism. Competitions such as the long-

running Loebner Prize ask human 

judges to text chat with either a person or 

a computer program for less than 30 min-

utes and then determine the converser’s 

identity. In June, a computer program 

named Eugene Goostman, which adopts 

the persona of a 13-year-old Ukrainian boy, 

was declared to have passed a Turing Test 

organized by the University of Reading in 

the United Kingdom after fooling a third of 

the judges in 5-minute conversations. Yet 

researchers such as cognitive scientist Gary 

Marcus of New York University in New York 

City argue that such competitions put a 

premium on stock answers and other ruses. 

“It’s a parlor trick,” Marcus says. “There’s no 

sense in which that program is genuinely 

intelligent.” The new Turing Championship 

would motivate researchers to develop ma-

chines with a deeper understanding of the 

world, argues Marcus, who is co-organizing 

the workshop.

One set of proposed challenges focuses 

on common-sense reasoning, which re-

mains a tall order for machines yet is cru-

cial for comprehending language. Take the 

sentence, “The trophy would not fit in the 

brown suitcase because it was too big.” De-

ducing that “it” refers to the trophy, not the 

suitcase, requires general knowledge that is 

second nature for a person but difficult to 

program into a machine. Next fall, in what 

could be the first of the new Turing chal-

lenges, the industry-sponsored Winograd 

Schema Challenge will test machines’ com-

prehension of such grammatically ambigu-

ous sentences.

A second set of proposed challenges cen-

ters on machine vision. With new machine-

learning techniques that train computers to 

discern objects, researchers at places such 

as Google and Facebook are developing al-

gorithms that can guide a self-driving car 

or automatically identify any face in any 

photograph. But AI researchers want ma-

chines to understand and reason with what 

they see, says computer scientist Fei-Fei Li 

of Stanford University in Palo Alto, Califor-

nia. The challenge Li will propose would ask 

machines to tell stories from pictures—not 

only identifying an object such as a coffee 

mug, for example, but also noting that it 

sits half-empty on a table because someone 

drank from it. Such machines might one day 

interpret what she calls the “dark matter of 

the digital age”: images and videos, which 

today’s search engines and bots can hardly 

make sense of.

For machines to truly assist people in their 

daily lives, physical movement smoothly in-

tegrated with language and perceptual skills 

has to be part of the mix, says computer 

scientist Charles Ortiz of the Nuance 

Natural Language and AI Laboratory 

in Sunnyvale, California. His proposed 

challenge would ask both a machine 

and a human to manipulate a robotic 

arm in order to, say, play with a toy. 

At the same time, they would carry on 

a conversation about their actions. As 

in Turing’s original test, a judge would 

evaluate the “humanness” of the com-

puter’s performance.  

Intelligence has one more dimen-

sion, says computer scientist Bar-

bara Grosz of Harvard University: 

teamwork. To effectively collaborate 

with humans, machines will need to 

understand their teammates’ prefer-

ences, share information appropriately, 

and handle uncertain environments. 

Grosz’s challenge would pair comput-

ers with people in group activities, such 

as formulating health care plans, to 

test whether people overlook that their 

partners aren’t human.

Many more research challenges will 

be debated at the workshop, aimed at 

capabilities from long-term learning 

to creativity. The goal, Marcus says, 

is to winnow the proposals down to 

three to five competitions. A balance of am-

bition and realism is key, says computer sci-

entist Stuart Shieber of Harvard. “You want 

to design competitions that are qualitatively 

beyond the current level of AI, but not so far 

that … it would be like setting an X prize for 

space flight in da Vinci’s era,” he says.

Although it’s unlikely that consensus will 

emerge in January, the discussion will con-

tinue at another AI conference in July, says 

co-organizer Manuela Veloso of Carnegie 

Mellon University in Pittsburgh, Pennsyl-

vania. By early 2016, the organizers hope to 

stage a set of trial competitions that will be 

revised and repeated regularly. “If we don’t 

move fast, it won’t happen,” Veloso says. 

“People will lose momentum.” ■

NEWS   |   IN DEPTH

116    9 JANUARY 2015 • VOL 347 ISSUE 6218 sciencemag.org  SCIENCE

P
H

O
T

O
: 

F
IN

E
 A

R
T

 I
M

A
G

E
S

/
H

E
R

IT
A

G
E

 I
M

A
G

E
S

/
G

E
T

T
Y

 I
M

A
G

E
S

COMPUTER SCIENCE 

Beyond the Turing Test
Concluding that there is no one test for machine intelligence, 
AI researchers develop a battery of research challenges

“We can only see a short distance 
ahead, but we can see plenty there 
that needs to be done.”
Alan Turing, 1950
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O
ne day during fieldwork in March 

2010, Charles Beeker was hav-

ing a drink with his dean and 

several colleagues at his favorite 

restaurant in Santo Domingo. No-

ticing their Indiana University (IU) 

shirts, an inebriated American 

staggered over and asked if they 

were the archaeologists who stole 

the Captain Kidd shipwreck. The man was 

an investor in a treasure-hunting operation 

that had searched for months for the remains 

of Kidd’s ship, the Quedagh Merchant, which 

famously sank off the southeast coast of 

the Dominican Republic in 1699. But it was 

Beeker who had identified the wreck and 

won international press attention. 

The investor “started getting a little rowdy,” 

Beeker recalls. There was pushing and shov-

ing, overturned tables and broken glass. “The 

guy had spent his savings and lost his mar-

riage, and I guess he blamed me.”

Such is life for Beeker, the founder and 

director of the Underwater Science Pro-

gram at IU Bloomington. “I’ve been work-

ing for years to put 

treasure hunters out 

of business,” he says. 

The treasure hunters, 

for their part, would 

like to do the same to 

him. In addition to the 

occasional fisticuffs, 

Beeker has been sued (he won), slandered, 

and harassed by treasure hunters who op-

pose his efforts to find, protect, and research 

historic shipwrecks. 

To archaeologists such as Beeker, wrecks 

offer a bounty of information from a single 

moment in time. But researchers are wag-

ing increasingly bitter battles over access 

to this sunken scientific booty (Science, 

17 May 2013, p. 802). Treasure hunters are 

often supported by investors who hope to 

profit by selling items from the shipwreck, 

Beeker says; they offer a portion of the take 

to governments in exchange for diving and 

salvage permits. Archaeologists can have a 

hard time competing because we’re “selling 

history, not artifacts,” he says.

Beeker, 61, claims some success in this 

battle, uncovering key information for sci-

ence and preserving historic wrecks. A big 

man with a no-nonsense demeanor that can 

border on gruffness, he is a workaholic who 

has investigated more than 200 shipwrecks 

and visited thousands more. Last May, he 

made the news for evaluating a wreck off the 

north coast of Haiti that he thinks could be 

Christopher Columbus’s flagship, the Santa 

Maria. Other experts disagree, but Beeker 

Underwater archaeologist Charles Beeker 
works to preserve famous wrecks as museums

Beeker (left) inspects 

the wreck of Captain 

Kidd’s ship, the 

Quedagh Merchant, 

in waters off the 

Dominican Republic. 
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isn’t backing down, and this week he pre-

sented his case at the Society for Historical 

Archaeology meeting in Seattle. 

As satisfying as his discoveries have been, 

Beeker considers his work helping preserve 

wrecks as dive museums to be his greatest 

achievement. “Beyond the sustainable tour-

ism value of living museums, we consider 

the sites living laboratories” for many scien-

tific disciplines, he says. 

Establishing underwater museums “is 

not unique to Charlie,” says James Delgado, 

the National Oceanic and Atmospheric Ad-

ministration’s (NOAA’s) director of mari-

time heritage, who’s based in Silver Spring, 

Maryland, and has known Beeker since the 

1980s. But “he is a leading advocate and has 

done tremendous work … in the theory and 

practice of in situ preservation of shipwreck 

sites and public outreach with them.”

BEEKER STARTED DIVING at age 11 and 

was a scuba instructor by 1974. While work-

ing in a paleobotany lab and taking gradu-

ate classes at IU, he started a scuba training 

center and came to realize that his real pas-

sion was shipwrecks. By 1984, he was teach-

ing academic scuba diving at IU. His dives 

have uncovered exquisitely preserved mam-

mal fossils and prehistoric Taíno Indian 

sites, but his focus has been shipwrecks. 

Back in the 1960s and 1970s, historic 

shipwrecks had no value beyond explora-

tion and plunder. Dive magazines glamor-

ized the looting of wrecks. In the 1980s, 

Beeker helped change that, serving on a fed-

eral advisory committee that helped draft 

the Abandoned Shipwreck Act of 1987. The 

act acknowledged the archaeological impor-

tance of historic wrecks and clarified their 

ownership and management on federal, 

state, and tribal submerged lands.

At the time, most people thought that the 

best way to preserve historic shipwrecks 

was to raise them for display in museums. 

Beeker and a number of other archaeolo-

gists stood that concept on its head, bring-

ing the museum to the wreck rather than 

the reverse. In 1989, he helped create the 

San Pedro Underwater Archaeological Pre-

serve State Park in Florida, which features 

the remains of the San Pedro, a Dutch-built 

ship that sank in 1733. It was plundered by 

treasure hunters in the 1960s, but divers and 

snorkelers can still examine ballast stones, 

seven replica cannons, and an anchor.   

Beeker went on to help create 11 more 

underwater shipwreck parks in Florida and 

California. By 2000, he and other archaeolo-

gists, most with government agencies, had 

formed a national system of marine pro-

tected areas to preserve wrecks. Beeker “is 

one of the few in the academic field” to push 

for these museums, Delgado says. 

During the past 20 years, Beeker has 

joined with the government of the Domini-

can Republic to establish three underwater 

museums, including the Quedagh Merchant 

site. That’s progress, given that a number 

of treasure hunters, thwarted by preserva-

tion laws in the United States, had moved 

east to the Caribbean, where laws are lax 

and wrecks plentiful. If a shipwreck isn’t 

in a national park, the Dominican Republic 

allows treasure hunters to haul up artifacts 

and sell them, as long as the government 

gets half the take. “I tell my students we’re 

in the Dominican Republic because we 

need to be there,” Beeker says.

To wean officials from treasure-hunting 

revenue, Beeker offered an alternative: Pro-

tect wrecks and earn tourism revenue by 

creating museums in the sea. “You can only 

sell [a shipwreck] once as a treasure hunt,” 

he told them. “I can sell it forever” as an 

underwater museum. 

The government has bought into the 

idea. “Beeker has provided [the] Dominican 

Republic the ‘Living Museums in the Sea’ 

model, which preserves shipwrecks as part of 

our marine environment,” says Francis Soto, 

technical director of the underwater patri-

mony program of the country’s Ministry of 

Culture, which oversees shipwrecks. “Rather 

than allow important shipwrecks to be exca-

vated for profit, instead they are preserved 

for future generations.” 

Shipwreck museums contain mooring 

buoys for boats, historic marker buoys, 

artifacts, and underwater plaques with 

interpretative information. One, the 1724 

Guadalupe Underwater Archaeological Pre-

serve, “is one of the most dived shipwrecks 

in the Dominican Republic,” Soto says, ex-

plored by up to 300 people a day, according 

to Beeker.

The museums are free, but divers bring 

in revenue by buying equipment, food, lodg-

ing, and more. Beeker adds that underwater 

traffic tends to inhibit rather than promote 

vandalism, as people tend to be better be-

haved when observed. The museums also 

protect the ecosystem that has formed 

around the wreck. Large artifacts like an-

chors and cannons offer habitat for hard 

and soft coral and many kinds of fish, “turn-

ing an archaeological project into an envi-
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Beeker focuses mostly on historic shipwrecks and their diagnostic artifacts, such as a cannon from Kidd’s ship (left), but he has also studied a submerged cavern in the 

Dominican Republic that yielded the skull of a tiny prehistoric primate as well as artifacts left by prehistoric Native Americans.
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ronmental project,” Beeker says.

Beeker has “helped to establish the 

[Dominican Republic’s] conservation ca-

pabilities, as well as educating them on ar-

chaeological methods and conservation of 

the sites,” says Steven James, an underwater 

archaeologist with Panamerican Consultants 

Inc. in Memphis, Tennessee, who has worked 

extensively with Beeker. “Not many people 

can lay claim to that.”

BACK IN 1699, just before he traveled to New 

York in hopes of acquitting himself of piracy 

charges, the infamous Kidd abandoned his 

vessel, and it was sunk off the coast of the 

Dominican Republic. For more than 3 centu-

ries, the Quedagh Merchant rested peacefully 

in shallow water, somehow eluding treasure 

hunters, until a snorkeler noticed part of the 

wreck and alerted government officials. They 

told Beeker, who visited the site in 2007, then 

led an investigation that discovered part of 

the lower hull, 26 guns, a ballast stone, and 

other artifacts. 

To confirm the authenticity of the ship, 

his team identified the composition of the 

ballast stone and traced it to western India 

outside the city of Surat. They also deter-

mined that the hull was made of teak and 

featured rabbet joint construction, in which 

one piece of wood is notched in order to ac-

cept another, a method used in western In-

dia, according to Beeker. 

These findings all fit with Kidd’s accounts 

of the ship: The pirate mentioned the In-

dian construction of his ship in his testi-

mony in New York. “There are thousands 

of shipwrecks in the Dominican Republic, 

but this one is the Quedagh Merchant,” 

Beeker says. James concurs: “From what I 

have seen, everything points to it being cor-

rectly identified.” 

Kidd’s testimony didn’t save him: He was 

hanged for piracy on 23 May 1701. On the 

310th anniversary of his death, the wreck of 

his ship was dedicated as a museum. 

To further research the wreck, Beeker 

visited India and found that rabbet joint 

construction is still used to make teak ship 

hulls in remote areas outside of Surat. The 

Quedagh Merchant “represents one of the 

only archaeological examples” of this unique 

construction, he says. 

Beeker’s latest target is even higher profile: 

the Santa Maria. According to historical ac-

counts, the 40-man ship ran aground off the 

coast of what is now northern Haiti some 

500 years ago. Last year, underwater explorer 

Barry Clifford of Provincetown, Massachu-

setts, who had a permit to work in Haiti, in-

vited Beeker to examine a wreck there.  

Some archaeologists decline any contact 

with such explorers. “My opinion is that 

working with treasure hunters sends the 

wrong message. I’ve never worked with a 

treasure hunter,” Delgado says. In contrast, 

Beeker decided that archaeologists must 

“be willing to talk with all stakeholders.” He 

agreed to join forces with Clifford, but only 

after the pair had some “fairly heated discus-

sions.” Beeker told Clifford he couldn’t “own” 

the Santa Maria, and Clifford agreed that 

the site and artifacts would be preserved as 

a museum. “I modified a treasure hunt and 

turned it into something good for Haiti,” 

Beeker claims. 

He investigated the site in the spring for 

4 days and concluded that, although more 

investigation is required, the wreck could 

be the Santa Maria. International media re-

ported the possible discovery. 

But the “find” was short-lived: Last Oc-

tober, a team of experts assembled by the 

United Nations Educational, Scientific and 

Cultural Organization (UNESCO) examined 

the wreck at the request of Haiti’s govern-

ment. The team determined that the wreck 

was too far from shore to be the famous ves-

sel and that artifacts in it, such as bronze or 

copper fasteners, were used in 17th and 18th 

century shipbuilding, long after Columbus’s 

time. UNESCO announced that the ship-

wreck was not the Santa Maria, and Haiti’s 

government rejected IU’s proposal for a de-

tailed investigation. 

Although Beeker admits that bronze fas-

teners are unusual for Columbus’s time, 

he argues that they alone don’t rule out a 

15th century origin for the ship. He saw no 

copper sheathing and notes that UNESCO 

hasn’t analyzed the wreck’s wood, bal-

last, or datable ceramics. He argues that 

UNESCO’s study offers “no real proof” that 

the wreck is not the Santa Maria. In his 

talk at the meeting, he revealed that he was 

able to sample the ballast stone. Its com-

position included the mineral pigeonite, 

which is not native to the Caribbean; more 

analysis is needed to determine if it could 

have come from Spain.  

Ulrike Guérin, a Paris-based program 

specialist for UNESCO’s Secretariat of the 

2001 Convention on the Protection of the 

Underwater Cultural Heritage, says that 

their investigation was run by top experts, 

and Delgado and Roger Smith, the state of 

Florida’s underwater archaeologist who’s 

based in Tallahassee, agree. “Everybody 

wants to make this a controversy,” Smith 

says, “but to my mind it’s not a controversy; 

it’s simple archaeology.”

Whatever comes of the Santa Maria

hunt, Beeker intends to carry on with his 

work in the Dominican Republic, persuad-

ing the public that historic shipwrecks 

should be preserved. “I’ve seen a lot of 

people in your government come and go,” 

Beeker tells residents. But he promises that 

he’s there to stay. ■

Michael Bawaya is the editor of American 

Archaeology magazine.

Where wrecks rest easy
Charles Beeker has helped establish a number of dive museums that preserve shipwrecks off 
the coasts of Florida and the Dominican Republic, and he is working to set up more.
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T
he only map we have to guide us 

in our hunt for the Ebola virus 

looks like a child’s drawing, with 

a simple hospital sketched in the 

middle and paths snaking away in 

all directions. It is taped to a wall 

in the hospital itself, in Fenutoli, 

a small city in Bong County, in the 

heart of Liberia. Our team drove 

here this morning from the regional town 

of Gbarnga: 90 minutes on pavement, then 

another hour on a red dirt road. We have 

come in search of a woman. 

Her last name may be Washington or 

Moses. She may be pregnant. She may be 

ill. The only thing the search team knows 

for sure is that she has been in contact with 

two people who recently died of Ebola. We 

need to find her, explains Arthur Mutaawe 

Lubogo, an epidemiologist from Uganda, and 

bring her to the county holding center where 

she can be monitored for 21 days. 

The woman’s story isn’t unusual. She came 

to the hospital seeking medical care, but 

when the doctors called an ambulance to take 

her to a treatment unit to be tested for Ebola, 

she disappeared into the jungle. County sur-

veillance officer Emmanuel Dweh, who leads 

the search team, has heard that she fled to 

a village called Fenemetaa, at the very end 

of one winding path on the little map. We 

can only get there on foot, about 2.5 hours 

through the jungle, a young nurse tells us. 

Our party gathers: Dweh; Lubogo and 

another epidemiologist from the African 

Union; two people from Doctors Without 

Borders (MSF); and a handful of journal-

ists. We pack some water and set off.

TRACING CONTACTS IS CRUCIAL for stop-

ping an Ebola outbreak. You need to find 

every patient, identify everyone they have in-

teracted with, and monitor them during Eb-

ola’s 21-day incubation period. Anyone who 

starts showing symptoms has to be isolated 

before he or she infects anyone else. Liberia’s 

official goal is to find each and every contact, 

but at the height of the epidemic, when tens 

of thousands of people had been in contact 

with patients, the task was impossible. Now 

that the number of cases has declined sharply 

(Science, 28 November 2014, p. 1039), follow-

ing contacts is much easier, which should 

make it possible to end the epidemic. 

One team’s quest to find a potential Ebola case in Liberia 
reveals how difficult it will be to end the epidemic

By Kai Kupferschmidt, in Bong County, Liberia

CONTAGION
on the trail of
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But at a late November meeting in the 

ministry of health in Liberia’s capital, Mon-

rovia, contact tracers talked about the huge 

difficulties they still faced. They were sup-

posed to tell contacts living in Monrovia 

not to leave their homes, but there was no 

system in place to provide people in quar-

antine with food. There were no thermo-

meters to check them for fever.

And then there’s the fact that many peo-

ple are as afraid of the contact tracers as 

they are of the disease. They often run away 

into the jungle for fear of being taken to a 

treatment unit. Instead they seek help or 

solace from traditional healers, which puts 

new people at risk. “This is a new phenome-

non and a very worrying one,” says Mosoka 

Fallah, who heads the con-

tact tracing effort in Mon-

rovia. Early prevention 

messages were counter-

productive, says Almudena 

Marí Sáez, an anthropolo-

gist who has worked in 

Guinea and Liberia, because 

they emphasized that Ebola 

is deadly and incurable. 

“People said, ‘Well if you 

cannot help us, why should 

we come to you at all?’ ”

We had seen the conse-

quences that morning on 

the way to Fenutoli. In a 

quarantined town named 

Telata, the empty stalls of 

a normally bustling market 

lined the road. Earlier that 

month, a man from the vil-

lage had taken in the children of his sister, 

who had died of Ebola in the capital. When 

the kids started dying, the man declared 

that someone who wished him ill had 

transformed his own spirit into a leopard, 

which attacked the children—traditional 

understandings of infection remain com-

mon here. The man finally fell sick himself 

and went to the Bong County treatment 

unit, where the beds around him soon filled 

up with other family members, friends, and 

neighbors. In a cruel irony, he was one of 

the few to survive.

AS WE SET OFF INTO THE JUNGLE to 

find the missing woman, thickets of bamboo 

tower over us. The air smells of wet earth 

and, strangely, cooked rice. We cross streams 

and swamps, often bridged by no more than 

a few logs. Once I lose my balance and fall 

into a small stream. There are no helping 

hands as I clamber out, my boots soaking 

wet. “We have a no touching policy,” I’m told. 

The villages along the way are mostly de-

serted, only a shadow glimpsed behind a hut 

or a flicker of movement in the trees hinting 

at any life. In one village, a pot is simmering 

on an open fire, abandoned. A village elder, a 

thin man with a weathered face and a small 

gray beard, appears at a window but does not 

come out. Dweh asks him if he knows about 

Ebola. Yes, he says, but no one in the village 

has symptoms, and he has not heard of the 

woman we’re seeking.

In another village, we find a man called 

Leopold Glepoli. Dweh has heard that he is 

a traditional healer who treated the woman. 

We need to take him to Fenutoli, Dweh tells 

him, so he can be taken by ambulance to a 

holding center for Ebola contacts—a couple 

of tents in a stadium in Gbarnga, where 

contacts can await the end of the incuba-

tion period. If a contact falls ill in one of the 

remote villages, it becomes almost impossi-

ble to get them to a treatment unit. Glepoli, 

a small man, denies having had any contact 

with a sick person and angrily rejects the 

plan. It’s already past 1 p.m., and the team 

decides to push on. 

The map proves by and large correct, but 

Fenemetaa is much farther than the nurse 

told us. When we arrive after 4.5 hours of 

strenuous walking, we don’t find bodies, 

sick people—or anyone at all, except for 

four young men, lounging about in T-shirts, 

shorts, and sandals. Dweh asks them about 

the woman and tells them about Ebola. He 

calls the virus a dangerous poison that she 

may be carrying inside her. 

It’s not clear if the men understand. But 

they say the woman hasn’t been in the vil-

lage. Later, they tell Dweh that she was 

there but has left. “They are lying,” Dweh 

says, his head low, his eyes sad. “I can see it 

in their faces.” But it is late, we’re almost out 

of water, and the sun will set in just a few 

hours. We turn back. 

ON THE WAY BACK, we pick up Glepoli. 

He is still angry but says he wants to prove 

his “innocence.” Darkness filters slowly into 

the jungle, the path fades, and the bridges 

are even more harrowing. Fortunately, 

Glepoli knows the way. Morten Rostrup, 

a Norwegian physician working for MSF, 

tells the story of a multiday trek through 

the Liberian jungle 15 years ago, during the 

second civil war. Rostrup and a colleague 

had heard that a mysterious fever was 

killing many people in a remote village. 

“We thought even then that it could be 

Ebola,” he says. But when they arrived at 

the village, there were no more patients, 

only graves. 

The hours go by and we grow thirsty, hun-

gry, and exhausted. Fran Miller, the other 

MSF worker, offers me her 

last sip of water. “Don’t touch 

the bottle with your mouth,” 

she says. “Pour it into your 

mouth.” When it gets com-

pletely dark, we use flash-

lights, iPhones, whatever we 

have, to light the way ahead. 

Then we see other lights 

approaching through the 

thicket. It’s a search party 

from Fenutoli, sent out by 

the drivers, who expected us 

back hours ago. 

After another 30 min-

utes, we reach the top of a 

small hill and see Fenutoli 

below us. It’s about 7 p.m. 

The whole village has come 

out to meet us. There is ap-

plause as we stumble out 

of the jungle, dirty and exhausted. Sur-

rounded by the villagers, Glepoli insists that 

he hasn’t been in contact with sick people. 

A huge cloud flashes with lightning in the 

distance and Glepoli is working up a rage 

again, shouting that he doesn’t want to go 

to the holding center. But there is no way 

to get him there anyway: The ambulance 

isn’t coming today. The villagers don’t want 

him to stay either, so he slips back into the 

jungle to return to his village. 

Glepoli did not get sick. And the woman 

named Washington or Moses was later 

found. She “surrendered to the Bong 

County Health Team,” Dweh writes me in 

an e-mail a few weeks later. Her 21 days 

passed without her getting sick. In an epi-

demic that is filled with heartbreak and 

sad stories, it was the best outcome anyone 

could hope for. But that night, a happy end 

seemed as elusive as the fireflies flickering 

in the depths of the forest. ■

Liberian epidemiologist Emmanuel Dweh at the start 

of a contact tracing mission to find a woman who has 

fled to a remote village.

This simple, hand-drawn map helped guide an Ebola team during a 9-hour trek through 

the Liberian jungle. 
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against diseases), (cyber)security, and other 

domains. On page 145 of this issue, Bowling 

et al. ( 1) report on having computed a strat-

egy for two-player limit Texas Hold’em poker 

that is so close to optimal that, at the pace a 

human plays poker, it cannot be beaten with 

statistical significance in a lifetime. While 

strong strategies have been computed for 

larger imperfect-information games as well 

(2–6), this is, to my knowledge, the larg-

est imperfect-information game essentially 

solved to date, and the first one competi-

tively played by humans that has now been 

essentially solved.

The general leading approach for solv-

ing imperfect-information games is shown 

in the figure; for a review, see ( 7). First, the 

game is abstracted to generate a smaller but 

strategically similar game, reducing it to a 

size that can be tackled with an equilibrium-

finding algorithm. Then, the abstract game 

is solved for equilibrium or near-equilib-

rium. A Nash equilibrium defines a notion 

of rational play. It is a profile of strategies, 

one per player, such that no player can in-

crease her expected payoff by switching to 

a different strategy. A strategy for a player 

states for each information set where it is 

the player’s turn, the probability with which 

the player should select each of her available 

actions. An information set is a collection of 

game states that cannot be distinguished by 

the player whose turn it is because of private 

information of the other players. Finally, 

the strategies from the abstract game are 

mapped back to the original game.

Cellular stress defense  p. 125

China’s aquaculture 
threatens the oceans  p. 133INSIGHTS

Playing at a normal human pace, one can’t beat a computer program for limit Texas Hold’em with statistical significance in a lifetime.

PERSPECTIVES

          I
mperfect-information games model set-

tings where players have private infor-

mation. Tremendous progress has been 

made in solving such games over the 

past 20 years, especially since the An-

nual Computer Poker Competition was 

established in 2006, where programs play 

each other. This progress can fuel the opera-

tionalization of seminal game-theoretic so-

lution concepts into detailed game models, 

powering a host of applications in business 

(e.g., auctions and negotiations), medicine 

(e.g., making sophisticated sequential plans 

Solving imperfect-information games

By Tuomas Sandholm 

The smallest common poker game, two-player limit Texas Hold’em, is essentially solved
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Two main kinds of abstraction are used. 

One is information abstraction, where it is 

assumed in the abstract game that a player 

does not know some information that she 

knows—that is, information sets are bundled. 

Lossless abstraction algorithms ( 8) yield an 

abstract game from which each equilibrium 

is also an equilibrium in the original game, 

and typically reduce the size of poker games 

by one-to-two orders of magnitude. My 

group ( 8) first used them to solve Rhode Is-

land Hold’em, a benchmark 

introduced in 2001. Bowling 

et al. used lossless abstrac-

tion in the form of encod-

ing the game in a way that 

avoids card suit symmetries. 

This reduced the number of 

information sets from 3.19 

× 1014 to 1.38 × 1013. Their 

scalable equilibrium-finding 

algorithm enabled them to 

essentially solve this lossless 

abstract game. For many 

larger games, the losslessly 

abstracted game would still be prohibitively 

large. Lossy abstraction algorithms ( 2, 3, 

8–10) are used to create a smaller, coarser 

abstract game. An optimal strategy from 

such a game is typically not optimal for the 

original game.

The second method, action abstraction 

( 2,  4,  5,  9), removes some actions from con-

sideration in the game model, and is useful 

when the number of actions that a player can 

choose is large. For example, in two-player 

no-limit Texas Hold’em—a more popular 

game with 6.38 × 10161 information sets—a 

player can bet a variable number of chips, 

unlike in limit Texas Hold’em, where the 

bet size is fixed. Sophisticated techniques 

are then needed to map any action that the 

opponent plays that is not included in the 

abstract game to an action in the abstract 

game (6), because the opponent may try to 

manipulate the action abstraction—by clever 

bet-sizing in the case of poker.

Empirically, in Texas Hold’em, as a finer-

grained abstraction is used, the quality of 

the strategy improves even when evaluated 

in the original game. Unfortunately, this is 

not always the case. Unlike in single-player 

settings, using a finer-grained abstrac-

tion can cause the computed strategy to 

be worse (more exploitable) in the original 

game. Despite this, some recent frame-

works for lossy abstraction yield bounds 

on solution quality ( 5,  9). For a review of 

abstraction, see ( 10).

The second step of the game-solving pro-

cess is finding an equilibrium in the abstract 

game (as shown in the figure). Before 2006, 

general-purpose linear programming solv-

ers and the sequence-form representation 

were used to solve small variants of poker or 

coarse abstractions of two-player limit Texas 

Hold’em. Since then, two families of dramati-

cally more scalable equilibrium-finding al-

gorithms and problem representations have 

been developed for two-player zero-sum 

games. One family is based on smoothed gra-

dient descent algorithms and a decomposed 

problem representation ( 11,  12). The other 

family, counterfactual regret minimization 

(CFR) ( 13), is based on a form of self-play 

using no-regret learning, adapted cleverly 

so that regret updates can be computed at 

each information set separately, instead of 

the naïve approach that would require re-

grets to be updated for entire game strate-

gies. The best available guarantees for CFR 

require ~1/ε2 iterations over the game tree 

to reach an ε-equilibrium, that is, strategies 

for the players such that no player can be ex-

ploited by more than ε by any strategy. The 

gradient-based algorithms require only ~1/ε 

( 11) or ~log(1/ε) iterations ( 12). The latter ap-

proach matches the optimal number of itera-

tions required (previously only achievable by 

interior-point methods that have prohibitive 

memory requirements). On the other hand, 

more effective sampling techniques have 

been developed for CFR than for the gradi-

ent-based algorithms, so quick approximate 

iterations can be used.

The key contribution of Bowling et al. is 

a scalable equilibrium-finding algorithm. 

It uses full CFR iterations rather than sam-

pling. It distributes the computation across 

computers by dividing the game into disjoint 

pieces based on publicly observable infor-

mation—public cards and past moves of the 

players—akin to related CFR work ( 6,  7). The 

numeric resolution of probabilities was re-

duced to save memory, with the drawback 

of slightly reducing solution quality. Careful 

compression techniques were used to store 

the game pieces on local disks and to bring 

them back into memory for updates. To 

empirically enhance speed, their algorithm 

never lets the regrets decrease below zero 

and uses the most recent computed strate-

gies as the solution—instead of average strat-

egies as in CFR convergence proofs.

Bowling et al. lower the bar for “solving” 

the game from finding an exact equilibrium 

or one within machine precision to requiring 

that at human playing speed, an adversary 

could not win with statistical significance in 

a lifetime. For many applications, this guar-

antee will be strong enough.

Much work is still required on tackling 

larger imperfect-information games ( 2–6). 

Another key direction is opponent exploi-

tation—taking advantage of suboptimal 

play. Solely using machine learning for this 

typically opens oneself up to considerable 

exploitation in return, and one also typi-

cally accrues substantial losses during the 

learning process. Interesting recent ap-

proaches hybridize the game-theoretic ap-

proach and opponent exploitation in various 

ways ( 14,  15). It is even possible to exploit 

an opponent’s weaknesses more than any 

equilibrium strategy would, without open-

ing oneself to any exploitation! This can 

be accomplished by—and only by—risking 

in one’s exploitation attempts winnings ob-

tained so far via the opponent’s mistakes 

rather than luck ( 16).

Games with more than two players and 

that are not zero sum also deserve further at-

tention. Most of the abstraction techniques 

apply here, but these equilibrium-finding 

problems are in a complexity class for which 

no polynomial-time algorithm is known. It 

is not even clear that finding a Nash equi-

librium is the right goal in such games. Dif-

ferent equilibria can have different values to 

the players. If the opponents fail to play an 

equilibrium strategy, it may not be safe for us 

to play an equilibrium strategy. Finally, op-

ponents may collude.           ■
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          T
he unfolding of the instructions en-

coded in the genome is triggered by 

the transcription of a gene’s DNA 

sequence into RNA, and the subse-

quent processing of the primary RNA 

transcript to generate functional 

messenger RNAs (mRNAs), which in turn 

are translated into proteins. DNA sequence 

variation can influence every step along this 

pathway, often in association with disease, 

but the impact of specific sequence variants 

is difficult to predict. On page 144 of this 

issue, Xiong et al. ( 1) provide remarkably 

accurate in silico predictions of the effects 

of sequence variants on pre-mRNA splicing, 

a key RNA processing step, including their 

impact on various human pathologies.

Splicing is the process by which inter-

vening sequences in the primary transcript 

(introns) are excised and the remaining 

sequences (exons) concatenated together 

to form the mRNA sequence (see the fig-

ure). It is often invoked as the mechanism 

by which the human genome (and other 

genomes) can generate a larger number of 

RNAs and proteins from a limited reper-

toire of genes. Indeed, through the alterna-

tive combination of exons, multiple mRNA 

species are usually encoded in a gene’s se-

quence. Although the global importance of 

alternative splicing regulation in defining 

cell type specificity is still unknown, many 

examples document the potential of this 

process to influence biological outcomes 

such as sex determination, neural differen-

tiation, synapse formation, or programmed 

cell death ( 2). Not surprisingly, alterations 

in the machinery of the splicing process 

cause diseases such as spinal muscular at-

rophy, and an imbalance of alternatively 

spliced products can contribute to cancer 

progression as well as muscular and neuro-

degenerative pathologies ( 3).

The regulation of transcription is rela-

tively well understood, and as a conse-

quence, mathematical models exist that can 

predict cell type–specific transcriptional 

levels of genes with great accuracy ( 4,  5). By 

contrast, the mechanisms involved in alter-

native splicing regulation are only partially 

characterized. The splice sites (relatively 

conserved short sequences), together with 

a plethora of other more transcript-specific 

regulatory motifs, play a role in defining in-

tron-exon boundaries and regulating splice 

site selection ( 6). Although advances have 

been made in predicting differential alter-

native splice site choices between broad 

tissue types ( 7,  8), the algebra relating par-

ticular combinations of regulatory motifs to 

splice site selection in a cell type–specific 

manner has remained elusive.

Now, Xiong et al. have made a successful 

crack at this algebra. Using sophisticated 

machine-learning approaches, they built 

a mathematical model that predicts with 

substantial accuracy the absolute amounts 

of exon inclusion in different tissues. The 

model—a reflection of the complexity of 

alternative splicing regulation—depends 

on nearly 1400 features in the exons and 

neighboring introns, which often influence 

exon inclusion in opposite directions de-

pending on the broader sequence context 

or the specific cell type in which the feature 

is functional. The features include splice 

site signals and regulatory motifs, but also 

exon and intron lengths, mono-, di-, and tri-

nucleotide frequencies, and RNA secondary 

structures, among others. Xiong et al. show 

that the model successfully integrates this 

seemingly diverse set of features and pre-

dicts the individual as well as the collective 

effect of RNA binding proteins—the pro-

teins that recognize the splicing regulatory 

motifs—in the regulation of exon inclusion.

As a demonstration of the general valid-

ity of their code, Xiong et al. show that the 

model can predict with substantial precision 

interindividual variation in exon inclusion 

elicited by nucleotide changes at single po-

sitions (single-nucleotide variants, SNVs) in 

the sequence of the splicing features. The 

model provides an unprecedented view of 

the impact of SNVs on splicing regulation 

by identifying more than 20,000 unique 

SNVs likely to affect splicing. These include 

synonymous changes within protein-coding 

sequences, generally assumed to be function-

ally neutral, as well as missense or nonsense 

changes whose effects on protein expression 

may be more dramatic than anticipated be-

cause of their impact on the splicing process.

This wealth of information has impor-

tant medical implications. Xiong et al.’s 

model predicts that intronic mutations 

associated with disease alter splicing 9 

times as often as common variants, and 

the authors argue that their approach is 

more sensitive than standard genome-wide 

association studies for capturing splicing-

related disease SNVs. Furthermore, they 

benchmark their method by correctly pre-

dicting the outcome of nearly 100 muta-

Prescribing splicing

RNA

Exon
Intron A

A

C

Mature mRNA

Bound state

Unbound state

Alternative splicing. The splicing process removes introns from primary RNA and concatenates exons to generate 

mature mRNAs. Exons can be included or skipped, thus generating alternatively spliced products that encode 

different proteins (light gray). The example shows how spliced products could differ by the presence or absence 

of a domain that interacts with another protein (dark gray). Regulatory sequences in the exons or introns promote 

(orange) or prevent (blue) inclusion of the alternative exon. Nucleotide differences (e.g., A or C) can alter the function 

of the regulatory sequences and therefore change the balance between alternatively spliced mRNAs.
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“...a new era of personalized 
medicine when individual 
genomic sequences will be 
used to predict variations in 
splicing patterns associated 
with the onset or progression 
of pathological conditions.”
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tions in an exon of the SMN2 gene, whose 

level of inclusion is the target of emerging 

therapies for spinal muscular atrophy. In 

addition, their model explains disease pen-

etrance of silent mutations in hereditary 

colorectal cancer, and provides interesting 

candidates for splicing alterations that may 

play a role in autism. These examples may 

herald a new era of personalized medicine 

when individual genomic sequences will be 

used to predict variations in splicing pat-

terns associated with the onset or progres-

sion of pathological conditions.

As is often the case, the past is only the 

prologue. Although the work of Xiong et 

al. is indeed an important step toward un-

derstanding the complex code underlying 

splicing regulation, a long way remains for 

it to be fully deciphered. A number of fea-

tures contributing to the model may reflect 

the effect of other steps in RNA metabolism 

not directly involved in splice site selection 

(e.g., RNA stability or translatability), thus 

complicating the mechanistic interpreta-

tion of the model. Also, there is emerging 

evidence that splicing occurs mostly cotran-

scriptionally ( 9) and that splice site selec-

tion can be influenced by the transcriptional 

machinery, nucleosome positioning ( 10,  11), 

epigenetic modifications ( 12), and possibly 

three-dimensional chromatin conformation. 

None of these features are currently cap-

tured in the model, but they could certainly 

be included in future developments. It is 

also important to remember that the truly 

functional unit is not the exon but the full 

mRNA sequence, often composed of many 

exons and harboring different combinations 

of sequence variants that affect both coding 

and regulatory regions. Developments in 

sequencing technologies and bioinformatic 

methods should soon make it possible to 

accurately quantify the cellular abundance 

of full mRNA species. Understanding and 

modeling this RNA dynamics in different 

cell types and along temporal processes is 

essential to understand how the cells work 

to form functional tissues and organisms—a 

goal toward which the study of Xiong et al. 

is a solid step forward.          ■ 
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           E
ver since living systems began to use 

molecular oxygen for efficient energy 

generation, they have had to deal with 

its detrimental by-products. Reactive 

oxygen species (ROS), which are mainly 

formed in the mitochondria, cause oxi-

dative damage to cellular components and 

have been implicated in several pathological 

conditions, including cancer, diabetes, and 

Alzheimer’s and Parkinson’s diseases, as well 

as in cell death and aging ( 1). To minimize 

oxidative stress, cells have developed de-

fense machineries that can neutralize ROS. 

On page 178 of this issue, Leung et al. ( 2) 

report the crystal structure of nicotinamide 

nucleotide transhydrogenase (TH), a key en-

zyme in this defense machinery.

The mitochondrial ROS defense system 

transforms reactive superoxide anions (O
2

·−), 

formed by electrons leaking to molecular ox-

ygen during aerobic respiration, to hydrogen 

peroxide (H
2
O

2
) (see the first figure). Hydro-

gen peroxide is detoxified to water by peroxi-

dases that use reduced glutathione (GSH) as 

a substrate. High GSH levels are maintained 

by reduced nicotinamide adenine dinucleo-

tide phosphate (NADPH)–dependent gluta-

thione reductase, and this is where TH (a 

key contributor of mitochondrial NADPH) 

comes into the story. TH is present in the in-

ner membrane of animal mitochondria and 

the cytoplasmic membrane of many bacte-

ria. Under normal physiological conditions, 

it couples the hydride transfer between re-

duced NAD (NADH) and NAD phosphate 

(NADP+) to proton translocation across the 

membrane (see the first figure). NADPH pro-

duction by TH is thus directly coupled to the 

rate of aerobic respiration, and hence ROS 

production ( 3).

Ever since TH was discovered more than 

40 years ago, its main physiological role has 

been assumed to be mitochondrial NADPH 

production ( 4). In 2005, Arkblad et al. re-

ported direct evidence that the enzyme is 

indeed involved in ROS defense, showing 

that a TH knockout mutant of the worm 

Coping with oxidative stress

Mitochondrial ROS defense. Transhydrogenase (TH) contributes to mitochondrial ROS defense by producing 

NADPH. During aerobic respiration, electrons leak to molecular oxygen, primarily from complexes I and III. This results 

in “superoxide anions” O
2

·−, which is converted to H
2
O

2
 by mitochondrial superoxide dismutase (SOD) and finally to 

water by peroxidases (Prx), using reduced glutathione (GSH). GSH levels are maintained by glutathione reductase 

(GR), which uses NADPH formed by TH to reduce glutathione (GSSG).
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Caenorhabditis elegans was much more 
sensitive to oxidative stress than the wild 
type ( 5). At about the same time, Toye et al. 
reported a link between TH and diabetes, 
showing that the glucose intolerance and 
impaired insulin secretion of a particular 
mouse strain, C57BL/6J, mainly results from 
reduced expression of TH ( 6).

The TH enzyme forms a homodimer, with 
each half consisting of three domains: one 
integral membrane domain (dII) and two 
soluble domains (dI and dIII) that protrude 
into the mitochondrial matrix (animals) or 

cytosol (bacteria). The two soluble domains 
bind NAD(H) (dI) and NADP(H) (dIII), 
respectively. Crystal structures of these do-
mains have allowed the hydride transfer 
mechanism between the dI and dIII do-
mains to be elucidated ( 7), but the complete 
mechanism has remained elusive in the 
absence of a crystal structure of the dII do-
main. In particular, it has been unclear how 
hydride transfer is coupled to proton trans-
location through the membrane. Moreover, 
it has been difficult to envisage how the sec-
ond dIII domain could be accommodated in 
the dimer without steric clashes.

Leung et al. now address all of these 
shortcomings. The authors report the crys-
tal structures of the complete TH enzyme 
(to 6.9 Å resolution), the sought-after dII 
domain (2.8 Å), the dI dimer (1.8 Å), and 
the asymmetric complex between two dI do-
mains and one dIII domain (2.4 Å), all from 
the same organism, Thermus thermophilus. 
They further investigated the structure of 
TH by cryo–electron microscopy (cryo-EM; 
18 Å) and supported their structural data 

with cysteine cross-linking studies. The re-
sults allow a glimpse into the workings of 
the intact enzyme.

The complete structure of TH reveals a 
highly asymmetric dimer. The main surprise 
is the upside-down orientation of the second 
dIII domain relative to its counterpart in the 
other half of the enzyme; this orientation 
positions the NADP(H) binding site of dIII 
close to the exit of the proton channel. Judg-
ing from the cryo-EM data, this domain is 
highly mobile. Although the exact coupling 
mechanism remains to be elucidated, it is 

clear that dIII shuttles between two highly 
different structural states, related to each 
other by a 180° rotation. In one of these 
states, the NADP(H) binding site is solvent-
accessible and close to the proton exit site; 
in the other, the binding site is occluded and 
in close contact with NAD(H) in dI, allowing 
hydride transfer. The two states cannot ex-
ist simultaneously in the assembled dimer, 
promoting alternation and coupling of the 
two events.

It is interesting to compare TH with an-
other conformationally coupled proton 
pump, the well-characterized adenosine 
triphosphate (ATP) synthase ( 8). Both en-
zymes use the proton-motive force to power 
perpendicular rotations, leading to the syn-
thesis of important biomolecules. Further-
more, both enzymes use binding-change 
mechanisms that rely on protein asymmetry 
( 9,  10). Some secondary transporters, such 
as proton-driven carbohydrate transporters 
of the major facilitator superfamily, also de-
pend on the proton-motive force. Here, con-
formational changes again lie at the heart of 

protein function but do not involve rotatory 
movement. Instead, conformational changes 
of transmembrane helices form the basis 
of the “alternating-access” model, in which 
a substrate binding site switches between 
being accessible from one side of the mem-
brane to the other ( 11).

Curiously, TH, with its 180° rotation of 
dIII and shuttling between proton pumping 
and hydride transfer (see the second figure), 
combines features of both the rotation and 
alternating-access models. With respect to 
its conformational coupling of proton pump-

ing to redox chemistry, TH fur-
ther has features in common 
with mitochondrial complex I 
( 12). Together with other mem-
bers of the aerobic respiratory 
chain, complex I is responsible 
for establishing the proton 
gradient by pumping protons 
across the inner mitochondrial 
membrane. This gradient pro-
vides the energy to TH and ATP 
synthase, thus closing the circle 
(see the first figure).

The complete structure of 
TH, resolved 40 years after its 
original discovery, adds to the 
portrait gallery of important 
cellular machines, allowing yet 
another fascinating molecu-
lar mechanism to be explored. 
TH elegantly uses the proton-
driven rotation of a soluble 
domain (dIII) to provide alter-
nating access to the two other 
domains, hence switching 
between proton pumping and 

hydride transfer. It achieves this by dividing 
the labor equally between the two protein 
halves, taking turns at the job (see the sec-
ond figure). A lesson to be learned is that to 
efficiently manage stress, whether oxidative 
or not, we would do well to share the work-
load with our (better) halves.          ■ 
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NADH + NADP+

NAD+ + NADPH

H+H+

Sharing the load. The TH mechanism is analogous to a couple sharing their load by alternating between two mutually exclusive tasks. 

In a free interpretation, the legs represent the membrane domain dII, the head domain dI, and the body domain dIII, which displays the 

largest movements, with the arms rotating 180°. Through this rotation, dIII has access to either the dII or the dI domains, thus coupling 

proton pumping by TH efficiently with hydride transfer and lowering cellular stress.
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          A
ll physical systems evolve in response 

to changes in their internal parame-

ters and modifications of the environ-

ment in which they are embedded. 

Water vapor in cold air, for example, 

forms crystals, and this crystallization 

produces snowflakes, the size and shape of 

which are determined by parameters such 

as the rate of cooling, the humidity of the 

air, and the number of ice nuclei present. 

Similar complex dynamics can be found in 

any system, classical or quantum, crossing a 

phase transition in a dynamical process out 

of equilibrium. On page 167 of this issue, 

Navon et al. ( 1) reveal the dynamics of a tran-

sition crossing by following the evolution of 

a system of cold atoms at the transition from 

the thermal to the Bose-condensed phase.

Phase transitions are ubiquitous in na-

ture. One reason for their attractiveness is 

the fact that, in many cases, they imply the 

breaking of one or more symmetries of the 

Hamiltonian describing the system, with the 

appearance of an order parameter. At the 

transition point, the system spontaneously 

picks one of the many equivalent choices for 

the newborn order parameter. If the process 

is faster than the typical time scale for equil-

ibration, different parts of the system may 

acquire different order parameters, thus cre-

ating spatially independent domains. These 

domains then grow and eventually approach 

one another, giving rise to domain boundar-

ies or defects (see the figure).

An elegant theoretical framework for un-

derstanding such nonequilibrium processes 

is provided by the Kibble-Zurek (KZ) theory 

( 2,  3). The key prediction of the theory is a 

power-law dependence of the density of de-

fects on the quench time; that is, the time 

scale over which the phase transition is 

crossed. This power-law involves the static 

and dynamic critical exponents, usually des-

ignated as ν and z, that determine the diver-

gent behavior of the correlation length and 

the relaxation time of the system close to the 

transition. The KZ mechanism is expected 

to be universal. It was first introduced in 

the context of cosmological models and then 

extended to condensed-matter systems.

Navon et al. report on a very clean mea-

sure of the KZ scaling law in a homoge-

neous Bose gas. They study the spatial 

correlation properties of a dilute ultracold 

gas of rubidium atoms rapidly cooled across 

the critical temperature for Bose-Einstein 

condensation.

With dilute Bose gases, the effects of the 

KZ mechanism were already observed in the 

spontaneous generation of quantized vorti-

ces in harmonically trapped Bose-Einstein 

condensates (BECs) ( 4,  5). The power-law 

scaling of the number of defects with the 

quench time has been also verified for 

defects created in an elongated BEC ( 6). 

However, the extraction of useful informa-

tion about the critical exponents from the 

experimental data is a challenging task, and 

first indications were obtained in a system 

at reduced dimensions ( 7).

Navon et al. developed an ingenious ap-

proach in which the experimental setting, 

with clever use of a boxlike trapping poten-

tial, allows for a clear comparison between 

the experimental data and the theoreti-

cal predictions. Conflicts between differ-

ent theoretical predictions can be directly 

settled, hence providing new insight on the 

critical exponents ν ( 8) and z, the latter hav-

ing not been measured so far.

The approach developed by Navon et 

al. has the potential to be a trailblazer 

for a whole new family of experiments on 

critical phenomena relying on ultracold 

gases and on the wonderful experimen-

tal tools they offer. For instance, consider 

the role of interactions at thermodynamic 

critical points, a topic debated at length 

over the last decades. Experiments based 

on naturally occurring condensed-mat-

ter systems, such as liquid helium at the 

normal-to-superfluid transition, or super-

conductors, could not provide evidence to 

discriminate among different theories: In 

these systems, most of the parameters are 

set by nature, leaving us with few options 

to get the right answer.

However, atomic physicists know how 

to vary the thermodynamic properties of 

ultracold gases, and to tailor interactions 

among atoms ( 9). Now, they have the means 

to vary both of them, to shed new light on 

one of the most challenging problems in 

modern physics.          ■ 
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Dynamics of a cold quantum gas

Making a transition. Cooling a Bose gas across a transition toward the condensed phase. At faster cooling rates, 

the gas condenses without “knowing” what is happening in neighboring regions. Hence, after crossing the critical 

temperature, the condensate’s wave function grows homogeneously, or forms grains with independent phases, 

depending on the rate at which the gas is cooled.
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A cloud of cold atoms provides a route to understanding complex phase transitions
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          M
ammalian cells integrate nutri-

ent and growth factor availability 

with anabolic responses to sup-

port cell growth and prolifera-

tion. A key signaling hub in this 

process is the mechanistic target 

of rapamycin complex 1 (mTORC1) ( 1,  2). 

Growth factor receptors deliver activating 

signals to mTORC1 primarily through the 

phosphoinositide 3-kinase (PI3K)–AKT sig-

naling cascade. However, amino acid suffi-

ciency activates mTORC1 through a family 

of guanosine triphosphatases (GTPases) 

called Rags ( 3,  4). The lysosome is now 

recognized as a key intracellular organelle 

involved in mTORC1 activation by amino 

acids and growth factors ( 5). A candidate 

amino acid sensor for lysosome-based acti-

vation of mTORC1 has now been identified 

by Wang et al. ( 6) on page 188 of this is-

sue, and by Rebsamen et al. ( 7). However, 

studies by Thomas et al. ( 8), and by Jewell 

et al. ( 9) on page 194 of this issue, demon-

strate that amino acid sensing is not the 

sole domain of either the lysosome or its 

associated Rag GTPases. These four studies 

advance substantially our understanding of 

the amino acid–sensing machinery in mam-

malian cells.

Mammalian cells express four Rag 

GTPases that assemble into heterodimers 

containing RagA or RagB partnered with 

RagC or RagD ( 2,  10). Functionally ac-

tive heterodimers contain guanosine 5′-

triphosphate (GTP)–loaded RagA/B bound 

to guanosine 5′-diphosphate (GDP)–loaded 

RagC/D. The accumulation of active Rag 

heterodimers on the cytoplasmic surface 

of the lysosome is promoted by an amino 

acid–responsive supercomplex that in-

cludes the pentameric Ragulator complex 

and the multisubunit vacuolar ATPase 

(vATPase) complex. In the active configura-

tion, the Rag heterodimer recruits mTORC1 

to the lysosomal membrane, thereby initi-

ating the process of mTORC1 activation. A 

distinct small GTPase called Rheb is also 

anchored to the lysosomal membrane, and 

its mTORC1-activating function is pro-

moted by the mitogen-stimulated PI3K 

pathway. Thus, the lysosomal membrane 

represents the site at which the amino 

acid– and growth factor–sensing machiner-

ies converge to stimulate mTORC1 ( 10). A 

logical, though as yet unproven, extension 

of this model is that the lumen of the lyso-

some harbors a pool of amino acids that is 

monitored by the mTORC1–activating ma-

chinery. The identification of a membrane 

protein that links luminal amino acids to 

the mTORC1–activating machinery on the 

lysosomal membrane would provide strong 

support for this prediction. Now, Wang et 

al. and Rebsamen et al. report that a mem-

ber of the solute carrier (SLC) family of 

proteins, SLC38A9, is a strong candidate 

for a proximate amino acid sensor in such 

a pathway.

The solute carriers constitute the sec-

ond largest family of transmembrane pro-

teins (second only to the heterotrimeric 

GTP-binding proteins), with ~400 genes 

encoding these carriers in humans ( 11). Col-

lectively, they mediate the flow of biomol-

ecules, ions, and xenobiotics across plasma 

membranes, typically using ionic gradients 

as the driving force for solute transport. 

The SLC38 subfamily contains 11 members 

that function as sodium-coupled amino 

acid transporters. Wang et al. used an im-

munoproteomic approach to identify a spe-

cific isoform of SLC38A9 (SLC38A9.1), as a 

transmembrane protein associated with the 

lysosomal Rag-Ragulator complex. Rebsa-

men et al. zeroed in on SLC38A9 by mining 

databases for ubiquitously expressed, lyso-

somally localized amino acid transporters 

of unknown function. SLC38A9 contains 

11 predicted transmembrane domains and 

an N-terminal domain that protrudes into 

the cytoplasm. The N-terminal domain 

is necessary and sufficient to bind the 

Rag-Ragulator complex. A reduction in 

SLC38A9 expression by RNA interference 

blunted the increase in mTORC1 signal-

ing induced by amino acids, whereas over-

expression of the solute carrier rendered 

mTORC1 signaling insensitive to amino 

acid depletion.

Several amino acids, including leucine, 

arginine, and glutamine, have been iden-

tified as effective activators of mTORC1 

( 8). Consequently, both Wang et al. and 

Rebsamen et al. examined the amino 

acid transport functions of recombinant   

SLC38A9 embedded in liposomal vesicles.

Wang et al. characterized SLC38A9 as 

a low-affinity arginine transporter and 

showed that disruption of the gene encod-

ing SLC38A9 suppressed mTORC1 activa-

tion by arginine, but not leucine. Rebsamen 

et al. report that SLC38A9 transports gluta-

mine as well as arginine, and demonstrate 

that SLC38A9–mediated glutamine efflux 

from proteoliposomes. Amino acid efflux 

activity is consistent with the proposed role 

of SLC38A9 as a sensor of luminal amino 

acid content in lysosomes. Both studies 

also show that SLC38A9’s interaction with 

the Rag-Ragulator complex is modulated 

by amino acids, suggesting that this solute 

carrier is an upstream regulator of Rag-

Ragulator and, in turn, mTORC1 activation 

in mammalian cells (see the figure). Collec-

tively, these results suggest that SLC38A9 

is a “transceptor” whose primary function 

is to initiate signaling through the Rag-

Ragulator complex, rather than to mediate 

bulk amino acid transport.

The discovery of the SLC38A9 trans-

ceptor supports the Rag-Ragulator–based 

model of mTORC1 activation by amino ac-

ids ( 5,  12). Both Wang et al. and Rebsamen 

et al. acknowledge that other amino acid 

sensors will likely be uncovered in mam-

malian cells. Indeed, Jewell et al. and 

Thomas et al. show that amino acids can 

stimulate mTORC1 independently of the 

Rag-Ragulator complex. Jewell et al. dem-

onstrate that mTORC1 is responsive to 

amino acids in cells lacking both RagA and 

RagB. Interestingly, the authors found that 

RagA/B-deficient cells could not activate 

mTORC1 in response to leucine stimula-

tion, but were competent to respond to 

glutamine. Stimulation of mTORC1 by glu-

Making sense of amino acid sensing
Biochemically and spatially diverse intracellular mechanisms couple the activity of a cell 
growth regulatory complex to the availability of amino acids

CELL BIOLOGY
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“The lysosome is now 
recognized as a key 
intracellular organelle 
involved in mTORC1 
activation by amino acids 
and growth factors.”
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tamine was dependent on the lysosome 

and the activity of the vATPase. Moreover, 

Jewell et al. show that the mTORC1 regu-

lation by glutamine is strongly dependent 

on the small GTPase Arf1 in RagA/B-

deficient cells. Treatment of these cells with 

brefeldin A, an Arf1 inhibitor, blocked both 

the lysosomal localization and activation of 

mTORC1 through a mechanism unrelated 

to the inhibitory effects of brefeldin A on 

vesicular transport from the endoplasmic 

reticulum to the Golgi apparatus. Whether 

the responses to glutamine observed by 

Jewell et al. are attributable directly to this 

amino acid or to a product(s) of glutamine 

metabolism remains unclear.

Thomas et al. uncover another, at least 

partially, Rag-independent mechanism 

of mTORC1 activation, initially through 

analyses of amino acid responsiveness in 

budding yeast cells lacking orthologs of the 

mammalian Rag GTPases. The yeast stud-

ies identified yet another small GTPase, 

the paralog of mammalian Rab1A, as an 

essential mediator of signaling from amino 

acids to TORC1. Subsequent experiments 

in mammalian cells confirmed these re-

sults and implicate the Golgi apparatus as 

the membrane structure on which Rab1A 

tethers mTORC1 for activation. This occurs 

in part through close apposition to Rheb, 

which is found in the Golgi as well as on 

lysosomal membranes. Thomas et al. ob-

served that Rab1A is overexpressed in most 

colorectal cancers and that high-level over-

expression correlates with aggressive dis-

ease, hyperactivation of mTORC1 signaling, 

and rapamycin sensitivity.

In addition to the need for a full defi-

nition of the number, individual compo-

nents, and interdependencies of these 

sensing pathways, several pivotal, physi-

ological questions remain to be answered. 

Foremost is how the amino acid–sensing 

mechanisms that converge on mTORC1 

regulate mTORC1 activity in vivo. The 

standard protocol to study amino acid 

starvation and stimulation responses in 

cultured cells involves complete removal 

of amino acids from the culture medium, 

followed by the addition of single amino 

acids or amino acid mixtures. Although 

this protocol has helped to delineate the 

biochemistry of amino acid sensing and 

response, cells residing in bodily tissues 

are normally bathed in nutrients, includ-

ing more than one mTORC1-activating 

amino acid. Perhaps growth factor abun-

dance regulates intracellular amounts of 

amino acids by governing the expression 

of amino acid transporters in the plasma 

membrane. In addition, a considerably 

more detailed understanding of the com-

position of lysosomal amino acid pools 

in nutrient-starved and -replete cells is 

needed to fully comprehend the regula-

tion of mTORC1 by this organelle. Addi-

tional research is also required to define 

the mechanism of amino acid sensing by 

Golgi-associated mTORC1. Given the estab-

lished functions of Rab and Arf GTPases 

in vesicular transport, the proposal that 

amino acids regulate the vesicular traffick-

ing of lysosome-associated mTORC1 to the 

Golgi and other endomembrane structures 

merits further evaluation ( 13). The results 

presented by Rebsamen et al., Wang et al., 

Jewell et al., and Thomas et al. almost cer-

tainly foreshadow the complexity yet to be 

uncovered regarding amino acid sensing 

by mTORC1.          ■ 
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Amino acid sensing. (A) The lysosome harbors amino acids [such as arginine (Arg), and possibly glutamine (Gln)] that are monitored by the membrane transceptor SLC38A9. 

This sensor couples amino acid transport to activation of the Rag-Ragulator complex, and, in turn, mTORC1. (B) Gln is also sensed by Arf1, which recruits mTORC1 to the 

lysosome where it is activated in a vATPase-dependent, but Rag-Ragulator–independent, mechanism. The location of this Gln pool is unclear. (C) mTORC1 also is activated by 

amino acids on Golgi membranes. Rab1A recruits mTORC1 to this organelle, where it is activated by Rheb. Potential interactions of endomembrane and vesicular structures 

may propagate amino acid–dependent signals to mTORC1 at multiple subcellular locations. (D) Lysome-associated leucine (Leu) is postulated to be sensed by an unidentified 

transceptor (Transceptor X) linked to the vATPase and RAG protein complexes.
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          O
ne of the hallmarks of living organ-

isms, including humans, is the abil-

ity to actively respond and adapt to 

stress. Even plants, which lack a ner-

vous system, react to different stimuli 

by changing their shape. Some well-

known examples are the wrinkled edges of 

leaves as a response to compression during 

growth, wrinkles of skin to accommodate 

flexing and bending movements or age-dry-

ing stresses, or the mimosa’s rapid folding of 

its leaves via propagating waves of osmotic 

pressure when touched. Similar phenomena 

have been used in engineered artificial two-

dimensional (2D) materials that can respond 

to external stimuli, but these ap-

plications typically are simple, 

slow, and work only along one 

dimension. On page 154 of this 

issue, Xu et al. ( 1) demonstrate a 

new paradigm of designing func-

tional materials that can quickly 

snap into complex 3D architec-

tures via localized buckling.

Buckling phenomena have 

been widely explored as a means 

for measuring elastic properties 

of ultrathin polymer films ( 2), as 

periodic templates for organized 

nanoparticle assemblies ( 3), as a 

complex patterning approach 

for metal-polymeric sandwiched 

films ( 4), for bistable pattern-

ing of nanoparticle-polymer 

multilayers ( 5), and for chiral 

patterning of periodic porous 

materials ( 6). The underlying 

physics of wrinkle formation is 

well understood and arises from 

the mechanical instability that 

develops in compressed thin 

films ( 7). However, all of these 

phenomena have an essentially 

2D nature, with “penetration” 

into the third dimension being 

extremely limited. Furthermore, 

attempts to overstress the mate-

rials result in irregular large-scale folding 

and crumpling.

Thus, efforts to break through into the 

realm of 3D shapes now exploit controlled 

interfacial stresses. Among them are mul-

tistep folding of polymer bilayer films into 

3D pyramids and “flowers” ( 8), chemome-

chanical mediation of a gel-embedded high–

aspect ratio nanorod array ( 9), self-rolling of 

helical microtubes from laterally patterned 

hydrogel sheets ( 10), and self-rolling of bi-

layer gel sheets with different shapes into 

helical and smooth tubules ( 11) (see the 

figure, panels A and B). Complex shapes 

can also be induced by thermal control of 

out-of-plane transformation of gels with 

halftone-patterned cross-linking ( 12). These 

transformations and the resulting 3D shapes 

are predicted by either analytical consider-

ations for simple shapes ( 7,  8) or finite-ele-

ment analysis for complex shapes ( 9).

In the case of nanoscale materials, more 

sophisticated computer modeling is required 

to predict corresponding transformations 

(see the figure, panel C). Moreover, tuning 

composition, thickness, and mechanical 

properties with fine resolution can be a very 

challenging feat of materials engineering. 

Even if some astonishing examples of shape 

transformations have been demonstrated, 

these materials are usually slow to respond 

(on a time scale of minutes), frequently re-

quire controlled environment (e.g., swollen 

hydrogels need liquid water or humidity), 

Getting into shape. (A) An atomic force microscopy image shows a silk self-rolling helical microtube. (B) Confocal microscopy image 

of pH-stimulated self-rolling microtubes created from silk bilayer sheets. (C) Coarse-grain computer models of Janus flowers shown 

in relaxed and stress-responsive conditions.

Buckling of sheets can be engineered to rapidly create complex shapes
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Designing two-dimensional materials that 
spring rapidly into three-dimensional shapes
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and are often limited to fairly simple shapes 

and transformation paths.

New design principles for materials with 

fast-snapping microstructures suggested 

by Xu et al. cleverly combine conventional 

uniform compressive stresses with multiple 

preprogrammed “weak” points that allow 

buckling to occur in a hierarchical fash-

ion. Compressive stresses initiate a cascade 

of buckling events that spring the initial 

surface-confined planar architectures into 

3D complex structures. In this way, various 

metal and silicon serpentines and ribbons 

are converted into a collection of micro-

scopic tents, tables, baskets, flowers, boxes, 

stars, and many other shapes. An amazing 

variety of conveniently separated “first floor” 

and “second floor” buckled microstructures 

are demonstrated as well.

Although the prospective applications of 

this technique are astounding in breadth 

and impact, there are more intriguing ques-

tions to address. How can the extremely 

tedious planar processing of large-scale 

microfabrication be improved or replaced 

by more facile approaches, such as directed 

assembly, with similar outcomes? Can these 

architectures be “unbuckled”—for example, 

can an open box be closed? Can these struc-

tures eventually be sustainable in their 

3D shape as stand-alone structures after 

release from supporting substrates? How 

does snapping into a 3D architecture af-

fect the global functions of nanostructured 

constructs, such as electronic, optical, or 

magnetic properties? Can structures that 

mimic the mimosa, in which a highly local-

ized stimulus with a pinpoint compression 

results in a rapid cascade of 3D shape trans-

formations, be made on much larger scale? 

And finally, what are the limits of scale? 

Perhaps one day, if you order a house com-

plete with furnishings and a white picket 

fence, you may just receive a box with a la-

bel that reads, “Compress to unfold.”        ■   
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          I
t is not easy to pull all the energy from a 

battery. For a battery to discharge, elec-

trons and ions have to reach the same 

place in the active electrode material at 

the same moment. To reach the entire 

volume of the battery and maximize en-

ergy use, internal pathways for both elec-

trons and ions must be low-resistance and 

continuous, connecting all regions of the 

battery electrode. Traditional batteries con-

sist of a randomly distributed mixture of 

conductive phases within the active battery 

material. In these materials, bottlenecks 

and poor contacts may impede effective 

access to parts of the battery. On page 149 

of this issue, Kirshenbaum et al. ( 1) ex-

plore a different approach, in which silver 

electronic pathways form on 

internal surfaces as the battery 

is discharged. The electronic 

pathways are well distributed 

throughout the electrode, im-

proving battery performance.

Commercial battery electrodes 

(anodes and cathodes) are typi-

cally created by casting a porous 

powder composite (a mixture 

of the active material, a small 

amount of polymer binder, and a 

conductive additive such as car-

bon) onto a metal foil current col-

lector. Electrons are conducted 

via chains of particles through 

the composite to the current 

collector. In contrast, ions move 

through the liquid or solid elec-

trolyte that fills the pores of the 

composite. Optimization of both pathways 

is critical for battery performance. Although 

this slurry-cast electrode structure works 

very well, better control of the three-dimen-

sional (3D) architecture would enhance the 

energy per unit mass and volume of the elec-

trode. Cobb and Blanco recently reported an 

important step in this direction by creating 

a cathode consisting of alternating low- and 

high-density stripes. The low-density stripes 

provide higher porosity and better access for 

ions traveling through the liquid electrolyte 

into the cathode ( 2).

Kirshenbaum et al. now report the 

fabrication and performance of a silver 

vanadium phosphate cathode with a well-

defined 3D architecture. The cathode 

Using all energy in a battery

By Nancy J. Dudney and Juchuan Li   

Controlled electrode structure improves energy utilization

MATERIALS SCIENCE

consists of relatively dense thick pellets 

without binder or conductive additives. 

When Li+ ions and electrons move into the 

silver vanadium phosphate particles, V4+ is 

reduced to V3+ and Ag+ is reduced to metal-

lic silver; the latter remains at the surface of 

the active material particles as small silver 

particles, presumably electrically connected 

by a thin layer of Ag (see the image for a mi-

crograph following such a reaction). Under 

the right conditions, the silver forms an ef-

fective electronic path throughout the elec-

trode, enhancing the insertion of Li+ into 

the cathode lattice and hence increasing the 

amount of accessible energy in the battery.

Such reduction displacement reactions, 

also known as conversion reactions, occur 

upon Li+ reaction with a wide range of bi-

nary and bimetallic oxide, fluoride, and sul-

fide compounds ( 3). These materials have 

potentially very high energy densities that 

may yield rechargeable and low-cost bat-

tery materials. The biggest challenge for 

practical use of such reversible conversion 

electrodes is the voltage penalty, where 

the voltage of the battery during discharge 

(conversion) is much less than the voltage 

needed for recharge of the battery (recon-

version). It remains unclear how much of 

this voltage penalty is intrinsic and how 

much of it is a result of kinetic limitations 

that could in principle be minimized ( 4,  5).

Material Science and Technology Division, Oak Ridge National 
Laboratory, Post Of  ce Box 2008, MS 6124, Oak Ridge, TN 
37831, USA. E-mail: dudneynj@ornl.gov

3.00 µm

Silver particles grow on the surface. Scanning electron micrograph 

of a silver vanadium phosphate cathode after reduction with Li ( 15). 

The composition of the material is similar but not identical to that 

studied by Kirshenbaum et al.
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Many studies have shown the advan-

tages of intimate “wiring” of the active bat-

tery electrode particles with the electronic 

conducting component. Robust physical or 

chemical bonds formed during cosynthesis 

or annealing of the active particles with con-

ductive fibers (see the second figure, panel 

B) give superior performance during charge-

discharge cycling compared with traditional 

electrodes (see the second figure, panel A) 

( 6– 8). However, fibrous or templated 3D 

structures are generally difficult to form as 

a dense body. Conversion electrodes such as 

those reported by Kirshenbaum et al. (see 

the figure, panel C) provide 

improved density by forming 

an internal conductive net-

work through electrochemi-

cal reaction. Bonding of the 

conversion particles (as in the 

second figure, panel C) to a 

conductive carbon fiber scaf-

fold through high-temperature 

processing (as in the second 

figure, panel B) not only pre-

vents capacity loss but also 

reduces the voltage penalty to 

recharge the battery ( 9).

Kirshenbaum et al. analyze 

the distribution of discharge 

products for their model cath-

ode materials in an extraor-

dinary level of detail. They 

use energy dispersive x-ray 

diffraction (EDXRD) to probe 

the intact battery. Although 

not noted by the authors, the 

results indicate a slight ac-

cumulation of metallic Ag at 

both faces of the electrode. 

This distribution is similar to 

that in at least one other study 

of a thick electrode, where the 

distribution was attributed to 

the relative transport rates of 

reactants from opposing di-

rections ( 10).

Kirshenbaum et al. focus 

instead on the equally in-

triguing result that the silver 

metal distribution and dis-

charge performance is very 

sensitive to the discharge 

rate: When the current drawn 

early in the discharge is re-

duced by a factor of 3, the 

metallic silver is distributed 

more uniformly and capac-

ity utilization is higher. The 

authors attribute this sensi-

tivity to the tendency for the 

active particles to crack upon 

rapid lithium addition, which 

creates more internal surface 

and nucleation sites for the silver clusters. 

Support for this idea comes from Woodford 

et al. ( 11), who have predicted a critical dis-

charge rate based on particle size and the 

diffusion-induced stress above which brittle 

battery particles are likely to fracture.

Other advanced in situ methods are also 

helping researchers to visualize the com-

plex chemical and structural changes during 

charge-discharge reactions. Transmission 

neutron diffraction analysis has revealed 

strong changes in the active electrode ma-

terial located close to the edges of a large 

battery electrode sheet after substantial cy-

cling ( 12). This method cannot resolve any 

gradients across the thickness of the battery 

electrodes, but can map lateral inhomoge-

neities along the battery area from edge to 

edge. Synchrotron radiation x-ray tomo-

graphic microscopy provides dramatic maps 

of changes in both electrode structure and 

chemical content with cycling. Ebner et al. 

recently used this method to study Li addi-

tion into SnO particles in a carbon matrix, 

revealing swelling and crack formation in 

20-µm particles ( 13). Yang et al. used trans-

mission x-ray microscopy combined with 

x-ray absorption near-edge structure to re-

veal much more subtle changes in a cycled 

intercalation electrode, reporting not only a 

distortion in the particle shape, but also a 

redistribution of Mn, Ni, and Co transition 

metals and formation of a new phase ( 14).

Kirshenbaum et al.’s study is an exciting 

step toward understanding how optimized 

battery electrode architectures can maxi-

mize the energy per unit volume and weight 

(see the second figure, panel D). Silver com-

pounds may be too expensive for applica-

tions other than medical ones, but bimetallic 

polyanionic materials (crystalline or amor-

phous) containing Cu or Fe have promise as 

active electrode materials with widespread 

application. To further improve access to full 

capacity, future, thicker electrodes could also 

include gradients in morphology spanning 

the thickness of the electrode and the dis-

tance from the electrode terminal. Using the 

battery chemistry itself to drive the forma-

tion of the electrode structure, as shown by 

Kirshenbaum et al., is an elegant approach 

toward such an optimized structure.           ■
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not being accessible. (B) Electrodes with physical or chemical bonds 

connecting the active particles to a conductive fiber perform better, 

but are difficult to make into a dense structure. (C) In Kirshenbaum et 

al.’s study, the electrode starts as a porous monolith. Upon reaction via 
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surface as a thin conductive coating and small nodules. The metal 
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of the electrode for full access of the stored energy. (D) In a conceptual, 
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           C
hina is the world’s largest producer, 

consumer, processor, and exporter of 

finfish and shellfish (defined here as 

“fish”), and its fish imports are steadily 

rising ( 1– 3). China produces more than 

one-third of the global fish supply, 

largely from its ever-expanding aquaculture 

sector, as most of its domestic fisheries are 

overexploited ( 3– 6). Aquaculture accounts 

for ~72% of its reported domestic 

fish production, and China alone 

contributes >60% of global aqua-

culture volume and roughly half of global 

aquaculture value ( 1,  3).

How China develops its aquaculture sec-

tor—and whether such development can 

relieve pressure on wild fisheries—are key 

questions for the future of the oceans. Chi-

na’s wild fisheries, used partially for aquacul-

ture feeds, are both targeted and nontargeted 

(multiple species of fish captured indiscrimi-

nately at one time, including low-valued fish 

for direct human consumption and fish unfit 

for direct consumption, a.k.a. “trash fish”) 

(see the photo) [supplementary materials 

(SM)]. The country’s nonspecific and often 

erroneous reporting of fish production and 

trade ( 7,  8) makes it especially difficult to 

assess the impact of China’s aquaculture 

and aquafeed use on ocean fisheries. For ex-

ample, roughly 300,000 tons of marine fish 

“nei” (not elsewhere included or unidentified 

species) are cultivated annually in China’s 

aquaculture systems, and nei represent 31% 

of China’s marine capture, surpassing the re-

ported catch of any individual species in its 

ocean fisheries ( 6).

Here, we characterize and quantify the 

connections between China’s aquaculture 

production and wild fisheries. We estimate 

fishmeal demand and trade, and document, 

to the greatest extent possible, the species 

and stock status of fish used for aquafeeds. 

We also assess the potential use of fish-pro-

cessing wastes for aquafeeds as a means to 

reduce China’s dependence on capture fish-

eries while increasing net fish supplies.

AQUACULTURE EXPANSION. China’s total 

production of capture and farmed fish tripled 

during the past two decades ( 2,  3). Virtually 

all of this increase came from aquaculture, 

the country’s fastest growing food sector (5 

to 6% annual growth in volume from 2000 

to 2012) ( 1,  3). China’s aquaculture output 

reached 40 million metric tons (mmt; includ-

ing shell weight, excluding algae) in 2012, 

four times the production volume in 1990, 

and the area devoted to fish farming doubled 

to 8 million hectares ( 1). China accounts for 

one-quarter of global fish demand, and de-

spite rapid aquaculture growth, trends in 

domestic consumption portend a major shift 

in its trade position, from the world’s lead-

ing fish exporter to a net importer in coming 

decades (SM). Aquaculture systems through-

out the country are intensifying as produc-

ers seek higher returns on scarce land, water, 

and coastal zone resources ( 2). Intensifica-

tion is reflected in higher stocking densities, 

greater reliance on commercial feeds, and 

more frequent water exchange and aeration 

( 9,  10). The sector is transitioning from low-

input, multitrophic systems (e.g., traditional 

carp polycultures that do not require formu-

lated feeds) to monocultures or polycultures 

containing high-valued species dependent on 

feeds ( 2,  11).

Fish farming remains a highly diverse in-

dustry in China and is influenced by a variety 

of government directives and policies (SM). 

More than 100 freshwater and 60 marine fish 

species are raised in habitats and infrastruc-

tures that include ponds, cages in lakes and 

coastal waters, and raft and bottom-sowing 

systems in shallow seas and mud flats ( 2, 

 3). Carps in polyculture, tilapia in monocul-

ture and polyculture, and penaeid shrimp in 

monoculture are three of the largest subsec-

tors, constituting over half of China’s total 

aquaculture production by volume (see the 

table). In 2012, China produced >90% of the 

world’s carp, 50% of global penaeid shrimp, 

and 40% of global tilapia ( 3).

All of these species, with the exception 

of filter-feeding carps, rely on formulated 

feeds. Fishmeal inclusion rates in feeds av-

erage 27% for shrimp, 6% for tilapia, and 

3.2% for carp, whereas fish oil inclusion is 

minimal. Given the scale of carp and tila-

pia production in China, even small rates of 

fishmeal inclusion sum to a large demand 

for fishmeal ( 11). The efficiency of feeding 

practices and nutrient uptake by the fish, 

represented by the average feed conversion 

ratio (FCR), also determine the overall de-

mand for fishmeal and, hence, fish inputs 

in aquafeeds. The average FCR for Chinese 

systems that use feeds is 1.7 for carp, 1.6 for 

tilapia, and 1.2 for penaeid shrimp. The rela-

tively high FCR for carp reflects the use of 

poor-quality fishmeal and the integration 

of various high-value fish species into carp 

polyculture, which often results in poor feed 

targeting and inefficient feed practices ( 11). 

The use of trash fish to supplement or sub-

stitute for commercial feeds via direct feed-

ing of higher-valued species is also common 

and contributes to poor FCRs.

DEPENDENCE ON WILD FISH. China is the 

world’s largest importer of fishmeal, account-

ing for about one-third of the global fishmeal 

China’s aquaculture and the 
world’s wild fisheries

By Ling Cao 1, Rosamond Naylor 1 *, 
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Fish feed for aquaculture. Unidentified species of 

finfish, mollusks, crustaceans, and cnidaria from the 

trash fish component of nontargeted fisheries packaged 

and frozen for delivery for a fishmeal factory in Maoming, 

Guangdong province, China.
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trade in any given year (SM). The country’s 

entire aquaculture sector consumed an es-

timated 1.4 mmt of fishmeal in 2012 ( 12), 

equivalent to ~6.7 mmt of live-weight forage 

fish (e.g., anchovy, sardine, herring, menha-

den) destined for reduction. More than one-

quarter of the global fish catch (targeted and 

nontargeted) is composed of forage fish that 

are reduced into fishmeal and fish oil ( 3,  13). 

Although these small pelagic fish reproduce 

rapidly, they are equally, if not more, vulner-

able to collapse than larger predatory fish 

because of poor management, overfishing, 

and climatic fluctuations ( 14). Many forage 

fisheries are fully- or overexploited.

Assessing sustainability of fish inputs used 

for aquaculture feeds in China requires a fo-

cus well beyond targeted reduction fisheries 

(SM, table S1). Processing wastes from Chi-

na’s domestic fisheries and its fish reexport 

industry are used in feed production, and 

the wild fisheries contributing to these pro-

cessing wastes are all fully- or overexploited 

or depleted. Large amounts of trash fish are 

also used for fishmeal production ( 6,  15), 

and China’s high-valued marine aquaculture 

uses around 3 mmt of trash fish each year 

for direct feeding ( 16,  17). China’s trash fish 

consist mainly of juveniles of commercially 

important species (~32 to 50%), small ben-

thic and mesopelagic fish (e.g., sand lance, 

lanternfish), crustaceans, and cephalopods 

( 18) (SM). Domestically produced fishmeal 

from trash fish and local processing by-prod-

ucts usually has a lower protein content (38 

to 50%) and a high ash content (over 20%), 

and thus can be purchased at a relatively 

cheap price to supplement feeds of low-val-

ued aquaculture species ( 11,  19).

Our surveys indicate that imported fish-

meal from the eastern Pacific (e.g., Peru, 

Chile, U.S.A.) and Russia, which tends to be 

higher in protein and price, is commonly 

reserved for high-value farmed species in 

China. In an effort to secure future supplies 

of high-quality fishmeal, Chinese companies 

and state subsidiaries have purchased fishing 

rights in foreign countries, including quotas 

for the Peruvian anchovy fishery (SM). As 

China commands an increasing global share 

of high-quality fishmeal, feed companies in 

other parts of the world are likely to move 

into the lower-quality fishmeal market, rais-

ing demand for trash fish. China also sources 

fishmeal from other Asian countries that is 

derived from nontargeted fisheries including 

trash fish ( 6).

Given the decline in marine catches in 

much of China’s exclusive economic zone 

(EEZ) and its demand for fishmeal, the price 

of trash fish is expected to rise in China and 

elsewhere in Asia where nontargeted fisher-

ies are common. As its value increases, so 

too will concerns over the impacts of nontar-

geted fishing on marine resources and ocean 

ecosystems ( 6,  17). Unfortunately, the species 

composition of trash fish varies highly and is 

poorly recorded. We identified 71 trash fish 

species caught in China and used as feed in-

puts for aquaculture (table S2). Relatively few 

trash fish species have been assessed for their 

stock status, and of those that have, most are 

classified as overfished or fully-fished.

WASTE AS FEED. Recovery of feed ingredi-

ents from fish-processing wastes provides 

an important avenue for reducing aquacul-

ture’s dependence on targeted and nontar-

geted fisheries. Between 30 and 70% of the 

volume of processed fish biomass ends up 

as wastes depending on the type of fish and 

processing level ( 20– 22). Because fish-pro-

cessing wastes can be high in protein, min-

erals, and energy, their use in aquaculture 

feeds has gained attention ( 3,  21,  23). Recent 

estimates indicate that ~40% of China’s do-

mestically produced fishmeal (~0.25 mmt) 

is derived from processing wastes, with 

wide year-to-year variation ( 24).

From 2003 to 2012, the country’s seafood-

processing industry grew at an annual rate at 

10.7%, twice that of its aquaculture sector ( 1). 

Although the reexport market is shrinking in 

China with rising domestic fish consumption, 

the volume of processing wastes remains 

large, especially when wastes from its ex-

panding aquaculture sector are included. Use 

of aquaculture wastes provides an important 

opportunity for meeting domestic fishmeal 

and oil demands, reducing use of trash fish in 

feeds, and minimizing waste discharges and 

pollution from processing plants.

Our analysis shows that 0.65 mmt of fish-

meal [±0.26 mmt, 95% confidence interval 

(CI)] and 0.16 mmt of fish oil (±0.07 mmt, 

95% CI) could be produced from China’s 

fish-processing industry (see the figure) (SM 

and table S3). These results suggest that fish-

processing wastes could meet almost half 

(based on the average value), and potentially 

two-thirds (based on the upper 95% confi-

dence limit), of China’s current demand for 

fishmeal in aquafeeds. A more conservative 

estimate, based only on processing of fish for 

export (versus domestic consumption), indi-

cates 0.42 mmt of fishmeal and 0.1 mmt of 

fish oil could be produced from processing 

wastes (table S4).

Serious constraints exist, however, on 

utilization of fish-processing wastes for 

aquafeeds in China. First, nutritional quality 

of fishmeal from processing wastes tends to 

be inferior to fishmeal produced from wild 

fish ( 23). Conventional fishmeal made from 

wild forage fish often has a crude protein 

content between 67% and 90%, whereas fish-

I.  Carps
 Grass carp 4.8 2.6 1.7 1.5 0 0.07 0.32
 Silver carp* 3.7 0 0 0 0 0 0
 Bighead carp* 2.9 0 0 0 0 0 0 
 Common carp 2.9 1.6 1.7 6 0 0.16 0.77
 Crucian carp 2.5 1.3 1.7 8 0 0.18 0.87
 Bream 0.7 0.4 1.7 2.6 0 0.02 0.08
 Black carp 0.5 0.3 1.7 2.6 0 0.01 0.06

II. Tilapa 1.6 1.3 1.6 6 0.5 0.13 0.60

III. Penaeid shrimp 1.6 1.5 1.2 27 2 0.50 2.36

Total 21 9.1 — — — 1.06 5.07

 

 

Feed efciencies and wild fsh inputs in feed for farmed species

SPECIES TOTAL
PRODUCTION (MMT)

PRODUCTION
WITH FEEDS (MMT)

AVERAGE
FCR

AVERAGE FM
IN FEED (%)

AVERAGE FO
IN FEED (%)

TOTAL FM
USED (MMT)

FORAGE FISH
EQUIVALENT (MMT)

Feed efficiencies and wild fish inputs in feed for nine leading farmed species in China. Total production data in 2012 for each species from ( 1). Production with feeds was 

estimated based on ( 28). All other data were estimated from primary field surveys. Average economic FCR = total feed fed/total biomass increase. FM, fishmeal; FO, fish oil. An 

average reduction ratio of 21% for fishmeal and 5% for fish oil obtained from our field surveys were used to estimate wet weight equivalent of forage fish. *Filter-feeding species are 

not fed; they graze planktons proliferated through fertilization and the leftover feeds in the polyculture system. 

Published by AAAS



9 JANUARY 2015 • VOL 347 ISSUE 6218    135SCIENCE   sciencemag.org

meal derived from processing wastes usually 

contains between 57% and 80% crude pro-

tein ( 25). Nutritional deficiencies caused by 

using offal-based fishmeal can be overcome 

with alternative feedstuffs; e.g., plant-based 

products such as algae and ethanol yeast de-

veloped through the biofuels industry ( 26). 

Alternatives to fishmeal must have compa-

rable nutritional values, ready availability, 

digestibility, and reasonable palatability at 

competitive cost ( 23).

Second, use of fish-processing wastes in 

aquafeeds presents food safety risks related 

to bioaccumulation of contaminants, cross-

species transmission of pathogens, and, 

possibly, prions ( 21,  23). To avoid disease 

transmission, the Europe Union forbids the 

use of farmed fish by-products in finfish feeds 

but allows them to be used in crustacean di-

ets or vice versa ( 21). Although China has no 

such food safety regulations, there is increas-

ing awareness on traceability and quality in 

aquafeed inputs (SM). China is examining a 

new national standard for regulating dioxins 

and usage of multiple species in fishmeal and 

oil. Development may be hindered however 

by the predominance of small-scale process-

ing plants with outdated equipment and by 

inefficient or costly collection of raw materi-

als along the supply chain. Overcoming these 

constraints is not insurmountable but will 

require substantial investments in research 

and development, and strict enforcement of 

advanced food safety regulations.

Strategic design of an aquafeed sector 

based on processing wastes from aquacul-

ture makes perfect sense for China, especially 

if food safety risks can be monitored. China’s 

massive aquaculture sector yields a steady 

and consistent stream of processing wastes. 

If processing facilities are colocated with 

fishmeal and feed plants, the problems of 

perishability, transportation costs, and sup-

ply chain barriers can be minimized. Such 

a strategy would require improving facilities 

to meet environmental standards. Colocation 

would then support China’s current Five-Year 

Plan (2011–2015), which aims to promote en-

ergy and water efficiency and to minimize 

waste discharges and pollution (SM).

ADDING OR DEPLETING? The scale and 

complexity of China’s aquaculture sector 

places it in a precarious position between 

adding and depleting global seafood avail-

ability. The diversity and low-trophic-level 

base of China’s aquaculture sector provides 

substantial opportunity for positive change, 

but the use of feeds containing fishmeal re-

mains profitable in most systems. If China is 

to increase its net production of fish protein, 

its aquaculture industry will need to reduce 

FCRs and the inclusion of fish ingredients in 

feeds and to improve fishmeal quality. Fish-

processing wastes have potential to substi-

tute increasingly for imported fishmeal in 

China’s aquaculture sector if appropriate 

technology and supply chains are developed, 

if nutritional qualities can be improved, and 

if food safety can be guaranteed.

Even if fish-processing wastes are recy-

cled as feeds, China’s aquaculture industry 

will continue to strain wild fisheries unless 

the country commits to stricter enforcement 

of regulations on targeted and nontargeted 

fishing within and outside of its EEZ and to 

responsible sourcing of fishmeal and/or oil 

(SM). Using fishmeal derived from by-catch 

or by-products of wild fisheries as a means of 

reducing pressure on wild fisheries remains 

controversial and should be monitored ( 23). 

Without such measures, China’s aquacul-

ture sector is destined to diminish wild fish 

stocks worldwide.         ■
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T
here is consensus that the transition 

from infectious to chronic disease was 

a necessary rite of passage to moder-

nity. Yet as this thoughtful book makes 

clear, the concept of chronic disease 

has long been elastic and fluid, mak-

ing the term a cultural concept rather than 

a self-evident clinical entity or epidemiologi-

cal category. This account, then, is not one of 

epidemiological statistics on death and dis-

ease incidence, but a cultural history about 

a key medical and policy-related category. 

Although the focus of this book is firmly on 

the United States, author George Weisz rec-

ognizes that chronic disease has had a long 

history throughout the world.

Weisz begins by examining the concept 

of “national vitality,” which emerged in the 

early 20th century and touted the idea of 

prevention and care of all illnesses, as op-

posed to only infectious diseases. According 

to Weisz, the crucial turning point in the 

acceptance of the chronic disease construct 

was the period between the late 1910s and 

the 1950s, when innovative organizations 

including the National Health Council of 

1919–1920 and the New York Committee on 

Health Examinations began to advocate for 

periodic preventive health examinations.

If there is a hero in this story, it is the 

statistician and later scientific director of 

the Milbank Memorial Fund, Edgar Syden-

stricker, who conducted meticulous epide-

      The reviewer is at the Centre for Medical Humanities, 

Department of History, Philosophy and Religion, Oxford 

Brookes University, Oxford OX3 0BP, UK. 

E-mail: pjweindling@brookes.ac.uk  
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Defining disease
Paul Weindling welcomes a historical approach 
to the concept of chronic illness

Chronic Disease in the 

Twentieth Century

A History

George Weisz

Johns Hopkins University Press, 2014. 325 pp.   

Weisz argues that there was a “chronic 

disease movement” in the United States, be-

ginning in the middle of the 20th century, 

that originated in specific institutions and 

clinics and spread throughout the country 

with the support of federal programs. Pilot 

programs in home-based care developed at 

Montefiore Hospital in New York City, for 

example, were replicated on a national basis 

when Medicaid began providing new funds 

for homecare in the 1960s.

This certainly contrasted with the priori-

ties of the British National Health Service 

at the time. Weisz maintains that until the 

late 1950s, the United Kingdom focused on 

defined illness and infections, as opposed 

to chronic long-term diseases. “Social medi-

cine”—the idea that health status and social 

conditions are linked and that a social sci-

ence perspective could improve both—did 

not emerge until the 1960s and found advo-

cates in epidemiologists Thomas McKeown 

and Jerry Morris, who were concerned with 

demonstrating how chronic diseases are 

preventable. Similarly, France had less of a 

chronic disease movement than a movement 

for public assistance for the elderly, which 

became a national priority in the 1960s. 

Weisz justifies comparing the public health 

priorities of the United States with those 

of the United Kingdom and France during 

these periods as a way to demonstrate what 

was distinctive and innovative about the 

American system. The differences are not 

only cultural but also sociopolitical.

Although the book does not delve into ne-

farious incidents in chronic disease experi-

mentation, such as the Tuskegee Syphilis 

Study, Weisz is alert to the sociocultural sig-

nificance of the shift from hospital-centered 

care to “surveillance medicine,” which is 

characterized as treating and preventing 

disease states through “ever-more pervasive 

and sophisticated forms of monitoring and 

screening.” He also acknowledges how the 

notion of prevention can be used to cloak 

agendas of power.

There are wider implications for this type 

of discourse that have to do with how we 

define different disease entities. The differ-

ence between infectious and chronic illness 

becomes unclear, for example, when consid-

ering tuberculosis or venereal disease. Cer-

tain lung diseases, including mesothelioma, 

muddy the waters further.

This book is brave and insightful and 

succeeds in raising the intriguing possibil-

ity that cultural histories of health must 

acknowledge the distinct vocabulary and 

sociocultural definitions that are inherent to 

specific disease states. It is full of potential 

leads and insights, references, and analysis 

that will be consulted time and time again.  

10.1126/science.1261701

HEALTH POLICY

miological research on public health in the 

United States and Europe between 1915 and 

1935. Sydenstricker was a proponent of the 

use of statistics in the study of morbidity and 

was among the first to consider factors such 

as occupation and social status in his reports 

on the topic. The best known of these stud-

ies, The Hagerstown Morbidity Survey, is re-

garded as a precursor to the U.S. National 

Health Survey.

The reform of urban health care and the 

emergence of chronic care policies occurred 

simultaneously, with foundations such as 

the Milbank Fund and the Rockefeller Foun-

dation playing a central role. Unfortunately, 

Weisz does not engage with the richly in-

novative literature on foundation-funded 

health care studies, which could have poten-

tially informed his analysis.

With the initiation of a National Health 

Survey and then a National Health As-

sembly came a transition from local health 

management programs to national policies. 

Despite the growing involvement of the fed-

eral government, organizations such as the 

American Medical Association were quick 

to advocate that the role of government 

programs should be to strengthen the rela-

tionship of physician and patient but not to 

supplant the physician altogether.

Published by AAAS
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and should remain so. Noting the explo-

sive growth of scientific knowledge over the 

past few decades, he asks what this has to 

do with the humanities and answers “Ev-

erything.” Thanks to science, he says, “It 

is within the power of the humanities and 

the serious creative arts 

within them to express our 

existence in ways that begin 

at last to realize the dreams 

of the Enlightenment.” This 

theme of the consilience of 

science and the humanities 

will be familiar to readers 

of Wilson’s earlier work (1), 

and although in this book 

he frequently takes pains to 

refer to the humanities as 

“all-important” and as one 

of the “two great branches of 

learning,” I cannot help but 

hear an echo of the Victorian 

gentleman who claims to 

find “the gentler sex” supe-

rior to his own, putting her 

on a pedestal while denying 

her the right to own property 

or vote.

What Wilson understands 

the humanities to be is not so 

clear. When he writes, near 

the end of the book, that “the 

humanities address in fine 

detail all the ways human 

beings relate to one another 

and to the environment, 

[whereas] science addresses 

everything else,” it sounds as 

though not just history and 

literature but economics, so-

ciology, and political science 

are part of the humanities. 

When, on the other hand, 

he remarks, “I don’t believe 

it too harsh to say that the 

history of philosophy when 

boiled down consists mostly 

of failed models of the brain,” 

Science and the search for meaning
PHILOSOPHY

Susan R. Wolf considers an ambitious attempt to employ scientific and 
philosophical reasoning to understand our place in the cosmos

INSIGHTS

I
n my part of the world, if someone asks 

why the sky is blue, he will be told that 

it is because God is a Tarheel (that is, a 

supporter of the University of North Car-

olina, whose colors are white and a beau-

tiful light blue). If the questioner is a 

child, that answer will be at least somewhat 

satisfying. If one gives the child an answer 

having to do with the wavelengths of light 

that are absorbed by gas molecules in the at-

mosphere, the child may find that satisfying, 

too. On the other hand, his eyes might glaze 

over—it is possible that this is not the sort 

of answer he was looking for.

Similarly, if a person asks 

why humans exist, he may 

be asking for a purpose or a 

point to our existence, or he 

may be asking for a causal 

explanation of how the spe-

cies came to be. If he asks 

for the meaning of human 

existence, I would have sur-

mised that he is interested in 

the first sort of question. But 

in his new book, The Mean-

ing of Human Existence, bi-

ologist E. O. Wilson seems to 

understand this as a question 

of the second sort. According 

to him, “the meaning of hu-

man existence [is] the epic of 

the species, begun in biologi-

cal evolution and prehistory, 

passed into recorded his-

tory, and … also what we will 

choose to become.”

Even if the title is mis-

leading, as I think it is, the 

epic of the species is cer-

tainly an ambitious enough 

topic for a 200-page book. 

In a remarkably short space, 

Wilson gives an account of 

how our species evolved; of 

how it is similar to and dif-

ferent from other species; of 

the sources of our creativity 

and of some of our most re-

calcitrant tendencies; and of 

      The reviewer is in the Department of 

Philosophy at the University of North 

Carolina at Chapel Hill, Chapel Hill, NC 

27599, USA. E-mail: susanw@unc.edu     Insights from science and the humanities are woven throughout this existential treatise.

The Meaning of Human 

Existence

Edward O. Wilson

Liveright, 2014. 208 pp.

how we are apt to be similar to any possible 

extraterrestrial species with a level of intel-

ligence comparable to or greater than ours. 

In other words, he puts the existence of our 

species in both global and cosmic perspec-

tive. Much of what he says is fascinating 

food for thought.

There is, however, another strand run-

ning through the book that I find puzzling, 

regarding the unification of knowledge. 

Wilson repeatedly rants against the “archaic 

misconception” that the sciences and the 

humanities are intellectually independent 

Published by AAAS
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he appears to regard philosophy not as part 

of the humanities but as an incompetent at-

tempt at science.

It is also hard to see what Wilson wants 

the humanities to do other than present the 

findings of science in engaging prose. At one 

point, he suggests that the reason the view 

from his friend’s penthouse overlooking 

Central Park is beautiful may be found in our 

prehuman ancestors’ origins in the savannas 

of Africa. This is an admittedly fascinating 

suggestion, but I hope it is not offered as a 

model for what the study and appreciation 

of art should become.

A wonderful documentary called Tim’s 

Vermeer vividly presents the possibility that 

the Dutch painter Johannes Vermeer used a 

camera obscura and other mechanical de-

vices to create his paintings (2). It is an un-

settling idea. But if it were true, it would not 

establish that “the meaning” of Vermeer’s 

paintings consisted in his having created 

them by these means. For the art historian, 

the art critic, and the philosopher of art, the 

question of how to understand Vermeer’s 

achievement if the hypothesis were true be-

gins rather than ends here. Similarly, one 

might argue that understanding the way 

that humans evolved and what they share 

and don’t share with other species does not 

give us the meaning of human existence, so 

much as sets the parameters within which 

that question must be addressed.

There is another, more salutary lesson 

supporters and practitioners of the humani-

ties may take away from this book, however. 

In keeping with the book’s grand perspec-

tive, Wilson encourages us to reflect on the 

path of our species from prehistory into the 

future. He brings up and weighs in on what 

he (somewhat puzzlingly) calls “the greatest 

moral dilemma since God stayed the hand 

of Abraham”—namely, how much to use ge-

netic engineering to direct our own evolu-

tion. He also urges us to overcome tribalism 

in order to achieve the unity of the human 

race. These are indeed enormously impor-

tant and pressing concerns that address the 

future not just of our friends and compatri-

ots but of humanity itself.

To meet such challenges, we can only ben-

efit from a scientific understanding of the 

history and nature of our species. If Wilson’s 

book encourages more humanists to take up 

these issues as their own—informed by sci-

ence but not defined by it—it will be an ac-

complishment for which we all have reason 

to be grateful.  

REFERENCES AND NOTES
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W
illiam Gibson both coined the 

term “cyberspace” and vividly 

brought it to life in his award-

winning 1984 book, Neuromancer. 

In his latest science fiction novel, 

he fashions an intricate portrayal 

of the future that touches on a range of 

social and ethical issues. The result is an 

often satirical meditation on the science 

and politics of today.

The plot revolves around two time points 

in the future: one a couple of decades from 

now and the other a century hence. The two 

futures exist on either side of the “jackpot,” 

a global disaster that has decimated most 

of the world’s population—a disaster that 

might yet be prevented.

The nearer future is set in a corner of 

small-town America that is a sharply ob-

served extrapolation of 

the present-day United 

States: Strip malls are 

SCIENCE FICTION

The Peripheral

William Gibson

Putnam, 2014. 

496 pp.

Engaging characters and a cyberpunk slant bring the 

future to life in William Gibson’s The Peripheral.

      The reviewer is on staf  at Science Magazine, AAAS, 

Washington, DC 20005, USA. E-mail: griddiho@aaas.org     

Lessons from 
the future
A futuristic time travel 
tale resonates today, 
finds Guy Riddihough

10.1126/science.aaa0604

powerful guilds. This part of the book is 

told from the perspective of Wilf Nether-

ton, a hapless publicist and failed celebrity-

handler whose patent ineptitude is in many 

ways the comedic antithesis of Flynne’s 

level-headed practicality.

Gibson lets his imagination range freely 

in this farther future, as illustrated most 

strikingly in a massive floating island 

formed from the agglomeration of plastic 

waste in the Great Pacific Garbage Patch, 

which is inhabited by a community of ge-

netically engineered grotesques. We en-

counter one of Wilf ’s clients here, an artist 

who repeatedly tattoos and then flays her 

skin for exhibition, and discover a boutique 

body-rental industry, where people can 

rent and virtually control fully organic hu-

man and nonhuman bodies—the “periph-

erals” of the title.

For all of the stylistic parallels, Gibson’s 

vision of the future is not as single-mind-

edly focused as it was in Neuromancer, and 

the themes are more obviously derivative of 

the genre. Additionally, some of the major 

plot points were less clearly defined than 

I would have hoped, and we never really 

learn the “why” behind the book’s climax, 

visceral though it is. Still, The Peripheral 

succeeds in creating a menagerie of com-

pelling characters—from Flynn and Wilf 

to Ainsley Lowbeer, a cool and calculating 

detective; Daedra West, the “epidermal art-

ist”; and Conner Penske, a traumatized war 

veteran—and provides a wry and oddly dis-

turbing view of the future.   
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dominated by warehouse supermarkets 

and 3D printing outlets, a chronically de-

pressed economy has fostered a thriving 

black market for illicit synthetic drugs, 

computer gaming has become a form of 

employment for the young, and Homeland 

Security waits and watches in the back-

ground. We see this world through the eyes 

of Flynne Fisher, a pragmatic and unflap-

pable young woman who gets more than 

she bargained for when she accepts an op-

portunity to earn much-needed cash in ex-

change for beta-testing what she is told is a 

new virtual game.

The “postjackpot” future is set in the 

early 22nd century and is mostly based in 

London, now a form of city-state run by 

INSIGHTS   |   BOOKS
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Retraction
OUR REPORT “Single-proton spin detection 

by diamond magnetometry” (1) presents 

measurements on near-surface nitrogen-

vacancy centers in diamond. In these 

measurements, we observed signals that 

showed all the characteristics expected 

from single-proton nuclei. This interpreta-

tion was based on the three criteria of the 

Zeeman effect, quantum-coherent cou-

pling, and (in one occasion) on a before/

after-type control experiment.

We have discovered a potentially 

serious issue with the main conclusion 

in the paper, namely the “detection of 

a single-proton spin.” Specifically, we 

have recognized that resident carbon-13 

nuclei within the diamond can mimic 

single-proton behavior, challenging our 

interpretation. Carbon-13 can produce 

quantum-coherent signals at the proton 

nuclear magnetic resonance frequency, 

and the scaling of frequency with mag-

netic field is indistinguishable from that 

of single protons within the measurement 

error. This behavior is due to an unrecog-

nized effect that occurs with the dynamical 

decoupling sequence used for signal detec-

tion. We provide a detailed description of 

this behavior in a separate article (2).

Our Science Express Report claims 

single-proton spin detection in three 

instances. We find that two of these 

instances are ambiguous and can be 

explained by either single proton or single 

carbon-13, whereas the third instance 

can only be explained by single proton. 

Because this is only a single data point, 

we are not confident that it provides 

sufficient basis to support our claim of 

“single-proton spin detection.” We there-

fore retract the Report.

M. Loretz,1 T. Rosskopf,1 J. M. Boss,1 S. 
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1Department of Physics, ETH Zurich, Otto Stern 
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Protecting coffee from 
intensification
SUSTAINABLE AGRICULTURAL intensifica-

tion is one approach to meet food security 

and biodiversity conservation goals simulta-

neously (1, 2). The yield increases required 

to achieve these goals can be facilitated by 

using improved crops (3, 4). Pest-resistant 

or high-yielding crops may deliver higher 

returns than unimproved crops and thus 

alleviate pressures on remaining natural 

habitats. However, because higher yields 

increase household income, such improved 

crops may also incentivize farmers to 

expand cropland, which negatively affects 

biodiversity and ecosystem services. Arabica 

coffee, which is one of the most valuable 

agricultural commodities in the world, 

exemplifies this problem. 

Wild Coffea arabica is a shrub native 

to the understory of the moist evergreen 

Afromontane forest of Ethiopia and is the 

ancestor of all commercial Arabica cultivars 

worldwide. In its region of origin, arabica 

coffee was originally harvested from wild 

populations, but over time, shade trees and 

coffee shrubs have been increasingly man-

aged by farmers to increase coffee yields (5). 

Increased coffee yields improve local liveli-

hood, but unfortunately the intensification 

of coffee agriculture is also degrading forest 

and causing severe biodiversity losses (6, 7). 

Even more important, excessive forest man-

agement and the use of locally improved 

arabica coffee cultivars are threatening the 

mating system and the genetic resources of 

wild Coffea arabica. Past and ongoing con-

version of natural moist evergreen forest to 

heavily managed forest has already resulted 

in decreased pollen dispersal and increased 

self-pollination in wild arabica stands (8), 

and the original coffee gene pool already 

shows signs of admixture with cultivars 

(9). To date, three forests with wild Coffea 

arabica populations have been designated 

as UNESCO Biosphere Reserves in Ethiopia 

and a few others are proposed as reserves, 

but there are currently no guarantees that 

the genetic integrity of any of these popula-

tions will be maintained. 

If the worldwide coffee industry plans to 

use the genetic diversity of the Ethiopian 

wild coffee to adapt arabica coffee to climate 

change and emerging pests and diseases 

(10, 11), more conservation efforts in the 

Ethiopian coffee forests are urgently needed. 

The ongoing conversion of the last remain-

ing wild coffee populations to managed 

agroforests must be halted to conserve wild 

coffee and its pollinators, and the use of 

improved cultivars in the immediate vicinity 

of these populations must be discouraged to 

avoid introgression of cultivar genes into the 

wild arabica gene pool.

Raf Aerts,1* Gezahegn Berecha,1,2 

Olivier Honnay1

1Plant Conservation and Population Biology, 
University of Leuven, Kasteelpark Arenberg 

31-2435, BE-3001 Leuven, Belgium. 2Department of 
Horticulture and Plant Science, Jimma University, 

Jimma, Ethiopia.
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Measuring merit: 
Take the risk
I AGREE WITH M. McNutt that young 

scientists should be evaluated on the 

basis of their willingness to take risks 

Edited by Jennifer Sills

LETTERS

Cof ee beans

Published by AAAS
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(Editorial, “The measure of research merit,” 

5 December 2014, p. 1155). I believe most 

scientists do recognize that the current 

approach of using bibliometrics to gauge 

achievement is misleading, not just for 

young scientists but for scientists of all ages.

This system is especially damaging to 

scientists coming from the developing or 

underdeveloped countries, where the train-

ing and facilities may not match those of 

the developed world. For scientists in these 

countries, the open-access cost or publica-

tion fees of high–impact factor journals 

may not be affordable.

Furthermore, a young scientist enroll-

ing with a highly accomplished research 

group may find it easier to publish 

research articles compared with one who 

pursues original ideas in a newly formed 

lab. During my time as a Ph.D., it was very 

common to see fellow students striving to 

join the most productive or established 

groups for postdoctoral training, even if 

their interests did not match. This trend 

continues today, mainly because of the cur-

rent evaluation process.

How do we encourage youngsters to pur-

sue their passion and dreams, which may 

not materialize in the short time frame of a 

Ph.D. or postdoc period? McNutt’s proposal 

should be seriously investigated by univer-

sities and funding agencies. 

Kumar Selvarajoo

Institute for Advanced Biosciences, Keio University, 
Tsuruoka, Japan and Systems Biology Program, 

Graduate School of Media and Governance, 
Keio University, Fujisawa, Japan. 

E-mail: kumar@ttck.keio.ac.jp

Moving toward data 
on soil change
IN THE NEWS FEATURE “Rare earth” (7 

 November 2014, p. 692), M. Tennesen 

reports that soil scientists are focused on 

documenting and preserving soil diversity. 

However, the central challenge is not simply 

identifying endangered soils, but under-

standing, documenting, and responding to 

all soil change. The U.N. Intergovernmental 

Technical Panel on Soils’ forthcoming report 

(1), mentioned in Tennesen’s article, aims to 

document global soil change and its impact 

on soil and ecosystem function and service 

delivery. This effort is challenging, given 

the lack of data documenting decadal soil 

change. A single survey identifying endan-

gered soils is of intellectual and scientific 

interest, but focusing resources on delin-

eating rare soil boundaries, at increasing 

resolution, could be a distraction when we 

lack data on regional and global soil change 

resulting from climate and land use. 

We need new monitoring approaches 

like the ecosystem approach implemented 

in the United Kingdom’s Countryside 

Survey (2, 3). Similar monitoring, such 

as LUCAS in the European Union (4), 

provides vital data on the state and change 

of soils in an ecosystem context that can 

inform policy at national levels.        

David A. Robinson

Centre for Ecology and Hydrology, ECW Bangor, 

Bangor, Gwynedd, LL57 2UW, UK. 

E-mail: David.Robinson@ceh.ac.uk
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EARTH HISTORY 

Dating the influence of 
Deccan Traps eruptions
The Deccan Traps flood basalts 

in India represent over a million 

cubic kilometers of erupted 

lava. These massive eruptions 

occurred around the same time 

as the end-Cretaceous mass 

extinction some 65 million years 

ago, which famously wiped out all 

nonavian dinosaurs. Schoene 

et al. determined the precise 

timing and duration of the main 

phase of the eruptions, which 

lasted over 750,000 years and 

occurred just 250,000 years 

before the Cretaceous-Paleogene 

boundary. The relative contribu-

tion of these eruptions and of 

the Chicxulub impact in Mexico 

to the mass extinction remains 

unclear, but both provide poten-

tial kill mechanisms. — NW

Science, this issue p. 182

CANCER

Going BATty to fight 
prostate cancer
Although many early cases of 

prostate cancer can be treated 

by blocking the activity of male 

hormones, the tumor often 

develops resistance and regrows. 

Standard hormone-based treat-

ments, which all involve androgen 

deprivation, are ineffective at 

this stage of the disease. Now, 

Schweizer et al. describe an 

approach based on evidence 

that cancer cells adapted to 

low-androgen conditions may 

not tolerate high concentrations 

of testosterone. A clinical trial of 

BAT (bipolar androgen therapy), 

in which very high and very low 

concentrations of testosterone 

alternate in the patients’ blood, 

showed that the regimen was well 

tolerated. In addition to direct 

anticancer effects, intermittent 

testosterone treatment also 

restored the tumors’ sensitivity 

to anti-androgen agents, further 

expanding patients’ treatment 

options. — YN 

Sci. Transl. Med. 7, 269ra2 (2015).

QUANTUM GASES 

Breaking the symmetry 
in an atomic gas 
Cooling a physical system 

through a phase transition typi-

cally makes it less symmetrical. 

If the cooling is done very slowly, 

this symmetry change is uniform 

throughout the system. For a 

faster cooling process, the sys-

tem breaks up into domains: The 

faster the cooling, the smaller the 

domains. Navon et al. studied this 

process in an ultracold gas of Rb 

atoms near its transition to a con-

densed state (see the Perspective 

by Ferrari). The authors found 

that the size of the domains 

froze in time in the vicinity of the 

9 JANUARY 2015 • VOL 347 ISSUE 6218    141

RESEARCH
A neural implant 
suitable for the spine  
Minev et al., p. 159

I N  SC IENCE  J O U R NA L S
Edited by Melissa McCartney and Margaret Moerchen

EPIDEMIOLOGY 

Co-infection 
complicates treatment 

I
nfections rarely occur in isola-

tion, and treating one pathogen 

may have unpredictable effects on 

another. Ezenwa and Jolles, working 

on wild African buffaloes, expected 

that because deworming relieves immune 

suppression, such treatment would lead to a drop 

in tuberculosis because the animals would clear the 

second infection without further intervention. Not so. 

Deworming did improve the lot of parasite-infested 

individuals, but it also increased the spread of 

tuberculosis among the population. What apparently 

happened is that the worm-free buffalo lived longer 

but stayed infected with tuberculosis and had longer 

to spread the infection among the herd. — CA

Science, this issue p. 175

mplant 
r the spine  
159

Water buffalo show that 

curing one infection does not 

stop the spread of another

Gases released in these lava flows in India may have aided an extinction eventP
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GLACIOLOGY

Losing traction at 
higher speeds
How, exactly, will glaciers and 

ice sheets respond to climate 

warming?  We know that they 

will melt faster as temperatures 

rise, but the way they slide over 

the ground below also should be 

affected, and that could have a 

significant impact on how fast 

they fall apart at their margins.  

Zoet and Anderson conduct a 

laboratory study to investigate 

how drag between ice and the 

surface that supports it changes 

with increased sliding speed.  

They find that drag decreases 

with increased sliding speed 

if there exist the right kinds of 

gaps between the ice and the 

surface below, which means that 

weather or climate variability 

has the potential to cause even 

more rapid glacier motion, and 

thus faster sea-level rise. — HJS

J. Glaciology 10.3189/
2015JoG14J174 (2014).

CASPASES

For caspases, an 
escape from death
Caspase proteins are well known 

for their role in degrading pro-

teins and causing programmed 

cell death, but researchers 

now show that they may have 

nondeadly jobs, too. While 

looking for proteins that partner 

with microRNAs (small non-

coding RNAs that silence gene 

expression) to regulate how 

the nematode Caenorhabditis 

elegans develops, Weaver et al. 

found the caspase CED-3. 

Further experimentation 

revealed that CED-3 cleaved 

proteins that play important 

transition and that it depended on 

the cooling speed, as predicted 

by theory. — JS

Science, this issue p. 167; see also p. 127

ULTRAFAST DYNAMICS 

Traveling a long way 
past the junction 
Diodes are central components of 

modern electronic circuits. They 

essentially consist of two semi-

conductors sandwiched together, 

with one deficient in electrons (p), 

the other enriched (n). Najafi et al. 

used ultrafast electron micros-

copy to study the dynamics 

in a silicon diode on a time scale 

of trillionths of a second. They 

discovered that when light excites 

the diode’s charge carriers, those 

carriers migrate much farther 

past the p-n junction than stan-

dard models would imply. The 

authors explain the results using a 

ballistic transport model. — JSY

Science, this issue p. 164

GUT MICROBIOTA 

Gut microbes resist 
inflammation 
It is vital to human well-being 

that our gut microbiota can be 

distinguished from harmful, but 

often very similar, organisms. 

Cullen et al. begin to analyze 

how one dominant symbiont, 

Bacteroidetes thetaiotaomicron, 

does this. Our guts release potent 

antimicrobial peptides when we 

become infected with pathogenic 

bacteria such as salmonella, 

but these symbionts make an 

outer lipopolysaccharide coat 

that differs from those of patho-

gens by only one phosphate 

molecule. Enzymatic removal of 

this group is enough to confer 

resistance to the host’s immune 

response and allow the symbi-

onts to escape damage. — CA

Science, this issue p. 170

COMPUTER SCIENCE 

I’ll see your program and 
raise you mine 
One of the fundamental differ-

ences between playing chess 

and two-handed poker is that 

Edited by Kristen Mueller

and Jesse Smith
IN OTHER JOURNALS

the chessboard and the pieces 

on it are visible throughout the 

entire game, but an opponent’s 

cards in poker are private. This 

informational deficit increases 

the complexity and the uncer-

tainty in calculating the best 

course of action—to raise, to 

fold, or to call. Bowling et al. now 

report that they have developed 

a computer program that can do 

just that for the heads-up variant 

of poker known as Limit Texas 

Hold ’em (see the Perspective by 

Sandholm). — GJC

Science, this issue p. 145; see also p. 122

DNA REPAIR 

A factor for repairing 
broken DNA 
Unprogrammed DNA double-

strand breaks are extremely 

dangerous for genomic stability. 

Nonhomologous end-joining 

(NHEJ) repair systems are 

present in all domains of life and 

help deal with these poten-

tially lethal lesions. Ochi et al. 

have discovered a new factor 

involved in NHEJ by searching 

for proteins with structural simi-

larities to known NHEJ proteins. 

Specifically, PAXX, a paralog of 

XRCC1 and XLF, interacts with a 

key repair pathway protein, Ku, 

and helps promote ligation of the 

broken DNA. — GR

Science, this issue p. 185

VASCULAR BIOLOGY

Peroxidized lipids 
dilate blood vessels
Cerebral arteries must maintain 

constant blood flow to the brain 

even though blood pressure fluc-

tuates constantly. Sullivan et al. 

characterized a signaling pathway 

that is specific to the endothelial 

cells that line cerebral arteries. 

Reactive oxygen species (ROS) 

cause lipid peroxidation. In endo-

thelial cells in cerebral arteries, 

locally produced ROS oxidized lip-

ids, which triggered calcium influx 

through the ion channel TRPA1. In 

turn, this calcium influx activated 

a potassium-permeable channel, 

resulting in the dilation of cerebral 

arteries. — WW

Sci. Signal. 8, ra3 (2014).

RESEARCH   |   IN SCIENCE JOURNALS

An Alaskan glacier sliding to 

its destruction P
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MENTAL HEALTH

Biology undermines 
clinician empathy
The translation of biological 

insight into therapeutic success 

is the Holy Grail of biomedical 

researchers. In the field of men-

tal health, a clinician’s empathy 

with patients also is a key to suc-

cessful outcomes.  Lebowitz and 

Ahn show that a focus on biolog-

ical roots for mental disorders 

can threaten this empathy and 

the therapeutic alliance between 

clinician and patient. Mental 

health providers were presented 

with descriptions of patients 

experiencing depression, social 

phobia, schizophrenia, or 

obsessive compulsive disor-

der. Clinicians expressed more 

empathy when those descrip-

tions emphasized potential 

causes that were psychosocial 

(e.g., aspects of life history) 

rather than biological (e.g., 

genetics or neurobiology). The 

pattern held whether the clini-

cian had more medical training 

(psychiatry) or less (psycholo-

gist or social worker). — BW

Proc. Natl. Acad. Sci. U.S.A. 10.1073/

pnas.1414058111 (2014).

roles in temporal cell fate pat-

terning, stem cell pluripotency, 

and microRNA processing.  

— BAP

eLife 10.7554/eLife.04265 (2014).

PSYCHOLOGY

Filing words away 
makes room for more
Google’s search engine makes 

remembering facts less impor-

tant than it used to be; Internet 

access in many countries is 24/7, 

so finding facts like the speed 

of sound (340 m/s) is quick and 

easy. To better understand how 

people remember new informa-

tion they encounter digitally, 

Strom and Stone had subjects 

use computers to study two PDF 

files containing lists of words.  

They found that the metaphori-

cal savings of space, gained by 

saving the first PDF file to the 

computer, translated into more 

memory available for encoding 

a second list of words. Subjects 

who saved the first file improved 

the number of words recalled 

from the second list.  — GJC 

Psychol. Sci. 10.1177/

0956797614559285 (2014).

PALEOBIOLOGY

Microbes driving 
the time machine
Preservation of the tissues of 

Earth’s earliest animals—those 

that were present before and 

during the Cambrian explo-

sion—required a lot of luck. 

According to new isotope data 

from Conotubus hemiannulatus 

fossils from Shaanxi Province, 

China, that luck was a function 

mostly of microbial activity. 

Schiffbauer et al. show that 

decaying carbon-rich animals 

are preserved typically either 

by being replaced three-dimen-

sionally by pyrite crystals or 

compressed as carbonaceous 

films. Sedimentation rate 

ultimately controlled whether 

and for how long  animal tis-

sues were exposed to zones 

of bacterial sulfate reduction 

or methanogenesis within the 

sediment and thus their preser-

vational style. — NW

Nat. Commun. 10.1038/

ncomms6754 (2014).

HIV CONTROL

For HIV drugs, 
location trumps all
When resources are limiting, 

HIV-control programs need to be 

geographically selective. Gerberry 

et al. reached this conclusion 

after performing a comparative 

study of strategies for deploying 

prophylactic antiretroviral drugs 

in sub-Saharan Africa. The 

researchers used geospatial mod-

eling to compare programs that 

would provide equal access to 

drugs with programs that would 

maximize the overall societal 

benefit, two guiding principles 

created by the World Health 

Organization for allocating scarce 

resources. The authors’ analysis 

suggests that the utilitarian 

principle, which maximizes overall 

societal benefits by locally dis-

tributing drugs to high-incidence 

areas, trumps access to all. — CA  

Nat. Commun. 10.1038/

ncomms6454 (2014).

MOLECULAR MEDICINE

Bat-filled tr ee source of 
Ebola epidemic?
Ground zero for the Ebola 

epidemic in West Africa may 

have been a hollow tree where 

children played and bats 

roosted. A year ago, a toddler in 

the Guinean village of Meliandou 

died of a mysterious disease; 

his family became infected 

shortly after. Bats are leading 

suspects for how the toddler 

caught the disease; in March 

2014, scientists went to Guinea 

to look for signs of an Ebola 

outbreak in wildlife. But Saéz et 

al. report finding no such evi-

dence and no direct evidence of 

Ebola infections in 169 bats they 

captured and tested. Yet they did 

find a clue: A tree stump near 

the toddler’s house that burned 

on 24 March 2014, causing a 

“rain of bats,” villagers said. Ash 

around the tree contained DNA 

fragments matching the Angolan 

free-tailed bat, known to survive 

infections with Ebola. — GV

EMBO Mol. Med. 10.15252/

emmm.201404792 (2014).

ANIMAL COGNITION

Greater challenge, 
smarter birds

M
ales of many species, 

including humans, perform 

better than females at spatial 

navigation tasks. Great tits, a 

common European song-

bird, reply on spatial navigation for 

feeding—they pilfer stores of food 

cached by other bird species. Brodin 

and Urhan studied whether male and 

female great tits differed in their abil-

ity to find food after watching it get 

cached. Surprisingly, they found that 

females remembered the locations 

of the hidden food better than males. 

The authors attribute this to male 

dominance in foraging interactions, 

which makes finding food harder 

for females, but also makes them 

smarter about doing so. — SNV

Behav. Ecol. Sociobiol. 10.1007/s00265-

014-1836-2 (2014).

Female great tits have 

superior memories when 

it comes to food.

An HIV-infected woman in 

the Central African Republic

Published by AAAS
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RESEARCH

RNA SPLICING 

Predicting defects 
in RNA splicing
Most eukaryotic messenger 
RNAs (mRNAs) are spliced to 
remove introns. Splicing gener-
ates uninterrupted open reading 
frames that can be translated 
into proteins. Splicing is often 
highly regulated, generating 
alternative spliced forms that 
code for variant proteins in 
different tissues. RNA-binding 
proteins that bind specific 
sequences in the mRNA regulate 
splicing. Xiong et al. develop 
a computational model that 
predicts splicing regulation 
for any mRNA sequence (see 
the Perspective by Guigó and 
Valcárcel). They use this to 
analyze more than half a million 
mRNA splicing sequence vari-
ants in the human genome. They 
are able to identify thousands 
of known disease-causing 
mutations, as well as many new 
disease candidates, including 17 
new autism-linked genes. — GR
Science, this issue p. 144; see also p. 124

BATTERIES 

Watching the silver 
lining inside 
Some types of batteries contain 
both a transition metal reduc-
ible metal, such as the cathode 
material Ag

2
VP

2
O

8
. During oper-

ation, both Ag and V ions are 
reduced, and the Ag atoms can 
form wires to enhance the inter-
nal conductivity. Kirshenbaum 
et al. probe the discharge of a 
battery at different rates and 
track the formation of Ag atoms 
using in situ energy-dispersive 
x-ray diffraction (see the 
Perspective by Dudney and Li). 
They show how the discharge 
rate affects whether the Ag or 

V is preferentially reduced and 
also the distribution of the Ag 
atoms, and then correlate this 
to the loss of battery capacity at 
higher discharge rates. — MSL
Science, this issue p. 149; see also p. 131

MATERIALS SCIENCE 

Popping materials and 
devices from 2D into 3D 
Curved, thin, flexible com-
plex three-dimensional (3D) 
structures can be very hard to 
manufacture at small length 
scales. Xu et al. develop an 
ingenious design strategy for 
the microfabrication of complex 
geometric 3D mesostructures 
that derive from the out-of-plane 
buckling of an originally planar 
structural layout (see the 
Perspective by Ye and Tsukruk). 
Finite element analysis of the 
mechanics makes it possible 
to design the two 2D patterns, 
which is then attached to a 
previously strained substrate 
at a number of points. Relaxing 
of the substrate causes the 
patterned material to bend and 
buckle, leading to its 3D shape. 
— MSL
Science, this issue p. 154; see also p. 130

BIOMATERIALS 

Mechanically soft 
neural implants 
When implanting a material into 
the body, not only does it need 
the right functional properties, 
but it also needs to have 
mechanical properties that 
match the native tissue or organ. 
If the material is too soft, it will 
be mechanically degraded, and 
if it is too hard it may get covered 
with scar tissue or it may damage 
the surrounding tissues. Starting 
with a transparent silicone 

substrate, Minev et al. patterned 
microfluidic channels to allow for 
drug delivery, and soft platinum/
silicone electrodes and stretch-
able gold interconnects for 
transmitting electrical excitations 
and transferring electrophysi-
ological signals. In tests of spinal 
cord implants, the soft neural 
implants showed biointegration 
and functionality within the cen-
tral nervous system. — MSL

Science, this issue p. 159

METABOLISM 

Getting specific about 
amino acid sensing 
The protein kinase complex 
mTORC1 regulates growth and 
metabolism, and its activity is 
controlled in response to the 
abundance of cellular amino 
acids. Jewell et al. report that 
control of mTORC1 in response 
to glutamine does not require 
the Rag guanosine triphos-
phatase (GTPase) implicated 
in the sensing of other amino 
acids such as leucine (see the 
Perspective by Abraham). For 
sensing of glutamine, another 
GTPase, Arf1, was required. 
Distinct mechanisms thus 
appear to couple various 
amino acids to signaling by the 
mTORC1 complex. — LBR  
Science, this issue p. 194; see also p. 128

STRUCTURAL BIOLOGY 

Dueling dimers serve 
dual purposes
Both bacteria and mitochrondria 
produce NADPH for amino acid 
biosynthesis and to remove 
reactive oxygen species. The 
enzyme that makes NADPH 
must translocate a proton 
across the membrane and 
transfer a hydride from NADH to 

NADP+—processes that happen 
some 40 Å apart. To understand 
this complex geometry, Leung 
et al. solved the structures of 
the entire transhydrogenase 
enzyme and the membrane 
domain from the bacterium 
Thermus thermophilus (see 
the Perspective by Krengel and 
Törnroth-Horsefield). The entire 
enzyme exists as a dimer, with 
the two membrane domains 
in alternate orientations. One 
of the membrane domains 
interacts with the membrane 
component for proton transloca-
tion, whereas the other domain 
exchanges hydride with NAD(H) 
in another large soluble domain. 
— NW
Science, this issue p. 178; see also p. 125

METABOLISM 

Sensing amino acids 
at the lysosome
The mTORC1 protein kinase 
is a complex of proteins that 
functions to regulate growth and 
metabolism. Activity of mTORC1 
is sensitive to the abundance of 
amino acids, but how the sens-
ing of amino acids is coupled 
to the control of mTORC1 
has been unclear. Wang et al. 
searched for predicted mem-
brane proteins that interacted 
with regulators of mTORC1. 
They identified a protein cur-
rently known only as SLC38A9. 
Interaction of SLC38A9 with 
mTORC1 regulators was sensi-
tive to the presence of amino 
acids. SLC38A9 has sequence 
similarity to amino acid trans-
porters. Effects of modulation 
of SLC38A9 in cultured human 
cells indicate that it may be the 
sensor that connects the abun-
dance of arginine and leucine to 
mTORC1 activity. — LBR

Science, this issue p. 188
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RNA SPLICING

The human splicing code reveals
new insights into the genetic
determinants of disease
Hui Y. Xiong,* Babak Alipanahi,* Leo J. Lee,* Hannes Bretschneider, Daniele Merico,
Ryan K. C. Yuen, Yimin Hua, Serge Gueroussov, Hamed S. Najafabadi,
Timothy R. Hughes, Quaid Morris, Yoseph Barash, Adrian R. Krainer, Nebojsa Jojic,
Stephen W. Scherer, Benjamin J. Blencowe, Brendan J. Frey†

INTRODUCTION:Advancingwhole-genome
precision medicine requires understanding
how gene expression is altered by genetic var-
iants, especially those that are far outside of
protein-coding regions. We developed a com-
putational technique that scores how strongly
genetic variants affect RNA splicing, a critical
step in gene expression whose disruption con-
tributes tomany diseases, including cancers and
neurological disorders. A genome-wide analy-
sis reveals tens of thousands of variants that
alter splicing and are enriched with a wide

range of known diseases. Our results provide
insight into the genetic basis of spinal muscular
atrophy, hereditarynonpolyposis colorectal can-
cer, and autism spectrum disorder.

RATIONALE:Weused “deep learning” computer
algorithms to derive a computational model
that takes as input DNA sequences and ap-
plies general rules to predict splicing in human
tissues. Given a test variant, which may be up
to 300 nucleotides into an intron, our model
can be used to compute a score for how much

the variant alters splicing. The model is not
biased by existing disease annotations or pop-
ulation data and was derived in such a way that
it can be used to study diverse diseases and
disorders and to determine the consequences
of common, rare, and even spontaneous variants.

RESULTS: Our technique is able to accurately
classify disease-causing variants and provides
insights into the role of aberrant splicing in dis-
ease. We scored more than 650,000 DNA var-
iants and found that disease-causing variants
have higher scores than common variants and
even those associated with disease in genome-
wide association studies (GWAS). Our model
predicts substantial and unexpected aberrant
splicing due to variants within introns and exons,
including those far from the splice site. For
example, among intronic variants that are

more than 30 nucleotides
away from any splice site,
known disease variants al-
ter splicing nine times as
often as common variants;
among missense exonic
disease variants, those that

least affect protein function are more than five
times as likely as other variants to alter splicing.
Autism has been associated with disrupted

splicing in brain regions, so we used ourmeth-
od to score variants detected using whole-
genome sequencing data from individuals
with and without autism. Genes with high-
scoring variants include many that have pre-
viously been linked with autism, as well as
new genes with known neurodevelopmental
phenotypes. Most of the high-scoring variants
are intronic and cannot be detected by exome
analysis techniques.
When we scored clinical variants in spi-

nal muscular atrophy and colorectal cancer
genes, up to 94% of variants found to alter
splicing using minigene reporters were cor-
rectly classified.

CONCLUSION: In the context of precision
medicine, causal support for variants inde-
pendent of existing whole-genome variant
studies is greatly needed. Our computational
model was trained to predict splicing from
DNA sequence alone, without using dis-
ease annotations or population data. Conse-
quently, its predictions are independent of
and complementary to population data, GWAS,
expression-based quantitative trait loci (QTL),
and functional annotations of the genome.
As such, our technique greatly expands the
opportunities for understanding the genetic
determinants of disease.▪
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“Deep learning” reveals the genetic origins of disease. A computational system mimics the bi-
ology of RNA splicing by correlating DNA elements with splicing levels in healthy human tissues. The
system can scan DNA and identify damaging genetic variants, including those deep within introns.This
procedure has led to insights into the genetics of autism, cancers, and spinal muscular atrophy.
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The human splicing code reveals
new insights into the genetic
determinants of disease
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To facilitate precision medicine and whole-genome annotation, we developed a
machine-learning technique that scores how strongly genetic variants affect RNA splicing,
whose alteration contributes to many diseases. Analysis of more than 650,000 intronic
and exonic variants revealed widespread patterns of mutation-driven aberrant splicing.
Intronic disease mutations that are more than 30 nucleotides from any splice site alter
splicing nine times as often as common variants, and missense exonic disease mutations
that have the least impact on protein function are five times as likely as others to alter
splicing. We detected tens of thousands of disease-causing mutations, including those
involved in cancers and spinal muscular atrophy. Examination of intronic and exonic
variants found using whole-genome sequencing of individuals with autism revealed
misspliced genes with neurodevelopmental phenotypes. Our approach provides evidence
for causal variants and should enable new discoveries in precision medicine.

R
egulatory cis elements constitute a sub-
stantial portion of the human genome
(1, 2) and form the “regulatory code” that
directs gene expression, depending on
cellular conditions. The development of

computational “regulatory models” that can
read the code for any gene and predict relative
concentrations of transcripts (3–5) raises the
possibility that these models can be used to
identify variants that lead to misregulated gene
expression and human disease (6). Unlike many
existing approaches (7–9), regulatory models do
not suffer from the ascertainment biases inher-
ent in databases of disease annotations. Here, we
describe a system that uses a regulatory model

of splicing to find and score disease mutations
(Fig. 1A).

A computational model of splicing

Misregulation of splicing contributes substan-
tially to human disease (10), so we developed a
computational model of splicing regulation that
can be applied to any sequence containing a
triplet of exons (Fig. 1B). The method extracts
DNA sequence features (or cis elements) and,
for a given cell type, uses them to predict the
percentage of transcripts with the central exon
spliced in (C), along with a Bayesian confi-
dence estimate. To train the model, we mined
10,689 exons that displayed evidence of alternative
splicing and extracted 1393 sequence features
from each exon and its neighboring introns and
exons. RNA sequencing (RNA-seq) data from
the Illumina Human Body Map 2.0 project
(NCBI GSE30611) were used to estimate C for
each exon in each of 16 human tissues, and the
model was trained to predictC given the tissue
type and the sequence features. Unlike existing
methods (3, 11, 12), our computational model
was derived using human data, incorporates over
300 new sequence features, and outputs real-
valued absoluteC values for individual tissues,
rather than categorical C values for tissue dif-
ferences (13).
We observed good agreement (R2 = 0.65) be-

tween code-predicted C and RNA-seq–assessed
C for exons that were held out during training
(Fig. 1C). On the task of classifying high (C ≥ 67%)

versus low (C ≤ 33%) inclusion, the area under
the receiver-operator characteristic curve (AUC)
is 95.5%. For quality control, we only examined
exon-tissue combinations (n = 56,784) for which
the standard deviation of the RNA-seq–assessed
C was less than 10%, and cross-validation was
used to ensure that test cases were not used
during training (13) (table S3). The prediction
accuracy was even higher (R2 = 0.94, AUC =
99.1%) for the 50% of predictions with highest
confidence (n = 28,392). The model is robust
and accurate for categories of data that were
not included during training, including genes
with low expression, genes from excluded chro-
mosomes, tissue differences in splicing levels,
tissues from independent sources, and splicing
levels quantified by reverse transcription poly-
merase chain reaction (RT-PCR) (13).
We next investigated whether our computa-

tional model accounts for the effects of known
RNA-binding proteins (RBPs), which are key
splicing regulators. We compared how well the
calculated RBP binding affinity from Ray et al.
(14) correlated with the observed variation in
splicing and found 2080 strong correlations
(P < 0.01, multiple hypothesis-corrected permu-
tation test). Then we correlated the RBP bind-
ing affinities with the residual splicing activity
not captured by the code, which was obtained
by subtracting the code predictions from the ob-
served values. The number of strong correlations
dropped to 60, which suggests that our compu-
tational model mostly encompasses the collec-
tive effects of known RBPs (Fig. 2) (13).
Our model also accounts for the effects of

disruptions in trans-acting factors. We examined
knockdown data for Muscleblind-like (MBNL)
RBPs in HeLa cells (15). There were 664 exons
that exhibited a significant change in RNA-seq–
assessedC upon MBNL knockdown, as well as
26,457 exons whose levels did not change sig-
nificantly upon knockdown. When we scored
exons according to how much the model pre-
dicted that C would change when the MBNL
features were removed in silico, we found that
MBNL-regulated exons frequently had higher
scores [P = 6.2 × 10–57, Kolmogorov-Smirnov (KS)
test, 31.4%]. The computational model predicted
the effects ofMBNL knockdownmore accurately
than direct examination of MBNL binding sites
[10.9% improvement in the AUC; P = 1.4 × 10–14,
bootstrap test (13)].
In contrast to correlation-based linear meth-

ods, where sequence features act independently,
our computational model incorporates crucial
context-dependent effects. When we derived
tissue-specific linear models by searching over
the most predictive set of sequence features,
they always accounted for significantly less data
variance (R2 < 0.49) than our context-dependent
model (R2 = 0.65). We found that in our model,
the same feature can influence C differently in
different cis contexts established by other se-
quence features and in different trans contexts
specified by cell type (13) (figs. S14 and S15).
For instance, 40 of the 100 most strongly pre-
dictive sequence features frequently switched
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the direction of their effect in at least one tis-
sue, depending on cis context.
We wondered whether our computational

model could accurately predict differences in
splicing levels between individuals using only
their genotype. We analyzed genotype and RNA-
seq data for lymphoblastoid cell lines from four
individuals (16) and used our model to predict
C in white blood cells, for pairs of individuals
that have differing SNPs (13). When we exam-
ined 99 exons that exhibited a significant differ-
ence in RNA-seq–assessed C between pairs of
individuals and whose predicted difference in
C was above a noise threshold, we found that
our technique correctly predicted the direction
of change in 73% of cases (P = 3.5 × 10–6, bi-
nomial test).

Genome-wide analysis of splicing
misregulation and disease

To assess the implications of genetic variation
for splicing regulation, wemapped 658,420 single-

nucleotide variations (SNVs) to exonic and in-
tronic sequences containing the regulatory code
for ~120,000 exons in ~16,000 genes (13). Of
these SNVs, 543,525 are single-nucleotide poly-
morphisms (SNPs), which are common (minor
allele frequency or MAF > 1%) (17), whereas
114,895 have been linked to diseases and are
mostly rare (MAF < 1%) (18). To score the effect
of every SNV on splicing regulation, we applied
the regulatory model to the sequence with and
without the SNV and computed the difference
in predicted splicing level, DC, for each tissue
(Fig. 3A). We studied the effects of SNVs using
the largest value of DC across tissues, as well as
a “regulatory score” that aggregates the mag-
nitude of DC across tissues (13).
The code provides an unprecedented view

of the impact of SNVs on splicing regulation
(Fig. 3B). It reveals 20,813 unique SNVs that dis-
rupt splicing (|DC| ≥ 5%; table S4), frequently in
a way that depends on cis context (13) (fig. S21).
Diverse methods of validation support the func-

tional impact of these disruptions. Intronic SNVs
that are close to splice sites frequently cause
misregulation, but 465 intronic SNVs that are
more than 30 nucleotides (nt) from any splice
site also induce substantive changes. Within
exons, we found that significant deviations are
induced by 9525 nonsense SNVs and 1273 mis-
sense SNVs but also by 579 synonymous SNVs—a
result supported by recent data showing that
synonymous mutations frequently contribute to
human cancer (19).
To explore the causal implications of high-

scoring SNVs in the context of disease, we ex-
amined whether disease SNVs are predicted to
disrupt splicing (|DC| ≥ 5%) more frequently
than common SNPs, of which a large portion
are thought to be under neutral selection (20).
We plotted the locations and DC for 81,608
disease SNVs located up to 100 nt into exons or
up to 300 nt into their adjacent introns (Fig. 3C).
Our technique reveals widespread processes

whereby disease SNVs cause misregulation of
splicing. Databases of disease annotations were
not used to train our model, so it is not suscep-
tible to overfitting already discovered disease
SNVs or inherent ascertainment biases (7–9).
We found that intronic disease SNVs that are

more than 30 nt from any splice site are 9.0
times as likely to disrupt splicing regulation
relative to common SNPs in the same region
(P = 5.1 × 10–68, two-sample t test, n = 1639 and
n = 24,535). Within exons, synonymous disease
SNVs are on average 9.3 times as likely as syn-
onymous SNPs to disrupt splicing regulation
(P = 8.0 × 10–116, two-sample t test, n = 2652
and n = 4510).
Missense SNVs have previously been exam-

ined mainly in the context of how they alter
protein function (7). Our method enables the
exploration of their effects on splicing regula-
tion. We found that missense disease SNVs are
not more likely to disrupt splicing than missense
SNPs (P = 0.22, two-sample t test, n = 58,918 and
n = 2981), which contradicts previously published
evidence that they do (P ≈ 0.05) (9). However,
when we examined 789 and 1757 missense dis-
ease SNVs that minimally and maximally alter
protein function as indicated by Condel (21)
analysis, we found that SNVs that minimally
alter protein function are on average 5.6 times
as likely to disrupt splicing regulation (P = 4.5 ×
10–14, two-sample t test), elucidating a “disease
by misregulation” mechanism (13).
We found that within introns, the regulatory

scores of 457 SNPs thatwere implicated in genome-
wide association studies (GWAS) and that map
to regulatory regions (22) are quite similar to non-
GWAS SNPs (P = 0.27, KS test, n = 262,804),
whereas the scores of disease SNVs are signifi-
cantly higher (P < 1 × 10–320, KS test, 71.2%, n =
280,638). Fewer than 5% of GWAS SNPs are esti-
mated to cause misregulation in a fashion similar
to disease SNVs (13), indicating that our method
can detect disease SNVs that are not detectable
by GWAS (Fig. 4A). In further support of the
functional specificity of our approach, we found
that the regulatory scores of disease SNVs with
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Fig. 1. Detecting damaging genetic variants using a com-
putational model of splicing. (A) Top: Machine learning is
used to infer a computational model of splicing, by correlating
DNA elements with splicing levels in healthy human tissues. Bottom: Genetic variants arising from a wide
array of diseases and technologies can be detected and filtered using the computational model, enabling
explorations into the genetics of disease. (B) For a given cell type, the computational model extracts the
regulatory code froma test DNA sequence and predicts the percentage of transcriptswith the exon spliced
in, C. (C) Predictions are made for 10,689 test exons profiled in 16 tissues; exons and tissues are binned
according to their RNA-seq–assessed values of C, and for each bin (column) the distribution of code-
predicted C is plotted (n = 56,104).
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strong experimental evidence are substantially
higher than those with weak or indirect evi-
dence (Fig. 4B).

Next, we used the computational model to
analyze three human diseases with different char-
acteristics: spinal muscular atrophy (autosomal-

recessive single gene), nonpolyposis colorectal
cancer (oligogenic), and autism spectrum dis-
order (multigenic).

Spinal muscular atrophy (SMA)

To explore misregulation of SMN1/2, which is
associated with SMA, a leading cause of infant
mortality (23), we used the computational model
to simulate the effects of more than 700 known
and novel mutations around exon 7 in SMN1/2.
We first examined the regulatory consequences
of four nucleotides that differ between SMN1
and SMN2, labeledC6T, G-44A, A100G, andA215G
in Fig. 5A, where “-44” indicates 44 nt upstream
of the 3′ splice site. These substitutions are known
to lead to decreased inclusion of exon 7 in SMN2
and loss of function.
Our method predicts that exon 7 skipping is

predominantly caused by C6T and to a much
lesser degree by G-44A, whereas A100G and
A215G are predicted not to have a significant
impact on splicing. The prediction for C6T is
consistent with previously published mutagen-
esis data (23). Mutagenesis data indicate that
A100G enhances skipping by 36% to 63% (24)
in the SMN2 context. Using a Z-score threshold
of 1, our computational model also predicts a
small but significant skipping effect of A100G
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Fig. 2. Accounting for RNA-binding proteins (RBPs). (A) Correlations between RNA-seq C and the
affinities of RBPs assayed in 98 in vitro experiments (14). (B)When code-predictedC values are subtracted
from RNA-seq–assessed values ofC, their correlations with the binding affinities mostly vanish.

Fig. 3. Genome-wide analysis of genetic variations. (A) To assess the effect of a single-nucleotide variation (SNV), the computational model is applied to the
reference sequence and the variant. Then, the maximum difference DC across tissues is computed, along with a “regulatory score” that also accounts for
prediction confidence (13). (B) The effect onC of 658,420 intronic and exonic SNVs. (C) Locations and predicted DC of 81,608 disease-annotated intronic SNVs
and synonymous or missense exonic SNVs. In different sequence regions, the scores of disease SNVs tend to be larger than those of SNPs (Ansari-Bradley tests
for equal dispersion; n includes both types).
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in the SMN2 context. We used minigene re-
porters to test our predictions and found that
in all cases they are supported by the experi-
mental data, including the negligible effect of
A100G mutation in the SMN1 context (Fig. 5B,
red). Further, our prediction for G-44A is con-
sistent with antisense oligonucleotide experi-
ments indicating that it overlaps with a splicing
suppressor (25).

To explore mutations that may result in gain
of SMN2 function, we simulated the regulatory
effects of all 420 possible point mutations in
140 nt of intronic sequence upstream of exon 7
(Fig. 5B). Minigene reporter data for the top
three predictions confirm that none of them
exhibit decreased inclusion and two of them
cause increased inclusion (Fig. 5, B and C, green).
Together, the predictions for SMN1 and SMN2

mutations (Fig. 5C) have a Spearman correla-
tion of 0.82 with the experimental data (P = 0.017,
n = 7, one-sided permutation test).
We generated a literature-curated compen-

dium of mutagenesis data for 85 variations
located in three exonic regulatory regions pre-
viously tested using in vivo selection, plus an
intronic region. When our model is used to pre-
dict DC for these cases (Fig. 5D), the direction
of regulation is correct in 85% of cases and the
Spearman correlation is 0.74 (P = 5.7 × 10–16,
one-sided permutation test). We additionally
used our method to simulate DC for 101 mu-
tants selected in vivo to increase C, with point
mutations in the first 6 nt in exon 7 and also in
the entire exon (23). Increases inC are correct-
ly predicted in 98.7% of the 78 high-confidence
cases (table S6).

Nonpolyposis colorectal cancer

Lynch syndrome, or hereditary nonpolyposis co-
lorectal cancer, accounts for ~3% of colorectal
cancer cases (26), and nearly 90% of reported
variations occur in the DNA mismatch repair
genesMLH1 andMSH2 (27). Numerous studies
have shown that misregulation of splicing ac-
counts for a major portion of cases (28) but also
that existing computational predictions for var-
iations that do not directly disrupt splice sites
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Fig. 4. Regulatory scores of GWAS SNPs. (A) Distributions of regulatory scores for GWAS-implicated
SNPs (n = 457), non–GWAS-implicated SNPs (n = 262,347), and disease SNVs (n = 18,291) in introns. (B)
Regulatory scores of disease-annotated intronic SNVs that are causal (n = 17,631), supported by in vitro
and in vivo data (n = 224), only associated (n= 324), or associated but have additional functional evidence
(n = 112). P values (t test) are indicated.

Fig. 5. The mutational landscape of spinal muscular atrophy. (A) Spinal mus-
cular atrophy arises when there is homozygous loss of SMN1 function, but func-
tional protein can be produced by modifying the regulation of SMN2, which differs
from SMN1 in four nucleotides (red lightning bolts) and exhibits decreased inclusion
of exon 7. (B) Three mutations that the splicing code predicts will increase exon 7
inclusion in SMN2 (green lighting bolts) were selected from predictions for all
possible single-nucleotide substitutions 150 nt into the intron. (C) These were
validated using RT-PCR, along with the predicted differences in SMN1 and SMN2
regulation due to three individual substitutions and all four substitutions, respec-
tively. Predictions and RT-PCRdata have a Spearman correlation of 0.82 (P = 0.017,

one-sided permutation test). (D) Predicted DC values for 85 individual mutations located in four regions are plotted against RT-PCR–assessed values; the
Spearman correlation is 0.74 (P = 5.7 × 10–16, one-sided permutation test).
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are not correlated with experimental data (28, 29).
It has been suggested that this is because existing
tools do not take interactions between regulatory
features into account (29).
We evaluated 977 SNVs, 156 of which are non-

sense, inMLH1 andMSH2 (27) using our compu-
tational model and found that high levels of
misregulation are predicted (Fig. 6A and tables
S7 and S8) (13): 32.3% of SNVs exhibited a DC
that was larger than that of 95% of common
SNVs (P = 4.2 × 10–135, one-sided binomial test).
To avoid bias, we excluded MLH1, MSH2, and
their variants during model training. Addition-
ally, the majority of predictions are concordant
with published RT-PCR data (tables S9 and S10).
When predictedDCwas used to classify increased
skipping versus no change for SNVs where RT-
PCR data were available, AUCs of 92.4% and
93.8% (Fig. 6B) were achieved for 134MLH1 and
73 MSH2 variants [P = 2.8 × 10–24 and P = 8.7 ×
10–15, one-sided permutation tests (13)].
To further test the specificity of our method,

we mapped 80 common SNPs to MLH1 and
MSH2 and compared their regulatory scores to
those of the SNVs found in patients. Common
SNPs had significantly lower scores (P= 8.1 × 10–11,
KS test, 40.0%, n = 1058), indicating that our
method successfully detects causal variants (13).
Our method sheds light on unresolved hy-

potheses for the mechanisms of specific muta-

tions. Threemissense substitutions in the second
nucleotide of codon 659 in exon 17 of MLH1 are
observed in Lynch syndrome patients: c.1976G>T,
c.1976G>C, and c.1976G>A. Evidence indicates
that c.1976G>A likely does not change protein
function, which suggests that the mechanism
is splicing misregulation (30–32). Indeed, RT-
PCR data indicate that c.1976G>T and c.1976G>C
induce increased exon skipping (30). However,
previous computational analyses either fail to
predict misregulation (31) or, because the mu-
tations increase the strength of an exonic splic-
ing enhancer, erroneously predict increased exon
inclusion (13, 33). We applied our computational
model and found that it confidently and cor-
rectly predicts increased skipping in all three
cases (table S10) and also correctly predicts that
c.1976G>C has a stronger effect than c.1976G>T.
We can thus hypothesize that c.1976G>A induces
aberrant splicing and renders the translated pro-
tein dysfunctional.

Autism spectrum disorder (ASD)

ASD is a neurodevelopmental condition charac-
terized by language deficiency, restricted and
repetitive interests, and challenges in social
skills. It is highly heritable, but its substantial
clinical and genetic heterogeneity has compli-
cated the identification of all etiologic genetic
variants (34). Through the study of rare genetic

variants, ~100 genes have now been implicated
in ASD (35), and these are estimated to account
for ~20% of the etiologic cause in different co-
horts examined (36, 37). More recent studies
using whole-genome sequencing revealed higher
yields of contributingmutations, but these studies
have focused only on exonic regions (38). Com-
mon genetic variants may also have an effect in
ASD, but few studies replicate the same loci
(39). Splicing misregulation as a cause of ASD
is evidenced by examples of genes involved in
ASD, such as neurexins and neuroligins, that
are extensively alternatively spliced (40), as well
as by recent transcriptomic analyses showing
consistent deviations in alternative splicing pat-
terns in the cortical regions of ASD cases (41).
To identify genes with SNVs that potentially

cause splicing misregulation in ASD cases, we
used our regulatory model to analyze the ge-
nomes of five idiopathic ASD cases, which do
not have ASD-associated cytogenetic markers
such as chromosome 15q duplication (13). We
sequenced these genomes using brain samples
from the Autism Tissue Program (42) and se-
lected the genomes of 12 controls consisting of
three subgroups of four controls each. As a con-
trol, we clustered the ASD and control genomes
using genome-wide genetic similarity and veri-
fied that they cluster by ethnic group but not
by disease condition or other covariates; this
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Fig. 6.Themutational landscape of nonpolyposis colorectal cancer. (A) Predicted DC for mutations inMLH1 andMSH2 arising in patients with nonpolyposis
colorectal cancer, or Lynch syndrome. Coding sequence (CDS) numbering is based on GenBank NM_000249.3 and NM_000251.2 and starts at A of the ATG
translation initiation codon. (B) Validation using 134MLH1 variations tested by RT-PCR (AUC = 92.4%, P = 2.8 × 10–24, one-sided permutation test) and 73MSH2
variations (AUC = 93.8%, P = 8.7 × 10–15, one-sided permutation test).
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result indicates that the ASD and control SNVs
are not grossly biased by nondisease effects (13)
(fig. S27).

The genomes of cases and controls were
scanned for SNVs (13) and, to focus our analysis
on rare variants, we retained only high-quality

homozygous and heterozygous reference SNVs
(in which one allele matches the reference al-
lele) that did not correspond to common SNPs.
This resulted in a median of ~42,000 SNVs per
subject.
We examined genes with high expression in

brain tissues, which are more frequently impli-
cated in ASD, and did not find an enrichment of
SNVs in ASD cases versus controls [P = 0.24,
Fisher’s exact test (13)]. Aiming to separate cau-
sal SNVs fromnoncausal ones, we identified SNVs
that our technique predicts will cause splicing
misregulation (Fig. 7A). All variants were mapped
onto the splicing code within canonical Ensembl
transcripts, resulting in 15,739 SNVs, whose code-
predicted DCs were then computed (table S13).
We identified genes with misregulated splicing in
cases and also in controls by applying a threshold
to DC equal to the 2nd and also the 3rd percent-
ile of DC for common SNPs (Fig. 7B) (13), and
genes misregulated in both cases and controls
were removed from further analysis.
Among genes that our technique predicts are

misregulated in ASD cases (n = 171), 27% have
high expression in brain, whereas for controls
(n = 249), only 13% have high expression in
brain (P = 3.8 × 10–4, Fisher’s exact test). When
we examined genes with low or no expression
in brain tissues, we did not observe significant
differences (13). Further, when we made the
threshold used to identify misregulated genes
more stringent, we found that enrichment of
ASD-related functions was amplified (Fig. 7C).
These results open the door to discovering new
genetic determinants of ASD and also suggest
that more generally, our splicing model can be
used to sift through variants to support precision
medicine and whole-genome variant studies.
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Fig. 7. Splicingmisregulation in individuals with autism. (A) Genes containing at least one SNV that the computational model predicts will cause decreased
exon inclusion were identified in five autism spectrum disorder (ASD) cases and 12 controls by thresholding DC using either the 2nd or 3rd percentile of DC for
SNPs. (B) Genes that our method predicts are misregulated in ASD cases more frequently have high expression in brain tissues than in control cases. (C) The
effect of varying the threshold on DC, and thus the number of case and control genes, on the odds ratio for the enrichment of central nervous system
development genes (GO:0007417); in all cases, P < 0.05.

Fig. 8. Misregulated genes and functional categories enriched in individuals with autism. Gene
Ontology and pathway categories that are enriched (P ≤ 0.01, Fisher’s exact test) in misregulated genes
fromASDcases relative to controlswere identified (n= 18), alongwith the corresponding set of genes from
ASD cases. Each gene set is shown as a red or pink dot, depending on whether the 2nd- or 3rd-percentile
threshold was used for detection (Fig. 7A), and size is proportional to the number of genes in the set. Edge
thickness indicates the fraction of genes shared between two sets.Groups of functionally related gene sets
are highlighted by blond discs.The names of novel genes that are not already implicated in ASD and have
neural-related phenotypes are shown in black, the names of genes already implicated in ASD are in red,
and other gene names are in pale blue. If a gene is inmultiple categories, the numberof categories is shown
in superscript; genes in which a stop codon is introduced by the SNVare labeled “s.”
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We tested Gene Ontology annotation and
pathway-based gene sets for enrichment in mis-
regulated genes; to account for biases such as
gene length, we tested the gene enrichment in
ASD genomes relative to control genomes. In-
terestingly, we found categories related to syn-
aptic transmission and to neuron projection
and growth (Fig. 8). Gene permutation analysis
shows that enrichment in neurodevelopmental
gene sets is significant (empirical false discovery
rate < 4%). In addition, repeating the analysis for
a subset of control genomes versus another sub-
set of control genomes did not produce any sig-
nificant results, and top-ranking gene sets were
not neurodevelopmental.
We found 39 genes with predicted splicing

alterations that are associated with at least one
enriched function, and we additionally priori-
tized 19 of these genes as more compelling ASD
disease candidates because they are known to
have neurological, neurobehavioral, or neuro-
developmental phenotypes in human [Human
Phenotype Ontology (HPO) and Online Mende-
lian Inheritance in Man (OMIM)] or mouse
[Mouse Genomics Informatics/Mammalian Phe-
notype Ontology (MGI/MPO)] (table S16). The
analysis reveals interesting candidates, and only
CTNND2 and PTEN have been previously im-
plicated or suggested to play a role in ASD
(35, 43). Our study suggests new candidate ASD
genes, including ALDH5A1,GLI2,GRIN1,KCNH3,
LAMA2, and NISCH, in addition to other pos-
sibilities. Our results are robust to choices made
in the analysis (13) and can be combined with
other approaches [e.g., (44)] to develop diagnos-
tic techniques.

Discussion

Our results from profiling the genome-wide
effects of more than 650,000 SNVs shed light
on how genetic variation affects splicing. Fur-
ther, our in-depth results from the analysis of
thousands of variations in diverse disorders, in-
cluding spinal muscular atrophy, nonpolyposis
colorectal cancer, and autism, exemplify thewide
range of applicability of our technique and pro-
vide insights into the genetic determinants of
these diseases.
In the context of precision medicine, the im-

portance of providing causal evidence for puta-
tive variants with the goal of avoiding the effects
of confounding factors, such as population strat-
ification, has recently been underscored (45, 46).
Theability of our computational technique [SPANR
(splicing-based analysis of variants); see (13)
and http://tools.genes.toronto.edu] to provide
regulatory evidence for a variant’s disruptiveness
is supported by accurate predictions for test se-
quences that were not used during training, dis-
crimination of disease variants even though the
model was not trained using disease labels, and
strong correlation between code-predicted changes
in splicing induced by mutations and experi-
mental data using minigene reporters.
Our approach contrasts with techniques that

use functional annotations of the genome (2, 8, 47),
tools that are trained using existing disease

annotations and thus suffer from overfitting
to known mutations or severe selection bias
(7–9, 48, 49); GWAS (50, 51); and expression-
based quantitative trait loci (QTL) (16, 52). To
compare our method with using functional ge-
nome annotations, we removed missense exonic
SNVs that may affect phenotype without chang-
ing splicing regulation, yielding 26,403 SNVs
that map to canonical Ensembl transcripts. At a
false positive rate of 0.1%, we found that scoring
SNVs by their overlap with functional annota-
tions detects 1.4% of disease variants, whereas our
method is 25 times as sensitive and detects 35.9%
of disease variants (13).
Relative to state-of-the-art methods that ex-

amine perturbations of motifs and genome an-
notations but do not account for changes in
gene regulation (48, 49), our method is nearly
10 times as sensitive in each of several sequence
regions (fig. S18). Our technique does not direct-
ly detect variants associated with a phenotype
of interest. However, when it is combined with
phenotype-matched genotype data such as those
generated by whole-genome sequencing, it can
detect variants relevant to phenotype, as dem-
onstrated by our autism analysis.
In contrast to GWAS (50), splicing QTL anal-

ysis (52), and other methods that use allele fre-
quencies within populations to score variants
(47), our technique does not directly depend on
allele frequencies. As demonstrated above, our
method can reliably detect rare and even spon-
taneous disease variants. To provide evidence
that our method is not dependent on allele
frequency, we separately analyzed rare variants
(0.1% < MAF < 1%), moderately common var-
iants (1% < MAF < 5%), and disease variants
[annotated in the Human Gene Mutation Data-
base (HGMD), mostly rare]. We found that the
disease variants have regulatory scores signifi-
cantly different from those of the rare and com-
mon variants, but the distribution of regulatory
scores is indistinguishable for rare and com-
mon variants (13). Furthermore, when we exam-
ined 15,386 disease variants and 1519 common
SNPs within intronic regions with moderate to
high conservation across vertebrates (PhastCons
score > 0.5), we found that our method more
accurately detects disease variants (P < 1 × 10–320,
KS test, 60.1%) than scoring them using conser-
vation (P = 2.2 × 10–166, KS test, 38.2%).
Our approach can be combined with population-

based methods so as to amplify their specificity
and identify causal variants in the context of
specific diseases, either by providing more re-
fined scores or by scoring variants in the same
linkage disequilibrium block as a GWAS- or
QTL-identified noncausal SNP. When we eval-
uated 453 splicing QTLs that were identified
using blood samples and the genotypes of 922
individuals (52), we found that a subset of
splicing QTLs had high regulatory scores, as
computed using our method, relative to those
of common SNPs in general (P = 4.2 × 10–10, KS
test, 15.4%).
Potential sources of prediction error include

unaccounted-for RNA features, inaccuracies in

computed features, imperfect modeling of splicing
levels, and limitations due to a focus on cassette
splicing. Even so, the method described here
performs well, as assessed both by validation
of splicing prediction using several diverse
sources of data and by its ability to detect disease
mutations.
We anticipate that it will be important to seek

regulatory models that encompass other major
steps in gene regulation, including chromatin
dynamics, transcription, polyadenylation,mRNA
turnover, protein synthesis, and protein stabi-
lization. These processes influence transcript
levels in a highly integrated manner within the
cell, so modeling them jointly should lead to
more accurate predictions. Moreover, evidence
suggests that DNA elements previously thought
to be pertinent to only one regulatory process
may in fact span several steps in the regulatory
chain. Examples include nucleosome position-
ing, epigenetic modifications, and chromatin in-
teractions (53).

Materials and methods

Details of all data sets, learning algorithms,
statistical analyses, experimental validation, and
Web tool implementation are provided in the
supplementary materials. In brief, the human
splicing code was assembled using 1393 care-
fully designed sequence features extracted from
each of the 10,689 alternatively spliced exons
and their correspondingC values profiled in 16
normal tissues from human BodyMap 2.0 (NCBI
GSE30611) RNA-seq data. The features of an exon
were extracted from its proximal genomic se-
quences, including exon and intron lengths, splice
site signals, counts of splicing factor motifs, tri-
nucleotide frequencies, retrovirus repeats, nu-
cleosome positioning, RNA secondary structures,
etc. The computational model was learned using
a Bayesian deep learning algorithm, with extreme
care exercised to prevent overfitting. Because the
model was built using the reference genome only,
its performance was first validated using held-out
data, including additional RNA-seq (54), RT-PCR,
RBP binding (14), and MBNL knockdown (15)
data sets. Themodel was further evaluated using
genome-wide SNVs, including common SNPs in
dbSNP135 (17), point mutations in HGMD (18),
and rare variants from ANNOVAR (55). Finally,
the splicing model was applied in three disease
studies: SMA, hereditary nonpolyposis colorectal
cancer, and ASD. A large amount of literature-
curated data from splicing assays was used to
validate our predictions for SMA and nonpoly-
posis colorectal cancer mutations, with additional
mutagenesis experiments carried out for SMA.When
applying our computational model to ASD, we per-
formedwhole-genome sequencing on fiveASD and
four control subjects (deposited at the European
Genome-Phenome Archive, www.ebi.ac.uk/ega,
with accession number EGAS00001000928). Our
SPANRWeb tool (http://tools.genes.toronto.edu)
is programmed in Python under the Flask Web
framework (http://flask.pocoo.org) andmakes use of
MongoDB (www.mongodb.org) and the Celery dis-
tributed task queue (http://celery.readthedocs.org).
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Heads-up limit hold’em poker is solved
Michael Bowling,1* Neil Burch,1 Michael Johanson,1 Oskari Tammelin2

Poker is a family of games that exhibit imperfect information, where players do not
have full knowledge of past events. Whereas many perfect-information games have
been solved (e.g., Connect Four and checkers), no nontrivial imperfect-information game
played competitively by humans has previously been solved. Here, we announce that
heads-up limit Texas hold’em is now essentially weakly solved. Furthermore, this
computation formally proves the common wisdom that the dealer in the game holds
a substantial advantage. This result was enabled by a new algorithm, CFR+, which
is capable of solving extensive-form games orders of magnitude larger than
previously possible.

G
ames have been intertwined with the ear-
liest developments in computation, game
theory, and artificial intelligence (AI). At
the very conception of computing, Babbage
had detailed plans for an “automaton”

capable of playing tic-tac-toe and dreamed of his
Analytical Engine playing chess (1). Both Turing
(2) and Shannon (3)—on paper and in hardware,
respectively—developed programs to play chess
as a means of validating early ideas in compu-
tation and AI. For more than a half century,
games have continued to act as testbeds for new
ideas, and the resulting successes have marked
important milestones in the progress of AI. Ex-
amples include the checkers-playing computer
program Chinook becoming the first to win a
world championship title against humans (4), Deep
Blue defeating Kasparov in chess (5), andWatson
defeating Jennings and Rutter on Jeopardy! (6).
However, defeating top human players is not the
same as “solving” a game—that is, computing a
game-theoretically optimal solution that is in-
capable of losing against any opponent in a fair
game. Notable milestones in the advancement of
AI have also involved solving games, for example,
Connect Four (7) and checkers (8).
Every nontrivial game (9) played competitively

by humans that has been solved to date is a
perfect-information game. In perfect-information
games, all players are informed of everything
that has occurred in the game before making a
decision. Chess, checkers, and backgammon
are examples of perfect-information games. In
imperfect-information games, players do not al-
ways have full knowledge of past events (e.g.,
cards dealt to other players in bridge and poker,
or a seller’s knowledge of the value of an item in
an auction). These games are more challenging,
with theory, computational algorithms, and in-
stances of solved games lagging behind results in
the perfect-information setting (10). And although

perfect information may be a common property
of parlor games, it is far less common in real-
world decision-making settings. In a conversa-
tion recounted by Bronowski, von Neumann, the
founder of modern game theory, made the same
observation: “Real life is not like that. Real life
consists of bluffing, of little tactics of deception,
of asking yourself what is the other man going to
think I mean to do. And that is what games are
about in my theory” (11).
Von Neumann’s statement hints at the quin-

tessential game of imperfect information: the
game of poker. Poker involves each player being
dealt private cards, with players taking struc-
tured turns making bets on having the strongest
hand (possibly bluffing), calling opponents’ bets,
or folding to give up the hand. Poker played an
important role in early developments in the field
of game theory. Borel’s (12) and von Neumann’s

(13, 14) foundational works were motivated by
developing a mathematical rationale for bluffing
in poker, and small synthetic poker games (15) were
commonplace inmany early papers (12, 14, 16, 17).
Poker is also arguably the most popular card
game in the world, with more than 150 million
players worldwide (18).
The most popular variant of poker today is

Texas hold’em. When it is played with just two
players (heads-up) and with fixed bet sizes and a
fixed number of raises (limit), it is called heads-
up limit hold’em or HULHE (19). HULHE was
popularizedby a series of high-stakes games chron-
icled in the book The Professor, the Banker, and the
Suicide King (20). It is also the smallest variant of
poker played competitively by humans. HULHE
has 3.16 × 1017 possible states the game can reach,
making it larger than Connect Four and smaller
than checkers. However, because HULHE is an
imperfect-information game,many of these states
cannot be distinguished by the acting player,
as they involve information about unseen past
events (i.e., private cards dealt to the oppo-
nent). As a result, the game has 3.19 × 1014

decision points where a player is required to
make a decision.
Although smaller than checkers, the imperfect-

information nature of HULHE makes it a far
more challenging game for computers to play
or solve. It was 17 years after Chinook won its
first game against world champion Tinsley in
checkers that the computer program Polaris
won the first meaningful match against profes-
sional poker players (21).Whereas Schaeffer et al.
solved checkers in 2007 (8), heads-up limit Texas
hold’empoker had remained unsolved. This slow
progress is not for lack of effort. Poker has been
a challenge problem for artificial intelligence,
operations research, and psychology, with work
going back more than 40 years (22); 17 years ago,
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Fig. 1. Portion of the
extensive-form game
representation of three-
card Kuhn poker (16).
Player 1 is dealt a queen
(Q), and the opponent is
given either the jack (J) or
king (K). Game states are
circles labeled by the
player acting at each state
(“c” refers to chance,
which randomly chooses
the initial deal). The
arrows show the events
the acting player can
choose from, labeled with
their in-game meaning.
The leaves are square
vertices labeled with the
associated utility for
player 1 (player 2’s utility
is the negation of player
1’s).The states connected by thick gray lines are part of the same information set; that is, player 1 cannot
distinguish between the states in each pair because they each represent a different unobserved card
being dealt to the opponent. Player 2’s states are also in information sets, containing other states not
pictured in this diagram.
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Koller and Pfeffer (23) declared, “We are no-
where close to being able to solve huge games
such as full-scale poker, and it is unlikely that we
will ever be able to do so.” The focus on HULHE
as one example of “full-scale poker” began in
earnest more than 10 years ago (24) and became
the focus of dozens of research groups and hob-
byists after 2006, when it became the inaugural
event in the Annual Computer Poker Competi-
tion (25), held in conjunction with the main con-
ference of the Association for the Advancement
of Artificial Intelligence (AAAI). This paper is the
culmination of this sustained research effort to-
ward solving a “full-scale” poker game (19).
Allis (26) gave three different definitions for

solving a game. A game is said to be ultraweakly
solved if, for the initial position(s), the game-
theoretic value has been determined; weakly
solved if, for the initial position(s), a strategy has
been determined to obtain at least the game-
theoretic value, for both players, under reason-
able resources; and strongly solved if, for all legal
positions, a strategy has been determined to ob-
tain the game-theoretic value of the position, for
both players, under reasonable resources. In an
imperfect-information game, where the game-
theoretic value of a position beyond the initial
position is not unique, Allis’s notion of “strongly
solved” is not well defined. Furthermore, imperfect-
information games, because of stochasticity in
the players’ strategies or the game itself, typically
have game-theoretic values that are real-valued
rather than discretely valued (such as “win,” “loss,”
and “draw” in chess and checkers) and are only
achieved in expectation over many playings of
the game. As a result, game-theoretic values are
often approximated, and so an additional con-
sideration in solving a game is the degree of ap-
proximation in a solution. A natural level of
approximation under which a game is essentially
weakly solved is if a human lifetime of play is not
sufficient to establish with statistical significance
that the strategy is not an exact solution.
In this paper, we announce that heads-up limit

Texas hold’em poker is essentially weakly solved.
Furthermore, we bound the game-theoretic val-
ue of the game, proving that the game is a win-
ning game for the dealer.

Solving imperfect-information games

The classical representation for an imperfect-
information setting is the extensive-form game.
Here, the word “game” refers to a formal model
of interaction between self-interested agents and
applies to both recreational games and serious
endeavors such as auctions, negotiation, and se-
curity. See Fig. 1 for a graphical depiction of a
portion of a simple poker game in extensive
form. The core of an extensive-form game is a
game tree specifying branches of possible events,
namely player actions or chance outcomes. The
branches of the tree split at game states, and
each is associated with one of the players (or
chance) who is responsible for determining the
result of that event. The leaves of the tree sig-
nify the end of the game and have an associated
utility for each player. The states associated with

a player are partitioned into information sets,
which are sets of states among which the acting
player cannot distinguish (e.g., corresponding to
states where the opponent was dealt different
private cards). The branches from states within
an information set are the player’s available ac-
tions. A strategy for a player specifies for each
information set a probability distribution over
the available actions. If the game has exactly
two players and the utilities at every leaf sum to
zero, the game is called zero-sum.
The classical solution concept for games is a

Nash equilibrium, a strategy for each player such
that no player can increase his or her expected
utility by unilaterally choosing a different strat-
egy. All finite extensive-form games have at least
one Nash equilibrium. In zero-sum games, all
equilibria have the same expected utilities for
the players, and this value is called the game-
theoretic value of the game. An e-Nash equilib-
rium is a strategy for each playerwhere no player
can increase his or her utility by more than e by
choosing a different strategy. By Allis’ categories,
a zero-sum game is ultraweakly solved if its game-
theoretic value is computed, and weakly solved if
a Nash equilibrium strategy is computed.We call
a game essentially weakly solved if an e-Nash
equilibrium is computed for a sufficiently small e
to be statistically indistinguishable from zero in
a human lifetime of played games. For perfect-
information games, solving typically involves a
(partial) traversal of the game tree. However,
the same techniques cannot apply to imperfect-
information settings. We briefly review the ad-
vances in solving imperfect-information games,
benchmarking the algorithms by their progress
in solving increasingly larger synthetic poker
games, as summarized in Fig. 2.

Normal-form linear programming

The earliest method for solving an extensive-
form game involved converting it into a normal-
form game, represented as a matrix of values
for every pair of possible deterministic strategies
in the original extensive-form game, and then

solving it with a linear program (LP). Unfor-
tunately, the number of possible deterministic
strategies is exponential in the number of infor-
mation sets of the game. So, although LPs can
handle normal-formgameswithmany thousands
of strategies, even just a few dozen decision
pointsmakes thismethod impractical. Kuhnpoker,
a poker game with three cards, one betting round,
and a one-bet maximum having a total of 12 in-
formation sets (see Fig. 1), can be solved with this
approach. But even Leduc hold’em (27), with six
cards, two betting rounds, and a two-bet maxi-
mum having a total of 288 information sets, is
intractable, having more than 1086 possible de-
terministic strategies.

Sequence-form linear programming

Romanovskii (28) and later Koller et al. (29, 30)
established the modern era of solving imperfect-
information games, introducing the sequence-
form representation of a strategy. With this sim-
ple change of variables, they showed that the
extensive-form game could be solved directly as
an LP, without the need for an exponential con-
version to normal form. Sequence-form linear
programming (SFLP) was the first algorithm to
solve imperfect-information extensive-form games
with computation time that grows as a polyno-
mial of the size of the game representation. In
2003, Billings et al. (24) applied this technique to
poker, solving a set of simplifications of HULHE
to build the first competitive poker-playing pro-
gram. In 2005, Gilpin and Sandholm (31) used
the approach along with an automated tech-
nique for finding game symmetries to solve Rhode
Island hold’em (32), a synthetic poker game with
3.94 × 106 information sets after symmetries are
removed.

Counterfactual regret minimization

In 2006, the Annual Computer Poker Competi-
tion was started (25). The competition drove ad-
vancements in solving larger and larger games,
with multiple techniques and refinements being
proposed in the years that followed (33, 34). One
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Fig. 2. Increasing sizes of imperfect-information games solved over time measured in unique
information sets (i.e., after symmetries are removed).The shaded regions refer to the technique used
to achieve the result; the dashed line shows the result established in this paper.
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of the techniques to emerge, and currently the
most widely adopted in the competition, is
counterfactual regret minimization (CFR) (35).
CFR is an iterative method for approximating
a Nash equilibrium of an extensive-form game
through the process of repeated self-play between
two regret-minimizing algorithms (19, 36). Regret
is the loss in utility an algorithm suffers for not
having selected the single best deterministic
strategy, which can only be known in hindsight.
A regret-minimizing algorithm is one that guar-
antees that its regret grows sublinearly over
time, and so eventually achieves the same utility
as the best deterministic strategy. The key in-
sight of CFR is that instead of storing and
minimizing regret for the exponential number
of deterministic strategies, CFR stores and min-
imizes a modified regret for each information
set and subsequent action, which can be used
to form an upper bound on the regret for any
deterministic strategy. An approximate Nash
equilibrium is retrieved by averaging each play-
er’s strategies over all of the iterations, and the
approximation improves as the number of itera-
tions increases. The memory needed for the al-
gorithm is linear in the number of information
sets, rather than quadratic, which is the case for
efficient LP methods (37). Because solving large
games is usually bounded by available memory,
CFR has resulted in an increase in the size of
solved games similar to that of Koller et al.’s
advance. Since its introduction in 2007, CFR has
been used to solve increasingly complex simpli-
fications of HULHE, reaching as many as 3.8 ×
1010 information sets in 2012 (38).

Solving heads-up limit hold’em

The full game of HULHE has 3.19 × 1014 infor-
mation sets. Even after removing game symme-
tries, it has 1.38 × 1013 information sets (i.e., three
orders ofmagnitude larger thanpreviously solved
games). There are two challenges for established
CFR variants to handle games at this scale: mem-
ory and computation. During computation, CFR
must store the resulting solution and the accu-

mulated regret values for each information set.
Evenwith single-precision (4-byte) floating-point
numbers, this requires 262 TB of storage. Fur-
thermore, past experience has shown that in-
creasing the number of information sets by three
orders of magnitude requires at least three orders
of magnitude more computation. To tackle these
two challenges, we use two ideas recently pro-
posed by a coauthor of this paper (39).
To address the memory challenge, we store

the average strategy and accumulated regrets
using compression. We use fixed-point arith-
metic by first multiplying all values by a scaling
factor and truncating them to integers. The re-
sulting integers are then ordered to maximize
compression efficiency, with compression ratios
around 13-to-1 on the regrets and 28-to-1 on the
strategy. Overall, we require less than 11 TB of
storage to store the regrets and 6 TB to store the
average strategy during the computation, which
is distributed across a cluster of computation
nodes. This amount is infeasible to store in main
memory, and so we store the values on each
node’s local disk. Each node is responsible for a
set of subgames; that is, portions of the game
tree are partitioned on the basis of publicly ob-
served actions and cards such that each infor-
mation set is associated with one subgame. The
regrets and strategy for a subgame are loaded
fromdisk, updated, and saved back to disk, using
a streaming compression technique that decom-
presses and recompresses portions of the sub-
game as needed. By making the subgames large
enough, the update time dominates the total time
to process a subgame. With disk pre-caching, the
inefficiency incurred by disk storage is approxi-
mately 5% of the total time.
To address the computation challenge, we use

a variant of CFR called CFR+ (19, 39). CFR im-
plementations typically sample only portions of
the game tree to update on each iteration. They
also use regret matching at each information set,
which maintains regrets for each action and
chooses among actions with positive regret with
probability proportional to that regret. By con-

trast, CFR+ does exhaustive iterations over the
entire game tree and uses a variant of regret
matching (regret matching+) where regrets are
constrained to be non-negative. Actions that
have appeared poor (with less than zero regret
for not having been played) will be chosen again
immediately after proving useful (rather than
waiting many iterations for the regret to become
positive). Finally, unlike with CFR, we have em-
pirically observed that the exploitability of the
players’ current strategies during the computa-
tion regularly approaches zero. Therefore, we
can skip the step of computing and storing the
average strategy, instead using the players’ cur-
rent strategies as the CFR+ solution. We have
empirically observed CFR+ to require considera-
bly less computation, even when computing the
average strategy, than state-of-the-art sampling
CFR (40), while also being highly suitable for
massive parallelization.
Like CFR, CFR+ is an iterative algorithm that

computes successive approximations to a Nash
equilibrium solution. The quality of the approx-
imation can bemeasured by its exploitability: the
amount less than the game value that the strat-
egy achieves against the worst-case opponent
strategy in expectation (19). Computing the ex-
ploitability of a strategy involves computing this
worst-case value, which traditionally requires a
traversal of the entire game tree. This was long
thought to be intractable for games the size of
HULHE. Recently, it was shown that this calcu-
lation could be accelerated by exploiting the
imperfect-information structure of the game and
regularities in the utilities (41). This is the tech-
nique we use to confirm the approximation qual-
ity of our resulting strategy. The technique and
implementation has been verified on small games
and against independent calculations of the ex-
ploitability of simple strategies in HULHE.
A strategy can be exploitable in expectation

and yet, because of chance elements in the game
and randomization in the strategy, its worst-case
opponent still is not guaranteed to be winning
after any finite number of hands. We define a
game to be essentially solved if a lifetime of play
is unable to statistically differentiate it from be-
ing solved at 95% confidence. Imagine someone
playing 200 games of poker an hour for 12 hours
a day without missing a day for 70 years. Further-
more, imagine that player using the worst-case,
maximally exploitive, opponent strategy and
never making a mistake. The player’s total win-
nings, as a sum of many millions of independent
outcomes, would be normally distributed. Hence,
the observed winnings in this lifetime of poker
would be 1.64 standard deviations ormore below
its expected value (i.e., the strategy’s exploitabil-
ity) at least 1 time out of 20. Using the standard
deviation of a single game of HULHE, which has
been reported to be around 5 bb/g (big-blinds
per game, where the big-blind is the unit of
stakes in HULHE) (42), we arrive at a threshold
of (1.64 × 5)/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

200� 12� 365� 70
p

≈ 0.00105.
Therefore, an approximate solution with an ex-
ploitability less than 1 mbb/g (milli-big-blinds
per game) cannot be distinguished with high
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Fig. 3. Exploitability of the approximate solution with increasing computation. The exploitability,
measured in milli-big-blinds per game (mbb/g), is that of the current strategy measured after each
iteration of CFR+. After 1579 iterations or 900 core-years of computation, it reaches an exploitability of
0.986 mbb/g.
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confidence froman exact solution, and indeed has
a 1-in-20 chance ofwinning against its worst-case
adversary even after a human lifetime of games.
Hence, 1 mbb/g is the threshold for declaring
HULHE essentially solved.

The solution

Our CFR+ implementation was executed on a
cluster of 200 computation nodes each with 24
2.1-GHz AMD cores, 32 GB of RAM, and a 1-TB
local disk. We divided the game into 110,565
subgames (partitioned according to preflop bet-
ting, flop cards, and flop betting). The subgames
were split among 199 worker nodes, with one
parent node responsible for the initial portion
of the game tree. The worker nodes performed
their updates in parallel, passing values back to
the parent node for it to perform its update, taking
61 min on average to complete one iteration. The
computation was then run for 1579 iterations,
taking 68.5 days, and using a total of 900 core-
years of computation (43) and 10.9 TB of disk
space, including file system overhead from the
large number of files.
Figure 3 shows the exploitability of the com-

puted strategy with increasing computation. The
strategy reaches an exploitability of 0.986mbb/g,
making HULHE essentially weakly solved. Using
the separate exploitability values for each posi-
tion (as the dealer and nondealer), we get exact
bounds on the game-theoretic value of the game:
between 87.7 and 89.7 mbb/g for the dealer,
proving the common wisdom that the dealer
holds a substantial advantage in HULHE.
The final strategy, as a close approximation to

aNash equilibrium, can also answer some funda-
mental and long-debated questions about game-
theoretically optimal play in HULHE. Figure 4
gives a glimpse of the final strategy in two early
decisions of the game. Human players have dis-
agreed about whether it may be desirable to
“limp” (i.e., call as the very first action rather

than raise) with certain hands. Conventional
wisdom is that limping forgoes the opportunity
to provoke an immediate fold by the opponent,
and so raising is preferred. Our solution emphat-
ically agrees (see the absence of blue in Fig. 4A).
The strategy limps just 0.06% of the time and
with no hand more than 0.5%. In other situa-
tions, the strategy gives insights beyond conven-
tional wisdom, indicating areas where humans
might improve. The strategy almost never “caps”
(i.e., makes the final allowed raise) in the first
round as the dealer, whereas some strong human
players cap the betting with a wide range of
hands. Evenwhen holding the strongest hand—a
pair of aces—the strategy caps the betting less
than 0.01% of the time, and the hand most likely
to cap is a pair of twos, with probability 0.06%.
Perhaps more important, the strategy chooses to
play (i.e., not fold) a broader range of hands as
the nondealer than most human players (see the
relatively small amount of red in Fig. 4B). It is
also muchmore likely to re-raise when holding a
low-rank pair (such as threes or fours) (44).
Although these observations are for only one

example of game-theoretically optimal play (dif-
ferent Nash equilibria may play differently), they
confirm as well as contradict current human
beliefs about equilibria play and illustrate that
humans can learn considerably from such large-
scale game-theoretic reasoning.

Conclusion

What is the ultimate importance of solving
poker? The breakthroughs behind our result
are general algorithmic advances thatmake game-
theoretic reasoning in large-scale models of any
sort more tractable. And, although seemingly
playful, game theory has always been envisioned
to have serious implications [e.g., its early impact
on Cold War politics (45)]. More recently, there
has been a surge in game-theoretic applications
involving security, including systemsbeingdeployed

for airport checkpoints, air marshal scheduling,
and coast guard patrolling (46). CFR algorithms
based on those described above have been used
for robust decision-making in settings where
there is no apparent adversary, with potential
application tomedical decision support (47). With
real-life decision-making settings almost always
involving uncertainty and missing information,
algorithmic advances such as those needed to
solve poker are the key to future applications.
However, we also echo a response attributed to
Turing in defense of his own work in games: “It
would be disingenuous of us to disguise the fact
that the principal motive which prompted the
work was the sheer fun of the thing” (48).
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BATTERIES

In situ visualization of Li/Ag2VP2O8
batteries revealing rate-dependent
discharge mechanism
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The functional capacity of a battery is observed to decrease, often quite dramatically, as
discharge rate demands increase. These capacity losses have been attributed to limited ion
access and low electrical conductivity, resulting in incomplete electrode use. A strategy to
improve electronic conductivity is the design of bimetallic materials that generate a silver matrix
in situ during cathode reduction. Ex situ x-ray absorption spectroscopy coupled with in situ
energy-dispersive x-ray diffraction measurements on intact lithium/silver vanadium diphosphate
(Li/Ag2VP2O8) electrochemical cells demonstrate that the metal center preferentially reduced
and its location in the bimetallic cathode are rate-dependent, affecting cell impedance.
This work illustrates that spatial imaging as a function of discharge rate can provide needed
insights toward improving realizable capacity of bimetallic cathode systems.

F
ollowing the introduction of lithium iron
phosphate (1), polyanion framework mate-
rials have emerged as a cathode class of
interest due to increased thermal stability
and higher operating voltage relative to

oxides. Materials with multiple metal centers—
such as LiCo1/3Mn1/3Ni1/3O2 (2), LiMn0.15Fe0.85PO4

(3), and LiNi0.5Mn1.5O4 (4), as well as numerous
bimetallic sulfates (5, 6)—are being explored for
use in high-voltage electrodes; however, high elec-
tronic resistance and low volumetric capacity are
two inherent limitations that have been observed
in these materials. Various strategies have been
implemented to facilitate ion access through the
use of nanosized materials and for mitigation of
resistance on a practical level, including intimate
mixing or coatingwith conductive carbon (7). Sub-

stantial gains in power output were achieved,
albeit at the expense of gravimetric and volumetric
energy density.
An alternate conceptual approach is the ra-

tional design of multifunctional bimetallic poly-
anion frameworkmaterials inwhich a redox active
center offering the opportunity for multiple elec-
tron reductions per formula unit (i.e., vanadium)
is used in conjunction with a redox active center
that reduces to form a conductive metal (i.e., sil-
ver) (8). Design of active cathodematerials that form
conductive networks in situ can reduce or poten-
tially eliminate the need for conductive additives
that do not add to the capacity of the cell and re-
quire additional processing, thereby providing a
greater overall energydensity.One such polyanionic
material, silver vanadiumdiphosphate (Ag2VP2O8),
displays a reduction displacement mechanism (9)
in which both vanadium and silver are reduced
during the discharge process. The overall reduc-
tion processes can be expressed as Ag2V

4+P2O8 +
(x+y)Li0 → Lix+yAg2–yV

(4–x)+P2O8 + yAg0.
Here we seek to determine the effect that dis-

charge rate has on the discharge mechanism, in-
cluding homogeneity and spatial distribution of
dischargedmaterial in the cathode.Determination
of the discharge conditions yielding an optimal
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conductive matrix (i.e., uniformly distributed
throughout the cathode) is expected to improve
the realizable capacity by using the entire cath-
ode. The first task in this regard is identification
of an appropriate marker to track the discharge
process. The Ag0 metal product formed upon
discharge is a strong x-ray scatterer, and as such
its presence can be detected in small amounts
(10, 11). In previous studies, it was shown that pure
Ag2VP2O8 cathodes free from binders and conduc-
tive additives can be discharged, facilitating direct
interrogation of the progress of the active material
reduction process via tracking of silver metal as a
reduction product by using thick cathode pellets
(0.5 mm) to enable spatial visualization of the dis-
charge progress within an active electrode (12).
This study explores the effect of discharge rate
and combines spatially resolved in situ energy-
dispersive x-ray diffraction (EDXRD) data with
ex situ x-ray absorption spectroscopy (XAS) mea-
surements to elucidate the conditions underwhich
amore optimal conductive network canbe formed.
We will show that these techniques offer an ap-

proach for the exploration of active materials by
providing information about the redoxmechanism
as well as the location of the reactivity within the
electrode. These techniques could be applied to
other bimetallic electrode materials for which
the rate of dischargemay influence the reduction
mechanism and affect its performance.
Li/Ag2VP2O8 cells were discharged at C/168,

C/608, and C/1440 rates (fig. S1). The fastest dis-
charge rate (C/168, 7-day) was used to provide a
condition with notable evidence of polarization,
whereas the slower rates (C/608, 25-day; C/1440,
60-day) were used to provide conditions with re-
duced polarization. It is noted that higher bat-
tery volumetric energy density can be achieved
through the use of thicker cathodes andminimiz-
ing inert components. Thus, appropriate discharge
rates were selected for this high-capacity cell de-
sign containing pure Ag2VP2O8 cathodes free from
binders and conductive additives. The ac imped-
ance results further highlight the effect of dis-
charge rate (table S1), with details concerning the
equivalent circuit fits provided in the supplemen-

tary materials and methods. The ac impedance
data was fit to the equivalent circuit pictured
in fig. S2. Upon partial discharge [0.5 electron
equivalents (elec. equiv.)], the value of the charge
transfer resistance (Rct) decreases by more than
three orders of magnitude, from ~1 megohm in
the nondischarged cell to <10 kilohm for the cells
discharged at C/168 and C/1440. However, when
comparing the fast-discharged (C/168) and slow-
discharged (C/1440) cells, Rct is three times high-
er in the cell discharged at the faster rate at the
samedischarge level, indicating considerably higher
impedance resulting from the faster discharge rate.
Energy-dispersive x-ray diffraction can be used

to achieve spatial resolution of the electrochem-
ical reduction process within the electrode inside
an intact electrochemical cell. White-beam radia-
tion coupled with a synchrotron “wiggler” inser-
tion device emits high-energy radiation, which
can penetrate bulk engineeringmaterials such as
steel, enabling in situ measurement of conven-
tionally designed prototype and production-level
batteries (13) to obtain a tomographic profile as a
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Fig. 1. Experimental setup andEDXRD spectra resulting from in situmeasurements. EDXRD spectra obtained within three coin cells: (A) the nondischarged
cell, (B andC) two different locationswithin a cell discharged to 0.5 elec. equiv. at C/1440, and (D to F) three different locationswithin a cell discharged to 0.5 elec.
equiv. at C/168. Spectrawere obtained every 20 mmthrough the cathode; for clarity, only half of the scans are presented in the figure. Spectra toward the top of the
figure (red hues) were obtained within the side of the cathode closer to the stainless steel coil cell top, and spectra toward the bottom of the figure (black hues)
were obtained closer to the Li anode.
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function of both depth of discharge and spatial lo-
cation within the electrode (13, 14). In situ EDXRD
was measured at several x-direction locations
spaced 3 mm apart in several stainless steel coin
cellswithAg2VP2O8 cathodes discharged to 0.5 elec.
equiv. (Fig. 1). At each location, spectra were col-
lected in 20-mm increments through the thickness
of the electrode. For comparison, an as-prepared
(not discharged) cell was also analyzed byEDXRD.
The nondischarged cell shows a uniform dif-

fraction pattern throughout the cathode thick-
ness (Fig. 1A), with differences apparent only in
the first (black) scan [Ag(111) peak apparent at

1/d = 0.4239 Å (where d is the interplane spacing
in the crystal lattice)], indicating formation of
some Ag0 near the cathode surface at the side op-
posing the anode (12). The source of this diffraction
peak was further investigated. Previous studies of
bimetallic silver vanadium oxide materials have
shown that the silver ion can dissolve into the
electrolyte due to ion exchange and dissolution
(15). Once the silver ion is in solution, it migrates
to the anode surface and is reduced at the anode,
forming a silver metal layer. Thus, it is likely that
the silver metal that appears near the cathode
surface is actually located at the anode surface

and appears near the cathode surface due to a
small amount of cell tilt during the EDXRD
experiment. Ex situ analysis of the cathode of a
nondischarged cell showed small numbers of
dark spots on the surface where the inhomo-
geneous distribution of reduction products at the
cathode surface is identified with optical images
of cathode pellets (fig. S3). The presence of silver
metal could not be identified by ex situ x-ray
diffraction (XRD), providing further support that
the silvermetal observed near the cathode-anode
interface by EDXRD may be due to silver metal
deposited on the anode.

SCIENCE sciencemag.org 9 JANUARY 2015 • VOL 347 ISSUE 6218 151

Fig. 2. Intensities of Ag and Ag2VP2O8 and crystallite size of Ag as a function of beam position along the z direction. (A) Cathode discharged to 0.5
elec. equiv. at the faster rate (C/168).Three x-direction locations were measured (see schematic inset). arb., arbitrary units. (B) Cathode discharged to 0.5 elec.
equiv. at the slower rate (C/1440).Two locations along the xdirection weremeasured in this cell (see schematic inset). Error bars represent the uncertainty in the
fit (see supplementary materials).

Fig. 3. Ex situ XRD patterns of Ag2VP2O8 cathodes. (A) Spectra were obtained from cells discharged at the slower rate (C/1440) to 0.1 and 0.5 elec. equiv..
(B) Spectrawere obtained fromcells discharged at the faster rate (C/168). (C) Area of the Ag(111) peak and crystallite size, as determined by the peakwidth. Error
bars represent the uncertainty in the fit (see supplementary materials).

RESEARCH | REPORTS



The spectra for the two positions in the slower-
discharged cell (Fig. 1, B and C) are similar. The
Ag(111) peak intensity at 1/d = 0.4239 Å relative
to the intensity of the Ag2VP2O8 peaks is also
similar between the two positions. In contrast, at
the faster discharge rate (C/168), the intensity of
the Ag(111) peak varies greatly between the three
positions. At position 1 (Fig. 1D), the intensity
of the Ag peak is larger than that observed at
positions 2 (Fig. 1E) and 3 (Fig. 1F). To further
clarify this point, the intensities of several char-
acteristic peaks as a function of beam position
along the z direction for the slow- and fast-
discharged cells were determined (Fig. 2). Details
are provided in the supplementary materials and
methods section.
The three x-direction locations in the cell dis-

charged at the faster rate show a large spatial
distribution of silver (Fig. 2A): At location 1, the
intensity of the Ag(111) peak is higher than that
of the Ag2VP2O8 peak. At location 3, the inten-
sities are comparable, whereas at location 2, the
Ag(111) peak is absent through most of the bulk
of the cathode. The intensity of the Ag2VP2O8

peaks is also lower at location 1 than at locations
2and3, indicative of aheterogeneous (nonuniform)
discharge process under the higher (C/168) dis-
charge rate. In contrast, the results from the cell
discharged at the slower rate (Fig. 2B) show a
much more uniform discharge across the cath-
ode, with similar spatial distributions of Ag0 cor-
responding to comparable local depths of discharge.
This uniformity allows for a more complete dis-
charge of the activematerial by providing electron
access to more of the active material simulta-
neously, thereby increasing the functional capac-
ity of the cell.
The thickness of the cathode is uneven in the

cell discharged at the faster rate. From the onset
and offset of the Ag0 and Ag2VP2O8 intensities,
the cathode is ~60 mm (~10%) thicker at location
1 than it is at location 2, where location 1 shows
the lowest intensity of Ag0 through the thickness
of the cathode (Fig. 2A). Complete discharge from
Ag2VP2O8 to Li2VP2O8 (corresponding to total
replacement of Ag by Li) would result in >8%
decrease in the interlayer spacing, where micro-
scale particle fracture may result from the crys-
tallographic stress (9). Thus, we conclude that
the uneven swelling of the cathode is related to
the local depth of discharge (DOD), potentially
due to fracturing of the particles of Ag2VP2O8

as they discharge. In the cell discharged at the
slower rate, there is no difference in thickness
between the two positions, suggesting uniform
interlayer spacing through the active material
(Fig. 2B).
In every discharged cathode, the Ag(111) peak

ismuch broader than the nearby Ag2VP2O8 peaks,
indicative of small Ag particles on the order of
several nanometers (Fig. 1). The size of the Ag0

crystallites within the cathodes was determined
from the broadening of the Ag(111) peak by ap-
plying a derivation of the Scherrer equation in
reciprocal space (see supplementary materials
and methods for details). This derivation was in-
cluded as the Scherrer equation is typically used

for diffraction data collected at a fixed wave-
length, unlike the data reported here. In the cell
discharged at the slower rate, we determined that
the crystallite size was ~10 to 14 nm at both hori-
zontal locations and did not vary appreciably
through the thickness of the cathode (Fig. 2B).
In the cell discharged at the faster rate, however,
the crystallite size varied greatly between the three
locations: At location 1, the crystallites were ~5 nm,
whereas at location 2, there were crystallites larger
than 500 nm (Fig. 2A).
To complement these data, ex situ x-ray pow-

der diffraction spectra were acquired (Fig. 3).
During this process, the complete cathodes from
an as-prepared cell and cells tested to various
depths of discharge under slower (C/1440) and
faster (C/168) discharge rates were removed and
ground before measurement (see supplementary
materials and methods section for details).
The cathode that had not been discharged was

found to be pure Ag2VP2O8, with no Ag0 detected.
As the cells are discharged, the intensity of the

Ag2VP2O8 peaks decreases, indicating that the
activematerial becomes amorphous on discharge,
as determined by XRD (Fig. 3, A and B). Similar
results have been found in the related compounds
Ag2VO2PO4 (16), AgV2O5.5 (17), and Ag4V2O6F2
(18). Under both discharge rates, an increase in
the Ag(111) peak area was observed, consistent
with the formation of additional silver on dis-
charge (Fig. 3C). In the discharged materials, the
Ag0 crystallite size ranged from 5 to 20 nm, con-
sistent with the 7- to 8-nm crystallite size of Ag
nanoparticles found inpure, graphite-free cathodes
composed of the relatedmaterial Ag2VO2PO4 (8).
Under the slower discharge rate (C/1440), the
silver crystallite size remained constant in the cells
discharged to 0.1 and 0.5 elec. equiv., whereas
under the faster discharge rate, a measurable
decrease in average Ag crystallite size was ob-
served in the cells discharged to 0.1, 0.5, and 1.0
elec. equiv. Under the faster rate, we propose
that additional heterogeneous nucleation sites
are generated as a result of particle fracture upon
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Fig. 4. X-ray absorption (XAS) and fluorescence (XRF) measurements of partially discharged
Ag2VP2O8. Data in this figure are from cells discharged to 0.1 and 0.5 elec. equiv. at C/1440 (slow rate,
S) and 0.1, 0.5, and 1.0 elec. equiv. at C/168 (fast rate, F), as well as Ag2VP2O8 and Ag standards. (A)
Normalized absorption at the Ag K-edge. (B) Ag K-edge near-edge region. Arrows point to isosbestic
points supporting the existence of a two-phase system (Ag+ →Ag0). (C) Normalized fluorescence of V
K-edge. (Inset) Pre-edge peak showing no change in peak height or position until DOD reached 1.0 elec.
equiv. (D) Post-edge white line for normalized fluorescence data highlighting the dependence of the
shoulder feature on DOD and discharge rate. (Inset) Normalized fluorescence of theV K-edge.The dashed
box shows the region that is emphasized in the figure.
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local discharge of Ag2VP2O8 to Li2VP2O8. These
nucleation sites promote formation of additional
small silver crystallites, leading to a smaller av-
erage crystallite size for the overall population as
a function of discharge. In contrast, under the
slower rate, the material discharges more uni-
formly, with lower local stresses. Thus, a consist-
ent Ag0 crystallite size is observed throughout.
The ex situ XRD results also suggested a dif-

ference in dischargemechanism of the bimetallic
material due to a slight increase in the amount of
Ag0 present at the slower discharge rate than at
the faster discharge rate at the same depth of
discharge (Fig. 3C). To confirm these results the
relative amount of Ag0 and Ag+ and the ratio of
V3+/V4+ were measured in discharged cathodes
from cells discharged at three rates (C/168, C/608,
and C/1440) and were compared with as-formed
Ag2VP2O8 powder that was never placed in a cell
and Ag0 powder as references, using the oxidation
state–sensitive measurements of XAS at the Ag
K-edge and x-ray fluorescence spectroscopy (XRF)
at the V K-edge (Fig. 4).
As Ag2VP2O8 is discharged and Ag+ is reduced

to Ag0, more than eight discrete isosbestic points
can be observed in these spectra (Fig. 4, A and B).
These points are an indicator that the silver in
these pellets exists as a linear combination of
two states: octahedrally coordinated Ag+ found
in Ag2VP2O8 and metallic (BCC) Ag0 found in
silvermetal (19, 20). As asymmetry increased as a
function of oxidation state in vanadium oxides,
the intensity of the pre-edge peak for the VK-edge
(Fig. 4C) can be used to determine oxidation state
changes (21, 22). Because the V-O bond lengths in
Ag2VP2O8 are more anisotropic than those in
either V2O3 or VO2, the pre-edge peak intensity is
greater, and these materials cannot be used as
standards. Therefore, we compare only this peak
intensity among Ag2VP2O8 samples discharged
at different rates to look for small changes to the
oxidation state.We observe nomeasurable change
in the pre-edge peak intensity until a DOD of 1.0
elec. equiv., providing further evidence that at
low DOD, Ag+ reduces preferentially over V4+.

Another feature showing subtle changes with
discharge is the post-edge shoulder highlighted
in Fig. 4D. The post-edge peak (white line) has
been assigned as the 1s → 4p transition and the
shoulder as the 1s → 4p shakedown transition
(21, 22). In our data, we see the height of this
shoulder increasing as a function of DOD. Al-
though this is not an indicator of oxidation state,
shakedown transitions are associated with metal-
to-ligand charge transfer; thus, these changes to
the shoulder may be related to slight distortions
in the density of states near the vanadium atoms.
Previous studies have shown similar changes to
the white line/shoulder feature: One study of the
lithiation of LixV6O13 showed a similar feature
and assigned it to a possible ligand field splitting
effect (23). The height of the shoulder is greater
in cells discharged at the faster rate, indicating a
greater effect on the local vanadium environment.
Linear combination fitting (LCF) was applied

to the Ag and V K-edge data to gain additional
information regarding changes in oxidation state
as a function of discharge (Fig. 5). Because the
silver transitions directly between two states, the
ratio of Ag+ to Ag0 present in each sample could
be determined using nondischarged Ag2VP2O8

and an Ag foil as the end members in a linear
combination fit (Fig. 5A). To estimate the ratio of
V3+ to V4+, we used as-prepared Ag2VP2O8 as the
V4+ standard and Ag2VP2O8 discharged fully to 3
elec. equiv. at C/608 as the V3+ standard when
performing LCF on the V K-edge (Fig. 5B).
Linear combination fitting indicates that Ag+

begins to reduce even at the lowest DOD mea-
sured in this study and increases monotonically
as DOD increases (Fig. 5A). For cells discharged
at the slower rate, the linear combination fits
show a greater amount of Ag0 at the same DOD
compared with the cells discharged at the faster
rate, consistent with the observation of greater
Ag0 intensity by EDXRD in the slow-discharged
cell, particularly at the anode interface (Fig. 3). As
DOD increases, this difference becomes more
apparent; at 1 electron equivalent, there is twice
asmuch Ag0 in the cells discharged at the slower

rate. The Ag0 content of the cells discharged at
the two slower rates (C/608 and C/1440) is con-
sistent, as expected based on the overlapping
discharge curves (fig. S1). For the cells discharged
at C/608, the Ag0 content remains consistent be-
tween 2 and 3 elec. equiv., indicating that most of
the silver has reducedby 2 elec. equiv. of discharge.
AswithAg reduction, the amount of V3+ present

in the samples is comparable for the two slower
rates (C/608, C/1440) and is, as expected, lower
than the amount of V3+ in the cells discharged at
the faster rate (C/168) (Fig. 5B). There is a sharp
upturn in the amount of V3+ above 2 elec. equiv.,
consistent with our previous conclusion that
by 2 electrons equivalents, most of the Ag+ has
reduced and the remaining electrons must come
from V4+. Tabular LCF results are provided in the
supplementary materials (table S2).
Thus, two different reduction processes for the

multifunctional bimetallic Ag2VP2O8 cathode ma-
terial become apparent: Ag+ ions exit the struc-
ture and are reduced to Ag0, and V4+ is reduced to
V3+. Although at all discharge rates both reduction
processes occur, the ratio of the reduction of silver
to that of vanadium changes with discharge rate
where the reduction of Ag+ is favored by slower
discharge rates. The spatial distribution of Ag0 is
more uniform in the cell discharged at the slower
rate, indicating a comparatively even discharge
throughout the cathode with consistent Ag0 crys-
tallite size. In the cell discharged at the faster rate,
nonuniform reduction is observed with regions
of higher and lower local Ag0 content, leading to
more and less favorable electron conduction
pathways through the thickness of the cathode.
Upon further discharge, reduction will continue
to occur preferentially at these favorable locations
with enhanced electron access, with incomplete
use under high rate discharge as a consequence.
By combining in situ EDXRDwith ex situ XRD

and XAS measurements, we are able to visualize
the formation of the conductive silver matrix
within the Ag2VP2O8 electrode and elucidate a
rate-dependent dischargemechanism. The results
of this study show that by using lower current
densities early in the discharge of a multifunc-
tional bimetallic cathode–containing cell, it is
possible to preferentially form metallic silver that
ismore evenly distributed, resulting in the oppor-
tunity for more complete cathode use and higher
functional capacity. Thus, this approach can be
extended to other bimetallic and polyanionic elec-
trode materials to probe their discharge mecha-
nisms and spatially resolve changes as a function
of usage profile, providing the insight needed to
optimize these materials for their use in the next
generation of batteries.
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Assembly of micro/nanomaterials into
complex, three-dimensional architectures
by compressive buckling
Sheng Xu,1* Zheng Yan,1* Kyung-In Jang,1 Wen Huang,2 Haoran Fu,3,4

Jeonghyun Kim,1,5 Zijun Wei,1 Matthew Flavin,1 Joselle McCracken,6 Renhan Wang,1

Adina Badea,6 Yuhao Liu,1 Dongqing Xiao,6 Guoyan Zhou,3,7 Jungwoo Lee,1,5

Ha Uk Chung,1 Huanyu Cheng,1,3 Wen Ren,6 Anthony Banks,1 Xiuling Li,2 Ungyu Paik,5

Ralph G. Nuzzo,1,6 Yonggang Huang,3† Yihui Zhang,3,8† John A. Rogers1,2,6,9†

Complex three-dimensional (3D) structures in biology (e.g., cytoskeletal webs, neural circuits,
and vasculature networks) form naturally to provide essential functions in even the most basic
forms of life. Compelling opportunities exist for analogous 3D architectures in human-made
devices, but design options are constrained by existing capabilities in materials growth and
assembly. We report routes to previously inaccessible classes of 3D constructs in advanced
materials, including device-grade silicon.The schemes involve geometric transformation of 2D
micro/nanostructures into extended 3D layouts by compressive buckling. Demonstrations
include experimental and theoretical studies of more than 40 representative geometries, from
single and multiple helices, toroids, and conical spirals to structures that resemble spherical
baskets, cuboid cages, starbursts, flowers, scaffolds, fences, and frameworks, each with
single- and/or multiple-level configurations.

C
ontrolled formation of 3D functional meso-
structures is a topic of broad and increasing
interest, particularly in the past decade
(1–9). Uses of such structures have been
envisioned in nearly every type of micro/

nanosystem technology, including biomedical
devices (10–12), microelectromechanical com-
ponents (13, 14), photonics and optoelectronics
(15–17), metamaterials (16, 18–21), electronics
(22, 23), and energy storage (24, 25). Although
volumetric optical exposures (4, 6, 19), fluidic
self-assembly (3, 26, 27), residual stress-induced
bending (1, 13, 21, 28–31), and templated growth
(7, 8, 32) can be used to realize certain classes of
structures in certain types of materials, techniques
that rely on rastering of fluid nozzles or focused
beams of light provide the greatest versatility
in design (5, 6). The applicability of these latter
methods, however, only extends directly to ma-
terials that can be formulated as inks or pat-
terned by exposure to light or other energy
sources, and indirectly to those that can be depo-

sited onto or into sacrificial 3D structures formed
with these materials (5, 6, 18, 19). Integration of
more than one type of any material into a single
structure can be challenging. Furthermore, the
serial nature of these processes sets practical
constraints on operating speeds and overall ad-
dressable areas. These and other limitations stand
in stark contrast with the exceptional fabrica-
tion capabilities that exist for the types of planar
micro/nanodevices that are ubiquitous in state-
of-the-art semiconductor technologies. Routes
to 3D mesostructures that exploit this existing
base of competencies can provide options in high-
performance function that would otherwise be
unobtainable.
Methods based on residual stress-induced

bending are naturally compatible with mod-
ern planar technologies, and they offer yields
and throughputs necessary for practical appli-
cations. Such schemes provide access to only
certain classes of geometries, through either
rotations of rigid plates to yield tilted panels,

rectangular cuboids, pyramids, or other hollow
polyhedra, or rolling motions of flexible films
to form tubes, scrolls, or related shapes with
cylindrical symmetry [for reviews, see (1, 9, 13)].
Here, we present a different set of concepts in
which strain relaxation in an elastomeric sub-
strate simultaneously imparts forces at a col-
lection of lithographically controlled locations
on the surfaces of planar precursor structures.
The resulting processes of controlled, compres-
sive buckling induce rapid, large-area geometric
extension into the third dimension, capable of
transforming the most advanced functional ma-
terials and planar microsystems into mechan-
ically tunable 3D forms with broad geometric
diversity.
As a simple illustrative example, we present

results of finite-element analyses (FEAs) (33)
of the steps for assembly of a pair of 3D con-
ical helices made of monocrystalline silicon in
Fig. 1A. The process begins with planar micro/
nanofabrication of 2D filamentary serpentine
silicon ribbons (2 mm thick, 60 mm wide), with
spatial gradients in their arc radii. Lithograph-
ically defined exposure of these structures to
ozone formed using ultraviolet light creates
precisely controlled patterns of surface hydroxyl
terminations at strategic locations (red dots
in Fig. 1A) along their lengths. A soft silicone
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elastomer substrate (Dragon Skin; Smooth-On,
Easton, PA) that is uniaxially stretched to a large
level of prestrain (epre = DL/L, where DL is the
increase in length and is comparable to or larger
thanL; epre≈ 70% for the case shownhere) and is
then exposed to ozone to generate a uniform
coverage of surface hydroxyl groups serves as a
platform that guides the mechanical assembly
process. Transfer printing of the 2D serpentines
onto this surface leads to strong, spatially selective
bonding [work of adhesion >8 J/m2 (33)] via co-
valent linkages that form upon contact as a
result of condensation reactions at the regions
of the silicon that present hydroxyl groups (34, 35).
Comparatively weak van der Waals forces domi-
nate interfacial interactions at all other locations
[work of adhesion ~0.2 J/m2 (36)].
Allowing the substrate to return to its original

shape induces large compressive forces on the
serpentine precursors. Forces above a certain
threshold initiate a controlled buckling process
that lifts the weakly bonded regions of the ser-
pentines out of contact with the substrate sur-
face and, at the same time, induces spatially
dependent deformations (in terms of twisting
and bending) and in- and out-of-plane trans-
lations. The 3D structures involve a balance be-
tween the forces of adhesion to the substrate
and the strain energies of the bent, twisted rib-
bons. The latter (Wstrain) depends on the elastic
modulus (E) and the thickness (t) and lateral
dimension (w) of the ribbons via a simple
scaling law, Wstrain º Ewt3. The 3D structures
formed by these correlated motions represent
self-supporting frameworks that remain teth-
ered to the assembly platform at the covalent
bonding sites. This process leaves residual strains
in the substrate that are negligible everywhere
except for the immediate vicinity of these sites,
as well as strains in the silicon that are well
below fracture thresholds (Fig. 1A). This me-
chanically guided, deterministic process of geo-
metric transformation from 2D to 3D is governed
by (i) the 2D layout of the precursor materials,
their dimensions and mechanical properties; (ii)
the pattern of sites for selective bonding; and
(iii) the nature and magnitude of the prestrain
in the assembly platform. The resulting 3D struc-
tures differ qualitatively from surface buckling
or wrinkling patterns that can occur in thin films
[e.g., (37–39)]. Quantitative analysis captures all
of these aspects, as illustrated by the excellent
agreement between experiment and computation
in Fig. 1A and fig. S1. The coils shown here have
eight turns, with a pitch (i.e., dimension along x
axis) that varies gradually from~454mmto~817 mm,
awidth (i.e., dimension along y axis) from~252 mm
to ~474 mm, and a height (i.e., dimension along z
axis) from ~240 mm to ~459 mm. The relative dif-
ferences between the experimentally observed
structural geometries and those from FEA predic-
tions are <8.5%. See (33) and figs. S2 and S3 for
detailed materials and fabrication procedures.
With this scheme, diverse feature sizes andwide-

ranging geometries can be realized in many differ-
ent classes of materials. A simple case related
to that in Fig. 1A results from a precursor that
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Fig. 1. Process for deterministic assembly of 3D mesostructures of monocrystalline silicon from
2D precursors. (A) Finite-element analysis (FEA) results that correspond to the formation of 3D conical
helices from 2D filamentary serpentine ribbons of silicon bonded at selected points (red dots) to a stretched
slab of silicone elastomer. Compressive forces induced by relaxing the strain in the elastomer lead to coor-
dinated out-of-plane buckling, twisting, and translational motions in the silicon, yielding 3Dmesostructures.
The scanning electron microscope (SEM) images at the lower right show an experimental result. (B)
Schematic diagramof a 2D silicon precursor and its bonding sites (top), an SEM image of a single-helical coil
formed from this precursor (left), and corresponding FEA prediction (right). (C and D) Similar results for a
dual-helix coil (C) and a nested, coaxial pair of connected helical coils (D). (E) SEM image with overlaid FEA
prediction of helical coilswith right- and left-handed chirality, on the left and right sides of the dashed red line,
respectively. (F) SEM image with overlaid FEA prediction of structures whose chirality changes abruptly at
the locations defined by the dashed red line. (G) SEM images and FEA predictions of a complex 3D
mesostructure formed froma2Dprecursor that consists of closed-loop circular filamentary serpentines and
radially oriented ribbons, selectively bonded to a biaxially stretched elastomer substrate. In all cases, the
color in the FEA results corresponds to the maximum principal strains. Scale bars, 400 mm.
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consists of a 2D serpentine ribbon in a spatially
invariant periodic geometry (2 mm thick, 50 mm
wide; schematic top-view illustration in the upper
panel of Fig. 1B). Here, selective bonding to an
assembly platform that is strained uniaxially to
epre = 90% yields a uniform, single-helical coil
(Fig. 1B). The experimental results are in quanti-
tative agreement with FEA (Fig. 1B and fig. S4)
andwithanalytical parametric equationsdeveloped
by exploring key characteristics of the deformations
(33) (fig. S5). Suchmodels establish the relationship
between geometric configurations and epre, indi-

cating that the heights of the helices increase with
epre while the widths remain largely unchanged,
as might be expected. Modifying the structure of
the 2Dprecursorwithin this themewhile changing
the distribution of the bonding sites enables
access to dual helices (Fig. 1C), nested coaxial
structures (Fig. 1D), helices with opposite chirality
(Fig. 1E), and even structures whose chirality
changes abruptly at selected locations (Fig. 1F).
In all of the examples in Fig. 1, the maximum
principal strains in the silicon (from ~0.34% to
0.90%) occur at locations of large changes in

curvature. Computational models provide quan-
titative guidance in the selection of designs that
avoid strains at levels that could result in frac-
ture of the constituent materials, localized de-
formation, or self-contact. For simple cases, someof
these guidelines can be captured in analytical forms
(33) (fig. S6). In single helices, the maximum
strains increase linearly with both the thick-
nesses and widths of the 2D precursors, with
greater sensitivity to the thickness.
The assembled structures are not restricted

to geometries with axial symmetry. Joining
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Fig. 2. Experimental and com-
putational studies of various 3D
mesostructures and classifica-
tion according to their modes of
deformation. (A) Average curva-
ture components and mode ratio
of a 3D mesostructure (3D wavy
ribbon) that involves only bending,
as a function of prestrain in the
stretched assembly platform. (B)
Similar results for a 3D meso-
structure (3D single-helical coil)
that involves both bending and
twisting. Dots represent FEA
results; solid lines represent the
scaling law kbend; ktwistº

ffiffiffiffiffiffiffiffiffiffiffiffiffi

ecompr
p

.
The colors in the 3D FEA corre-
spond to the maximum principal
strains. (C and D) 2D precursors,
mode ratios, optical micrographs,
and FEA predictions for 18 3D
mesostructures that exhibit
bending-dominated modes (C)
and bending-twisting mixedmodes
(D). Scale bars, 200 mm.
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closed-form circular 2D serpentines with equally
biaxially stretched assembly platforms (fig. S7)
yields toroidal coils in isolation, in extended
arrays, or in nested configurations. Figure 1G
shows an elaborate 3D silicon mesostructure
that consists of a concentric pair of toroids, with
a separate hemispherical “cage” construct at the
center; the corresponding 2D precursor is shown
in fig. S8. The remarkably good agreement be-

tween experimental results and FEA predictions
for this highly complex architecture provides
further evidence of the fidelity of the assembly
process and the accuracy of the models. The re-
sult is a deterministic route to 3D mesostructures
with validated design tools that can assist in the
selection of 2D precursor geometries, bonding
sites, and stretching configurations for wide-
ranging classes of topologies and architectures.

Dozens of basic 3D shapes, each identified
with a descriptive name, are summarized in
Fig. 2. A quantitative classification scheme follows
from consideration of the buckling character-
istics. In general, motions of ribbon-type pre-
cursors (i.e., thickness t much smaller than
width w) are dominated by out-of-plane bending
and twisting deformations coupled with large-
scale translational motion (fig. S9). By compari-
son, in-plane bending is energetically unfavorable
because the corresponding stiffness (º w3t) is
much larger than that for out-of-plane bending
or twisting (º wt3). The magnitudes of bending
and twisting deformations can be quantified by
evaluating curvatures that are defined using a lo-
cal coordinate system (fig. S9). The bending and
torsional degrees of freedom of these developable
ribbons are constrained by the isometric nature
of the deformations (i.e., length invariant, as mea-
sured along the central axes of the ribbons) as-
sociated with formation of the 3D structures.
Buckling always involves considerable bending,

whereas the amount of twisting depends strong-
ly on the 2D structural details. One means of
classification relies on a quantity, R, defined by
the ratio of the average twisting curvature (ktwist)
to the average bending curvature (kbend), which
can be determined by FEA (33). A given 3D meso-
structure belongs to the bending-dominatedmode
when R, referred to as the mode ratio, is smaller
than a critical value (e.g., 0.2 for the present pur-
poses); otherwise, it belongs to the bending-
twisting mixed mode. Representative examples
presented in Fig. 2, A and B, fall into these two
different regimes: a 3D wavy ribbon (R = 0) and
a 3D helical coil (R = 0.82). The magnitudes of
both ktwist and kbend increase with compressive
strain (ecompr) applied to the 2D precursor, where
ecompr ¼ epre=ð1þ epreÞ. Quantitative analyses show
that both curvature components scale with the
square root of ecompr, thereby suggesting thatR is
independent of the compression level. This
finding applies to all of the 3D mesostructures
examined here, obtained with a diverse set of
topologies and formed on assembly platforms
with uniaxial as well as biaxial strains (Fig. 2, A
and B, and figs. S10 and S11).
The layout of the 2D precursor and the con-

figuration of the bonding sites both play crucial
roles in determining the final 3D geometry (Fig.
2, C and D). With the same 2D precursor (e.g., the
circular serpentine pattern or Kagome lattice), dif-
ferent distributions of bonding sites yield different
3D configurations, with widely varying values of
R. By comparison to these two factors, the cross-
sectional dimensions (i.e., w and t) of the pre-
cursor have minor effect. For 3D mesostructures
that exhibit a bending-dominated mode (e.g., the
flower and two-layer flower of Fig. 2C), R is insen-
sitive to changes in the width or thickness (fig. S12).
For bending-twisting mixed modes (e.g., straight
helix in Fig. 1B and circular helix III in Fig. 2D),
the width and thickness can lead to changes in
R, but with magnitudes insufficient to induce a
transition into the bending-dominated mode.
Multiple, hierarchical scales of buckling are also

possible with the appropriate choice of design.
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Fig. 3. 3D mesostructures with multilevel configurations and/or extended network architec-
tures. (A) 2D precursors, FEA predictions, and optical micrographs for six 3D mesostructures that have
double- or triple-level configurations. (B) Distributed 3D mesoscale networks comprising interconnected
collections of the 3D structures in Figs. 2 and 3A. Scale bars, 200 mm (A), 400 mm (B).
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Examples of 3D mesostructures that have multi-
level constructions in the out-of-plane direction
are presented in Fig. 3A. Such layouts can be
achieved by adding filamentary ribbons to 2D
precursors that yield single-level 3D shapes like
those of Fig. 2. In the most extreme examples,
these additional ribbons connect the precursor
structures together at regions where the assem-
bly process would otherwise yield the maximum
out-of-plane displacements.Upon release of strain
in the assembly platform, these ribbons—such as
those that form the cross in the double-floor
tent structure, the array of vertical ribbons in the
peacock and gallery structures, or the horizon-
tally aligned serpentine ribbons in the double-
floor helix structure—undergo an additional level
of buckling to form an elevated “second floor”
suspended above the reach of buckling that
represents the “first floor.” This process substan-
tially extends the maximum elevation above the
substrate, thereby enhancing the 3D nature of
the system. The triple-floor building structure
provides a specific example. Here, the maximum
out-of-plane displacement is ~1 mm for assembly
using a biaxial prestrainof ~100%. This distance is
up to ~2 times the maximum in-plane extent
along the narrow dimension of the central part of
the supporting structure.
The 3D mesostructures shown in Figs. 2 and

3A can be viewed as building blocks to yield
large-scale, interconnected 3D mesoscale net-
works. The examples in Fig. 3B follow from re-
peating, mixing, joining, and/or nesting of these
building blocks. The top frame shows an 8 × 8
array of the double-floor helix structure that
consists of eight evenly spaced helices on the
first floor and another eight helices, with the
axial direction rotated by 90°, on the second
floor (fig. S13). The lower left panel of Fig. 3B
illustrates a 5 × 5 array of the 3D tent struc-
ture with a spatial gradient in the height, such
that the largest tent appears at the center and
smaller ones reside at the outermost peripheral
regions. To its right is a dual, nested 3D flower
structure with a fourfold symmetric toroid at
the center. The rightmost example corresponds
to a mixed array consisting of four regular table
structures, four tilted tables, four tents, and one
double-floor tent at the center. Some other 3D
mesostructures (e.g., raised ring, scaffold, toroid
inside a flower, nested box, etc.) appear in fig.
S14. These networks exhibit geometries that
agree quantitatively with FEA predictions. An
important point is that all 3D mesostructures—
even those with the highest complexity and
largest extent in the out-of-plane direction—are
deterministic and form consistently into unique
geometries because the strain energies of the
first-order buckling modes (i.e., energetically the
most probable configuration) are lower than
those of all other modes by approximately a fac-
tor of 2 or more (fig. S15).
Summarized in Fig. 4A and fig. S16 are results

that illustrate the applicability of this assembly
approach to additional classes of materials, in-
cluding metals (e.g., Ni), dielectrics (e.g., poly-
imide and epoxy), and patterned combinations

of these, in polycrystalline and amorphous forms.
Submicrometer features are also possible, as dem-
onstrated in a “starfish” framework that in-
corporates silicon ribbons with widths of 800 nm
and thicknesses of 100 nm (Fig. 4B). Two more
examples of submicrometer features are pro-
vided in fig. S17. Here, the large differences in
contact areas between the filaments and the
bonding sites provide the necessary contrast in
adhesion. The same strategy also enables the
assembly of micrometer-sized 3D silicon fea-
tures with ribbon widths of 3 mm and thick-
nesses of 300 nm (fig. S18). In these and all

other cases, mechanical strain applied to the
assembly platforms can affect reversible, con-
trolled changes in the geometries of the sup-
ported structures, thereby providing tunable 3D
configurations. The results in Fig. 4C show top
and angled views of the influence of uniaxial
tensile deformation (50%) on a structure with a
variant of the starfish layout, in which all six
tip corners serve as sites for bonding. Overlaid
FEA results exhibit quantitative agreement with
the observed geometries. Results in fig. S19
demonstrate that the 3D mesostructures are
bendable and can be placed on curved surfaces.
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Fig. 4. 3D structures with various material compositions and feature sizes, and results for electrical
behaviors in a tunable 3D toroidal inductor. (A) Experimental images and overlaid FEA predictions of 3D
mesostructures made of metal (Ni), polymer [photodefinable epoxy (SU8) and polyimide (PI)], and
heterogeneous combinations of materials (Au and SU8). Scale bars, 500 mm. (B) 3D mesostructures of
silicon with lateral dimensions and thicknesses in the submicrometer regime, with overlaid FEA predictions.
Scale bars, 5 mm. (C) 3Dmesostructure of silicon in its as-fabricated state (left column) and in a configuration
that results fromuniaxially stretching the substrate (right column), all with overlaid FEApredictions. Scale bars,
50 mm. (D) Measured and computed frequency dependence of the inductance and the Q factor of a single 3D
toroidal inductormechanically configured into two different shapes by partial (21%, in an absolute sense, of an
original prestrain of 54%; blue) and then complete release of prestrain (red), along with the corresponding 2D
precursor (green) as reference.The panels on the right show simulated magnetic field distributions of these
structures for feed-in power of 1 W.The arrows indicate direction and their colors indicate magnitude.
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The ability to naturally integrate state-of-the-
art electronic materials and devices represents
an essential, defining characteristic of these ap-
proaches. A mechanically tunable inductor based
on a 3D toroidal structure with feed and ground
lines, all constructed with polyimide encapsu-
lation (1.2 mm) and Ni conducting layers (400 nm),
provides an example. Here, the geometry is
similar to the “circular helix III” in Fig. 2D, with
the addition of contact pads located at the pe-
riphery for electrical probing. The graph of Fig.
4D shows measurements and modeling results
for the frequency dependence of the inductance
and the quality (Q) factor for a 2D closed-loop
serpentine precursor and a single 3D toroid
structure in two different mechanically adjusted
configurations. In both cases, the 3D cage struc-
ture enhances the mutual inductance between
adjacent twisted turns. The maximum Q factors
and resonant frequencies increase systematical-
ly from 1.7 to 2.2 GHz and from 6.8 to 9.5 GHz,
respectively, as the structure transforms from
2D to two distinct 3D shapes associated with par-
tial release (about half of the total initial prestrain
of 54%) and then complete release of the prestrain.
These trends arise from a systematic reduction in
substrate parasitic capacitance with increasing
three-dimensional character (40). The measured
results correspond well to modeling that in-
volves computation of the electromagnetic prop-
erties associated with the predicted 3D structure
geometries from FEA, as shown in the right
panels of Fig. 4D [see (33) and figs. S20 to S23].
The ideas presented here combine precise,

lithographic control of the thicknesses, widths,
and layouts of 2D structures with patterned
sites of adhesion to the surfaces of high-elongation
elastomer substrates to enable rapid assembly of
broad classes of 3D mesostructures of relevance
to diverse microsystem technologies. The process,
which can be implemented with any substrate
that is capable of controlled, large-scale dimen-
sional change, expands and complements the
capabilities of other approaches in 3D materials
assembly. Compatibility with the most advanced
materials (e.g., monocrystalline inorganics), fab-
rication methods (e.g., photolithography), and
processing techniques (e.g., etching, deposition)
that are available in the semiconductor and pho-
tonics industries suggest many possibilities for
achieving sophisticated classes of 3D electronic,
optoelectronic, and electromagnetic devices.
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Electronic dura mater for long-term
multimodal neural interfaces
Ivan R. Minev,1* Pavel Musienko,2,3* Arthur Hirsch,1 Quentin Barraud,2

Nikolaus Wenger,2 Eduardo Martin Moraud,4 Jérôme Gandar,2 Marco Capogrosso,4
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Qihan Liu,5 Natalia Pavlova,2,3 Simone Duis,2 Alexandre Larmagnac,6 Janos Vörös,6

Silvestro Micera,4,7 Zhigang Suo,5 Grégoire Courtine,2†‡ Stéphanie P. Lacour1†‡

The mechanical mismatch between soft neural tissues and stiff neural implants hinders the
long-term performance of implantable neuroprostheses. Here, we designed and fabricated
soft neural implants with the shape and elasticity of dura mater, the protective membrane
of the brain and spinal cord. The electronic dura mater, which we call e-dura, embeds
interconnects, electrodes, and chemotrodes that sustain millions of mechanical stretch
cycles, electrical stimulation pulses, and chemical injections. These integrated modalities
enable multiple neuroprosthetic applications. The soft implants extracted cortical states in
freely behaving animals for brain-machine interface and delivered electrochemical spinal
neuromodulation that restored locomotion after paralyzing spinal cord injury.

I
mplantable neuroprostheses are engineered
systems designed to study and treat the in-
jured nervous system. Cochlear implants
restore hearing in deaf children, deep brain
stimulation alleviates Parkinsonian symptoms,

and spinal cord neuromodulation attenuates
chronic neuropathic pain (1). New methods for
recording andmodulation of neural activity using
electrical, chemical, and/or optical modalities
open promising therapeutic perspectives for neu-
roprosthetic treatments. These advances have
triggered the development of myriad neural tech-
nologies to design multimodal neural implants
(2–5). However, the conversion of these sophis-
ticated technologies into implantsmediating long-
lasting therapeutic benefits has yet to be achieved.
A recurring challenge restricting long-term bio-
integration is the substantial biomechanical mis-
match between implants and neural tissues (6–8).

Neural tissues are viscoelastic (9, 10) with elastic
and shear moduli in the 100- to 1500-kPa range.
They are mechanically heterogeneous (11, 12)
and endure constant body dynamics (13, 14). In
contrast, most electrode implants—even thin,
plastic interfaces—present high elasticmoduli in
the gigapascal range, thus are rigid compared
to neural tissues (3, 15). Consequently, their sur-
gical insertion triggers both acute and long-term
tissue responses (6–8, 14). Here, we tested the
hypothesis that neural implants withmechanical
properties matching the statics and dynamics of
host tissues will display long-term biointegration
and functionality within the brain and spinal cord.
We designed and engineered soft neural inter-

faces that mimic the shape and mechanical be-
havior of the dura mater (Fig. 1, A and B, and fig.
S1). The implant, which we called electronic dura
mater or e-dura, integrates a transparent silicone
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substrate (120 mm in thickness), stretchable gold
interconnects (35 nm in thickness), soft electrodes
coatedwith a platinum-silicone composite (300 mm
in diameter), and a compliant fluidic microchan-
nel (100 mm by 50 mm in cross section) (Fig. 1, C
and D, and figs. S2 to S4). The interconnects and
electrodes transmit electrical excitation and trans-
fer electrophysiological signals. The microfluidic
channel, termed chemotrode (16), delivers drugs
locally (Fig. 1C and fig. S4). The substrate, encap-
sulation, and microchannel silicone layers are
preparedwith soft lithography and assembled by
covalent bonding following oxygen plasma activa-
tion (Fig. 1D and fig. S2). Interconnects are ther-
mally evaporated through a stencilmask,whereas
electrodes are coated with the soft composite by
screen-printing (fig. S2). Microcracks in the gold
interconnects (17) and soft platinum-silicone com-
posite electrodes confer exceptional stretchability
to the entire implant (Fig. 1D and movie S1).
Most implants used experimentally or clin-

ically to assess and treat neurological disorders
are placed above the dura mater (15, 18–20). The
compliance of the soft implant enables surgical
insertion below the dura mater through a small
opening (Fig. 1, A and C, and fig. S5). This location
provides an intimate interface between electrodes
and targeted neural tissues (Fig. 1E) and allows
direct delivery of drugs into the intrathecal space.
To illustrate these properties, we fabricated im-
plants tailored to the spinal cord, one of themost
demanding environments of the central nervous
system. We developed a vertebral orthosis to
secure the connector (Fig. 1F) and dedicated
surgical procedures for subdural implantation
(fig. S5). The soft implant smoothly integrated
the subdural space along the entire extent of
lumbosacral segments (2.5 cm in length and
0.3 cm in width), conforming to the delicate
spinal neural tissue (Fig. 1, E and F).
We next tested the long-term biointegration of

soft implants compared to stiff, plastic implants
(6 weeks of implantation). A stiff implant was
fabricated by means of a 25-mm-thick polyimide
film, which corresponds to standard practices for
flexible neural implants (21) and is robust enough
to withstand the surgical procedure. Both types of
implants were inserted into the subdural space of
lumbosacral segments in healthy rats. A sham-
operated group of animals received the headstage,

connector, and vertebral orthosis but without
spinal implant.
To assess motor performance, we obtained

high-resolution kinematic recordings of whole-
bodymovement during basicwalking and skilled
locomotion across a horizontal ladder. In the
chronic stages, the behavior of rats with soft
implantswas indistinguishable from that of sham-
operated animals (Fig. 2A, fig. S6, and movie S2).
By contrast, rats with stiff implants displayed
significant motor deficits that emerged around
1 to 2 weeks after implantation and deteriorated
over time. They failed to accurately position their

paws onto the rungs of the ladder (Fig. 2A). Even
during basic walking, rats with stiff implants
showed pronounced gait impairments, including
altered foot control, reduced leg movement, and
postural imbalance (fig. S6).
The spinal cords were explanted after 6 weeks

of implantation. Both soft and stiff implants oc-
cupied the targeted location within the subdural
space. Minimal connective tissue was observed
around the implants. To evaluate potential mac-
roscopic damage to the spinal cord that may ex-
plainmotor deficits, we reconstructed the explanted
lumbosacral segments in three dimensions. A
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Fig. 1. Electronic dura mater, “e-dura,” tailored for the spinal cord. (A) Schematic cross section of
the vertebral columnwith the soft implant inserted in the spinal subdural space. (B) Strain-stress curves of
spinal tissues, duramater, and implant materials. Plastics (polyimide), silicone, and duramater responses
are experimental data. Spinal tissue response is adapted from the literature (see supplementary
materials). (C) Illustration of the e-dura implant inserted in the spinal subdural space of rats. (D) Optical
image of an implant, and scanning electron micrographs of the gold film and the platinum-silicone
composite. (E) Cross-section of an e-dura inserted for 6 weeks in the spinal subdural space. (F) Re-
constructed 3D micro–computed tomography scans of the e-dura inserted in the spinal subdural space
covering L2 to S1 spinal segments in rats.The scan was obtained in vivo at week 5 after implantation.

RESEARCH | REPORTS



cross-sectional circularity index was calculated
to quantify changes in shape. All the rats with
stiff implants displayed significant deformation
of spinal segments under the implant (P < 0.05,
Fig. 2B), ranging frommoderate to extreme com-
pression (fig. S7 and movie S2).
Neuroinflammatory responses at chronic stages

were visualized with antibodies against activated
astrocytes and microglia (Fig. 2C), two standard
cellular markers for foreign-body reaction (7). As
anticipated from macroscopic damage, both cell
types massively accumulated in the vicinity of
stiff implants (P < 0.05; Fig. 2C and fig. S8). In
marked contrast, no significant difference was
found between rats with soft implants and sham-
operated animals (Fig. 2C and fig. S8). These re-
sults demonstrate the long-term biocompatibility
of the soft implants.
Wemanufactured amodel of spinal cord using

a hydrogel core to simulate spinal tissues and a

silicone tube to simulate the duramater (fig. S9A).
A soft or stiff implant was inserted into the mod-
el (Fig. 2D). The stiff implant induced a pro-
nounced flattening of the simulated spinal cord,
whereas the soft implant did not alter the cir-
cularity of the model (Fig. 2D and fig. S10). To
provide themodel with realisticmetrics, we quan-
tified the natural flexure of the spine in freely
moving rats (fig. S9B).When themodel was bent,
the stiff implant formed wrinkles that induced
local compressions along the hydrogel core. In
contrast, the soft implant did not affect the
smoothness of simulated spinal tissues (fig. S11).
When the model was stretched, the stiff implant
slid relative to the hydrogel core, whereas the
soft implant elongated together with the entire
spinal cord (Fig. 2D and fig. S11). Reducing the
thickness of the plastic implant to 2.5 mm im-
proved bending stiffness and conformability. How-
ever, the ultrathin, plastic implant still failed to

deform during motion of the soft tissue (fig. S10
and supplementary text).
Patterning extremely thin films into web-like

systems offers alternative mechanical designs for
elastic surfaces (22–24). For example, fractal-like
meshes develop into out-of-plane structures dur-
ingmechanical loading, which facilitates reversible
and local compliance. Medical devices prepared
with such three-dimensional (3D) topologies can
conform the curvilinear surface of the heart (25)
and skin (23). However, this type of interface
requires complex, multistep processing and tran-
sient packaging. In comparison, fabrication steps
of e-dura are remarkably simple. Moreover, the
shape and unusual resilience of the soft implant
greatly facilitate surgical procedures.
The composite electrodes of the soft implant

displayed low impedance (Z = 5.2 T 0.8 kilohm at
1 kHz, n = 28 electrodes) and maintained the
electrochemical characteristics of platinum (Fig. 3,
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Fig. 2. Biointegration. (A) Hindlimb kinematics during ladder walking 6 weeks
after implantation. Bar plots reporting mean percentage of missed steps
averaged per animal onto the rungs of the ladder (n = 8 trials per rat, n = 4
rats per group). (B) 3D spinal cord reconstructions, including enhanced
views, 6 weeks after implantation.The arrowheads indicate the entrance of
the implant into the subdural space. Bar plots reporting mean values of
spinal cord circularity index (4p × area/perimeter2). (C) Photographs showing
microglia (Iba1) and astrocytes (GFAP, glial fibrillary acidic protein) staining

reflecting neuroinflammation. Scale bars: 30mm. Heat maps and bar plots
showing normalized astrocyte and microglia density. (D) Spinal cord model
scanned using micro–computed tomography without and with a soft or stiff
implant. e-dura implant is 120 mm thick. The red line materializes the stiff
implant (25 mm thick), not visualized because of scanner resolution. Plot
reporting local longitudinal strain as a function of global applied strain.
Statistical test: Kruskal-Wallis one-way analysis of variance (*P < 0.05; **P <
0.01. Error bars: SEM).
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A and B). Cyclic voltammograms of the compo-
site electrodes remained unchanged when the
implant was stretched up to a strain of 45%.
The high effective surface area of the platinum-
silicone composite produced a large cathodal
charge storage capacity of 46.9 T 3.3 mC/cm2.
This value is two orders of magnitude higher
than that of smooth platinum (26) and is smaller
but comparable to that of highly doped organic
electrode coatings (27). The composite electrode
supported a charge injection limit of 57 T 9 mC/cm2,
which is comparable to the injection limit of
platinum (26) (Fig. 3C and fig. S12). These char-
acteristics remained stable even after 5 million
electrical pulses, which corresponds to more than
30 hours of continuous stimulation with clinically
relevant parameters (40 Hz, charge-balanced, bi-
phasic, 100-mA current pulse, 0.2-ms pulse width).
To demonstrate the robustness of the soft im-

plant against deformation experienced by natu-
ral dura mater during daily living activities, we
stretched the device to 20% strain over 1 million
cycles. The implant, the chemotrode, and the
seven embedded electrodes withstood the cyclic
deformation, displaying minimal variation in im-
pedance over time (Fig. 3D, figs. S13 and S14, and
movie S1). Assuming radical postural changes
approximately every 5 min, these results indicate
that the soft implant would survivemechanically
for nearly a decade in a patient.
Electrode impedance and chemotrode func-

tionality were evaluated over 5 weeks in four rats

(n = 28 electrodes and 4 chemotrodes in total).
Impedance at 1 kHz remained constant through-
out the 5 weeks of implantation (Fig. 3E), demon-
strating stability of stretchable electrodes in vivo.
Daily injections of drugs and hydrodynamic eval-
uations ofmicrofluidic channels after explantation
(fig. S4) confirmed that the chemotrodes remain
operational for extended durations in vivo.
These combined results demonstrate electro-

chemical stability, mechanical robustness, and
long-term functionality of the soft electrodes and
chemotrodes, fulfilling the challenging require-
ments for long-term implantation.
We exploited the soft neurotechnology to tailor

electronic duramater for the brain and spinal cord.
An e-dura, consisting of a 3 × 3 electrode array,
was placed over the motor cortex of mice express-
ing the light-sensitive channel channelrhodopsin-
2 in themajority of neurons (Fig. 4A). The silicone
substrate is optically transparent, enabling con-
current optical stimulation and neural recording.
The cortical surface was illuminated with a laser
focused on distinct locations to activate neurons
locally. The spatial resolution of electrocortico-
grams recorded from the e-dura allowed extrac-
tion of neuronal activationmaps thatwere specific
for each site of stimulation (Fig. 4A).
An e-dura was then inserted between the dura

mater andmotor cortex tissues (fig. S5) to record
electrocorticograms in conjunction with whole-
body kinematic, and leg muscle activity in freely
moving rats (Fig. 4B). Power spectral density analy-

sis applied on electrocorticograms (28) identified
standing and locomotor states over several weeks
of recordings (Fig. 4B and fig. S15). To verify
whether neural recordings could also be obtained
from an e-dura chronically implanted over spinal
tissues, we measured electrospinograms in re-
sponse to electrical stimulation of the motor
cortex or the sciatic nerve. Descending motor
command was reliably recorded (fig. S16), and
peripheral sensory feedback was detected with
notable spatial and temporal selectivity after
6 weeks of implantation (Fig. 4C and fig. S16).
We finally exploited the e-dura to restore loco-

motion after spinal cord injury (4, 19). Adult rats
received a clinically relevant contusion at the tho-
racic level, which spared less than 10% of spinal
tissues at the lesion epicenter and led to permanent
paralysis of both legs (Fig. 4D). An e-dura covering
lumbosacral segments (Fig. 1) was used to engage
spinal locomotor circuits located below injury. A
serotonergic replacement therapy (5HT1A/7 and 5HT2
agonists) (29) was injected through the chemotrode,
and continuous electrical stimulation was delivered
on the lateral aspect of L2 and S1 segments (40Hz,
0.2 ms, 50 to 150 mA) (30). The concurrent and
colocalized electrical and chemical stimulations
enabled the paralyzed rats towalk (Fig. 4E). Intra-
thecal delivery allowed a reduction of injected drug
volume toone-quarter the volumeof intraperitoneal
injection required to obtain the same facilitation
of stepping (fig. S17). Subduraldrugdelivery through
thechemotrodeeliminated sideeffects of serotonergic
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Fig. 3. Properties of e-dura electrodes. (A) Magnitude and phase of elec-
trode impedance recorded in saline solution (pH 7.4). Spectra were collected
before (■), at maximum elongation (▼), and after (○) a uniaxial stretch cycle to
45%strain. (B) Cyclic voltammograms recorded in diluted sulfuric acid (pH0.9)
during a uniaxial stretch cycle to 45% strain. Cyclic voltammetry (50 mV/s)
reveals high current densities through the electrode even at large strain. Peaks
correspond to oxide formation (*), oxide reduction (**), H+ adsorption (⋄⋄), and

H+ desorption (⋄) on Pt metal surfaces. (C) Charge injection limit of electrodes
(n = 4,mean TSD) and evolution after repeated pulsing. (D) Relative impedance
modulus of electrodes (n = 7, mean T SD) at 1kHz and at rest and after uniaxial
fatigue cycling to 20% strain. Inset: scanning electron micrographs of an
electrode after the first and onemillionth stretch cycles. (E) Modulus and phase
at 1 kHz (n = 28 total electrodes, mean T SD, across four rats) recorded in vitro,
then in vivo immediately after implantation andweekly until terminal procedure.
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agents on autonomic systems (fig. S17). The dis-
tributed electrodes delivered stimulation restricted
to specific segments, which allowed facilitation
of left versus right leg movements (fig. S18 and
movie S3). The e-dura mediated reliable ther-
apeutic effects during the 6-week rehabilitation
period.
We have introduced soft neural implants that

show long-term biointegration and functionality
within the central nervous system. Computer-
ized and mechanical simulations demonstra-
ted that the biomechanical coupling between
implants and neural tissues is critical to obtain
this symbiosis. Neural implants prepared with
elastic materials met the demanding static and
dynamic mechanical properties of spinal and
brain tissues. Even in the subdural space, the soft
implant triggered limited foreign-body reaction.
This location enables local drug application,
reducing side effects; high-resolution neuronal
recordings; and concurrent delivery of electrical
and chemical neuromodulation, alleviating neu-
rological deficits for extended periods of time.
The integration of tissue-matched implants with
higher electrode density, implantable pumps for
drug delivery, and embedded electronics to read
and write into the nervous system in real time
will require additional technological developments.
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Fig. 4. Recordings and stimulation with e-dura. (A) e-dura implant
positioned over the cortical surface of a Thy1-ChR2-YFP (yellow fluorescent
protein) mouse. Blue spot indicates laser location. Cortical activation maps
were reconstructed from normalized electrocorticograms, shown in white
(150-ms duration). (B) Power spectral density computed from motor cor-
tex electrocorticograms recorded 3 weeks after e-dura implantation in
rats. Increased neural activity in low- and high-frequency bands differen-
tiate cortical states during walking from those during standing. (C) Spinal

cord activation map was reconstructed from electrospinograms recorded 6
weeks after e-dura implantation in response to left sciatic nerve stimulation.
(D) Rats were implanted with a spinal e-dura covering lumbosacral segments
and received a severe spinal cord injury. (E) Recording without and with
electrochemical stimulation during bipedal locomotion under robotic sup-
port after 3 weeks of rehabilitation. Stick diagram decompositions of hind-
limb movements are shown together with leg muscle activity and hindlimb
oscillations.
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ULTRAFAST DYNAMICS

Four-dimensional imaging of carrier
interface dynamics in p-n junctions
Ebrahim Najafi,1 Timothy D. Scarborough,1 Jau Tang,1,2 Ahmed Zewail1*

The dynamics of charge transfer at interfaces are fundamental to the understanding of
many processes, including light conversion to chemical energy. Here, we report imaging of
charge carrier excitation, transport, and recombination in a silicon p-n junction, where
the interface is well defined on the nanoscale. The recorded images elucidate the
spatiotemporal behavior of carrier density after optical excitation. We show that carrier
separation in the p-n junction extends far beyond the depletion layer, contrary to the
expected results from the widely accepted drift-diffusion model, and that localization of
carrier density across the junction takes place for up to tens of nanoseconds, depending
on the laser fluence. The observations reveal a ballistic-type motion, and we provide a
model that accounts for the spatiotemporal density localization across the junction.

M
ultiple spectroscopic techniques have
enhanced the understanding of charge
carrier dynamics in semiconductors (1–3).
However, as the size approaches the crit-
ical limit of the nanoscale (4), it becomes

necessary to investigate the behavior of carriers
at a high spatiotemporal resolution to elucidate
the extent of spatial and density localizations at
these scales. In semiconductors, carrier excita-
tion, transport, and recombination occur on
time scales that span a wide range, from a few
femtoseconds to hundreds of microseconds (5),
and these processes are dramatically altered in
nanostructures due to their low dimensionality
and the large surface-to-volume ratio (6, 7). Al-
though a large body of literature exists on
carrier dynamics in bulk semiconductors, studies
of surfaces and interfaces demand the resolution
of the dynamics in both space and timewith high
enough sensitivity. Recently developed scanning
electron-probe microscopies, which combine the
spatial resolution of electronmicroscopy and the
temporal resolution of laser spectroscopy, make
such studies possible (8).
Here, we report direct imaging of carrier in-

terfacial dynamics in the silicon p-n junction by
scanning ultrafast electron microscopy (SUEM).
We image the spatiotemporal evolution of carrier
density after excitation and follow the behavior
of transport and recombination of carriers. It is
shown, with the spatial resolution of the electron
probe, that optically induced long-range carrier
transport can span tens of micrometers. Snap-
shots of the carrier density on the picosecond
time scale indicate the localization of excess
carriers and the associated electric field across
the junction. The displaced carriers remain lo-
calized in both space and time (up to tens of
nanoseconds) until they cross the junction and

recombine. With high excitation fluence, carrier
localizationdistorts the effective junctionpotential
and acts as a locally time-dependent field, pro-
viding an energetically favorable pathway to re-
combination. These observations were accounted
for by developing amodel that describes both the
ballistic-type carrier transport and the decay of
energy to the lattice.
The p-n junction diodes were purchased as

wafers fromEL-CAT Inc. and usedwithout further
modifications. The wafers consisted of phosphorus-
doped n-type silicon (1.4 × 1014 cm−3) epitaxially
grown on boron-doped p-type silicon (9.4 ×
1018 cm−3) with (111) crystal orientation; this re-
sults in an intrinsic potential (Vintrinsic) of 0.79 V (fig.
S1). No external field was applied to the junction.
The samples were cleaved and immediately trans-
ferred into the SUEM chamber, where the pres-
sure was maintained at 1.2 × 10−6 torr. Surfaces
with the root mean square (RMS) roughness of
less than 100 nm [orders of magnitude smaller
than the estimated diffusion length in silicon (9)]

were selected for this experiment to minimize
interruptions of carrier diffusion. As shown be-
low, the ballistic coherence length of carriers is
tens of micrometers, a much larger value than
the roughness scale, and thus it is relatively ir-
relevant on the picosecond time scale. Images of
a typical surface studied statically—i.e., without
time resolution—are provided in Fig. 1 and fig. S2.
In SUEM, femtosecond infrared pulses (1030nm,

300 fs) are split to generate green (515 nm)
and ultraviolet (UV) (257 nm) pulses. The green
is used to pump the specimen samples, whereas
the UV is directed toward the microscope’s pho-
tocathode to generate short pulses of electrons
from the field emission tip; details of the design
and operation were given previously (10). The
time delay between the optical pump and elec-
tron probe pulses was controlled, covering the
range from −680 ps to þ3:32 ns with the snap-
shot resolution of ~2 ps. The pulsed electrons,
accelerated to 30.0 kV by electrostatic lenses,
produce secondary electrons (SEs) from the top
1 to 5 nm (11) of the sample’s surface, which are
then collected by the SE detector. To generate an
image, the electron probewas scanned across the
area of interest, which included the image region
for carrier transport, typically using a resolution
of 200 nm, which is sufficient for a surface scan
over tens of micrometers. It has been shown that
this spatial resolution can be made better than
10 nm (10). The experimental setup is schemat-
ically depicted in Fig. 1.
Under our experimental conditions, the tran-

sient surface charge density in the local vacuum
is estimated to be less than ~107 cm−2 due to the
fluences used (maximum 1.28 mJ/cm2), indicat-
ing that surface field transients do not strongly
interfere with the electron probe (12). Within a
given material, the number of emitted SEs de-
pends on the topography and composition (13),
but, in all SUEM experiments presented here, we
obtain the change in carrier density by sub-
tracting the image recorded at negative time
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Fig. 1. Schematic of
SUEM and imaging of
the junction.The 515-nm
optical pump initiates
carrier excitation to the
conduction band. Transport
of charges to the junction
then takes place in the
diode while the scanning
electron probe measures
the induced changes at
different time delays. The
inset is an SUEM image
of the diode recorded at
–680 ps; the well-known
but unintuitive contrast
between n-type and p-type
silicon in the diode is due to
the energetics of the local
bending of the vacuum level
(15–18) and simply reflects
the (T) surface charge involvement in enhancing or suppressing SEs in the p (n) regions.
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(reference image recorded at −680 ps) from the
image obtained at a given positive time, i.e.,
Iðrx;y; tþÞ − Iðrx;y; t−Þ, where rx,y is the spatial
pixels scanned and tT are the frame times after
time zero (t+) and before time zero (t–). This
results in the so-called “contrast image” in which
the bright and dark contrasts correspond, respec-
tively, to increases in local electron and hole
densities (fig. S3), and the difference image becomes
insensitive to collection and other possible fluctua-
tions. Such images provide the snapshots that
are used to construct movies S1 to S3.
After optical excitation in the specimen, elec-

trons are promoted to the conduction band, and
in this case the junction separates electron-hole
(e-h) pairs, with e and h drifting in opposite di-
rections, a process usually described by the drift-
diffusion model (14); this locally increases the
density of majority carriers in both n-type and
p-type. In the absence of additional fields, the
charge separation occurs solely in the vicinity
of the junction, where excited carriers are in-
fluenced by the static junction potential. The
inset in Fig. 1 shows the raw SUEM image of
the diode recorded at a negative time delay

(−680 ps), long before the arrival of the ini-
tiating pump pulse. The observed difference in
brightness between p-type and n-type regions
in the image agrees with previous observations
(15, 16) and is attributed to the difference in
effective electron affinities between the two
regions (17, 18). The pump pulse was guided to
symmetrically illuminate n-type and p-type, as
highlighted by the dotted ellipse in Fig. 1. A
deviation of up to several micrometers in beam
placement may occur, although it can be ac-
counted for, as discussed below.
To understand the influence of the junction

on the dynamics, we first examined n-type and
p-type silicon individually without the junction
and with doping levels and crystal orientations
similar to their counterparts in the diode. Figure 2,
A and B, shows contrast images recorded for
n-type and p-type silicon, respectively, at various
time delays. The images clearly display a bright
contrast in both samples after the optical excita-
tion; the contrast is rather weak in n-type, with a
spatial spread comparable to the laser profile on
the surface, but is considerably stronger in p-type,
with a larger spatial extent. This is attributed to

the larger absorption cross section inheavily doped
p-type silicon (19). In both samples, the bright
contrast gradually decays at long times. Such be-
havior in lightly doped n-type and heavily doped
p-type is independent of laser fluence. If the
presence of the junction potential does not alter
the dynamics, we would expect to observe the
same behaviors in the n-type and p-type regions
of the diode as those shown in Fig. 2, A and B.
The temporal behavior of the junction is sum-

marized in Fig. 2C for 1.28 mJ/cm2 fluence; full
sets of contrast images can be viewed in movies
S1 to S3. The dynamics can qualitatively be de-
scribed as follows. Immediately after the excita-
tion (the frame at +6.7 ps), both layers are bright,
mirroring their individual behaviors in the ab-
sence of the junction. After 36.7 ps, charges are
transported toward the junction, resulting in ex-
cess electron and hole density in n-type and p-type,
respectively; the depletion layer at the junction
remains dark due to surface patch fields that
hinder SE detection (17, 18). After transport across
the junction (+80 ps), the density of excess car-
riers reaches its maximum. The spatial extent of
charge separation is estimated to span tens of mi-
crometers within the first ~80 ps. The observed
“bending” at the junction is due to the asymmetry
in the pump beam placement, as discussed in the
supplementary materials. Such drastic difference
in contrast behavior, with and without the junc-
tion, provides the underpinning for obtaining
the density evolution.
At longer times, the diode relaxes toward equi-

librium as carriers move back across the junction
to recombine. Analysis of images for all regions
(fig. S11) indicates that the relaxation toward
equilibrium occurs more quickly at higher flu-
ences. In fact, at 0.16 mJ/cm2 fluence, the decays
essentially plateau within the experimental time
scale of 3.32 ns. The transients suggest that the
recombination dynamics are influenced by the
number of displaced carriers; specifically, as
the system is removed further from equilibrium
at larger fluences, recombination is increasingly
facilitated. Moreover, the high spatial resolution
of SUEM provides a range of apparent dynam-
ics throughout the illuminated region due to the
spatial profile of the laser pulse; carriers near the
center of the laser profile, where the local fluence
is highest, recombine more quickly than regions
farther away.
The rapid transport of carriers over tens of

micrometers in only ~80 ps is not expected from
the conventional drift-diffusion model. Accord-
ing to such a model, carrier drift occurs only
within the depletion layer, where the intrinsic
electric field is nonzero. The longitudinal diffu-
sion coefficient of electrons in silicon as a func-
tion of electric field strength (at 300 K) has been
measured (9) and ranges from 10 to 30 cm2/s. It
follows that such values for a 50-mmdistance will
yield dynamics on the microsecond time scale,
contrary to our observation. Furthermore, the
involvement of lattice phonons at a velocity of
103 m/s cannot account for the observed pico-
second time scale behavior. For these reasons, we
have developed the following model, illustrated
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Fig. 2. Dynamics with and without the junction. Silicon (A) n-type and (B) p-type samples without a
junctionwere studied as individual wafers. Both n-type (1.4 × 1014 cm−3 P-doped) and p-type (9.4× 1018 cm−3

B-doped) show a bright signal (increased electron density) under laser illumination, in contrast to the
behavior when the junction is present. (C) A series of contrast images in which the bright and dark contrasts
correspond to the local electron and hole densities, respectively, relative to the signal at negative time.These
frames were chosen to display the unperturbed signal (–470 ps), excitation (6.7 ps), carrier separation after
transport (36.7, 80 ps), and relaxation toward equilibrium (653.3 ps, 3.32 ns).
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in Fig. 3, A and D, which accounts for the ob-
served results.
The excitation of the junction with 2.41 eV

photons results in carriers with excess energy
equivalent to a temperature of ~104 K. In the
model, the important point is that these carriers
move ballistically at a relatively high speed, on
the order of 106 m/s, and on the picosecond time
scale the lattice phonons cannot fully quench
suchmotion. In the supplementarymaterials, we
consider the influence of the lattice, which drains
the energy (and reduces the speed) as a function
of time. It is shown that, even for electron-lattice
interaction times on the order of 10 ps, the ob-
served carrier behavior is robust. The initial ex-

cited carrier population follows the laser profile.
With the junction placed at x ¼ 0 in the surface
(x-y) plane, the initial e-h pair density is deter-
mined for p-type (rpe;h) and n-type (r

n
e;h) and takes

on a Gaussian profile (see the supplementary
materials). The velocities of motion in the x-y
plane can similarly be expressed for a given tem-
perature and for the subpicosecond equilibrated
carriers.
As shown in the supplementary materials, the

initial density profile at t = 0 moves (x – vt) with
velocity v. By integrating over all velocities of the
product of density and the Maxwell-Boltzmann
velocity distribution, and considering the carrier
density asymmetry at the interface, we can ex-

press the spatiotemporal evolution of the density
in the x-y plane. For p-type, we have

rpe ðx; y; tÞ ¼
Np

2pðs2 þ v2e t
2Þ exp −

x2 þ y2

2ðs2 þ v2e t
2Þ

� �

� 1 − erf
s

vet
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðs2 þ v2e t
2Þp x

 !" #

ð1Þ

rphðx; y; tÞ ¼
Np

pðs2 þ v2ht
2Þ exp −

x2 þ y2

2ðs2 þ v2ht
2Þ

� �

� hð−xÞ ð2Þ

whereNp is the total number of photoexcited e-h
pairs; s is the RMS half-width of the laser focus;
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Fig. 3. Theoretical modeling of carrier separa-
tion and transport. Shown are the behaviors of
isotropically expanding electrons (red) and holes
(blue) after the excitation in (A) p-type and (D)
n-type; the arrows represent the initial (x) velocity
directions. In both layers, the minority carriers are
able to cross the junction, whereas the majority
carriers are reflected by the junction.This results in
net charge separation represented in the figure by
the shaded regions. Calculated also are the (B)
electron and (C) hole densities originated in p-type
and the (E) electron and (F) hole densities orig-
ated in n-type. All density calculations reflect the
behavior after +20 ps of propagation time. These
calculations show the extent of carrier expansion
in space and at different times. The scale of the
normalized density shown (0 to 2 × 10−4) when
multiplied by Np, which is 109 e-h pairs, gives the
actual density.

Fig. 4. Comparison between experiment and theory.
Shown are comparisons between experimental charge
density and electric potential and those predicted by the
theoretical model following transport. (A) The net theo-
retical charge density at +20 ps (the asymmetry of ex-
citation is included).The presence of long-range transport,
up to tens of micrometers, is evident. The scale of the
normalized density shown (–0.16 × 10−5 to 4.1 × 10−5)
when multiplied by Np, which is 109 e-h pairs, gives the
actual density. (B) The landscape calculated directly from
the Coulomb interactions between separated carriers.
The dynamic potential (due to net charge localization)
reaches more than 300 meV, which is of the same order
of magnitude as the junction potential (0.79 eV). This
influences charge localization and carrier recombination.
(C) Experimental contrast image of the junction that mir-
rors charge densities in n-type and p-type after charge
separation. (D) The dynamic potential map calculated
directly from the experimental data after charge sepa-
ration by considering each pixel of the net electrons and
holes corresponding to bright and dark contrast and cal-
culating the Coulomb potential. The apparent tilt in the
figure is due to the inclined angle of the incident laser
beam, which is about 15° with respect to the junction.
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ve and vh are the average thermal velocities of
electrons and holes, respectively; and h(–x) is the
Heaviside step function. Similar analysis for n-type
is presented in the supplementary materials.
Figure 3 displays the density distributions in

space as a snapshot at t = +20 ps; adding up the
distributions for carriers originating in p-type
(Fig. 3, B and C) and n-type (Fig. 3, E and F)
affords the net carrier density. The net electron
(red) and hole (blue) densities at t = +20 ps (from
Eqs. 1 and 2) in Fig. 3, A and D, are shown as
dotted curves. Taking p-type as an example, elec-
trons with initial velocity toward the junction
are transported to n-type, whereas holes moving
toward the junction face an impassable barrier.
This gating behavior is illustrated in Fig. 3A
(charges initially fromp-type) and Fig. 3D (charges
initially from n-type). The net charge separation
leads to localization of electrons on one side and
holes on the other, shown as shaded regions.
This creates a long-range electric field, the po-
tential of which is given in Fig. 4.
The sum of these four images, weighted to

reflect the increased absorption in p-type, is
presented in Fig. 4A. The figure depicts the long-
range separation of carriers in agreement with
the experimental observations. Separation due
to the gating effect creates a net carrier distribu-
tion localized across the junction. The resultant
Coulomb interactions distort the electric poten-
tial landscape as illustrated in Fig. 4B. For com-
parison, we present an experimental contrast
image (Fig. 4C), which mirrors the net carrier
distribution, and a potential map (Fig. 4D) calcu-
lated directly from the experimental data. Com-
parison between simulation and experiment shows
agreement on the spatial extent of the distortions;
this agreement validates the ballistic expansion
of carriers as the underlying mechanism. The
resulting electric potential, which opposes the
intrinsic built-in junction potential, acts as spa-
tiotemporally isolated “forward bias.” At high flu-
ences, this distortion induces a larger restoring
force, which explains the fluence-dependent re-
combination rates observed in fig. S11.
Four-dimensional space-time imaging of car-

rier dynamics at interfaces, using SUEM, has the
potential of unraveling in other complex struc-
tures the mechanism of charge transport, with
ultrafast time resolution and nanometer-scale
scanning capability. The unexpected ballistic
carrier velocity (toward the junction) and the
gated localization of charges (at the junction)
are not predicted by the widely accepted drift-
diffusion model, and these features may be char-
acteristics of othermaterials when examinedwith
the spatiotemporal resolutions of SUEM. At in-
terfaces, the created transient density and elec-
tric field are dependent on the optical excitation,
and it should be possible to control the proper-
ties of nano-to-micrometer–scale heterojunctions
using the temporal, spatial, and pulse-shape char-
acteristics of applied light fields.
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QUANTUM GASES

Critical dynamics of spontaneous
symmetry breaking in a
homogeneous Bose gas
Nir Navon,*† Alexander L. Gaunt,† Robert P. Smith, Zoran Hadzibabic

Kibble-Zurek theory models the dynamics of spontaneous symmetry breaking, which plays
an important role in a wide variety of physical contexts, ranging from cosmology to
superconductors. We explored these dynamics in a homogeneous system by thermally
quenching an atomic gas with short-range interactions through the Bose-Einstein phase
transition. Using homodyne matter-wave interferometry to measure first-order correlation
functions, we verified the central quantitative prediction of the Kibble-Zurek theory, namely
the homogeneous-system power-law scaling of the coherence length with the quench rate.
Moreover, we directly confirmed its underlying hypothesis, the freezing of the correlation length
near the transition. Our measurements agree with a beyond-mean-field theory and support
the expectation that the dynamical critical exponent for this universality class is z = 3/2.

C
ontinuous symmetry-breaking phase tran-
sitions are ubiquitous, from the cooling of
the early universe to the l transition of su-
perfluid helium. Near a second-order tran-
sition, critical long-range fluctuations have

a diverging correlation length x, and details of
the short-range physics are largely unimportant.
Consequently, all systems can be classified into
a small number of universality classes, according
to their generic features such as symmetries, di-
mensionality, and range of interactions (1). Close
to the critical point, many physical quantities
exhibit power-law behaviors governed by critical
exponents characteristic of a universality class.
Specifically, for a classical phase transition,

x
e

jðT−TcÞ=Tcj−n, where Tc is the critical tem-
perature and n is the (static) correlation-length
critical exponent. Importantly, the corresponding
relaxation time t, needed to establish a diverging
x, also diverges: t

e

xz , where z is the dynamical
critical exponent (2). An elegant framework for
understanding the implications of this critical
slowing down for the dynamics of symmetry
breaking is provided by the Kibble-Zurek (KZ)
theory (3, 4).
Qualitatively, as T is reduced toward Tc at a

finite rate, beyond some point in time the cor-
relation length can no longer adiabatically follow
its diverging equilibrium value. Consequently, at
time t ¼ tc, the transition occurs without x ever
having reached the size of thewhole system. This
results in the formation of finite-sized domains
that display independent choices of the symmetry-
breaking order parameter (Fig. 1A). [At the domain
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boundaries, rare long-lived topological defects can
also form (5), their nature and density depending
on the specific physical system.] Such domain
formation was discussed in a cosmological context
and linked to relativistic causality (3), whereas the
connection to laboratory systems, critical slowing
down, and universality classes was made in (4).
The main quantitative prediction of the KZ

theory is that, under some generic assumptions
(5), the average domain size d follows a universal
scaling law. The crucial KZ hypothesis is that in
the nonadiabatic regime close to tc, the correla-
tions remain essentially frozen. Then, for a smooth
temperature quench, the theory predicts

d ¼ l0
tQ
t0

� �b

ð1Þ

with the KZ exponent

b ¼ n
1þ nz

ð2Þ

where tQ is the quench time defined so that close
to the transition T=Tc ¼ 1þ ðtc−tÞ=tQ , and l0
and t0 are a system-specific microscopic length
scale and time scale, respectively.
Signatures of KZ physics have been observed in

a wide range of systems, including liquid crystals
(6), liquid helium (7, 8), superconductors (9–11),
atomic Bose-Einstein condensates (BECs) (12–18),
multiferroics (19), and trapped ions (20–22). How-
ever, despite this intense activity, a direct quanti-
tative comparison with Eqs. 1 and 2 has remained
elusive; some common complications include sys-
tem inhomogeneity, modified statistics of low-
probability defects, and uncertainties over the
nature of the transition being crossed [for a re-
cent review, see (5)]. In this work, we studied the
dynamics of spontaneous symmetry breaking in
a homogeneous atomic Bose gas, which is in the
same universality class as the three-dimensional
(3D) superfluid 4He. For this class, mean-field
(MF) theory predicts n ¼ 1=2 and z ¼ 2, giving
b ¼ 1=4, whereas a beyond-MF dynamical criti-
cal theory, the so-called Fmodel (2), gives n ≈ 2=3
and z ¼ 3=2, so b ≈ 1=3. We prepared a homo-
geneous Bose gas by loading 3 × 105 87Rb atoms
into a cylindrical optical-box trap (23) of lengthL ≈
26 mm along the horizontal x axis and radius R ≈
17 mm. Initially, T ≈ 170 nK, corresponding to
T=Tc ≈ 2. We then evaporatively cooled the gas
by lowering the trap depth, crossed Tc ≈ 70 nK
with2× 105 atoms, andhad 105 atomsatT ≲ 10 nK
(T=Tc ≲ 0:2). In our system, l0 is expected to be
set by the thermal wavelength at the critical point,
lc ≈ 0:7 mm, and t0 by the elastic scattering time
tel (13, 24); for our parameters, a classical estimate
gives tel ≈ 30 ms.
Qualitatively, random phase inhomogeneities

in rapidly quenched clouds are revealed in time-
of-flight (TOF) expansion as density inhomoge-
neities (14, 25), such as shown in Fig. 1B (here
the gas was cooled to T << Tc in 1 s). In our finite-
sized box, we can also produce essentially pure
and fully coherent (single-domain) BECs, by co-
oling the gas slowly (over ≳5 s). In TOF, such a
BEC develops the characteristic diamond shape
(26) seen in Fig. 1C.

To quantitatively study the coherence of our
clouds, we probed the first-order two-point cor-
relation function

g1ðr, r′Þº〈 ^Y†ðrÞ ^Yðr′Þ〉 ð3Þ
where ^YðrÞ is the Bose field.Ourmethod (Fig. 2A)
is inspired by (27). We use a short (0.1 ms) Bragg-
diffraction light pulse to create a small copy of
the cloud (containing ≈5% of the atoms) moving
along the x axis with recoil velocity vr ≈ 3 mm/s
(26). A second identical pulse is applied a time Dt
later, when the two copies are shifted by x ¼ vrDt
and for x < L still partially overlap. This results
in interference of the two displaced copies of the
cloud in the overlap region of length L−x. After
the second Bragg pulse, the fraction of diffracted
atoms (for x < L) is (28)

Nr

N
¼ 1

2
1þ 1 −

x

L

� �

g1ðxÞ
h i

sin2q ð4Þ

where g1ðxÞ ≡ Re½g1ðr,r þ x x̂Þ� is the correla-
tion function corresponding to periodic bound-
ary conditions and normalized so that g1ð0Þ ¼ 1,
and q is the area of each Bragg pulse (in our case
q ≈ p=7). Allowing the recoiling atoms to fully
separate from the main cloud (in 140 ms of TOF)
and counting Nr and N , we directly measured
G1ðxÞ ≡ ð1 − x=LÞg1ðxÞ, with a spatial resolution
of ≈0:7 mm. Our resolution was limited by the
duration of the Bragg pulses and the (inverse)
recoil momentum; we experimentally assessed it
by measuring G1 in a thermal cloud with a ther-
mal wavelength <0.5 mm.
In Fig. 2B we show examples of G1ðxÞ func-

tions measured in equilibrium (blue) and after a
quench (red). In an essentially pure equilibrium
BEC (prepared slowly, as for Fig. 1C), g1ðxÞ ¼ 1

and G1ðxÞ is simply given by the triangular func-
tion 1 − x=L (dark blue solid line). In equilibrium
at T=Tc ≈ 0:7, we see a fast initial decay of G1,
reflecting the significant thermal fraction. How-
ever, importantly, the coherence still spans the
whole system, with the slope of the long-ranged
part of G1 giving the condensed fraction (light
blue line is a guide to the eye). By comparison, the
G1 functions for quenched clouds clearly have no
equilibrium interpretation. Here T=Tc ≈ 0:2, cor-
responding to a phase space density >25, and yet
coherence extends over only a small fraction of L.
These data are fitted well by g1ºexpð−x=‘Þ (red
lines), which provides a simple and robust way to
extract the coherence length. This exponential
form is further supported by a 1D calculation
shown in the inset of Fig. 2B. Here we generated
awave functionwith a fixed number of domains
D, randomly positioning the domain walls and
assigning each domain a random phase. Averag-
ing over many realizations, we obtained g1ðxÞ
that is fitted very well by an exponential with
‘ ¼ L=D ¼ d. (In our 3D experiments, the total
number of domains was

e

D3 and g1ðxÞ was ef-
fectively averaged over

e

D2 1D distributions.)
We now turn to a quantitative study of ‘ for

different quench protocols (Fig. 3). For the KZ
scaling law of Eqs. 1 and 2 to hold, a crucial as-
sumption is that the correlation length is essen-
tially frozen in timenear tc. Specifically, for nz ¼ 1,
which in our case holds for both MF theory and
the F model, the freeze-out time of ‘ for t > tc is
expected to be (4)

^t ¼ f
ffiffiffiffiffiffiffiffiffi

tQ t0
p

, ð5Þ
where f is a dimensionless number of order unity.
Although intuitively appealing, this assumption is
in principle only approximative, and the dynamics

168 9 JANUARY 2015 • VOL 347 ISSUE 6218 sciencemag.org SCIENCE

Fig. 1. Domain formation
during spontaneous
symmetry breaking in a
homogeneous Bose gas.
(A) Red points depict
thermal atoms and blue
areas coherent domains,
in which the Uð1Þ gauge
symmetry is spontane-
ously broken. The arrows
indicate the independently
chosen condensate phase
at different points in
space, and dashed lines
delineate domains over
which the phase is
approximately constant.
The average size d of the
domains formed at the
critical point depends on
the cooling rate. Further
cooling can increase the
population of each
domain before the domain boundaries evolve. (B) Phase inhomogeneities in a deeply degenerate gas are
revealed in TOF expansion as density inhomogeneities. Shown are three realizations of cooling the gas in 1 s
from T ≈ 170 nK, through Tc ≈ 70 nK, to ≲10 nK. Each realization of the experiment results in a different
pattern, and averaging over many images results in a smooth, featureless distribution. (C) Preparing a
T ≲ 10 nK gas more slowly (over 5 s) results in an essentially pure BEC with a spatially uniform phase.

100µm

d

0 2optical density
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of the system coarsening (i.e., merging of the
domains) at times t > tc is still a subject of the-
oretical work (29). Practically, a crucial question is
when one should measure ‘ in order to verify the
universal KZ scaling. We resolved these issues by
using two different quench protocols outlined in
Fig. 3A, which allow us both to observe the KZ
scaling and to directly verify the freeze-out hy-
pothesis, without an a priori knowledge of the ex-
act values of f and t0.
In the first quench protocol (QP1), we followed

cooling trajectories such as shown in Fig. 3A
and varied only the total cooling time tQ . We re-
stricted tQ to values between 0:2 and 3:5 s, for
which we observed that the cooling curves were
self-similar (as seen in Fig. 3A). We always crossed
Tc ¼ 70ð10Þ nK at tc ¼ 0:72ð5ÞtQ (vertical dashed
line) and always had the same atom number
(within T20%) at the end of cooling. The self-
similarity of the measured cooling trajectories
and the essentially constant evaporation effi-
ciency indicate that for this range of tQ values,
the system is always sufficiently thermalized, the

temperature (as determined from the thermal
wings in TOF) is well defined during the quench
(30), and to a good approximation tQ is simply
proportional to tQ . (For tQ < 0:2 s, the evapora-
tion is less efficient and the cooling trajectories
are no longer self-similar.)
In Fig. 3B we plot ‘ versus tQ , measured using

QP1 (blue points). For tQ≤1 s, we observed a slow
power-law growth of ‘, in good agreement with
the expected KZ scaling (blue shaded area). How-
ever, for longer tQ, this scaling breaks down and ‘
grows faster, quickly approaching the system size.
Importantly, this breakdown can also be fully
understood within the KZ framework. We note
that the time between crossing Tc and the end of
cooling is tQ − tc ≈ 0:28 tQºtQ , whereas the
KZ freeze-out time is ^tº

ffiffiffiffiffi

tQ
p

º
ffiffiffiffiffi

tQ
p

, so for slow
enough quenches, tQ − tc inevitably exceeds ^t .
Hence, although it may be impossible to adia-
batically cross Tc, in practice the system can
unfreeze and heal significantly before it is ob-
served (31). From the point where the KZ scal-
ing breaks down in Fig. 3B, tbrQ ≈1 s, we posit that

for tQ ¼ tbrQ , we have ^t ≈ 0:28 tbrQ and hence,
from Eq. 5, more generally ^t ≈ 0:28

ffiffiffiffiffiffiffiffiffiffi

tQ tbrQ

q

.
To verify this picture, we employed a second

quench protocol (QP2), which involved two cool-
ing steps, as shown by the orange points in the
bottom panel of Fig. 3A.We initially followed the
QP1 trajectory for a given tQ , but then at a varia-
ble “kink” time tk ≳ tc, we accelerated the cooling;
the last part of the trajectory always corresponds
to the final portion of our fastest, 0.2-s cooling
trajectory. This way, even for tQ > tbrQ we can com-
plete the cooling andmeasure g1 before the system
has time to unfreeze.
In Fig. 3C, the orange points show the QP2

measurements of ‘ for tQ ¼ 3:2 s and various
values of the kink position tk=tQ . These data re-
veal two notable facts. First, for a broad range of
tk values, ‘ is indeed constant (within errors),
and the width of this plateau agrees with our es-
timate ^t ≈ 0:5 s for tQ ¼ 3:2 s, indicated by the
horizontal arrow. Second, the value of ‘ within
the plateau region falls in line with the KZ scaling
law in Fig. 3B. We also show analogous QP2
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Fig. 2. Two-point correlation functions in equilibrium and quenched
gases. (A) Homodyne interferometric scheme. The first Bragg-diffraction
pulse (q) creates a superposition of a stationary cloud and its copy moving
with a center-of-mass velocity vr. After a time Dt, a second pulse is applied. In
the region where the two copies of the cloud displaced by x ¼ vrDt overlap,
the final density of the diffracted atoms depends on the relative phase of the

overlapping domains; g1ðxÞ is deduced from the diffracted fraction Nr=N (see
text). (B) Correlation function G1ðxÞ ¼ ð1 − x=LÞg1ðxÞ measured in equilibrium
(blue) and after a quench (red) for, respectively, two different T=Tc values and
two different quench times. (Inset) 1D calculation of G1 for a fragmented BEC
containing D ¼ 10 (red) and 20 (light red) domains of random sizes and
phases. The solid lines correspond to g1 ¼ expð−xD=LÞ.

Fig. 3. KZ scaling and freeze-out hypothesis. (A) Quench protocols. The
self-similar QP1 trajectories are shown in blue for total cooling time
tQ ¼ 0:2 s (upper panel) and 3:2 s (lower panel). We use polynomial fits to
the data (solid lines) to deduce tc and tQ. QP2 is shown in the lower panel
by the orange points, with the kink at tk ¼ 0:85 tQ . (B) Coherence length ℓ
as a function of tQ. Blue points correspond to QP1. The shaded blue area
shows power-law fits with 1=4 < b < 1=3 to the data with tQ ≤ tbrQ ¼ 1 s. The

horizontal dotted line indicates our instrumental resolution. (C) Coher-
ence length ℓ measured following QP2, as a function of tk=tQ, for tQ ¼ 3:2 s
(orange), 0:7 s (green), and 0:3 s (purple). The shaded areas correspond
to the essentially constant ℓ (and its uncertainty) in the freeze-out period
tk − tc <

^t. (For tQ < tbrQ the system never unfreezes.) The (average) ℓ
values within these plateaus are shown in their respective colors as di-
amonds in (B).
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measurements for tQ ¼ 0:7 s (green) and 0:3 s
(purple); in these cases, tQ < tbrQ , so ^t is longer
than tQ − tc, the system never unfreezes, and
thus the acceleration of the cooling has no effect
on ‘. These results provide direct support for the
KZ freeze-out hypothesis.
To accurately determine the KZ exponent b,

we made extensive measurements following QP2,
extracting ‘ from the plateaued regions of width
min½^t ; tQ−tc�, as in Fig. 3C. In Fig. 4, we combine
these data with the QP1 measurements for tQ≤1 s,
and plot ‘ versus tQ . The plotted values of tQ and
their uncertainties include the small systematic
variation of the derivative of our cooling tra-
jectory between tc and tc − ^t . We finally obtain
b ¼ 0:35ð4Þ, which strongly favors the F-model
prediction b ≈ 1=3 over theMFvalue b ¼ 1=4 (32).
Having observed excellent agreement with

the KZ theory, we discuss the implications of
our measurements for the critical exponents of
the interacting BEC phase transition, which is
in the same universality class as the l transition
of 4He. Whereas n ≈ 0:67 has beenmeasured in
both liquid helium [see (33)] and atomic gases
(34), the dynamical exponent z has presented a
challenge to experiments [see (2, 35)]. Using the
well-established n ¼ 0:67 and Eq. 2, we obtain
z ¼ 1:4ð4Þ. In contrast, MF theory does not
provide a self-consistent interpretation of our
results, as fixing n ¼ 1=2 yields an inconsistent
z ¼ 0:9ð4Þ. Interestingly, if we instead fix nz ¼ 1,
which holds at both the MF and F-model levels,
from Eq. 2 we obtain a slightly more precise
z ¼ 1:4ð2Þ and also recover n ¼ 0:70ð8Þ.
It would be interesting to study the effect of

tunable interactions in a homogeneous atomic
gas on the value of b. According to the Ginzburg
criterion, near the critical point,MF breaks down
for x ≳ xG ¼ l2c=ð

ffiffiffiffiffiffiffi

128
p

p2aÞ, where a is the s-wave
scattering length. It is tempting to combine the
(dynamical) KZ and (equilibrium) Ginzburg ar-
guments and speculate that one should observe
the MF value of b if on approach to Tc the KZ
freeze-out occurs before MF breaks down, and
the F value of b if the reverse is true. In our ex-

periments, xG ≈ 0:8 mm and the freeze-out val-
ues of ‘ are systematically higher. However, with
use of a Feshbach resonance, the opposite re-
gime should be within reach. Another interesting
study could focus on the dynamics of domain
coarsening. Finally, our methods could poten-
tially be extended to studies of higher-order cor-
relation functions and the full statistics of the
domain sizes.
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GUT MICROBIOTA

Antimicrobial peptide resistance
mediates resilience of prominent gut
commensals during inflammation
T. W. Cullen,1,2 W. B. Schofield,1,2 N. A. Barry,1,2 E. E. Putnam,1,2 E. A. Rundell,1

M. S. Trent,3 P. H. Degnan,4 C. J. Booth,5 H. Yu,6 A. L. Goodman1,2*

Resilience to host inflammation and other perturbations is a fundamental property of
gut microbial communities, yet the underlying mechanisms are not well understood.
We have found that human gut microbes from all dominant phyla are resistant to high
levels of inflammation-associated antimicrobial peptides (AMPs) and have identified a
mechanism for lipopolysaccharide (LPS) modification in the phylum Bacteroidetes that
increases AMP resistance by four orders of magnitude. Bacteroides thetaiotaomicron
mutants that fail to remove a single phosphate group from their LPS were displaced from
the microbiota during inflammation triggered by pathogen infection. These findings
establish a mechanism that determines the stability of prominent members of a healthy
microbiota during perturbation.

H
uman gut microbial communities reside
in an open ecosystem subject to disrup-
tions ranging from dietary change to toxin
exposure and pathogen invasion. Many of
these perturbations, and functional disor-

ders such as irritable bowel syndrome, are accom-
panied by nonspecific immune responses that
disrupt community structure and function (1, 2).
Host inflammatory mechanisms to remove harm-
ful organisms and restrict bacteria to the lumen
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Fig. 4. Critical exponents of the interacting BEC
transition.Orange circles and diamonds show ℓ val-
ues obtained using QP2, as in Fig. 3C; the diamonds
show the same three data points as in Fig. 3B. Blue
circles show the same QP1 data, with tQ ≤ 1 s as
in Fig. 3B.We obtained b ¼ 0:35ð4Þ (solid line), in
agreement with the F-model prediction b ≈ 1=3,
corresponding to n ≈ 2=3 and z ¼ 3=2, and ex-
cluding the mean-field value b ¼ 1=4.
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commonly target conserved molecular patterns
found on pathogens and commensals alike, yet
healthy gut microbial communities can remain
stable for years in humans (3).
Because cationic antimicrobial peptides (AMPs)

represent one of the most prominent and non-
specific components of the host response to
pathogens, we determined the minimum inhib-
itory concentration (MIC) of polymyxin B (PMB)
for a commonhumangut commensal,Bacteroides
thetaiotaomicron. PMB is a bacterial cationic AMP
with a mode of action similar to that of mam-
malian AMPs (4). Notably, this commensal ex-
hibits 680- to 2400-fold increased resistance to
PMBcomparedwithmammalian enteropathogens
orEscherichia coli (Fig. 1A, fig. S1, and table S1). A
survey of 17 prominent human commensals, rep-
resenting the three major bacterial phyla in the
gut (5), revealed that resistance against multiple
inflammation-associatedhumanandmurineAMPs
is a general feature of the human gut microbiota
(Fig. 1B, fig. S1, and table S1).
We screened transposon mutant populations

of five human gut commensal species for genes
required for fitness in the presence of PMB. This
approach identified a single gene (encoded by
BT1854 inB. thetaiotaomicron) thatmediated PMB
resistance in all species tested (Fig. 2A and tables
S2 to S4). Targeted deletion and complementation
of BT1854 confirmed this phenotype for multiple
AMPs (Fig. 2B and table S1).

BT1854 has limited homology to the phospho-
lipid biosynthetic enzyme PgpB, a phosphatidyl-
glycerol phosphatase (6) that is not implicated in
AMP resistance. However, an unusual PgpB ho-
molog, LpxF, catalyzes the removal of the neg-
atively charged 4′-phosphate group from the
lipopolysaccharide (LPS) lipid A anchor in a small,
phylogenetically heterogeneous group of AMP-
resistant pathogens (7–9).Notably,B. thetaiotaomicron
produces an underphosphorylated lipid A struc-
ture when compared to most Gram-negative or-
ganisms (10) (fig. S2, A and B).
Mass spectrometry (MS) analysis of lipid A ex-

tracted from B. thetaiotaomicron revealed a pre-
dominant peak at a mass-to-charge ratio (m/z)
of 843.6, consistent with the published (10)
doubly deprotonated ([M-2H]2–) ion structure
of penta-acylated 4′-dephosphorylated lipid A
(predicted exact mass: 844.7m/z) (Fig. 2C). By
contrast, MS analysis of lipid A extracted from
the B. thetaiotaomicron BT1854 deletion mutant
revealed a peak consistent with the (M-2H)2– ion
of penta-acylated, bis-phosphorylated lipid A (pre-
dicted exact mass: 884.6 m/z) (Fig. 2C). An ad-
ditionalminor peak consistentwith a tetra-acylated
structure is observed for all strains (Fig. 2C and
fig. S2, C and D). Complementation restores the
wild-type lipid A profile (fig. S2E). Based on these
results, we designated this protein as LpxF.
Characterization of wild-type and lpxFmutant

strains showed that LpxF increased resistance to
inflammation-associated AMPs by neutralizing
the negative charge of the cell (Fig. 2D), decreas-
ing AMP binding at the bacterial surface (Fig. 2E
and fig. S3A), and reducing AMP-dependentmem-
brane disruption (Fig. 2F and fig. S3B).
If resistance to inflammation-associated AMPs

determines Bacteroidetes fitness in the gut, then
a strain with reduced AMP resistance should be
outcompeted by an isogenic wild-type strain in a
mammalian host during inflammation. We es-
tablished a gnotobiotic model of gut inflamma-

tion by colonizing germ-freemice with amixture
of wild-type, lpxF deletion mutant, and comple-
mented (lpxF,lpxF+) B. thetaiotaomicron strains
7 days before infectionwith Citrobacter rodentium,
a murine enteropathogen that mimics human gas-
trointestinal infection (11), or anavirulent tirmutant
incapable of inducing colitis (fig. S4, A to C) (12).
We next monitored the relative abundance

of each strain over time in these animals. The
B. thetaiotaomicron lpxF deletion mutant was
rapidly displaced by wild-type and lpxF,lpxF+

complemented strains in mice infected with
C. rodentium (Fig. 3A and table S5). Displace-
ment occurred at the onset of inflammation (fig.
S5, A and B) and concurrent with increased AMP
secretion measured from colonic tissue explants
(fig. S5C). By contrast, the lpxF deletion mutant
was able to persist in mice that had not been
infected with C. rodentium (Fig. 3B) and in mice
infectedwith the noninflammatory C. rodentium
tirmutant, which colonizes the gut to levels sim-
ilar to those of the wild-type pathogen (Fig. 3C).
The lpxF mutant was also outcompeted in gno-
tobiotic mice exposed to dextran sulfate sodium
(DSS), a chemical inducer of intestinal inflamma-
tion, at the onset of inflammation (Fig. 3D; fig.
S4, A to C; and fig. S5). Exposure in vitro to nu-
merous AMPs, but not C. rodentium or DSS,
recapitulates the in vivo results (fig. S4, D and E).
LpxF thus appears to be a general determinant of
resilience during inflammation andnot a specific
requirement for response to C. rodentium.
If resistance to AMPs is also important for

resilience in the context of a multiphylum human
gut microbiota residing in the mammalian gut en-
vironment, then amutant sensitive toAMPs should
exhibit a loss of resilience in this community. We
colonized germ-free mice with 14 bacterial spe-
cies, including wild-type B. thetaiotaomicron, that
represent the three dominant phyla observed in
the human gut (tables S6 to S8) (13). Notably, this
community remained largely stable through the
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Fig. 1. Human gut commensals are highly resistant to cationic AMPs. (A) MIC of PMB against E. coli and B. thetaiotaomicron. (B) MICs of human andmouse
inflammation-induced AMPs and bacterial surrogates against prominent human gut commensal bacteria (blue) and enteropathogens (red). MICs of PMB and
colistin were determined with E-test strips; others were determined with the microtiter broth dilution method. See also fig. S1 and table S1.
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course of C. rodentium infection (Fig. 4A) and
associated inflammatory events. To determine
whether LpxF is required for this stability during

perturbation, we replaced B. thetaiotaomicron
with the lpxF deletion mutant. Unlike wild-type
B. thetaiotaomicron, the lpxFmutant was rapidly

and specifically displaced from the defined hu-
man gut microbiome upon C. rodentium infec-
tion and consequent host inflammation (Fig. 4B

172 9 JANUARY 2015 • VOL 347 ISSUE 6218 sciencemag.org SCIENCE

Fig. 2. Lipid A dephosphorylation mediates AMP resistance in promi-
nent human gut bacteria. (A) Heat map of the relative fitness of transposon
mutant strains in the presence and absence of PMB. Columns indicate human
gut bacterial species tested (abbreviations from Fig. 1B); rows indicate gene
orthologs with insertions displaying a significantly altered fitness (q < 0.05) in
the presence of PMB in at least one species. n/s, not significantly altered;
n/a, no ortholog. (B) BT1854 (LpxF) is necessary for PMB resistance in
B. thetaiotaomicron. Representative MIC assessed with the E-test method is
shown. (C) LpxF is required for dephosphorylation of lipid A. Fourier transform–

ion cyclotron resonanceMS analysis of lipid A isolated fromwild-type (red) and
lpxFdeletion mutant (blue) B. thetaiotaomicron revealed a shift of the predom-
inant peak by ~40 m/z, consistent with the gain of a single phosphate group.
Inset shows predicted structures and m/z values of the doubly deprotonated
([M-2H]2–) ions for monophosphorylated (red) and bis-phosphorylated (blue)

penta-acylated lipid A. Minor peaks are consistent with tetra-acylated lipid A
structures (fig. S2,C andD). (D) Deletion of lpxF increases cationic cytochrome
c binding to B. thetaiotaomicron, indicating altered surface charge. (E) In-
creased PMB-Oregon Green (PMB*) binding to lpxFdeletion mutant cells mea-
sured by fluorescence quantification (left panel) and microscopy (right panels).
Error bars represent SDs and asterisks indicate significance (P < 0.01). Rep-
resentative fluorescence microscopy images of bacterial cells incubated with
PMB* (green) are shown as an overlaywith 4′, 6′ diamino-2-phenylindole (DAPI)
(blue). Scale bar indicates 2 mm. (F) LpxF protects the outer membrane from
PMB perturbation. 1-N-phenylnaphthylamine (NPN) uptake profiles of select
strains were measured followed by challenge with the indicated concentration
of PMB. Arrowheads indicate the addition of NPN (20 s) and PMB (80 s).
Readings were taken in 5-s intervals. Each experiment was performed in trip-
licate with representative results shown. See fig. S3 for complementation.

RESEARCH | REPORTS



and fig. S6A). By contrast, in the absence of C.
rodentium infection, both theB. thetaiotaomicron
wild-type and lpxF mutant-containing commu-
nities remained stable for the duration of the
experiment (fig. S6B).
Germ-free mice have an immature innate im-

mune system (14) that is largely rescued by colo-
nization with mouse, but not human, microbiota
(15). We tested whether B. thetaiotaomicron re-
quires LpxF in animals with a complete mouse
microbiota and amature innate immune system.
Because human gut Bacteroides spp. are rapidly
outcompeted in specific pathogen-free (SPF)
wild-type mice (16), we screenedmultiple strains
of mice and found that B. thetaiotaomicron, like
B. fragilis (16), stably colonized SPFRag−/− animals
(Fig. 4C). In these mice, the B. thetaiotaomicron
lpxF deletionmutant colonized to levels equivalent
to those of the wild type (Fig. 4C). B. thetaiota-
omicron resilience during C. rodentium infection
of these SPF mice remained dependent on LpxF,
indicating that the inflammation caused by path-
ogen infection, rather than other members of the
commensal mouse microbiota, mediated the re-
quirement for AMP resistance (Fig. 4D). Many
innate immune defects observed in germ-free

mice are also abrogated by segmented filamen-
tous bacteria (SFB), a mouse commensal that
interacts directly with the gut epithelium (15).
The lpxF deletion mutant remained stable over
time in gnotobiotic mice monoassociated with
SFB, indicating that even a pure population of
immunostimulatory commensal members of the
host’s native microbiota does not induce a re-
quirement for AMP resistance (fig. S6C).
LpxF orthologs are readily identified in all

sequenced human-associated Bacteroidetes, and
all characterized LPS structures in this phylum
reveal an underphosphorylated lipid A structure
(fig. S7), suggesting that all human gut Bacteroi-
detes use this mechanism to resist inflammatory
perturbations. We conducted a human study to
determine whether our observations from se-
quenced type strains extend to gut commensals
captured directly from humans. To this end, we
cultured 733 species-level phylotypes from 12 un-
related, healthy donors (table S9). These cultured
strains represent ~98% of the donors’ original,
uncultured communities at the phylum level, ~95%
at the class and order levels, ~80% at the family
level, and ~50% at the genus level (fig. S8A). Quan-
tification of PMB resistance across these culture

collections established that the AMP resistance
profiles of fecal microbial communities isolated
directly from humans mirror the phylum-level
patterns observed in sequenced type strains (Fig.
4E and fig. S8B).
Understandingmechanisms ofmicrobiota sta-

bility is important for efforts tomanipulate these
communities for therapeutic purposes.We found
that the ability of prominent human gut com-
mensal bacteria to resist killing by AMPs also
mediated stability during infection. This resil-
ience hinges on a protein that removes a single
phosphate group from the bacterial LPS to de-
termine whether the host maintains or removes
commensal bacteria in response to inflamma-
tion. In thisway, commensal-encodedmechanisms
for persistence in the host during inflammation
complement host-encoded mechanisms for im-
mune tolerance of the microbiota (17). As ob-
served in certain pathogens, lipid Amodification
may provide additional benefits to commensal
microbes beyond AMP resistance, including re-
duced activation of the host Toll-like receptor
4-myeloid differentiation factor 2 (TLR4-MD2)
complex that recognizes common forms of bac-
terial LPS (7, 8, 10, 18–23). Our studies indicate
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Fig. 3. AMP resistance determines the resilience of a prominent human
gut symbiont in gnotobiotic mice with colitis. Germ-free mice (n = 5 per
group) were colonizedwith wild-type, the lpxFdeletionmutant (solid lines), and
complemented (lpxF,lpxF+; dashed lines) B. thetaiotaomicron strains 7 days
before initiation of inflammation by C. rodentium infection (A); no further

treatment (B), infectionwith a noninflammatoryC. rodentium tirmutant (C), or
exposure to 3% DSS ad libitum for 7 days (black bar) (D). Infection with C.
rodentium strains is indicated by black arrowheads, and relative C. rodentium
abundances are reported as percentage of total fecal DNA (shaded bars);
error bars represent SD and asterisks indicate significant (P < 0.01) differences.
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Fig. 4. AMP resistance determines commensal resilience in the context of
a human ormurine gutmicrobiota. (A andB) Germ-freemice (n = 5 per group)
were colonized with 14 prominent human gut microbes, including B. thetaiotaomi-
cron wild-type or lpxF deletion mutant, 7 days before infection with C. rodentium;
community compositionwasmonitored byspecies-specific quantitative polymerase
chain reaction (QPCR) and reported as median percentage of total. Uninfected
controls are shown in fig. S6B. (C andD) Specific pathogen-freeRag−/−mice (n = 5
pergroup)weregavaged(blackarrowhead)witheitherB. thetaiotaomicronwild-type
or lpxFdeletionmutant; in (D),micewere infectedwithC. rodentium7days later (red

arrowhead). Colonization levels were assessed by QPCR from fecal DNA. C.
rodentium levels are reported as the percentage of total fecal DNA. Error bars
indicate SD and asterisks indicate significance (P < 0.05). (E) AMP resistance is a
general feature of human gut Bacteroidetes, Firmicutes, and Actinobacteria. Fecal
samples from 12 unrelated, healthy human donors were cultured on varying PMB
concentrations (x axis), and the number of species-level phylotypes (operational
taxonomic units; OTUs) belonging to each phylum observed from each donor
(points, coloredbyphylum)wasnormalized to thenumberobserved in culture in the
absenceofPMB.Aweighted (abundance)analysis providessimilar results (fig.S8B).
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that LpxF is dispensable in the absence of inflam-
mation, suggesting that the broad conservation
of this enzyme across commensal Bacteroidetes
reflects selective pressures imposed by periodic
inflammatory events. A delicate balance between
microbial resilience and host tolerance thus al-
lows for commensal persistence throughout a
diverse range of perturbations while preventing
commensal overgrowth or depletion, either of
which could have deleterious effects on the host.
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EPIDEMIOLOGY

Opposite effects of anthelmintic
treatment on microbial infection at
individual versus population scales
Vanessa O. Ezenwa1* and Anna E. Jolles2

Parasitic worms modulate host immune responses in ways that affect microbial
co-infections. For this reason, anthelmintic therapy may be a potent tool for indirectly
controlling microbial pathogens. However, the population-level consequences of this
type of intervention on co-infecting microbes are unknown. We evaluated the effects
of anthelmintic treatment on bovine tuberculosis (BTB) acquisition, mortality after
infection, and pathogen fitness in free-ranging African buffalo. We found that treatment
had no effect on the probability of BTB infection, but buffalo survival after infection
was ninefold higher among treated individuals. These contrasting effects translated
into an approximately eightfold increase in the reproductive number of BTB for
anthelmintic-treated compared with untreated buffalo. Our results indicate that
anthelmintic treatment can enhance the spread of microbial pathogens in some
real-world situations.

H
elminths are among the most ubiqui-
tous parasites on earth, infecting more
than 1 billion people (1) and causing sub-
stantial production losses in livestock (2).
Because chronic helminth infection can

modulate host immune responses, there is con-
siderable interest in the role helminth infection
may play in the progression of co-infecting mic-
robial diseases (3, 4). In the laboratory, mouse
and nonhuman primate studies show that hel-
minths can skew host immunity in ways that
alter the outcomes of viral and bacterial infec-

tions (5–7). Specifically, T helper cell 2 (TH2)
responses triggered by helminths can bias the
mammalian immune responses away from anti-
viral or antibacterial TH1 responses, increasing
host vulnerability to certain intracellular path-
ogens. Some human studies have also linked
helminth coinfection to enhanced morbidity for
other infectious diseases, such as tuberculosis
and HIV (8–11). Although individual studies sug-
gest that the specific outcomes of helminth co-
infection can vary by pathogen system, important
trends have emerged linking concurrent helminth
infection to changes in host responses to micro-
bial infections (4). This general observation has
triggered calls for integrating anthelmintic treat-
ment into control efforts for some microbial dis-
eases of humans as a means of improving disease
outcomes (12–14). However, few data exist to show
how such individual-level interventions might

affect population-level disease patterns of tar-
get microbes.
We used a wild population of African buffalo

(Syncerus caffer), naturally infected with gastro-
intestinal helminths (strongyle nematodes of var-
ious species) and exposed to bovine tuberculosis
(BTB, Mycobacterium bovis), to investigate the
consequences of anthelmintic treatment on BTB
dynamics (15). Patterns of BTB and nematode in-
fection inbuffalo indicate strong immune-mediated
interactions between the two parasites (16). More-
over, short-term anthelmintic treatment of buf-
falo has been shown to increase TH1 immunity,
demonstrating that helminth-mediated immune
suppression occurs in this species (17). By mon-
itoring a cohort of more than 200 anthelmintic-
treated and control animals, we tested for the
effects of treatment on immunity, BTB infection
probability, andBTB-associatedmortality and then
explored the implications of treatment for the
fitness of M. bovis, as measured by this patho-
gen’s reproductive number (15). We found that
treatment improved the survival of individual
hosts infected with BTB but also enhanced path-
ogen fitness.
We captured 216 female African buffalo in

Kruger National Park, South Africa, approximate-
ly every 182 days over a 4-year period. At capture,
animals in the experimental group (n = 108) re-
ceived a long-lasting anthelmintic bolus (Panacur,
Intervet, UK), whereas controls (n = 108) were left
untreated. At the beginning of the experiment,
all of these animals were BTB-free. Before anthel-
mintic treatment, the treated and control groups
did not differ in their likelihood of being infected
with worms (control = 57 of 103; treated = 55 of
107; Pearson’s c2 test, c2 = 0.33, P = 0.57) nor in
the number of worm eggs they were shedding in
feces (Wilcoxon rank sum test, Z = 1.16, P = 0.25).
After treatment, treated individuals were less
likely to be infected with worms [generalized
linearmixedmodel (GLMM),n= 214 individuals,
1134 observations, b estimate T SE (control) =
1.69 T 0.27, P < 0.0001 (table S1)] and were shed-
ding significantly fewer worm eggs than were
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controls [GLMM, n = 214 individuals, 1134 obser-
vations, b estimate T SE (control) = 2.49 T 0.491,
P < 0.0001 (table S2)]. The probablity of worm
infection and egg count were also correlated with
the time since last drug administration (capture
interval). Infection was more likely and egg count
higher as the capture interval lengthened [GLMM,
infection probability, b estimate T SE = 0.008 T
0.002, P < 0.0001 (table S1); egg count, b esti-
mate T SE = 0.002 T 6.3 × 10−5, P < 0.0001 (table
S2)]. The capture interval effect was most likely
the result of reinfection in treated individuals
over time. The treatment significantly affected
host TH1 immunity, measured by interferon-g
(IFN-g) secretion in response to a pokeweed mi-
togen challenge. IFN-g plays a central role in
the host’s defense against tuberculosis (18), and
treated animalsmounted stronger IFN-g responses
than did controls, suggesting that anthelmintic
treatment increased TH1 immunity (Fig. 1A and
table S3).
With the loss of worms and increase of TH1

immunity, we expected disease parameters to
change. Of 201 animals with BTB test histories,
69 acquired BTB infection during the study period
(control, 36 of 101; treated, 33 of 100). Accounting
for herd, the relative risk of BTB conversion for
control animals compared with treated animals
was approximately one. Anthelmintic treatment
was not a significant predictor of BTB infection
risk [hazard ratio (HR) = 0.988, 95% confidence
interval (CI) 0.615 to 1.586, P = 0.959 (Fig. 2B and
table S4)]. However, anthelmintic treatment sta-
tus was a strong predictor of mortality risk after
BTB infection. Of 58 BTB positive animals with
known fates, 13 died during the study period
(control, 11 of 30; treated, 2 of 28). Mortality risk
was approximately ninefold higher among con-
trols than among treated animals after account-
ing for age [HR = 9.28, 95% CI 1.93 to 44.6, P =
0.0054 (Fig. 2C and table S5)]. Thus, although
anthelmintic treatment had no observable effect
onBTB infection probability, themortality of BTB-
positive individuals was significantly reduced by
treatment.
IFN-g is known to limit tuberculosis severity

in cattle, mice, and humans (18, 19); thus, the
enhanced survival of anthelmintic-treated BTB-
positive buffalo may be a direct consequence of
improved TH1 immunity. The role of IFN-g in
BTB protection in wildlife species is unknown,
but our survival result corroborates correla-
tional data from another buffalo population,
suggesting that BTB-infected buffalo with worm
infections suffer higher mortality than that of
individuals infected with either BTB or worms
alone (16).
The lack of a treatment effect on BTB inci-

dence could arise for at least two reasons. First,
in herd animals such as buffalo, exposure to BTB
may be frequent because of high contact rates
among individuals. In this situation, a modest
reduction in susceptibility by improved TH1 im-
munity may not be sufficient to cause a detect-
able reduction in BTB infection risk. Second,
initial protection from tuberculosis infection in-
volves several innate immune defenses, and suc-

cessful elimination of Mycobacteria can occur
before the onset of T cell–mediated adaptive
immunity in humans and laboratory animals
(20). Therefore, enhancement of TH1 cell im-
munity alone may be insufficient to confer ef-
fective protection fromBTB infection. In a recent
study, human subjects with lower peripheral
blood neutrophil counts were found to be at
higher risk ofM. tuberculosis infection, and neu-
trophil depletion impaired the ability of whole
blood to restrict growth of M. tuberculosis and
M. bovis bacille Calmette Guérin (21). However,
we found no difference in neutrophil numbers
between control and treated buffalo (Fig. 1B and
table S3).
Our observation that anthelmintic treatment

had asymmetrical effects on BTB infection prob-
ability and mortality has implications for BTB
dynamics. The population-level consequences can
be visualized by considering the impact of treat-
ment on the basic reproductive number (R0) of
BTB. In a fully susceptible buffalo population,
the R0 of BTB can be calculated as the rate at
which new infections arise multiplied by the
infectious period: bN × 1/ (m + a), where b is the
transmission rate, N is the population size, m is
the background host mortality rate, and a is the
disease-induced mortality rate. Because buffalo
develop life-long BTB infections (22), we do not
consider pathogen clearance in our calculations.
Anthelmintic treatment may decrease R0 by re-
ducing the susceptibility of buffalo to BTB infec-
tion or by decreasing pathogen shedding among
infected hosts. Alternatively, treatment could in-
crease R0 by reducing disease-induced host mor-
tality. We estimated R0 for treated and control
subsets of our buffalo population, accounting for
the negligible effects of treatment on BTB sus-
ceptibility and strong effects on disease-induced
mortality that we observed. We found that an-
thelmintic treatment resulted in an almost eight-
fold increase in the relative magnitude of R0 for
BTB in the treated subpopulation (7.73, 95% CI

1.71 to 34.9). Translating this into absolute values,
we estimated R0 for control individuals to be 2, as
comparedwith 15 for treated individuals (Fig. 2D).
Because the spread of a pathogen through a host
population is generally more rapid with increas-
ing R0 (23), if BTB were introduced into a fully
naïve population, such a difference in the value of
R0 would result in a higher probability of an
outbreak occurring and higher overall disease
prevalence.
Our results reveal a tension between individual-

and population-level consequences of anthelmintic
therapy for outcomes of intracellular pathogen
co-infections. At the individual level, the out-
come of such an intervention is positive because
it reduces BTB-induced host mortality in our
case and, as recently reported in the literature,
the progression or severity of other pathogens
such as HIV (10, 24) and Streptococcus pneumo-
niae (25). At the population level, however, the
consequences of intervention are negative be-
cause surviving, BTB-positive, anthelmintic-treated
individuals continue to spread the pathogen. This
conflict arises because there is no reduction in
BTB infection risk in anthelmintic-treated indi-
viduals. Even if treatment reduced bacterial shed-
ding, which could help moderate transmission,
there would have to be an almost 90% reduction
inM. bovis shedding among treated animals to
overcome the increase in pathogen fitness re-
sulting from the extended lifespan of these hosts
(Fig. 2E).
Because our drug treatment did not eliminate

worms from the experimental subjects for the
entire duration of the study, it is possible that we
failed to observe an effect of anthelmintic treat-
ment on BTB infection risk as a result of poor
efficacy. Similarly, most large-scale deworming
programs in human populations do not achieve
consistent and complete parasite clearance (26).
Hence, our results may accurately reflect the
outcome of treatment programs applied in real
populations.
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Fig. 1. Effects of anthelmintic treatment on buf-
falo immunity. (A) Treatment increased IFN-g re-
sponses to pokeweedmitogen stimulation. Accounting
for season, herd, age, and capture interval, treated
individuals had significantly higher IFN-g levels than
those of controls [linear mixed model (LMM), n =
212 individuals, 1020 observations, b estimate T SE
(control) = –0.0378 T 0.0162, P = 0.02 (table S3)].
(B) Treatment had no effect on circulating neutro-
phil concentrations. Accounting for the same cova-
riates as in (A), there was no difference between
treated and control individuals in neutrophils [LMM,
n= 211 individuals, 941 observations, b estimate T SE
(control) = –0.0011 T 0.0023, P = 0.63 (table S3)].
Both IFN-g andneutrophil concentrationswere power-
transformed for analysis.
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Large-scale treatment programs that target
human helminth infections are expanding around
the globe (27). Reduced morbidity in individuals
with microbial co-infections is considered a po-
tential added benefit of such treatment pro-
grams (27, 28), but based on our findings with
BTB, anthelmintic treatment could improve indi-
vidual morbidity or mortality and simultane-
ously exacerbate pathogen transmission. This
is especially likely for chronic infections such as
HIV/AIDS and TB, two humanmicrobial diseases
for which anthelmintic treatment strategies are
being considered (10, 11). Studies exploring in-
dividual- and population-level consequences of
different intervention strategies, ranging from
mass deworming alone to combined anthelmin-
tic and microbial treatments (13), are urgently
needed to establish under what conditions
anthelmintic therapy is more likely to alleviate,
or exacerbate, the health impacts of microbial
co-infections.
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Fig. 2. Anthelmintic treatment had no effect on BTB inci-
dence but increased survival of BTB-infected individuals with
drastic consequences for microbe fitness. (A) Female buffalo
were monitored for 4 years to evaluate the effects of treatment on
the probability of BTB infection and post-infectionmortality. (B) Sur-
vival curves showing the proportion of treated and control buffalo
converting to BTB-positive as a function of timemeasured in days.
Control and treated individuals had approximately equal proba-
bilities of acquiring BTB (log-rank test: P = 0.976) (15). (C) Survival
curves showing the proportion of BTB-infected buffalo that sur-
vived as a function of time in days.The probability of death given
infection was significantly higher for control as compared with
treated individuals (log-rank test, P = 0.0054). For both curves,
vertical lines indicate individuals that were right-censored from
the data set. (D) The estimated R0 of BTB for control and treated
subsets of the buffalo population. R0 is approximately eight times
higher for treated individuals (2 versus 15.5),with upper and lower estimates of 3.4 and 69.8, respectively (CIswere not calculated for controls). (E) EstimatedR0 of
BTB across the range of mortality rates observed for treated buffalo and control buffalo (~0.03 to 0.24), accounting for possible reductions in bacteria shedding
due to treatment (range,0 to 90%).The area shaded in gray shows the baselineR0 for control buffalo (R0= 2). At amortality rate of ~0.03, as observed for treated
buffalo, a reduction in shedding of at least 90% is needed to decrease R0 to baseline levels.

RESEARCH | REPORTS



STRUCTURAL BIOLOGY

Division of labor in transhydrogenase
by alternating proton translocation
and hydride transfer
Josephine H. Leung,1 Lici A. Schurig-Briccio,2 Mutsuo Yamaguchi,1 Arne Moeller,3*
Jeffrey A. Speir,3 Robert B. Gennis,2 Charles D. Stout1†

NADPH/NADP+ (the reduced form of NADP+/nicotinamide adenine dinucleotide
phosphate) homeostasis is critical for countering oxidative stress in cells. Nicotinamide
nucleotide transhydrogenase (TH), a membrane enzyme present in both bacteria and
mitochondria, couples the proton motive force to the generation of NADPH. We present
the 2.8 Å crystal structure of the transmembrane proton channel domain of TH from
Thermus thermophilus and the 6.9 Å crystal structure of the entire enzyme (holo-TH).
The membrane domain crystallized as a symmetric dimer, with each protomer
containing a putative proton channel. The holo-TH is a highly asymmetric dimer
with the NADP(H)–binding domain (dIII) in two different orientations. This unusual
arrangement suggests a catalytic mechanism in which the two copies of dIII alternatively
function in proton translocation and hydride transfer.

N
icotinamide nucleotide transhydrogenase
(TH) is an integral membrane protein that
can utilize the proton motive force for hy-
dride transfer from NADH (the reduced
form of NAD+) to NADP+ (nicotinamide

adenine dinucleotide phosphate), formingNADPH
(1): NADH+NADP++H+

out↔NAD++NADPH+
H+

in, where “out” denotes the space outside the
prokaryotic plasma membrane and “in” denotes
the cytosol (or mitochondrial intermembrane
space and matrix in eukaryotes). The resultant
NADPH is used for amino acid biosynthesis and
by glutathione reductase and glutathione peroxi-
dase to remove reactive oxygen species (2). Muta-
tions in Nnt genes, which encode for TH, are
correlatedwith familial glucocorticoid deficiency
of the adrenal cortex (3). Mice with mutations in
the Nnt genes exhibit glucose intolerance and
impaired secretion of insulin, as in type 2 dia-
betes (4, 5).
Functional TH exists as a dimer (6), where each

protomer contains three domains: a hydrophilic
NAD(H)-binding domain (dI), a transmembrane
domain (dII), and a hydrophilic NADP(H)-binding
domain (dIII) (Fig. 1A). Despite topological varia-
tions of TH subunits across species (fig. S1), dIII
is always a C-terminal extension of dII. Hydride
transfer between NAD(H) and NADP(H) occurs
across the dI-dIII interface; proton translocation
is across dII. One proton is translocated across
the membrane per hydride transferred between
nucleotides (7).

Structures of hydrophilic dI and dIII were pre-
viously solved for TH isolated from bovine (8)
and human (9) mitochondria as well as from
Rhodospirillum rubrum (10) and Escherichia
coli (11). Co-crystallization of dI with dIII results
in the asymmetric heterotrimer (dI)2:dIII (12, 13).
We determined the structures of the dimeric
(dI)2 and the heterotrimeric (dI)2:dIII from
Thermus thermophilus (Tt) TH (fig. S2A and
table S1). In each of the heterotrimer struc-
tures, the NADP(H)-binding site of dIII is near
the NAD(H)-binding site of one copy of dI, poised
for direct hydride transfer. If a second copy of
dIII were present and obeyed local twofold sym-
metry, there would be a steric clash between
the two copies of dIII (12, 13) (fig. S2B). The
structures therefore present a fundamental
puzzle: how the second copy of dIII is oriented
in the intact enzyme (14, 15) and how hydride

transfer at the dI-dIII interface is coupled to
proton translocation across dII, approximately
40 Å away (6, 16). Solving the structures of dII
and the intact enzyme from Tt TH addresses
these questions.
Tt TH is encoded by three genes (a1, a2, and b):

a1 encodes dI; a2 encodes the first three trans-
membrane (TM) helices of dII; and b encodes
nine TM helices of dII linked with dIII (Fig. 1B).
Based on sequence alignments, two helices (TM1
and TM5) present in TH from some species are
missing in Tt TH dII (fig. S3). To determine the
crystal structure of dII, we made a construct that
expresses the a2 gene and a truncated version of
the b gene, in which dIII is replaced by a his-
tidine tag (Fig. 2A). The resulting dII contains 12
TM spans and crystalizes as a symmetric dimer
with a twofold axis normal to themembrane plane
(Fig. 2B and table S2). The topology is consistent
with previous studies of TH fromdifferent species,
so the fold of dII observed in Tt TH is probably
universal (17) (fig. S3).
Each dII protomer constitutes a proton path-

way where helices TM3-4, TM9-10, and TM13-14
arrange as a hexagram (Fig. 2C). Conserved mo-
tifs located at a level corresponding to themiddle
of themembrane are foundwithin the interior of
the hexagram on TM3 (NXXH/S), TM9 (NXXG
or HXXV), and TM13 (NXXT/S) (fig. S4). In the
Tt dII structure, a2N39 (TM3), bN89 (TM9), bS132
(TM10), and bN211 (TM13) form a hydrogen bond
network (Fig. 2D). Of specific interest is bN89
(TM9); this residue is at the equivalent posi-
tion as E. coli bH91, which has been identified
as important for proton translocation by mu-
tagenesis studies (2, 18, 19). Two other residues
that have been implicated in proton trans-
location in E. coli TH are bS139 (20) and bN222
(18), which are equivalent to bS132 (TM10) and
bN211 (TM13) in Tt TH. No ordered water mol-
ecules are observed in the structure; hence, this
may correspond to an occluded conformation of
the proton channel.
On the basis of previous cysteine crosslinking

studies, a salt bridge between E. coli bD213 and
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Fig. 1. TH function and structure. (A) Schematic representation of TH function. The NAD(H)-binding
domain (dI) and the NADP(H)-binding domain (dIII) catalyze hydride transfer. Proton translocation occurs
through the transmembrane domain (dII). “In” represents the prokaryotic cytosol ormitochondrial matrix,
and “out” is the space outside the prokaryotic plasmamembrane or mitochondrial intermembrane space.
(B) A Tt TH protomer is encoded by three genes: a1 encodes dI; a2 encodes three transmembrane (TM)
helices of dII; and the b gene encodes the remaining nine helices of dII, the hinge region, and dIII.TM1 and
TM5 of dII are missing in Tt TH.
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bR265 has been postulated and implicated as
important for both proton translocation in dII
and NADP(H) binding in dIII (18, 20, 21). The
structure shows that this Asp-Arg salt bridge is
formed between the equivalent residues in Tt TH,
bD202 (TM13), and bR254 (the “hinge region”
connecting dII and dIII) and is positioned on the
membrane surface adjacent to the entrance of the
proton channel (Fig. 2E).

Using the structures of the dI dimer, the dII
dimer, and the dIII subunits, we solved the crys-
tal structure of Tt holo-TH at 6.9 Å resolution by
molecular replacement in Phaser (22) (Fig. 3A
and table S3). In the 200-kD holo-TH dimer, two
copies of dIII are positioned between the dI and
dII dimers in different orientations (fig. S5A). One
copy of dIII (dIII-A) has its NADP(H)-binding site
“face up” to interactwith theNAD(H)-binding site

of dI-A as in the (dI)2:dIII heterotrimer struc-
tures (fig. S2A). The second copy of dIII (dIII-B)
occupies the space between dI-B and dII-B, but
it is flipped over 180° with its NADP(H)-binding
site “face down” toward dII-B. Although the struc-
tures of the hinge region between dII and dIII
are unknown, both orientations of dIII can be
accommodated by the full-length linker in all
species (fig. S5B).

SCIENCE sciencemag.org 9 JANUARY 2015 • VOL 347 ISSUE 6218 179

Fig. 2. Structuraldetailsoftheprotonchannel.(A) Schematic diagram
of the Tt dII construct used for crystallization, labeling TM helices,
cytoplasmic loops (CL), and periplasmic loops (PL). The Tt b gene was
truncated at CL8 by a histidine tag (red H). Residues in orange form
hydrogen bonds within the proton pathway. Residues in green form a
conserved salt bridge. Residues in gray outlines are disordered in the
crystal structure. (B and C) Atomic model of the dII dimer viewed from

(B) within the membrane and (C) from the periplasm. TM3, TM9-10, and
TM13 form the proton channel. TM2 is at the dimer interface. (D) Res-
idues a2N39 (TM3), bN89 (TM9), bS132 (TM10), and bN211 (TM13)
form a hydrogen bond network (black dotted lines). (E) The Asp-Arg
salt bridge formed by bD202 (TM13) and bR254 (CL8) is located on
the membrane surface adjacent to the proton channel opening (red
star).
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To confirm the existence of the two dIII ori-
entations in holo-TH, pairs of cysteine residues
were inserted into holo-TH for crosslinking ex-
periments using the purified enzyme solubi-
lized in detergent. The structure predicts that
residue bD284 (dIII) should be at the interface
with dII in the face-up conformation, but at the
interface with dI in the face-down confor-
mation. Residue bD284 was replaced by a cys-
teine (bD284C) in combination with a cysteine
placed in dI (a1T164C) and/or dII (a2V28C). SDS–
polyacrylamide gel electrophoresis (PAGE) analy-
sis (Fig. 3B) showed that dIII can crosslink either to
dII, forming thea2+b product, or to dI, forming the
a1+b product. The crosslinks were largely reversed
by b-mercaptoethanol (b-Me). Activity measure-
ments showed that hydride transfer from NADH
to NADP+ and then back to an NAD+ analog (so-
called cyclic activity), which is not coupled to
proton translocation (23), is minimally influ-
enced by the crosslinking (table S4). In contrast,
hydride transfer from NADPH directly to the
NAD+ analog, which is coupled to proton trans-
location (24), is decreased by crosslinking and
is increased after disrupting the crosslinks.
Although the data are not quantitative, it is

clear that the face-down conformation of dIII is
present in the active form of holo-TH and is
consistent with the importance of domain dy-
namics for catalytic function (21).
In addition to crystallography, we performed

single-particle cryo–electronmicroscopy (cryo-EM)
imaging of detergent-solubilized Tt holo-TH,
yielding a structure at 18 Å resolution (Fig. 3C
and fig. S6). The structure shows that the enzyme
is an asymmetric dimer: One copy of dIII is more
disordered than the other.
Previous biochemical data have shown thatmu-

tations in a conserved Asp residue in theNADP(H)-
binding site of dIII, E. coli bD392, abolish both
hydride transfer and proton translocation (16);
and the rate-limiting step in forward catalysis is
the release of the product NADP(H) from dIII
(23). The holo-TH structure providesmechanistic
implications about how dIII can be involved in
proton translocation: The face-down conforma-
tion of dIII brings Tt bD378 (equivalent to E. coli
bD392) (16) and regions of dIII that regulate
NADP(H) binding, including loopsD andE (14, 25),
close to the surface of the proton channel and the
Asp-Arg salt bridge (Fig. 4A). Hence, it is reason-
able that the face-down conformation of dIII is

competent for proton translocation, whereas its
face-up conformation allows hydride transfer
(Fig. 4B). The division-of-labor assignationworks
into the binding-change model of the catalytic
cycle proposed by Jackson and colleagues (26).
The model is consistent with previous biochem-
ical determinations: (i) TH exhibits half-of-the-
sites reactivity, so that inhibition of one protomer
within the dimeric enzyme inhibits the second
protomer (23, 24, 27); (ii) There are “open” and
“occluded” conformational states of dIII via its
loops D and E, summarized in (26). The model
assumes that dIII is mobile, which is a reason-
able hypothesis because previous cysteine muta-
tions of the Asp-Arg salt bridge (Fig. 2E) lead to
crosslinking and inhibition of both proton trans-
location in dII andNADP(H) binding in dIII (21).
The membrane domain is proposed to have a
single buried protonatable site (in most cases, a
histidine in TM3 or TM9), and this residue can
either be (i) deprotonated and occluded, (ii)
accessible to protonation by an “outward-facing”
conformation, or (iii) accessible to protonation
by an “inward-facing” conformation. We spec-
ulate that changes in dIII, which include the
protonation state of Tt bD378 (E. coli bD392)

180 9 JANUARY 2015 • VOL 347 ISSUE 6218 sciencemag.org SCIENCE

Fig. 3. Structural asymmetry of holo-TH. (A) The crystal structure shows
two orientations of dIII: face-up dIII-A (green) and face-down dIII-B (ma-
genta) with respect to their NAD(P)H-binding sites. Nucleotides, NAD(H)
in dI, and NADP(H) in dIII, are modeled as black spheres based on the
heterotrimer structure (11, 12). Subunits sandwiching dIII-A and dIII-B are
respectively labeled as A and B. Underlined labels mark the mutations
used for crosslinking experiments. (B) SDS-PAGE shows the crosslinking
of dIII in two orientations. The table on top describes samples in lanes 1 to

10. For the wild-type enzyme (lane 10), subunits a1 and b each run with
the same apparent molecular weight (MW) of about 45 kD; the a2 subunit
shows a faint band at 10 kD. bD284C on dIII can crosslink with either
a1T164C in dI (lanes 1 and 3), forming a1+b; or with a2V28C on dII (lanes
1 and 5), forming a2+b. The presence of b-Me largely eliminates the
crosslinking (lanes 2, 4, and 6). (C) The cryo-EM structure reveals an
asymmetric dimer: One copy of dIII exhibits weaker density than the
other.
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(28), the conformation of loops D and E (14, 25),
and the redox state of NADP(H), are coupled to
conformational/protonation changes in themem-
brane domain coupled to proton translocation
(Fig. 4C).
In general terms, we postulate that the two

halves of the TH dimer cycle out of phase be-
tween the occluded and open states of dIII,
each of which is coordinated to the inward-facing
or outward-facing conformation of the proton
channel. After the hydride transfer reaction, dIII
becomes occluded in the face-up orientation,
whereupon it flips to the face-down orienta-
tion without NADP(H) exchange with the sol-
vent pool of NADP(H). For the forward reaction
(NADPH product with a proton translocated in-
ward), the interaction between the occluded
dIII and the membrane domain converts dII
from thedeprotonated occluded state to become
outward-facing, followed by the conversion of
dIII to the open state, switching dII to inward-

facing, and eventually the flipping up of dIII.
Dissociations of both NADPH from dIII and
the proton from dII to the solvent are required
for the catalytic cycle to proceed. For hydride
transfer in the reverse direction, the sequence of
events is similar, except that dII proceeds from
proton-occluded→inward-facing→outward-facing
(fig. S7). The proton motive force is coupled to the
dissociation of NADP(H) and therefore to the
equilibrium for hydride transfer between NAD(H)
and NADP(H).
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Fig. 4. Possible role of face-down dIII in proton translocation. (A) Regions of dIII that regulate NADP(H)
binding, namely loop D, loop E, and Tt bD378 (green star), are close to the proton channel opening (red
star) and the Asp-Arg salt bridge (blue stars).The surface area of dII is shown as translucent. NADP(H) is
modeled as black spheres. (B) Division of labor of enzymatic activities within a TH dimer: One half of the
dimer carries out hydride transfer and the other translocates proton. (C) Coordination between dII and dIII
in one half of the TH dimer for the forward reaction. A proton is represented by a red cross.Two halves of
the TH dimer cycle out of phase; for simplicity of representation, the other half is shown in gray and
remains unchanged.
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EARTH HISTORY

U-Pb geochronology of the
Deccan Traps and relation to the
end-Cretaceous mass extinction
Blair Schoene,1* Kyle M. Samperton,1 Michael P. Eddy,2 Gerta Keller,1 Thierry Adatte,3

Samuel A. Bowring,2 Syed F. R. Khadri,4 Brian Gertsch3

The Chicxulub asteroid impact (Mexico) and the eruption of the massive Deccan
volcanic province (India) are two proposed causes of the end-Cretaceous mass extinction,
which includes the demise of nonavian dinosaurs. Despite widespread acceptance of the
impact hypothesis, the lack of a high-resolution eruption timeline for the Deccan basalts
has prevented full assessment of their relationship to the mass extinction. Here we apply
uranium-lead (U-Pb) zircon geochronology to Deccan rocks and show that the main
phase of eruptions initiated ~250,000 years before the Cretaceous-Paleogene boundary
and that >1.1 million cubic kilometers of basalt erupted in ~750,000 years. Our results
are consistent with the hypothesis that the Deccan Traps contributed to the latest
Cretaceous environmental change and biologic turnover that culminated in the marine
and terrestrial mass extinctions.

T
he Deccan Traps are a continental flood
basalt province that comprise >1.3 million
km3 of erupted lavas and associated rocks
(1) that reach a total thickness of ~3000 m
near the eruptive center in Western India

(2, 3). Paleomagnetic data (4–7) combined with
K-Ar and 40Ar/39Ar geochronology of Deccan
basalts (8, 9) have been interpreted to indicate
that >90% of the eruptive volume was emplaced
rapidly (<1 million years), coincident with the
Cretaceous-Paleogene boundary (KPB). This tem-
poral relationship has long led to speculation
that Deccan volcanism had a major role in the
end-Cretaceous mass extinction (10, 11), which
saw the disappearance of nonavian dinosaurs and
ammonoids, as well as major biotic turnovers
in foraminifera, corals, land plants, reptiles, and
mammals (12–15). However, age uncertainties
from existing geochronology of the Deccan
Traps (6, 8, 9) are larger than their estimated
total duration, and thus the onset and duration
of volcanism cannot be precisely compared to
geologic, extinction, or environmental records
from sedimentary sections spanning the KPB
worldwide.
To better establish a high-resolution eruptive

history of the main phase of Deccan volcanism,
we sampled volcanic rocks from throughout the
10 formations that make up the Western Ghats
(2, 3, 16) and dated them by U-Pb zircon geo-
chronology using chemical abrasion–isotope
dilution–thermal ionization mass spectrometry
(CA-ID-TIMS) (17). Because zircon is rare in ba-

saltic rocks, our sampling strategy targeted vol-
canic airfall deposits between basalt flows and
high-silica and/or coarse-grained segregations
within individual flows (fig. S1). The latter have
been described previously in the lower half of
the Deccan sequence (18), and we successfully ex-
tracted zircon fromone such sample in the Jawhar
Formation (Fm) (DEC13-30; Fig. 1). Zircon was
also separated from three paleosol, or “redbole,”
horizonswithin theAmbenali andMahabaleshwar
Fms (samples RBP, RBE, and RBF; Fig. 1). These
distinctive red horizons are interpreted to result
from weathering of basalt during periods of vol-
canic quiescence (5). However,many also contain
an evolved, high-SiO2 volcaniclastic component
(19), and we sampled these horizons to search for
zircon-bearing volcanic ash that may have accu-
mulated between basalt flows. Three additional
zircon-bearing samples were collected from differ-
ent intervals within a ~40-cm-thick green volcani-
clastic bed in theMahabaleshwar Fm. (DEC13-08,
-09, and -10).
Each sample yielded a small number (typically

<50) of euhedral zircon crystals with morpholo-
gies and internal zonation indicative of an ig-
neous origin (fig. S3). Single grains were selected
for analysis, photographed, pretreated, dissolved,
and analyzed using CA-ID-TIMS (17). A subset of
samples with an adequate number of grains was
analyzed at both Princeton University (PU) and
the Massachusetts Institute of Technology (MIT)
to assess interlaboratory bias. Resulting 206Pb/238U
dates from individual zircons from each sample
scatter outside of analytical uncertainty (all un-
certainties reported at the 2s level; data shown
in Fig. 2 and figs. S2 and S4 and reported in table
S1) but show a similar spread in dates for sam-
ples analyzed at both MIT and PU. Given the
excellent analytical reproducibility between lab-
oratories (fig. S2), we discuss our results as a
single data set below.

The spread in 206Pb/238U dates from our indi-
vidual samples cannot be attributed to analytical
uncertainties alone (fig. S2), andwe interpret this
dispersion to result fromeither prolonged growth
of zircon before eruption and/or incorporation of
zircon from slightly older eruptions at the same
vent. This phenomenon is due to the ability of
zircon to retain radiogenic Pb at magmatic tem-
peratures (>700° to 900°C) and can result in zir-
con dates within volcanic deposits that predate
eruption by 103 to 106 years (20, 21). Given that
our goal is to date the deposition of the volcanic
ash, taking a weighted mean of all data from sin-
gle samples is inappropriate and could bias our
dates too old (21). Alternatively, the youngest
zircon fromeach depositmay serve as amaximum
age for deposition (16). However, this approach
assumes that chemical abrasion has completely
mitigated Pb loss (17) and could bias our dates
too young if this assumption is not true.
To address these potential biases, we analyzed

the trace element geochemistry of the dissolved
zircon after routine ion exchange separation of U
and Pb (17). By asserting that cogenetic zircons
from an ashfall should have the same age and the
same trace element signature, we identified the
population of zircon from our data set that is
amenable to statistical grouping (Fig. 2) while
alleviating the concern that older, inherited zir-
con may bias weighted mean dates too old. We
find that two or more zircons from each sample
meet these criteria, and we calculate weighted
means from those grains. Additionally, zircons
from different samples have very different trace
element signatures, supporting our interpre-
tation that each dated horizon contains a distinct
population of zircon with independent age
information.
As a further means of refining our age model

for the middle Ambenali–lower Mahabaleshwar
Fms, we employed a Markov chain Monte Carlo
analysis that imposes the law of superposition as
a boundary condition (17). Given that stratigraphic
horizons young upward, this Bayesian approach
uses the 206Pb/238U dates for each horizon de-
rived above as priors and calculates newuncertainty
distributions for each sample that maximize and
evaluate the probability that stratigraphically
higher beds are younger. Two of three samples
from the composite ashbed fail this test (DEC13-
08 and -09), and thus the date arising from the
third sample (DEC13-10) is used as our best esti-
mate for the deposition of that composite ashbed.
Dates derived from the redbole horizons pass the
superposition test, consistent with our interpre-
tation based on grain morphology and geochem-
istry that zircon from these horizons derive from
primary volcanic ashfall rather than, for example,
eolian transport. The depositional ages presented
in Fig. 2 are those from theMonte Carlo analysis,
whereas several different interpretations of the
geochronological data are presented in table S3.
Regardless of the method used for U-Pb age

interpretation, our main conclusions remain un-
affected. The U-Pb dates reported here have cor-
responding uncertainties that are one to two
orders of magnitude smaller than previously
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published geochronology from the Deccan Traps
and can thus resolve age differences between the
base and top of the main eruptive phase. Using
the dates from the lower- and upper-most sam-
ples (Fig. 1), we calculate a duration of 753 T 38
thousand years (ky) for an estimated 80 to 90%
of the total eruptive volume of the Deccan Traps.
These data also calibrate the timing of mag-

netic polarity Chron 29r, which serves as a basis
for global correlation of KPB sections. The C29r/
C29n reversal was previously identified within
the lowerMahabaleshwar Fm (5), fromwhichwe
collected samples RBP, RBE, and RBF. We use
the 206Pb/238U date of sample RBE of 65.552 T
0.026/0.049/0.086million years ago (Ma) (2s un-
certainties given here as internal only/with tracer
calibration/with 238U decay constant) as our best
estimate for the age of C29r/C29n reversal be-
cause it was sampled from between two basalts
with transitional polarity (Fig. 1) (5). The basal
age of C29r is constrained by sample DEC13-30,
which was collected from a basaltic segregation
vein within the Jawhar Fm near the base of the
main Deccan phase and yielded a 206Pb/238U
date of 66.288 T 0.027/0.047/0.085Ma. From the
same outcrop, Chenet et al. (9) reported transi-
tional magnetic polarity just tens of meters be-
neath lavas containing reverse polarity (C29r);
from this transitional horizon they reported a
K-Ar date of 67.4 T 2.0 Ma. Though their date
was interpreted to represent the C30r/C30n or
C31n/C30r transition, with a long hiatus in erup-
tions represented in that section (9), our U-Pb
date from DEC13-30 is not consistent with a
hiatus of that magnitude. A simpler interpreta-
tion is that the transitional polarity basalts rep-
resent the C30n/C29r transition. Thus, the age
difference between DEC13-30 and RBE of 736 T
37 ky is also the length of C29r. An independent
estimate for the length of C29r from cyclostrati-
graphic analysis of marine Ocean Drilling Pro-
gram (ODP) cores and the Zumaia section, Spain,
yields durations of 713 to 725 ky (22), in good
agreement with our calibration based on U-Pb
geochronology.
Our results also have implications for the age

of the KPB and associated mass extinction event,
as several estimates for the duration of the Cre-
taceous portion of C29r of 300 to 340 ky have
recently been published based on cyclostratig-
raphy of magnetically and biostratigraphically
calibrated ODP sections (23). Using our date for
the C30n/C29r reversal and the average cyclo-
stratigraphic estimate yields an age for the KPB
of 65.968 T 0.085 Ma (including systematic un-
certainties), which agrees well with a recently
reported KPB age of 66.043 T 0.086 Ma (also
including full systematic uncertainties) from
40Ar/39Ar geochronology on tephras that bracket
the terrestrial KPB near Hells Creek, Montana
(24). Determining an age for the KPB by back-
calculation from our estimate for the C29r/C29n
reversal ismore problematic in that estimates for
the Paleogene portion of C29r based on cyclo-
stratigraphy of the Zumaia KPB section range
from 206 to 398 ky (22, 25). Regardless, the com-
bination of our geochronologic data with cy-

clostratigraphic estimates effectively rules out
any age for the KPB younger than 65.740 T
0.086 Ma.
Although the temporal relationship between

large igneous provinces and mass extinctions is

well established (26), the potential killmechanisms
remain a subject of debate. Models of proposed
drivers focus on volcanically sourced CO2, SO2,
and halogens, which can cause global warming
and/or cooling on different time scales (27); acid
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Fig. 1. Geography and stratigraphy of the Deccan Traps. (A) Aerial extent of the Deccan Traps colored
in red. (B) Shaded relief map of study area in the Western Ghats. Major cities are indicated by white
squares. Approximate locations of sampling transects and samples are indicated by colored triangles;
transects are named at the bottom of the figure. The color bar (top right) shows elevation in meters,
highlighting the escarpmentwhere the best exposures of Deccan lavas occur. (C) Schematic cross section
of Deccan lavas, fromChenet et al. (4), showing general southerly dip and younging to the south. Sampling
transects are indicated by colored triangles. Colors correspond to the formations named in (D). (D) Com-
posite stratigraphic section of the Deccan Traps in the Western Ghats, with approximate formation
thicknesses shown.The geologic time scale is on the left,with the gray area corresponding to the unknown
location of the KPB within the Deccan Traps.The geomagnetic polarity time scale is shown, with relevant
chrons labeled and polarity indicated by black, white, or gray. The duration of C29r is the difference
between the ages of DEC13-30 and RBE. U-Pb ages are shown on the right and are color-coded for sample
type: black, segregation vein in basalt; red, volcanicmaterial frompaleosol; green,volcanic ashbed.Colored
triangles correspond to sampling transects shown in (B) and (C).The date for KPB from Renne et al. (24)
includes full systematic uncertainties. U-Pb age uncertainties are 2s and include internal uncertainties
only; ages with full systematic uncertainties are ~T0.085 Ma. See text and table S3 for full uncertainty
budget and Fig. 2 and table S1 for data.
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rain and ozone reduction (28); and ocean acidi-
fication (29). Late Cretaceous records beginning
near the C30n/C29r transition, and therefore
near the onset of the main phase of Deccan
volcanism, show a decrease in d18O values of
foraminifera (30) and morphological changes in
fossil leaves (31) that are consistent with insta-
bilities in global temperature. A two-stage de-
cline in seawater 187Os/188Os values initiating at
the C30n/C29r reversalwas interpreted to record
weathering of the Deccan Traps, predating a
second decline in 187Os/188Os and a synchronous
Ir spike that were attributed to the Chicxulub
impact (32). Furthermore, biostratigraphic records
show increased rates of biotic turnover in mam-
mals, amphibians, land plants, and foraminifera
through the Cretaceous portion of C29r preceding
the peak extinction interval (12, 13, 15, 31, 33).
Additional testing of the influence of the Deccan
Traps on these records will require further
determination of eruption tempos and hia-
tuses coupled with realistic estimates of volatile
release from individual eruptive phases (34) that
can be temporally linked to paleoenvironmental
proxies. Our results are a critical part of this
discussion as they are consistent with the hy-
pothesis that environmental and ecological de-
terioration began with eruption of the Deccan
Traps before the Chicxulub impact and the end-
Cretaceous mass extinction. Therefore, both the
Chicxulub impact and eruption of the Deccan
Traps should be considered in any model for the
extinction.
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Fig. 2. U-Pb zircon CA-ID-TIMS geochronological data. (A) Rank order plot
of U-Pb data presented in this study, color-coded by sample type in Fig. 1 and
with sample name next to data. Sample locations are shown in Fig. 1. The
vertical axis indicates 206Pb/238Udate, and rectangle height corresponds to 2s
uncertainties for single-crystal zircon analyses,with internal uncertainties only.
MITand PU indicate the laboratory used. Stratigraphic younging is shown from
right to left.The horizontal gray band shows the date for KPB fromRenne et al.
(24). Small gray rectangles behind the data indicate the youngest zircons that
were indicated to be cogenetic by comparing dates and geochemistry in (B),

from which weightedmeans were calculated. Dates indicated beneath sample
names result from theMonte CarloMarkov chain simulation that uses weighted
mean dates and imposes the law of superposition to arrive at our best esti-
mates for the time of deposition of the dated horizons (17). Asterisks indicate
zirconwithout trace element geochemistry.U-Pb data are given in table S1. (B)
Lutetium/hafnium (Lu/Hf) ratios of the same volume of dated zircon, young-
ing from right to left as in (A). Gray boxes indicate zircons determined to be
cogenetic due to same age and geochemistry.The full geochemical data set is
presented in table S2 and plotted in fig. S5.
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DNA REPAIR

PAXX, a paralog of XRCC4 and XLF,
interacts with Ku to promote DNA
double-strand break repair
Takashi Ochi,1* Andrew N. Blackford,2* Julia Coates,2 Satpal Jhujh,2 Shahid Mehmood,3

Naoka Tamura,4 Jon Travers,2 Qian Wu,1 Viji M. Draviam,4 Carol V. Robinson,3

Tom L. Blundell,1† Stephen P. Jackson1,2,5†

XRCC4 and XLF are two structurally related proteins that function in DNA double-strand
break (DSB) repair. Here, we identify human PAXX (PAralog of XRCC4 and XLF, also called
C9orf142) as a new XRCC4 superfamily member and show that its crystal structure
resembles that of XRCC4. PAXX interacts directly with the DSB-repair protein Ku and is
recruited to DNA-damage sites in cells. Using RNA interference and CRISPR-Cas9 to
generate PAXX−/− cells, we demonstrate that PAXX functions with XRCC4 and XLF to
mediate DSB repair and cell survival in response to DSB-inducing agents. Finally, we
reveal that PAXX promotes Ku-dependent DNA ligation in vitro and assembly of core
nonhomologous end-joining (NHEJ) factors on damaged chromatin in cells. These findings
identify PAXX as a new component of the NHEJ machinery.

D
NA double-strand breaks (DSBs) are toxic
lesions that arise in cells exposed to agents
such as ionizing radiation (IR) and are
also generated as intermediates during
V(D)J (variable, diversity, joining) and class-

switch recombination at immune-receptor gene
loci (1). If unrepaired or repaired incorrectly,
DSBs cause cell death or genome instability, and
defects in DSB repair components cause he-

reditary disorders with symptoms including im-
munodeficiency, neurodegeneration, infertility,
and/or increased cancer predisposition (2). A key
DNA repair pathway is nonhomologous end-
joining (NHEJ), which involves initial recognition
of a DSB by the Ku70-Ku80 heterodimer, followed
by the assembly of additional factors including
the DNA-dependent protein kinase catalytic sub-
unit (DNA-PKcs), x-ray cross-complementing pro-

tein 4 (XRCC4), and XRCC4-like factor (XLF; also
called Cernunnos), with XRCC4 playing a prime
role in recruiting DNA ligase IV (LIG4) to carry
out the DSB-joining reaction (3).
XRCC4 andXLF, togetherwith spindle-assembly

abnormal protein 6 (SAS6), comprise a homolo-
gous superfamily of structurally related proteins
(4). To identify other members of this protein
superfamily, we used a bioinformatics approach,
which suggested that the 22-kD human protein,
C9orf142, could be an XRCC4 paralog (tables S1
and S2). Although little overall primary sequence
similarity is seen, sequence alignments indicated
that the N-terminal portion of C9orf142 contains
the present-in-SAS6 (PISA)motif that is conserved
throughout the XRCC4 superfamily (5) and shares
a conserved tryptophan in this motif with XRCC4
and XLF (Fig. 1A and fig. S1A).We have therefore
named this previously uncharacterized protein
PAXX (PAralog of XRCC4 and XLF). Although
PAXX has a wide evolutionary distribution (fig.
S1B), we could not identify PAXX orthologs in
insects or fungi.
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Fig. 1. Crystal structure of PAXX. (A) Domain architecture of human PAXX
and other XRCC4 superfamily members. Sequence identities between human
PAXX and XRCC4, XLF, and SAS6 are 10.9%, 11.2%, and 10.1%, respectively.
(B) Structure of a PAXX dimer with the two polypeptide chains shown in cyan
and lavender.TheN andC termini of the structure are indicated as N-ter andC-
ter, respectively. (C) Residues mediating the PAXX dimerization interface, with
b-sheet sandwichlike packing between protomers in adjacent asymmetric
units.The packing of each strand from different protomers is shown in surface

and stick representations. Black dotted lines are hydrogen bonds between
side-chain pairs (S99 and S95, T97 and T97, S95 and S99) and between the
side chain of D108 of each protomer with the main chain of A104 of the
adjacent protomer in the crystals. (D) ES-MS profile showing that PAXX1-204 is
a dimer.Three charge states are observed for the dimer.Themain charge state
13+ is labeled in the mass spectrum. (E) Comparison of XRCC4 superfamily
members.The head domains of PAXX (cyan), XRCC4 (silver), XLF (magenta),
and SAS6 (green) are superimposed.
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We solved crystal structures of PAXX resi-
dues 1 to 145, 1 to 166, and the full-length protein
(PAXX1-145, PAXX1-166, and PAXX1-204) at resolu-
tions of 2.46, 2.35, and 3.45 Å respectively (table
S3). PAXX residues 1 to 113 form a head domain
that is structurally closely related to those of
XRCC4, XLF, and SAS6 (6–11) (Fig. 1, A and B).
This is followed by a 31–amino acid a helix, form-
ing a coiled-coil with the other protomer to make
a PAXX homodimer (in the asymmetric unit) in
a manner similar to the formation of dimeric in-
terfaces formed by XRCC4, XLF, and SAS6. Con-
tacts within the PAXX crystal indicate that the
protein has potential to form higher-order pro-
tein filaments with similarities to those of its
paralogs (fig. S2A), in which two b sheets, each
made up of strands b5 to b7 from different PAXX
dimers, form a b sandwich around a dyad axis
running between the sheets and orthogonally
to the strands (Fig. 1C). However, small-angle
x-ray scattering (SAXS) data of PAXX1-145 in so-
lution are well explained by the scattering curve

calculated from the structure of the dimer of the
construct (fig. S2B), and electrospray mass spec-
troscopy (ES-MS) confirmed that PAXX pre-
dominantly forms dimers in solution under the
conditions used (Fig. 1D and table S4). These
data thus suggest that the preferred native state
for PAXX is a dimer. Although our analyses indi-
cate that the conformation of PAXX is distinct
from those of other XRCC4 superfamily mem-
bers, its overall structural propertiesmost resem-
ble those of XRCC4 (Fig. 1E and fig. S2C).
To gain insights into PAXX function, we ex-

pressed green fluorescent protein (GFP), GFP-
taggedwild-type (WT) PAXX (GFP-PAXXWT), and
GFP-tagged C-terminally truncated PAXX1-145 in
human embryonic kidney HEK293FT cells, puri-
fied these, and identified potential binding part-
ners by mass spectrometry. This revealed that
the only proteins that bound GFP-PAXXWT, but
not GFP-PAXX1-145 or GFP, corresponded to Ku70
and Ku80. Immunoprecipitation and Western
blot analyses confirmed this interaction and es-

tablished that endogenous PAXX andKu interact
(Fig. 2, A and B). Also, in reciprocal experiments,
Ku70 (GFP-tagged at its endogenous gene locus)
interacted with PAXX (fig. S3A). Given that GFP-
PAXX1-145 did not interact with Ku and because
the extreme C terminus of PAXX has been highly
conserved through evolution (Fig. 2C), we specu-
lated that PAXX C-terminal residues might me-
diate Ku binding. To test this, we synthesized a
biotinylated peptide encompassing PAXX resi-
dues 177 to 204 and found that it specifically re-
trieved two major proteins that were identified
by mass spectrometry to be Ku70 and Ku80 (Fig.
2D); this was confirmed by Western blotting
(fig. S3B). Furthermore, mutating two of the
most highly conserved residues in the PAXX C
terminus (V199 and F201) to alanine in GFP-
PAXXWT or biotinylated PAXX177-204 abolished
interaction with Ku (Fig. 2E and fig. S3B). In
line with these findings, addition of PAXX177-204

peptide to cell lysates inhibited the interaction
of PAXX with Ku (fig. S3C), and surface plasmon
resonance (SPR) studies with purified proteins
established that DNA-bound Ku and PAXXWT

interacted directly, whereas PAXXV199A/F201A did
not bind to Ku-DNA detectably (fig. S3, D and E).
Thus, PAXX binding to Ku-DNA is direct and is
mediated by the PAXX C terminus.
In vivo, PAXX was predominantly nuclear

(fig. S4, A andB), andGFP-PAXX localized toDNA
damage generated by laser microirradiation of
live cells (Fig. 3A). To test if PAXX might be in-
volved inDSB repair byNHEJ,wedepleted human
U2OS cells (a human osteosarcoma cell line) of
PAXX, using multiple small-interfering RNAs
(siRNAs) (fig. S4C), then performed clonogenic
survival assays after exposing the cells to IR. Cells
in which PAXX was depleted were significantly
more radiosensitive than control cells and dis-
played sensitivities similar to those of cells depleted
of XRCC4 (Fig. 3B and fig. S4D). Furthermore,
expression of PAXXWT, but not PAXXV199A/F201A,
restored IR resistance in PAXX-depleted cells
(Fig. 3B). As PAXXV199A/F201A is impaired for Ku
binding, these data support a model in which
the PAXX-Ku interaction is crucial for PAXX
function in DNA repair.
To verify and extend the above conclusions,

we used CRISPR-Cas9 gene editing (12) in non-
transformed human retinal pigmented epithe-
lial (RPE-1) cells to generate PAXX−/− clones
(fig. S5). Like siRNA-treatedU2OS cells, PAXX−/−

cells were hypersensitive to IR and the radio-
mimetic drug phleomycin (Fig. 3C and fig. S6B).
Furthermore, by depleting XRCC4 or XLF in
PAXX+/+ or PAXX−/− cells (fig. S6C), we estab-
lished that combined loss of PAXX and XRCC4,
or PAXX and XLF, did not cause IR sensitivi-
ty greater than that of PAXX−/− cells or cells
depleted of XRCC4 or XLF alone (Fig. 3C and
fig. S6D), which implies that PAXX functions
epistatically with XRCC4 and XLF to promote IR
resistance via classical NHEJ. Given that NHEJ-
deficient cells display defective resolution of
IR-induced gH2AX foci, we compared the ap-
pearance and disappearance of these foci by
immunofluorescence microscopy in PAXX+/+

186 9 JANUARY 2015 • VOL 347 ISSUE 6218 sciencemag.org SCIENCE

Fig. 2. The PAXX C terminus interacts with Ku. (A) GFP pull-down assays showing that GFP-PAXXWT,
but not GFP-PAXX1-145, transiently overexpressed in HEK293FT cells interacts with Ku. (B) Coimmuno-
precipitation (IP) from HeLa nuclear extracts showing that endogenous PAXX and Ku interact. (C)
Sequence alignment of the C termini of PAXX orthologs. Conserved residues are indicated with reverse
shading, and similar residues are highlighted in gray. (D) Peptide pull-down assays from HeLa nuclear
extracts using control (H2AX) or PAXX177-204 peptides analyzed by silver staining. “M” represents protein
markers, and numbers representmolecularmasses in kilodaltons. (E) GFP pull-down assays showing that
PAXX residues V199 and F201 are required for Ku binding in the context of full-length PAXX.
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Fig. 3. PAXX is required for DSB repair in
human cells. (A) GFP-tagged PAXX accumulates
at sites of lasermicroirradiation in U2OS cells.White
arrowheads indicate the path of the laser used to
induceDSBs. (B) Clonogenic survival assay showing
that PAXX depletion in U2OS cells causes radio-
sensitivity and that this is rescued by exogenous
expression of PAXXWT but not PAXXV199A/F201A. In
this experiment and those below, error bars repre-
sent the standard error of the mean (SEM) from
three independent experiments. (C) Clonogenic
survival assay showing that PAXX−/− cells are radio-
sensitive and that PAXX loss is epistatic with XRCC4
depletion. (D) PAXX−/− cells display persistent
g-H2AX foci after IR. Cells with >5 foci were scored
as positive and were costained with cyclin A to
eliminateSandG2cells fromanalysis. At least 100cells
were scored per condition. “cl.” indicates clone number.
(E) PAXX is required for cellular DSB repair as mea-
sured by neutral comet assay. R/D ratios represent
mean tail length of cells treated with 40 mg/ml
phleomycin for 2 hours and allowed to recover (R)
for 2 hours over mean tail length of cells damaged
(D) for 2 hours without recovery.

Fig. 4. PAXX promotes NHEJ
in vitro and stabilizes NHEJ
proteins on damaged chromatin.
(A) Electrophoretic mobility shift
analysis of Ku and PAXX derivatives
with 50 base pairs of 6-FAM(6-
carboxyfluorescein)–labeled DNA.
PAXX (200 nM) and Ku (20 nM)
were added where indicated. (B)
Stimulation of DNA end ligation by
PAXX. pcDNA3.1(–) (50 ng)
digested by Eco RV was incubated
with PAXXV199A/F201A (250 nM),
PAXX (250 nM), Ku (25 nM), and
XRCC4/LIG4 (25 nM) as indicated
(left). Ligation efficiency (right) was
calculated as a percentage of
ligated plasmid from four
independent assays. (C) Chromatin
fractionation of PAXX+/+ and
PAXX−/− cells treated with phleo-
mycin as indicated. Note that DNA
damage–dependent chromatin
recruitment of proteins, such as
RPA, that function in DNA repair
pathways other than NHEJ, were
unaffected by PAXX loss. H3, his-
tone 3. (D) Model of PAXX in NHEJ.
Two Ku-bound DNA ends are bound
by a PAXX dimer at its C termini,
which stabilizes the NHEJ machinery to promote DNA end ligation.
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and PAXX−/− cells. Although PAXX loss did not
impair gH2AX focus formation, we observed a
substantial defect in gH2AX focus resolution in
multiple PAXX−/− clones (Fig. 3D). Furthermore,
both PAXX−/− RPE-1 and PAXX-depleted U2OS
cells were impaired in repairing DSBs, as mea-
sured by neutral comet assays (Fig. 3E and fig.
S6E), and PAXX-depleted U2OS cells were also
defective in random-plasmid integration, which
occurs through NHEJ events (fig. S6F) (13). As
with other NHEJ factors, such as XRCC4, PAXX
loss did not impair checkpoint signaling (fig. S7,
A and B).
Subsequent biochemical investigations estab-

lished that, although PAXX does not bind DNA
detectably on its own, PAXX retarded the elec-
trophoretic mobilities of DNA complexes con-
taining two Ku molecules (Fig. 4A and fig. S8, A
to C). Furthermore, such binding was abrogated
in the presence of a large excess of PAXX177-204

peptide or when the extreme PAXX C-terminal
region was absent or contained alanine substi-
tutions for V199 and F201 (Fig. 4A and fig. S8D).
We next tested whether PAXX affected DNA li-
gation by LIG4 in vitro in a manner dependent
on its ability to bind Ku. Indeed, PAXXWT, but
not PAXXV199A/F201A, markedly stimulated double-
stranded DNA ligation in reactions containing
the XRCC4/LIG4 complex—but only in the pres-
ence of Ku (Fig. 4B). We speculated that PAXX
might act as a scaffold to stabilize two Ku
heterodimers at DNA ends and thus promote
assembly and/or stability of the NHEJ machin-
ery at DSB sites. To test this, we treated PAXX+/+

and PAXX−/− cells with phleomycin and ex-
amined the association of NHEJ proteins with
chromatin by Western blotting. This revealed
that PAXX deficiency produced substantial
defects in the ability of Ku, DNA-PKcs, XRCC4,
and XLF to assemble on chromatin in response
to DNA damage, without affecting the overall
levels of these proteins (Fig. 4C and fig. S8E).
In conclusion, we have identified and char-

acterized anXRCC4 superfamilymember, PAXX.
We have shown that PAXX binds Ku and pro-
motes DSB repair at the biochemical and cellular
levels and stabilizes NHEJ-protein assembly at
DSB sites (Fig. 4D), which establishes PAXX as a
hitherto uncharacterized NHEJ factor.
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Lysosomal amino acid transporter
SLC38A9 signals arginine sufficiency
to mTORC1
Shuyu Wang,1,2,3,4* Zhi-Yang Tsun,1,2,3,4* Rachel L. Wolfson,1,2,3,4 Kuang Shen,1,2,3,4

Gregory A. Wyant,1,2,3,4 Molly E. Plovanich,5 Elizabeth D. Yuan,1,2,3,4 Tony D. Jones,1,2,3,4

Lynne Chantranupong,1,2,3,4 William Comb,1,2,3,4 Tim Wang,1,2,3,4 Liron Bar-Peled,1,2,3,4†
Roberto Zoncu,1,2,3,4‡ Christoph Straub,6 Choah Kim,1,2,3,4 Jiwon Park,1,2,3,4

Bernardo L. Sabatini,6 David M. Sabatini1,2,3,4§

The mechanistic target of rapamycin complex 1 (mTORC1) protein kinase is a master growth
regulator that responds to multiple environmental cues. Amino acids stimulate, in a Rag-, Ragulator-,
and vacuolar adenosine triphosphatase–dependent fashion, the translocation of mTORC1 to the
lysosomal surface, where it interacts with its activator Rheb. Here, we identify SLC38A9, an
uncharacterized protein with sequence similarity to amino acid transporters, as a lysosomal
transmembrane protein that interacts with the Rag guanosine triphosphatases (GTPases) and
Ragulator in an amino acid–sensitive fashion. SLC38A9 transports arginine with a high Michaelis
constant, and loss of SLC38A9 represses mTORC1 activation by amino acids, particularly arginine.
Overexpression of SLC38A9 or just its Ragulator-binding domain makes mTORC1 signaling
insensitive to amino acid starvation but not to Ragactivity.Thus, SLC38A9 functions upstreamof the
Rag GTPases and is an excellent candidate for being an arginine sensor for the mTORC1 pathway.

T
he mechanistic target of rapamycin com-
plex 1 (mTORC1) protein kinase is a central
controller of growth that responds to the
nutritional status of the organism and is
deregulated in several diseases, including

cancer (1–3). Upon activation, mTORC1 promotes
anabolic processes, including protein and lipid
synthesis, and inhibits catabolic ones, such as
autophagy (4). Environmental cues such as nu-
trients and growth factors regulate mTORC1, but
how it senses and integrates these diverse inputs
is unclear.
The Rag and Rheb guanosine triphosphatases

(GTPases) have essential but distinct roles in
mTORC1 pathway activation, with the Rags con-
trolling the subcellular localization of mTORC1
and Rheb stimulating its kinase activity (5). Nu-
trients, particularly amino acids, activate the
Rag GTPases, which then recruit mTORC1 to the
lysosomal surface, where they are concentrated
(6, 7). Rheb also localizes to the lysosomal surface
(6, 8–10) and, upon growth factor withdrawal,
the tuberous sclerosis complex (TSC) tumor sup-
pressor translocates there and inhibits mTORC1
by promoting guanosine 5′-triphosphate (GTP)
hydrolysis by Rheb (10). Thus, the Rag and Rheb
inputs converge at the lysosome, forming two
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halves of a coincidence detector that ensures
that mTORC1 activation occurs only when both
are active.
There are four Rag GTPases in mammals and

they form stable, obligate heterodimers consist-
ing of RagA or RagB with RagC or RagD. RagA
and RagB are highly similar and functionally re-
dundant, as are RagC and RagD (1, 6). The func-
tion of each Ragwithin the heterodimer is poorly
understood, and their regulation is likely com-
plex, asmany distinct factors play important roles.
A lysosome-associated molecular machine con-
taining the multisubunit Ragulator and vacuolar
adenosine triphosphatase (v-ATPase) complexes
regulates the Rag GTPases and is necessary for
mTORC1 activation by amino acids (11). Ragula-
tor anchors the RagGTPases to the lysosome and
also has nucleotide exchange activity for RagA/B

(12, 13), but themolecular function of the v-ATPase
in the pathway is unknown. TwoGTPase-activating
protein (GAP) complexes, which are both tumor
suppressors, promote GTP hydrolysis by the Rag
GTPases, with GATOR1 acting on RagA/B (14) and
Folliculin-FNIP1/2 on RagC/D (15). Last, a dis-
tinct complex called GATOR2 negatively regulates
GATOR1 through an unknown mechanism (14).
Despite the identificationofmanyproteins involved
in signaling amino acid sufficiency tomTORC1, the
actual amino acid sensors remain unknown.
We have proposed that amino acid sensing

initiates at the lysosome and requires the pres-
ence of amino acids in the lysosomal lumen (11).
Thus, we sought to identify, as candidate sensors,
proteins that interact with known components
of the pathway and also have transmembrane
domains. Mass spectrometric analyses of non-

heated immunoprecipitates of several Ragulator
components and, to a lesser extent, RagB re-
vealed the presence of isoform 1 of SLC38A9
(SLC38A9.1), a previously unstudied protein with
sequence similarity to the SLC38 class of sodium-
coupled amino acid transporters (16) (Fig. 1A).
SLC38A9.1 is predicted to have 11 transmem-
brane domains, a cytosolic N-terminal region of
119 amino acids, and three N-linked glycosylation
sites in the luminal loop between transmembrane
domains 3 and 4 (Fig. 1B and fig. S1, A and B).
When stably expressed in human embryonic
kidney–293T (HEK-293T) cells, SLC38A9.1 mi-
grated on SDS–polyacrylamide gel electrophoresis
as a smear that collapsed to near its predicted
molecular mass of 63.8 kD after treatment with
peptideN-glycosidase F (PNGase F) (Fig. 1C). Iso-
forms 2 (SLC38A9.2) and 4 (SLC38A9.4) lack the
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Fig. 1. Interaction of SLC38A9.1 with Ragulator and the Rag GTPases. (A) The spectral counts of SLC38A9-
derived peptides detected by mass spectrometry in immunoprecipitates prepared from HEK-293T cells stably
expressing the indicated FLAG-tagged proteins. (B) Schematic depicting SLC38A9 isoforms and truncation
mutants.Transmembrane domains predicted by the TMHMM (transmembrane hidden Markovmodel) algorithm
(http://www.cbs.dtu.dk/services/TMHMM/) are shown as blue boxes. (C) Effects of PNGase F treatment of
SLC38A9.1 on its electrophoreticmigration. (D) Interaction of full-length SLC38A9.1 or its N-terminal domainwith
endogenous Ragulator (p18 and p14) and RagA and RagC GTPases. HEK-293Tcells were transfected with the

indicated cDNAs in expression vectors, and lysates were prepared and subjected to FLAG immunoprecipitation followed by immunoblotting for the indicated
proteins. (E) Identification of key residues in the N-terminal domain of SLC38A9.1 required for it to interact with Ragulator and the Rag GTPases. Experiment was
performed as in (D) using indicated SLC38A9.1 mutants. (F) Interaction of SLC38A9.1 with v-ATPase components V0d1 and V1B2. HEK-293T cells stably
expressing the indicated FLAG-tagged proteins were lysed and processed as in (D).
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first 63 or 124 amino acids of SLC38A9.1, re-
spectively (Fig. 1B).
As expected from the mass spectrometry re-

sults, immunoprecipitates of stably expressed
FLAG-tagged SLC38A9.1, but not of three other
lysosomalmembraneproteins—LAMP1 (17), SLC36A1
(18), and SLC38A7 (19)—contained Ragulator (as
detected by its p14 and p18 components), RagA,
and RagC (Fig. 1D and fig. S2A). Indicative of the
strength of the Ragulator-SLC38A9.1 interaction,
the amounts of endogenous Ragulator that coim-
munoprecipitated with SLC38A9.1 were similar
to those associated with the RagB-RagC hetero-
dimer (Fig. 1D). In contrast, SLC38A9.2, SLC38A9.4,
or a mutant of SLC38A9.1 lacking its first 110
amino acids (SLC38A9.1 D110) did not associate
with Ragulator (fig. S2, B and C). The N-terminal
region of SLC38A9.1 is sufficient for it to interact
with Ragulator-Rag because on its own, the first
119 amino acids of SLC38A9.1 coimmunoprecip-
itated similar amounts of Ragulator and Rag
GTPases, as did the full-length protein (Fig. 1D
and fig. S2C). Using alanine scanning mutagen-
esis of residues in theN-terminal region conserved
to the SLC38A9.1 homolog in Caenorhabditis
elegans (F13H10.3), we identified I68, Y71, L74,
P85, and P90 as required for the Ragulator-
SLC38A9.1 interaction (Fig. 1E).
The v-ATPase and its activity are necessary for

amino acid sensing by themTORC1 pathway, and,
like SLC38A9.1, it coimmunoprecipitated with sta-
bly expressed FLAG-tagged Ragulator (11, 20, 21).
Indicating the existence of a supercomplex, stably
expressed SLC38A9.1, but not LAMP1, associated
with endogenous components of the v-ATPase in
addition to Ragulator and the Rag GTPases (Fig.
1F). Although SLC38A9.2 does not interact with
Ragulator, itdidcoimmunoprecipitate thev-ATPase,
albeit at lesser amounts than SLC38A9.1 (Fig. 1F).
This suggests that the interaction between
SLC38A9.1 and the v-ATPase is mediated not
throughRagulator but directly or indirectly through
the region of SLC38A9.1 that contains its trans-
membrane domains. Concordant with this inter-
pretation, the N-terminal domain of SLC38A9.1,
which interacts strongly with Ragulator, did not
coimmunoprecipitate the v-ATPase (Fig. 1F).

Well-characterizedmembers of the SLC38 fam-
ily of amino acid transporters (SLC38A1-5) local-
ize to the plasmamembrane (22), but at least one
member, SLC38A7, is a lysosomal membrane
protein (19). This is also the case for SLC38A9.1,
SLC38A9.2, and SLC38A9.4 because in HEK-
293T cells, all three isoforms colocalized with
LAMP2, an established lysosomal membrane
protein (Fig. 2A and fig. S3, A and B). Amino
acids did not affect the lysosomal localization of
SLC38A9.1 (Fig. 2A). As would be expected if
SLC38A9.1 binds to Ragulator at the lysosome, a
Ragulator mutant that does not localize to the
lysosomal surface, because its p18 component
lacks lipidation sites (23), did not interact with
SLC38A9.1 (fig. S3C).
Short hairpin RNA (shRNA)—or small interfer-

ingRNA (siRNA)—mediateddepletion of SLC38A9
inHEK-293Tcells suppressedactivationofmTORC1
by amino acids, as detected by the phosphoryl-
ation of its established substrate ribosomal pro-
tein S6 kinase 1 (S6K1) (Fig. 2B and fig. S3D).
Thus, like the five known subunits of Ragulator
(12, 13), SLC38A9.1 is a positive component of the
mTORC1 pathway. We conclude that SLC38A9.1
is a lysosomal membrane protein that interacts
with Ragulator and the Rag GTPases through its
N-terminal 119 amino acids (“Ragulator-binding
domain”) and is required formTORC1 activation.
Given the similarity of SLC38A9.1 to amino

acid transporters, we reasoned that it might act
in conveying amino acid sufficiency to Ragulator
and the Rag GTPases. Indeed, stable or transient
overexpression in HEK-293T cells of SLC38A9.1,
but not of several control proteins, rendered
mTORC1 signaling resistant to total amino acid
starvation or to just that of leucine or arginine,
two amino acids that regulate mTORC1 activity
in many cell types (24–26) (Fig. 3A and fig. S4A).
Overexpression of SLC38A9.1 did not affect the
regulation ofmTORC1 by growth factor signaling
(fig. S4, D and E). Commensurate with its effects
onmTORC1, SLC38A9.1 overexpression suppressed
the induction of autophagy caused by amino acid
starvation (fig. S4C), a phenotype shared with
activated alleles of RagA and RagB (6, 7, 27).
Overexpression of variants of SLC38A9 that do

not interact with Ragulator and the Rag GTPases,
including SLC38A9.2, SLC38A9.4, and the SLC38A9.1
D110 and SLC38A9.1 I68A mutants, failed to main-
tain mTORC1 signaling after amino acid with-
drawal (Fig. 3, B and C, and fig. S4A). Thus, even
in cells deprived of amino acids, some of the
overexpressed SLC38A9.1 protein appears to be
in an active conformation that confers amino acid
insensitivity on mTORC1 signaling in a manner
dependent on its capacity to bind Ragulator and
Rags. SLC38A9.1 overexpression also activated
mTORC1 in the absence of amino acids in HEK-
293E, HeLa, and LN229 cells, as well as inmouse
embryonic fibroblasts (MEFs), with the degree
of activation proportionate to the amount of
SLC38A9.1 expressed (fig. S4B). Overexpression
of just theRagulator-binding domain of SLC38A9.1
mimicked the effects of the full-length protein on
mTORC1 signaling (Fig. 3D), which indicated that
it can adopt an active state when separated from
the transmembrane portion of SLC38A9.1.
The gain-of-function phenotype caused by

SLC38A9.1 overexpression offered an opportunity
to test its relation to the Rag GTPases, mTORC1,
and the v-ATPase. The Rag GTPases andmTORC1
both function downstream of SLC38A9.1, as ex-
pression of the dominant-negative Rag hetero-
dimer (RagBT54N-RagCQ120L) or treatment with
the mTOR inhibitor Torin1 (28) completely in-
hibited mTORC1 activity, whether SLC38A9.1
was overexpressed or not (Fig. 3, E and F). In
contrast, the v-ATPase has a more complex rela-
tionship with SLC38A9.1. Its inhibition with
concanamycin A eliminated mTORC1 signaling
in the control cells but only partially blocked it
in cells overexpressing SLC38A9.1 (Fig. 3F). These
results suggest a model in which SLC38A9.1
and the v-ATPase represent parallel pathways
that converge upon the Ragulator-Rag GTPase
complex.
Amino acids modulate the interactions be-

tweenmany of the established components of the
amino acid sensing pathway, so we tested if this
was also the case for the SLC38A9.1-Ragulator-
Rag complex. Indeed, amino acid starvation
strengthened the interaction between stably ex-
pressed or endogenous Ragulator and endogenous
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Fig. 2. Localization of
SLC38A9.1 to the lysosomal
membrane in an amino acid–
independent fashion and
requirement of SLC38A9 for
mTORC1 pathway activation
by amino acids. (A) SLC38A9.1
localization in cells deprived of or
replete with amino acids. HEK-
293Tcells stably expressing
FLAG-SLC38A9.1 were starved
and stimulated with amino acids
for the indicated times. Cells
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SLC38A9 (Fig. 4A and fig. S5), as well as between
stably expressed SLC38A9.1 and endogenousRagulator
and Rags (Fig. 4B). We obtained similar results
when cells were deprived of and stimulated with
just leucine or arginine (Fig. 4A). Curiously, al-
though the N-terminal domain of SLC38A9.1
readily bound Ragulator, the interaction was in-
sensitive to amino acids (Fig. 4B), which suggested
that the transmembrane region is required to
confer amino acid responsiveness.
As amino acid starvation alters the nucleotide

state of the RagGTPases (6, 7), we testedwhether
SLC38A9 interacted differentially with mutants

of the Rags that lock their nucleotide state. Het-
erodimers of epitope-tagged RagB-RagC contain-
ing RagBT54N, which mimics the GDP-bound
state (6, 7), were associated with more endoge-
nous SLC38A9 than were heterodimers con-
taining wild-type RagB (Fig. 4C). In contrast,
heterodimers containing RagBQ99L, which lacks
GTPase activity and so is bound to GTP (6, 7, 15),
interacted very weakly with SLC38A9 (Fig. 4C).
Thus, like Ragulator, SLC38A9 interacts most read-
ily with Rag heterodimers in which RagA/B is
GDP-loaded, which is consistent with SLC38A9
binding to Ragulator and with Ragulator being

a guanine nucleotide exchange factor (GEF) for
RagA/B. These results suggest that amino acid
modulation of the interaction of SLC38A9.1 with
Rag-Ragulator largely reflects amino acid–induced
changes in the nucleotide state of the Rag GTPases.
Because the RagB mutations had greater ef-
fects on the interaction of the Rag GTPases
with SLC38A9 than with Ragulator (in Fig. 4C,
compare the SLC38A9 blots with those for p14
and p18), it is very likely that the Rag hetero-
dimers make Ragulator-independent contacts with
SLC38A9 that affect the stability of Rag-SLC38A9
interaction.
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Fig. 3. Stable overex-
pression of full-length
SLC38A9.1 or its N-
terminal Ragulator-
binding domain makes
the mTORC1 pathway
insensitive to amino
acid deprivation. (A)
Stable overexpression of
FLAG-SLC38A9.1 largely
restores mTORC1
signaling during total
amino acid starvation
and completely restores
it upon deprivation of
leucine or arginine. HEK-
293T cells transduced
with lentiviruses encod-
ing the specified proteins were deprived for 50 min of all amino acids, leucine,
or arginine and, where indicated, restimulated for 10 min with the missing
amino acid(s).Cell lysateswere analyzed for the levels of the specified proteins
and the phosphorylation states of S6K1, ULK1, and 4E-BP1. (B and C) Over-
expression of neither SLC38A9.2 nor a point mutant of SLC38A9.1 that fails to
bind Ragulator rescues mTORC1 signaling during amino acid starvation. Ex-
periment was performed as in (A) except that cells were stably expressing
SLC38A9.2 (B) or SLC38A9.1 I68A (C). (D) Stable overexpression of the
Ragulator-binding domain of SLC38A9.1 largely restores mTORC1 signaling
during total amino acid starvation and completely rescues it upon deprivation
of leucine or arginine. Experiment was performed as in (A) except that cells

were stably expressing FLAG-SLC38A9.1 1-119. (E) The ability of SLC38A9.1
overexpression to rescue mTORC1 signaling during amino acid starvation is
eliminated by coexpression of RagBT54N-RagCQ120L, a Rag heterodimer locked
in the nucleotide configuration associated with amino acid deprivation. Effects
of expressing the indicated proteins on mTORC1 signaling were monitored
by the phosphorylation state of coexpressed FLAG-S6K1. (F) Effects of con-
canamycin A and Torin1 on mTORC1 signaling in cells stably expressing
SLC38A9.1. HEK-293T cells stably expressing the indicated FLAG-tagged
proteins were treated with the dimethyl sulfoxide (DMSO) vehicle or the
specified small-molecule inhibitor during the 50-min starvation for and, where
indicated, the 10-min stimulation with amino acids.
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We failed to detect SLC38A9.1-mediated amino
acid transport or amino acid–induced sodium
currents in live cells in which SLC38A9.1 was so
highly overexpressed that some reached the plas-
ma membrane (fig. S6, A to E). Because these
experiments were confounded by the presence of
endogenous transporters or relied on indirect
measurements of transport, respectively, we re-
constituted SLC38A9.1 into liposomes to directly
assay the transport of radiolabeled amino acids.
Affinity-purified SLC38A9.1 inserted unidirection-
ally into liposomes so that its N terminus faced
outward in an orientation analogous to that of
the native protein in lysosomes (fig. S6, F to H).

We could not use radiolabeled L-leucine in tran-
sport assays because it bound nonspecifically to
liposomes, so we focused on the transport of
L-arginine, which had low background binding
(fig. S6I). The SLC38A9.1-containing proteolipo-
somes exhibited time-dependent uptake of radio-
labeled arginine, whereas those containing
LAMP1 interacted with similar amounts of
arginine as liposomes (Fig. 5A and fig. S6I).
Steady-state kinetic experiments revealed that
SLC38A9.1 has a Michaelis constant (Km) of
~39 mM and a catalytic rate constant (kcat) of
~1.8 min−1 (Fig. 5B), indicating that SLC38A9.1
is a low-affinity amino acid transporter. SLC38A9.1

can also efflux arginine from the proteolipo-
somes (Fig. 5C), but its orientation in liposomes
makes it impossible to obtain accurate Km and
kcat measurements for this activity. It is likely
that by having to assay the transporter in the
“backward” direction we are underestimating its
affinity for amino acids during their export from
lysosomes.
To assess the substrate specificity of SLC38A9.1,

we performed competition experiments using
unlabeled amino acids (Fig. 5D). The positively
chargedaminoacids histidine and lysine competed
radiolabeled arginine transport to similar degrees
as arginine, while leucine had a modest effect and
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Fig. 4. Modulation of the interaction between SLC38A9 and Ragulator
and the Rag GTPases by amino acids. (A) Effects of amino acids on in-
teraction between the Ragulator complex and endogenous SLC38A9. HEK-
293Tcells stably expressing the indicated FLAG-taggedRagulator components
were deprived of total amino acids (AA), leucine (L), or arginine (R) for 1 hour
and, where indicated, restimulated with amino acids, leucine, or arginine for
15 min. After lysis, samples were subject to FLAG immunoprecipitation and
immunoblotting for the indicated proteins. Quantification of SLC38A9 levels
in the stimulated state relative to starved state, p14 IP: 0.75 (+AA), 0.79 (+L),
0.74 (+R); p18 IP: 0.56 (+AA), 0.57 (+L), 0.49 (+R). (B) Effects of amino acids on
the interaction between full-length or truncated SLC38A9.1 and endogenous

Ragulator and the Rag GTPases. Experiment was performed as in (A) except that cells stably expressed the indicated SLC38A9 isoforms or its N-terminal domain
(SLC38A9.1 1-119). Quantification of indicated protein levels in the stimulated state relative to starved state, SLC38A9.1 IP: 0.43 (p18), 0.51 (p14), 0.61 (RagC), 0.58
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glycine was the least effective competitor. Thus, it
appears that SLC38A9.1 has a relatively nonspecific
substrate profile with a preference for polar amino
acids.
Given the preference of SLC38A9.1 for the

transport of arginine and that arginine is highly
concentrated in rat liver lysosomes (29) and
yeast vacuoles (30), we askedwhether SLC38A9.1

may have an important role in transmitting ar-
ginine levels tomTORC1. To this end,we examined
how mTORC1 signaling responded to a range
of arginine or leucine concentrations in HEK-
293T cells in which we knocked out SLC38A9
using CRISPR-Cas9 genome editing (Fig. 5E).
Activation of mTORC1 by arginine was strongly
repressed at all arginine concentrations, whereas

the response to leucine was only blunted, so that
high leucine concentrations activated mTORC1
equally well in null and control cells (Fig. 5F).
Several properties of SLC38A9.1 are consistent

with its functioning as an amino acid sensor for
themTORC1 pathway. Purified SLC38A9.1 trans-
ports and therefore directly interacts with amino
acids. Overexpression of SLC38A9.1 or just its
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amino acid sufficiency to mTORC1.
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Ragulator-binding domain activates mTORC1 sig-
naling even in the absence of amino acids. The
activation ofmTORC1by amino acids, particularly
arginine, is defective in cells lacking SLC38A9.
Given these results and that arginine is highly
enriched in lysosomes from at least one mamma-
lian tissue (29), we propose that SLC38A9.1 is a
strong candidate for being a lysosome-based
arginine sensor for the mTORC1 pathway. To
substantiate this possibility, it will be necessary
to determine the actual concentrations of arginine
and other amino acids in the lysosomal lumen
and cytosol and compare them to the affinity of
SLC38A9.1 for amino acids. If high arginine levels
are a general feature of mammalian lysosomes, it
could explain why SLC38A9.1 appears to have a
relatively broad amino acid specificity; perhaps
no other amino acid besides arginine is in the
lysosomal lumen at levels that approach its Km.
The notion that proteins with sequence sim-

ilarity to transporters function as both transporters
and receptors (transceptors) is not unprecedented
(31, 32). The transmembrane region of SLC38A9.1
might undergo a conformational change upon
amino acid binding that is then transmitted
to Ragulator through its N-terminal domain.
What this domain does is unknown, but it could
regulate Ragulator nucleotide exchange activity
or access to the Rag GTPases by other components
of the pathway. To support a role as a sensor, it will
be necessary to show that amino acid binding
regulates the biochemical function of SLC38A9.1.
Even if SLC38A9.1 is an amino acid sensor,

additional sensors, even for arginine, are almost
certain to exist, as we already know that amino
acid–sensitive events exist upstream of Folliculin
(15, 33) and GATOR1 (34), which, like Ragulator,
also regulate the Rag GTPases. An attractive mod-
el is that distinct amino acid inputs to mTORC1
converge at the level of the Rag GTPases, with
some initiating at the lysosome through proteins
like SLC38A9.1 and others from cytosolic sensors
that remain to be defined (Fig. 5G). Indeed, such a
model would explain why the loss of SLC38A9.1
specifically affects arginine sensing but its over-
expressionmakes mTORC1 signaling resistant to
arginine or leucine starvation: Hyperactivation
of the Rag GTPases through the deregulation
of a single upstream regulator is likely sufficient
to overcome the lack of other positive inputs. A
similar situationmay occur upon loss of GATOR1,
which, like SLC38A9.1 overexpression, causes
mTORC1 signaling to be resistant to total amino
acid starvation (14).
Modulators of mTORC1 have clinical utility

in disease states associated with or caused by
mTORC1 deregulation. The allosteric mTOR
inhibitor rapamycin is used in cancer treatment
(35) and transplantation medicine (36). However,
to date, there have been few reports on small
molecules that activate mTORC1 by engaging
known components of the pathway. The identifi-
cation of SLC38A9.1—a protein that is a positive
regulator of the mTORC1 pathway and has an
amino acid binding site—provides an opportunity
to develop small-molecule agonists of mTORC1
signaling. Suchmolecules shouldpromotemTORC1-

mediated protein synthesis and could have utili-
ty in combatting muscle atrophy secondary to
disuse or injury. Lastly, a selective mTORC1 path-
way inhibitor may have better clinical benefits
than rapamycin, which in long-term use inhibits
both mTORC1 andmTORC2 (37). SLC38A9.1 may
be an appropriate target to achieve this.
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METABOLISM

Differential regulation of mTORC1 by
leucine and glutamine
Jenna L. Jewell,1 Young Chul Kim,1* Ryan C. Russell,1* Fa-Xing Yu,2 Hyun Woo Park,1

Steven W. Plouffe,1 Vincent S. Tagliabracci,1 Kun-Liang Guan1†

Themechanistic target of rapamycin (mTOR) complex 1 (mTORC1) integrates environmental and
intracellular signals to regulate cell growth. Aminoacids stimulatemTORC1activationat the lysosome
in amanner thought to be dependent on the Rag small guanosine triphosphatases (GTPases), the
Ragulator complex, and the vacuolarH+–adenosine triphosphatase (v-ATPase).We report that leucine
and glutamine stimulate mTORC1 by Rag GTPase-dependent and -independent mechanisms,
respectively.GlutaminepromotedmTORC1 translocation to the lysosome inRagAandRagBknockout
cells and required the v-ATPase but not the Ragulator. Furthermore,we identified the adenosine
diphosphate ribosylation factor–1 GTPase to be required for mTORC1 activation and lysosomal
localization by glutamine.Our results uncover a signaling cascade tomTORC1 activation independent
of theRagGTPases and suggest thatmTORC1 is differentially regulated by specific amino acids.

C
ells sense environmental nutrient flux and
respond by tightly controlling anabolic and
catabolic processes to best coordinate cell
growth with nutritional status. The mech-
anistic target of rapamycin (mTOR), a con-

served serine-threonine kinase, is part of the
mTORcomplex 1 (mTORC1),whichhelps coordinate

cell growth with nutritional status. Dysregulation of
mTORC1 is common in human diseases, including
cancer and diabetes (1). Amino acids are essential
formTORC1 activation (2, 3); however, it remains
unclear how specific amino acids are sensed.
Leucine (Leu) (2, 4, 5), glutamine (Gln) (5–7), and
arginine (Arg) (2) have been implicated in
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mTORC1 activation. In one model, mTORC1
indirectly senses amino acids within the lyso-
somal lumen that requires the Rag guanosine
triphosphatases (GTPases), which are regulated
by the pentameric Ragulator complex, the vacu-
olar H+–adenosine triphosphatase (v-ATPase),
and the Gator complex (8, 9). When activated,
the Rag GTPases bind to and recruit mTORC1
to the lysosome, where the Rheb GTPase ac-
tivates mTORC1 (4). In mammals, there are four
Rag proteins: RagA and RagB, which are func-
tionally redundant; and RagC and RagD, which
are also functionally equivalent. The formation
of a heterodimer between RagA or RagB with
RagC or RagD, and the guanine nucleotide state
of the Rag proteins determines mTORC1 recruit-
ment to the lysosome and subsequent activation
(4, 10, 11). Under amino acid sufficiency, RagA
and RagB complexes are guanosine triphos-
phate (GTP)–loaded and capable of binding
Raptor. Somehow the v-ATPase detects the build-
up of lysosomal amino acids (12), stimulates

Ragulator guanine nucleotide exchange factor
(GEF) activity, and inhibits Gator GTPase-activating
protein (GAP) activity (9, 13). This loads RagA-
RagB complexes with GTP and recruits mTORC1
to the lysosome, where it encounters Rheb, a
potent mTORC1 activator that mediates growth
factor signals. The tuberous sclerosis complex
(TSC) tumor suppressor is also localized at the
lysosome, and it negatively regulates mTORC1 by
acting as a GAP for Rheb (14).
We generated mouse embryonic fibroblasts

that lack both RagA and RagB [RagA/B knock-
out (KO) MEFs] (Fig. 1A and fig. S1). RagA-RagB
complexes bind directly to mTORC1 (15), and
overexpression of a constitutively active version
of one of the two proteins renders mTORC1 insen-
sitive to amino acid starvation (fig. S2) (4, 10).
Deletion of RagA/B diminished the abundance of
RagC, consistent with RagA and RagB stabilizing
RagC and RagD by forming heterodimers (Fig. 1A)
(4, 16). Unexpectedly, deletion of RagA and RagB
reduced (~30%), but did not abolish, mTORC1
activity, as judged by the phosphorylation state
of its substrates ribosomal S6 kinase 1 (S6K1)
and eukaryotic translation initiation factor 4E–
binding protein 1 (4EBP1). Phosphorylation of
S6K1 and 4EBP1was abolishedwhen the RagA/B
KO cells were treated with the mTOR inhibitors
Torin1 and Rapamycin or were depleted of the

mTORC1 subunit Raptor with short hairpin RNA
(shRNA) (fig. S3). Thus, mTORC1 is active in the
absence of RagA and RagB.
To investigate the amino acid response of

the RagA/B KOMEFs, we stimulated cells with
amino acids and analyzed the kinetics of mTORC1
activation. Both themagnitude and rate at which
mTORC1 was activated by amino acids were re-
duced in cells lacking RagA and RagB (Fig. 1B
and fig. S4). Likewise, mTORC1 activity was re-
duced in RagA/B KO MEFs upon amino acid
withdrawal (fig. S5). To exclude the possibility
that some cells lacking RagA and RagB spon-
taneously mutated to compensate for decreased
mTORC1 activity, we analyzed individual clones
derived from the RagA/B KO MEF population.
Single clones displayed an increase in mTORC1
activity in response to amino acids (fig. S6). To
determine which amino acids activate mTORC1
in the absence of RagA and RagB, we individ-
ually stimulated RagA/B KOMEFs with each of
the 20 standard amino acids (fig. S7). Leu and
Arg stimulated mTORC1 activation in control,
but not RagA/B KO cells (Fig. 1C and figs. S7
and S8). Gln-stimulated activation of mTORC1
in RagA/B KO cells displayed kinetics similar
to that of control cells and when RagA/B KO
cells were stimulated with the 20 standard amino
acids (Fig. 1, B andC, and fig. S4). Stable reexpression
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Fig. 1. Gln, but not Leu, activates mTORC1 in-
dependently of RagA and RagB.mTORC1 activity
was analyzed by the phosphorylation of S6K1 (pS6K1),
S6 (pS6), and 4EBP1 (p4EBP1) and the mobility
shift of 4EBP1. AA, amino acids. (A) mTORC1 acti-
vity was analyzed in control (CON) and RagA/B
KO MEFs under normal conditions (NC). mTOR,
Raptor, RagA, RagB, and RagC protein were also
analyzed. (B) mTORC1 activity was analyzed in CON
and RagA/B KO MEFs under NC, in the absence of
amino acids (–AA) and at the indicated times after
the addition of amino acids (+AA) (left). Relative
abundance of pS6K1 is plotted (right). (C) mTORC1
activity after stimulation with Leu (top) or Gln (bottom)
in CON and RagA/B KO MEFs. (D) mTORC1 activity
was analyzed after stimulation with Leu or Gln in
RagA/B KO MEFs stably expressing Flag-tagged
RagA at the indicated times. (E) mTORC1 activity
was analyzed in CON, RagA KO (A1) and RagA/B
KO (AB1) HEK293A cells that were starved of amino
acids or stimulated with Leu or Gln for 150 min.
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of Flag-tagged RagA in the RagA/B KO MEFs
restoredmTORC1 activation in response to Leu
(Fig. 1D), which confirmed that RagA and RagB
are required for mTORC1 activation by Leu but
not Gln.
We performed genome editing by means of

clustered regularly interspaced short palindromic
repeats (CRISPR/Cas9) to inactivate theRagA and
RagB genes in human embryonic kidney 293A
(HEK293A) cells (17, 18) (fig. S9). In HEK293A
cells and in MEFs, RagA is more abundant than
RagB (Fig. 1A and fig. S9E). Loss of RagA alone or
both RagA and RagB in these cells prevented
Leu-, but not Gln-induced, activation ofmTORC1

(Fig. 1E and fig S9F). Thus, Gln can stimulate
mTORC1 activation independently of RagA and
RagB or cell type.
The lysosome is essential in the amino acid–

sensing pathway to mTORC1 and is thought to
be a platform for optimalmTORC1 activation that
integrates effects of growth factors, such as in-
sulin, through Rheb and those of amino acids
through the Rags (19). Because Gln can activate
mTORC1 in the absence of RagA and RagB (Fig.
1, C and E, fig. S7, and fig. S9F), we investigated
whether lysosomal localization of mTORC1 was
required for Gln-induced activation of mTORC1
in cells lacking RagA and RagB. In control cells,

mTOR translocated to lysosomal membranes
identified by the presence of the marker protein
lysosome-associatedmembraneprotein 2 (LAMP2)
as early as 50 min and remained at the lysosome
150 min after amino acid stimulation (fig. S10A)
(4, 11). In contrast, mTOR did not localize to ly-
sosomal membranes in RagA/B KO cells after
50min of amino acid stimulation (fig. S10B). How-
ever, by 150 min, we observed lysosomal local-
ization of mTOR in a subset of cells that also
showed activation of mTORC1 (Fig. 2A and fig.
S10B). Gln, but not Leu, induced lysosomal lo-
calization of mTOR in RagA/B KO MEFs (Fig. 2,
B and C). Furthermore, synergistic activation of
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Fig. 2. Gln-induced mTORC1 lysosomal localization in the absence of
RagA and RagB. (A) Immunofluorescence (IF) analysis depicting mTORC1
activation by phosphorylation of S6 (pS6; orange) in RagA/B KO MEFs.
mTOR (green) and LAMP2 (red) are also shown. Quantification of the per-
centage of pS6 cells withmTOR and LAMP2 colocalization (top right) and the
percentage of cells with mTOR not at lysosome that also contain S6 phos-

phorylation (bottom right). (B and C) IF analysis depicting mTOR and LAMP2
in CON (B) or RagA/B KO MEFs (C), without amino acids or stimulated with
Leu or Gln for 150min (top).Quantification of the percent of cells withmTOR at
the lysosome without amino acids or stimulated with Leu or Gln (bottom).
Higher-magnification images (A) to (C) of the area depicted by the inset and
their overlays are shown on the right.
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mTOR by amino acids and insulin was observed
in RagA/B KO cells (fig. S11). Thus, Gln appears to
induce mTORC1 activation through translocation
to the lysosome in a manner independent of
RagA and RagB.
Amino acid transporters (5, 12) and the Ragulator

complex (11, 13) have been implicated in mTORC1
activation. We analyzed mTORC1 activity in cells
depleted of several amino acid transporters and
inMEFs lacking p14 (p14 KOMEFs), an essential
subunit of the Ragulator complex. Gln activated
mTORC1 in cells depleted of some amino acid
transporters and in p14 KO MEFs, which indi-
cated that these transporters and the Ragulator
are not required for Gln-induced activation of
mTORC1 (fig. S12 and Fig. 3A).
The v-ATPase is essential for the acidification

of the lysosome and interacts with the Rags and
Ragulator to stimulate mTORC1 activation in re-
sponse to amino acids (12). We treated control
and RagA/B KO cells with the v-ATPase inhibi-
tor bafilomycin A (Baf A) (20). Baf A inhibited
mTORC1 activation in both control and RagA/B
KOcellswhen the cellswere stimulated eitherwith
all amino acids (Fig. 3B and fig. S13A) or with Leu
or Gln individually (Fig. 3C). Baf A also inhibited
lysosomal localization of mTORC1 in RagA/B
KO cells (fig. S13, B and C). Furthermore, inhibi-
tion of the v-ATPase by concanamycin A or inhibi-
tion of the lysosomal pH gradient by chloroquine
also blocked Gln-induced lysosomal localization
and activation ofmTORC1 in RagA/B KO cells (fig.
S13, D to H). Moreover, depletion of the v-ATPase
V0c subunit, which interacts with the Ragulator
and controls mTORC1 activity (12), largely pre-
vented amino acid–induced activation of mTORC1
in control and RagA/B KO MEFs (Fig. 3D and
fig. S13I). Furthermore, depletion of several ly-
sosomal proteins had no effect on Gln-induced
activation of mTORC1 and localization in the
absence of RagA and RagB, which indicated that

modification of the v-ATPase was not secondary
to a general disruption in lysosomal structure
and function (fig. S13, K and L). Taken to-
gether, Gln-induced activation of mTORC1
appears to require the v-ATPase and lysosomal
function.
In Drosophila S2 cells, TORC1 activity is in-

hibited in cells depleted of the Drosophila ADP
ribosylation factor–Arf1 (dArf1) (21), and we ob-
served a further decrease in amino acid–induced
TORC1 activation when both dRagA and dArf1
were depleted (Fig. 4A). We used small interfer-
ing RNA (siRNA) to deplete Arf1 from HEK293A
RagA/B KO cells. Gln stimulated mTORC1 acti-
vation in RagA/B KO cells treated with a control
siRNA; however, it failed to induce mTORC1
activation in RagA/B KO cells depleted of Arf1
(Fig. 4B). Depletion of other Arf family mem-
bers failed to inhibit Gln-induced activation of
mTORC1 in RagA/B KO cells (fig. S14A). Treat-
ment of RagA/B KO cells with brefeldin A (BFA),
an Arf1 GEF inhibitor (22), at high doses blocked
amino acid signaling to mTORC1, whereas BFA
caused only a small decrease inmTORC1 activation
in response to amino acids in control cells (Fig. 4C
and fig. S14, B and C). Consistently, BFA blocked
Gln-induced activation ofmTORC1 in RagA/B KO
cells (Fig. 4D and fig. S14D). In addition, de-
pletion of Arf1 or BFA treatment did not inhibit
Leu-induced activation of mTORC1 in control
cells, nor did they affect lysosomal pH (fig. S14,
E to G).
Leu or Gln stimulation did not appear to af-

fect the guanine nucleotide state of Arf1 (fig.
S14H). Overexpression of a constitutively active
Arf1-GTP failed to restore mTORC1 activation
under amino acid deficiency (fig. S14I). Further,
green fluorescent protein–tagged Arf1 (Arf1-GFP)
localization was unaffected by amino acid star-
vation or stimulation (fig. S15). These results
indicate that GTP hydrolysis or nucleotide

cycling of Arf1, or both, is required for mTORC1
activation.
Arf1 regulates vesicular trafficking, so we tested

whether bidirectional inhibition of trafficking be-
tween the endoplasmic reticulum (ER) and Golgi
would affect Gln-induced activation of mTORC1
(23). We depleted proteins involved in antero-
grade trafficking and treated RagA/B KO cells
withGolgicide A (24), yet did not observe an effect
on Gln-induced activation of mTORC1 (fig. S16).
These results support that Arf1 signaling to
mTORC1 is specific and independent of ER-Golgi
vesicular transport.
RagA/B KO MEFs treated with BFA were an-

alyzed for mTOR localization in response to Gln
stimulation. Gln-induced mTOR localization to
the lysosome (Fig. 4E and Fig. 2C); however, pre-
treatment of cells with BFA inhibited the effect of
Gln (Fig. 4E). Artificially targeting mTORC1 to
the lysosomal surface by adding the C-terminal
lysosomal targeting motif of Rheb to Raptor (11)
activated mTORC1 in RagA/B KO cells, even in
the presence of BFA (Fig. 4F). Thus, BFA inhibits
mTORC1 by interfering with its lysosomal local-
ization, which implicates Arf1 in the signaling
pathway that links Gln to mTORC1 localization
and activation at the lysosome.
In conclusion, we show that mTORC1 is dif-

ferentially regulated by Gln and Leu (fig. S17).
Our results demonstrate that RagA and RagB
are essential for mTORC1 activation by Leu, but
not by Gln, and this appears to be evolutionarily
conserved in Saccharomyces cerevisiae (25). We
identified the Arf1 GTPase to be involved in a
signaling pathway that connects Gln to mTORC1
activation at the lysosome in the absence of the
Rag GTPases. Many cancer cell lines have in-
creased mTORC1 activity and show a high depen-
dence on Gln for growth. Therefore, Gln-induced
mTORC1 activation may be important for the
growth of both normal and tumor cells.
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Fig. 3. Gln-induced mTORC1 activation requires
the v-ATPase but not the Ragulator. mTORC1
activity was analyzed by the phosphorylation of
S6K1 (pS6K) and the mobility shift of 4EBP1. (A)
mTORC1 activity was analyzed in CON and p14 KO
MEFs that were starved of amino acids, then stim-
ulated with Leu (top) or Gln (bottom) at the indi-
cated times. (B andC) Analysis of mTORC1 activity
in CON and RagA/B KO cells that were starved of
amino acids; pretreated with or without 1 mM Baf A;
followed by amino acid, Leu, or Gln stimulation for
150min. (D)CONandRagA/BKOMEFswere treated
with shRNACON (shCON) or shRNA targeting the
v-ATPase V0c subunit (shV0c). CON and RagA/B
KO MEFs were starved of amino acids, followed by
amino acid stimulation, and mTORC1 activity was
assessed.
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Fig. 4. Arf1 is required for Gln signaling to mTORC1 in the
absence of RagA and RagB. (A) TORC1 activity was analyzed for
the phosphorylation of Drosophila S6K1 (pdS6K1) in Drosophila S2
cells treated with double-stranded RNA (dsRNA) targeting GFP, RagA,
or Arf1. Cells were starved of amino acids for 1 hour, then stimulated
with or without amino acids for 30 min. (B) mTORC1 activity was
analyzed by the phosphorylation of S6K1 (pS6K1) or mobility shift of

4EBP1 in RagA/B KO HEK293A cells treated with control (siCON) or Arf1 siRNA (siArf1). Cells were starved of amino acids then stimulated with Gln for 150 min.
(C) mTORC1 activity was analyzed as in (B) in CON and RagA/B KOMEFs starved of amino acids, then pretreated with the indicated concentrations of BFA, and
stimulatedwith amino acids for 150min. Labels s.e. and l.e. denote shorter exposure and longerexposure, respectively. (D)mTORC1 activitywas analyzed as in (B)
in RagA/BKOHEK293Acells starved of amino acids, then pretreatedwith orwithout 1 mMBFA, and stimulatedwith Leu orGln for 150min. (E) IFanalysis depicting
mTORC1 activation (pS6; orange) and lysosomal localization (LAMP2; red, mTOR; green) in RagA/B KOMEFs. Cells were starved of amino acids, pretreated with
or without 1 mMBFA, followed by stimulation with Gln for 150 min. Higher magnification images of the area depicted by the inset and their overlays are shown on
the right of the images.Quantification of the percentage of cells withmTOR at the lysosome under different conditions and correspondingWestern blot (right). (F)
mTORC1 activity was analyzed as in (B) in RagA/B KO HEK293A cells transfected with HA-Raptor or HA-Raptor containing the C-terminal CAAX motif of Rheb
(HA-Raptor-C-Rheb). Cells were starved of amino acids, pretreated with or without 1 mM BFA, and stimulated with Gln for 150 min.
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than most people take to run the TLC. 

Biotage Isolera systems already recom-

mend cartridges based on the sample size and programmed TLC 
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and provide real time indication of eluting compounds, using ul-

traviolet, ELSD, or Mass Detection. They subtract signal baselines 
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tions are collected.  

Biotage

For info:,����������$�,

www.biotage.com
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Magna Nuclear RNA-binding Protein 

Immunoprecipitation (RIP) kits are 

specially designed to allow the discovery 

and analysis of both coding and 

noncoding chromatin-associated RNAs. 

Two versions of the kit are available, 

enabling users to analyze RNA both 

strongly and weakly associated with 
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/
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linked chromatin while the other uses 

native chromatin. Native RIP allows 
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interactions while the cross-linked 

method is designed to capture higher 

molecular weight complexes and more 

readily trap weaker interacting RNAs. 

Compared with other kits available to 

researchers, the Magna Nuclear RIP kits 

deliver much lower background signals, 

high signal-to-noise ratios and have 

been demonstrated to work in RNA-

seq to enable NGS-based discovery 
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info@bio-techne.com
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There’s only one

Prince Albert II de Monaco - Institut Pasteur Award 2015

The Institut Pasteur, the Monaco Scientifc Center and the Prince Albert II of Monaco Foundation
are pleased to invite applications for the “PrinceAlbert II of Monaco - Institut Pasteur”Award 2015.

This award will be given to an investigator in the 1eld of:

“Environmental and climatic changes: impacts on Human Health”

TheAward will honor an investigator under 1fty years old who has made outstanding contributions
to the 1eld. The honoree will receive a 40,000 Euros award for his team. Candidates from all relevant
disciplines (ecological, biomedical, and social sciences) are invited to submit their applications,
which will be evaluated by a Jury of renowned scienti1c experts.

The dossier should include:

• a one-page letter written by the nominee describing the importance of his/her contribution to the
1eld of “Environmental and climatic changes and their impacts on Human Health”

• a curriculum vitae
• a list of scienti1c publications and/or books
• a one-page outline of her/his plans for future research
• two letters of support

All applications fles must be submitted in english.

The deadline for submitting nominations isMarch 30th, 2015.All 1les should only be sent in electronic
format, as a single pdf 1le to: award@ec2h-monaco.org and award-monaco-pasteur@pasteur.fr

To learn more please visit : http://www.ec2h-monaco.org/en andwww.pasteur-international.org

SUNY Upstate Medical University seeks a neuroscientist at the Associate/Full Professor
level to fill a tenured position as part of the New York State Empire Innovator Program,
which aims to expand the ranks of world-class faculty in the SUNY system. Research should
focus on studying the mechanisms of neurological function, disease, and dysfunction at the
cellular, molecular or systems levels. Areas of particular interest that would synergize with
existing strengths include, but are not limited to vision, addiction biology, psychiatric
genetics, neurological disorders, neurodegenerative diseases, neuro-oncology, and
neurodevelopmental disorders. Candidates using stem cell biology, biomarker development,
cross-disciplinary translational research, behavioral methods or cutting-edge optical
approaches are especially encouraged to apply.

The successful candidate will join a growing team of collaborative and interdisciplinary
neuroscientists in Central New York at Upstate Medical University, neighboring Syracuse
University, the Syracuse Veterans Hospital, and nearby Cornell and Binghamton Universities.
The position is open to individual applicants or to established research teams. Significant
current external research funding is required. Successful candidates will hold joint
appointments in a basic science and one of several clinical departments, and will be expected
to maintain a vigorous and independently funded research program. SUNY Upstate offers a
highly competitive hard-money state-line salary, a generous start-up package supplemented
by contributions from the New York State Empire Innovation fund and access to a unique,
integrated clinical-basic science research environment. Neuroscientists at Upstate benefit
from a new research building containing 100,000 sq.ft. of laboratory space equipped with
state-of-the-art research facilities and research cores that support sophisticated imaging
capabilities including deep brain imaging, super-resolution microscopy, and whole genome
sequencing and analysis to name a few.

Applicants should submit a curriculum vitae, statement of research interests and three letters
of reference by April 30, 2015 to www.upstate.edu/hr/jobs to Posting #036887.
Applications will be evaluated as they are received and until the position is filled.

EMPIRE SCHOLAR in NEUROSCIENCE

We are an Equal Opportunity Employer. All qualified applicants will receive consideration for employment
without regard to race, color, religion, sex, national origin, protected veteran status or disability.



The BBVA Foundation Frontiers of Knowledge Awards recognize and encourage fundamental advances
in basic and applied research, as materialized in models and theories for understanding the natural
and social worlds, technological innovations of broad impact and salient contributions to the creation,
performance and conducting of the classical music of our time. Honors also go to outstanding
contributions that advance understanding or delivermaterial progresswith regard to two key challenges
of the global society of the 21st century, climate change and development cooperation.

The BBVA Foundation Frontiers of Knowledge Awards are undertaken in collaboration with the Spanish
National Research Council (CSIC).

Categories

— Basic Sciences (Physics, Chemistry, Mathematics)

— Biomedicine

— Ecology and Conservation Biology

— Climate Change

— Information and Communication Technologies

— Economics, Finance andManagement

— Development Cooperation

— Contemporary Music

Nominations

Nominations are invited from scientific and
artistic societies, R&D centers, university and
hospital departments, conservatories of music,
orchestras, public agencies, and organizations
working in the climate change and development
areas, as well as other organizations and natural
persons specified in the award conditions.

Deadline for submission

Nominations are open from January 1 through to
June 30, 2015 at 23:00 GMT.

For more details and full entry conditions: www.fbbva.es/awards · awards-info@fbbva.es

Fundación BBVA

Plaza de San Nicolás, 4
48005 Bilbao, Spain

Paseo de Recoletos, 10
28001 Madrid, Spain

www.fbbva.es

With the collaboration of

The Department of Cellular and Molecular
Biology at UT Health Northeast invites
applications from outstanding scientists for
state funded faculty positions at all levels to
conduct independent research. The research
of the applicant should be in various research
areas of biochemistry or cell biology with an

emphasis of cellmotility and cytoskeletal regulation. Investigatorsworking on
cell motility using electron microscopy are encouraged to apply.

The mission of the research program at UT Health Northeast is to create an
outstanding research community that links basic science and clinical science.
UT Health Northeast has established research programs in lung injury/repair
and pulmonary infectious diseases and the successful candidate is encouraged
to interact with researchers in these areas. A strong track record and current
extramural funding is required.Teaching in the biotechnology graduate program
is encouraged and voluntary.

Our institution is growing rapidly and substantive resources have been
allocated to build its basic and translational research portfolio.TheDepartment
has recently set up a state-of-the-art cellular and molecular imaging facility
including a custom made single molecule total internal refection fuorescence
(TIRF) microscope, ultrafast super-resolution microscopewhich can visualize
dynamicmovement of themolecules in living cells, and a confocalmicroscope
with awhite light laser system.The successful candidatewill be providedwith
competitive start-up packages and new laboratory facilities.

Applicants should submit their CV, a statement of future research plans and
the names of three references to: Dr.Mitsuo Ikebe, Chair of Department of
Cellular and Molecular Biology, The University of Texas Health Science

Center at Tyler, 11937 US Highway 271, Tyler TX 75708-3154

Review of application will continue until the position is flled.

UT Health is an Equal Opportunity and Affrmative Action Employer
and seeks to build a diverse employee community. It is the policy of The
University to promote and ensure equal employment opportunity for all

individuals without regard to race, color, religion, sex, national origin, age,
sexual orientation, disability, or veteran status. Women and minorities are

encouraged to apply.

Avoid driving your job search
around in circles.

● Search thousands of job postings
● Create job alerts based on your criteria
● Get career advice from our Career Forum experts
● Download career advice articles and webinars
● Complete an individual development plan at “myIDP”

Target your job search

using relevant resources

on ScienceCareers.org.

ScienceCareers.org
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“《科学》职业”

已经与Cernet/

赛尔互联开展合

作。中国大陆的

高校可以直接联

系Cernet/赛尔互

联进行国际人才

招聘。

“《科学》职业” 已经与

Cernet/赛尔互联开展合

作。中国大陆的高校可以

直接联系Cernet/赛尔互联

进行国际人才招聘。

请访问

Sciencecareers.org/CER

点得联系信息。

Cernet

招募学术精英，《科学》是您的不二之选

FACULTY POSITION

MOLECULAR AND CELLULAR

PHARMACOLOGY

Miller School of Medicine

University of Miami

The Department of Molecular and Cellular
Pharmacology at theUniversityofMiamiMiller
School ofMedicine is seeking applications for
aTENURE-TRACKFACULTYPOSITION

(rank open). Candidates must have a Ph.D.
and/or M.D. degree and have an established
record of research excellence.Applicants from
all areas of molecular/cellular biology and
biomedical research are welcome. Rank and
salary will be commensurate with experience.
Competitive laboratory space and start-up
funds will be offered.

Applicants should send electronic copies
of their CV, statement of current and future
research interests and the names and addresses
of three references to ELalor@med.miami.
edu and hard copies to Ms. Elba M. Lalor,
Senior Manager, Business Operations,

Department of Molecular and Cellular

Pharmacology, University of Miami Miller

School ofMedicine,P.O.Box 016189,Miami,

FL 33101.

An Equal Opportunity/Affrmative Action
Employer.

Assistant Professor of
Freshwater Ecology
Department of Ecology
Montana State University

The Department of Ecology at Montana State
University invites applications for a tenure-track
Assistant Professor of Freshwater Ecology.
The department seeks candidates who combine
theory, observations, and experiments to tackle
important contemporary issues in freshwater
ecology, and who will bridge basic and applied
science to answer questions that are both
regionally important and relevant to society.
Candidateswith research interests and skills that
complement the current faculty are particularly
encouraged to apply.The successful candidate is
expected tomaintain a vibrant research program
and laboratory group funded by extramural
grants. The teaching assignment is comprised
of three classes: Freshwater Ecology, General
Ecology, and an additional course in Aquatic
Ecology taught every other year.TheDepartment
ofEcology is committed to faculty diversity, and
women and minority candidates are especially
encouraged to apply.Applicants should submit
allmaterials electronically, including a letter of
interest addressing the required and preferred
qualifcations (see full ad), a CV, a statement of
research accomplishments and future directions,
a statement of teaching experience and interests,
copies of up to three publications, and names and
full contact information of three references. For
the complete job announcement and application
procedures, go to: https://jobs.montana.edu/
postings/1210

MSU is an AA/ADA/EEO/Vet Pref Employer.



Max Planck Institute for
Intelligent Systems

Scientist or Research Engineer for
Central Scientific Facility

We study intelligent systems, focusing on what computations allow syn-
thetic and natural intelligent systems to do in perception, action, and lear-
ning. Our site in Tübingen, Germany is part of a campus with three Max
Planck institutes and scientists from around the world. Three research
departments collaborate on topics in machine learning, perception, and
robotics to understand intelligent systems. Such systems rely on light to

obtain information from the world.

We already work with a variety of systems including cameras (ranging
from off-the-shelf SLRs to cooled emCCDs and sCMOS), sophisticated
optical hardware (telescopes, wavefront sensors, tracking mounts), and
computational photographic systems (Vicon, Kinect, motion capture tech-

nology, 3D scanners).

Your responsibilities
You will join a team that will take part in building a central scientific facili-
ty as part of „Optics and Sensing Laboratory“. You will work closely with
researchers across the institute‘s departments and research groups to in-
vestigate, develop and implement technologies in the above fields. 50%
of your time is devoted to basic research, involving other scientists and
PhD students. You will also be involved in the development of institute
infrastructure e.g. e-Learning system, providing system instructions and

guidance for students, testing new promising technologies.

Requirements
• PhD or extensive experience in physics, engineering, or computer science
• Comprehensive hands-on experience with optical experimentation, optical

design and system implementation, telescopes and astronomical camera
systems plus an open mind to get involved in other areas that the central
scientific facility will work on, including: low level processing and acquisi-
tion in computer vision systems, camera synchronization and calibration,
multi-camera capture, motion capture systems, scanners, stereo imaging.

• Excellent programming skills in a hardware-near programming language
like C, C++, and high-level scientific programming language like Matlab,
Python. Familiarity with Linux environment is highly desirable, GPGPU
programming skills are a plus.

• In-depth knowledge of an optical design software like Zemax, OSLO, or
CodeV.

• Strong project management skills.
• Experience of work in research teams, preferably multi-disciplinary teams.
• Proficient communication skills.
• German language skills are not required, but a plus. Good written/spoken

English is mandatory.
• A desire to get your hands dirty, and an affinity to computers and systems.

• A desire to create the future.

Our offer
Salaries will be based on previous experience according to TVöD guideli-
nes (E9 to E15). An initial contract will be offered for 2 years but subse-
quent tenure is possible. This is a full-time position. The Max Planck Socie-
ty is committed to employing more handicapped individuals and especially
encourages them to apply. The Max Planck Society seeks to increase the
number of women in areas where they are underrepresented and there-
fore explicitly encourages women to apply. The position will be open until
filled or no longer needed. Preference will be given to applications recei-

ved by 31 January, 2014.

In case of questions on the technical aspects of the position, please con-
tact Prof. Dr. Bernhard Schölkopf at bs@tuebingen.mpg.de. For administ-
rative questions, please contact Sabrina Jung at sabrina.jung@tuebingen.
mpg.de. More information about the Tübingen site of our institute can be

found at http://is.tue.mpg.de/.

Contact
Candidates should send their application quoting the reference number
57.14. in English via e-mail to Ms. Ballmann at personal@vw.mpi-stuttgart.
mpg.de. The application should include 4 PDF documents: 1) your CV, 2)
publication list, 3) certificates and references, 4) a 2-page of motivation, rele-
vant previous experience, and statement of research interests. A Microsoft
Word template can be downloaded from http://tinyurl.com/na5wxz2, which
can also be edited by free libre office (http://www.libreoffice.org/). Please
carefully read and follow the instructions on how to fill in the form.

If you prefer to send a hardcopy application, you may do so. Please
address it to:

Max Planck Institute for Intelligent Systems
Gemeinsame Verwaltung
Heisenbergstr. 1
70569 Stuttgart
Germany

Southwest Jiaotong University, P.R.China

Anticipates Your Working Application

Southwest Jiaotong University (SWJTU), founded in 1896, situates itself in Chengdu, the provincial capital of Sichuan.

It is a national key multidisciplinary “211Ó and “985 FeatureÓ Projects university directly under the jurisdiction of the

Ministry of Education, featuring engineering and a comprehensive range of study programs and research disciplines

spreading across more than 20 faculties and institutes/centers. Boasting a complete Bachelor-Master-Doctor education

system with more than 2,500 members of academic staff, our school also owns 2 first-level national key disciplines, 2

supplementary first-level national key disciplines (in their establishment), 15 first-level doctoral programs, 43 first-level

master programs, 75 key undergraduate programs, 10 post-doctoral stations and more than 40 key laboratories at national

and provincial levels.

Our university is currently implementing the strategy of “developing and strengthening the university by introducing and

cultivating talentsÓ. Therefore, we sincerely look forward to your working application.

More information available at http://www.swjtu.edu.cn/

I. Positions and Requirements

A.High-level Leading Talents

It is required that candidates be listed in national top talents programs such as Program of Global Experts, Top Talents

of National Special Support Program, “Chang Jiang Scholars”, China National Funds for Distinguished Young

Scientists and National Award for Distinguished Teacher.

Candidates are supposed to be no more than 50 years old. The limitation could be extended in the most-needed areas of

disciplinary development.

Candidates who work in high-level universities/institutes and reach the above requirements are supposed to be no more

than 45 years old.

B. Young Leading Scholars

Candidates are supposed to be listed in or qualified to apply for the following programs:

•National Thousand Young Talents Program

•The Top Young Talents of National Special Support Program(Program for Supporting Top Young Talents)

•Science Foundation for the Excellent Youth Scholars

Candidates should have good team spirit and leadership, outstanding academic achievements, broad academic vision and

international cooperation experience and have the potential of being a leading academic researcher.

C. Excellent Young Academic Backbones

Candidates under 40 years old are expected to graduate from high-level universities/institutes either in China or other

countries. Those who are professors, associate professors and other equal talents from high-level universities/institutes

overseas could be employed as professors and associate professors as well.

D. Excellent Doctors and Post Doctoral Fellows

Candidates under 35 years old are supposed to be excellent academic researchers from high-level universities either in

China or other countries.

II. Treatments

The candidates will be provided with competitive salaries and welfares that include settling-in allowance, subsidy of

rental residence, start-up funds of scientific research, assistance in establishing scientific platform and research group as

well as international-level training and promotion . As for outstanding returnees, we can offer further or specific

treatments that can be discussed personally.

III . Contact us:

Contacts: Ye ZENG &Yinchuan LI Telephone number: 86-28-66366202 Email: talent@swjtu.edu.cn

Address: Human Resources Department of SWJTU, the western park of high-tech zone, Chengdu, Sichuan, P.R.China,

611756

http://www.swjtu.edu.cn/

The Center for Quantitative Biology (CQB) and Peking-Tsinghua

Center for Life Sciences (CLS) at Peking University jointly open for

applications for faculty positions at all ranks.

We seek for creative individuals in all areas of quantitative biology,

with emphases on (but not limited to):

(1) Systems biology;

(2) Synthetic biology;

(3) Computational biology/Bioinformatics;

(4) Disease mechanism and drug design from system biology perspective;

(5) Development of quantitative methods and technology.

CQB (http://cqb.pku.edu.cn/) is dedicated to research and education

at the interface between the traditionally more quantitative disciplines

(such as mathematics, physical sciences, engineering, computer

science) and the biological sciences. CLS (http://www.cls.edu.cn/) is

a center of excellence to support and nurture creative research of long

lasting impact.

Application materials (with cover letter, summary of research

interests, CV and less than 5 representative publications, all

in a single PDF file) should be sent to Ms. Wei Xiao

(gsmkyb@pku.edu.cn), to whom you should also ask your

references to send in their recommendation letters.

JOINT Faculty Positions

Joint Faculty Positions at

the Center for Quantitative Biology and

Peking-Tsinghua Center for Life Sciences
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For your career in science, there’s only one

A career plan customized
for you, by you.

Visit the website and

start planning today!

myIDP.sciencecareers.org

In partnership with:

I N D I V I D U A L

D E V E LO PM E N T

P L A NIDP
my

Careers

Overview

Setting Goals

Skill Goals

Career Advancement

Goals

Project Goals

Mentoring Team

myIDP Summary

Consider Career Fit

Read About Careers

Attend Events

Talk to People

Choose a Career Path

Skills Assessment

Interests Assessment

Values Assessment

Overview Summary

Personal Information

Development Plan

Career Exploration

Assessment

Recommended by leading professional societies and endorsed by the National Institutes of Health,

an individual development plan will help you prepare for a successful and satisfying scientific career.

In collaboration with FASEB, UCSF, and the Medical College of Wisconsin and with

support from the Burroughs Wellcome Fund, AAAS and Science Careers present

the first and only online app that helps scientists prepare their very own

individual development plan.

myIDP.sciencecareers.org



Reach: Your job ad is seen by 570,400 readers around

the globe from varied backgrounds and it sits on special

bannered pages promoting faculty positions. 60% of

our weekly readers work in academia and 67% are

Ph.D.s. Science connects you with more scientists

win academia than any other publication.

Produced by the Science/AAAS Custom Publishing Office.

Managing an academic research group means

keeping an eye on long-term goals, funding

agency priorities, and publication plans.

Faculty members also train students and

postdoctoral fellows. PIs must match people

to projects in a way that gets the group to its

goals while encouraging its members to mature

as scientists. This feature discusses strategies

and tips for research program management.

Why you should advertise in these issues of Science:

To book your ad, contact:

advertise@sciencecareers.org

THE AMERICAS

202 32A A5C2

EUROPE/ROW

+44 (0) 1223 32A500

JAPAN

+C1 3 3219 5777

CHINA/KOREA/SINGAPORE/TAIWAN

+CA 1CA 00C2 9345

For recruitment in science, there’s only one

Limited budget?
Ask about banner ads
or 3rd party e-mails

Results: If you are looking to hire faculty, Science offers

a simple formula: relevant content that spotlights your

ad + a large qualified audience = hiring success.

ScienceCareers.org
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I stalked through the pool, my 

shoes squeaking and sliding in the 

mud. After much splashing and 

several failed attempts, I caught 

one—but this was not the leopard 

frog tadpole I expected. It had a re-

markable red tail. I couldn’t believe 

it! I had something I had never 

seen before!

After collecting a couple of dozen 

of them in my greatly excited state, 

I hung the bucket on my handlebars 

and sloshed home. I kept them in 

the garage, with my zoo of neigh-

borhood creatures I had gathered. 

Two weeks later, the bucket clam-

ored with metamorphosed froglets, 

which I identified by a field book as 

Cope’s gray tree frogs (Hyla chrysos-

celis). When they started scaling the 

sides of the bucket, I realized it was 

time to return them to the collection 

site. I pedaled out to their natal pool 

to find it had been bulldozed. I re-

leased them in my backyard instead. My path into science 

started here.

Many years later, during a 5-year college hiatus, I worked 

for almost every aquarium store in the Columbus area. I 

joined the local aquarium club—the Columbus Area Fish 

Enthusiasts—and kept fish from all over the world. While 

working at the first aquarium store, I met my husband, Dan, 

and during our premarried life we propagated fish, plants, 

and coral and sold them over the Internet. We became self-

taught experts in ornamental fish and aquarium keeping.

As I progressed from novice to advanced aquarist, I 

yearned for more. With the help of two inspirational men-

tors, Meg Daly and John Wenzel, I went back to school at 

Ohio State University (where they both worked), finished my 

Bachelor of Science degree in zoology, and was accepted to 

Southeastern Louisiana University 

as a master’s degree student, study-

ing the phylogeography and taxon-

omy of fish. 

I began to see my aquarium ex-

perience as a common life history 

element among higher level ichthy-

ologists. This science-oriented lei-

sure activity has a habit of turning 

fish into a lifelong passion. 

That passion landed both Dan 

and me in fish-related Ph.D. pro-

grams at Texas A&M University. 

During my first year, as I counted 

fish bones in a developmental study  

of Gambusia species, I came to 

realize that my passion isn’t just for 

fish; it’s also for people interested in 

fish—and for those poor millennials 

who never had the opportunity to 

go outside and chase tadpoles. Will 

my generation be the last to have 

such experiences and, through them, 

come to love the natural world, 

natural history, and conservation? 

Today, I’m a social scientist studying how science-related 

leisure activities, such as playing outdoors and keeping 

aquariums, can mold people into ichthyologists, natural 

scientists, and scientifically literate citizens. As I look back 

and consider how I got here from the creek and the mud, I 

realize that I never left. I entered science on the tail of a tad-

pole. My passion led to my own metamorphosis, and now 

I’m studying the metamorphoses of others. ■

Elizabeth A. Marchio is a Ph.D. student in the Depart-

ment of Recreation, Park, and Tourism Sciences at Texas 

A&M University, College Station. For more on life and 

careers, visit www.sciencecareers.org. Send your story to 

SciCareerEditor@aaas.org. IL
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“I came to realize that my 
passion isn’t just for fish; it’s 

also for people interested 
in fish.”

My metamorphosis

I 
grew up in the 1980s and 1990s, in a lower-middle-class suburban neighborhood on the outskirts 

of Columbus. Our home didn’t have air conditioning or cable television, so there was little reason 

to ever be inside. At 10 years old, I was allowed to roam the neighborhood unsupervised. I 

bicycled everywhere, climbed trees to catch tree frogs, and searched for aquatic life in the local 

creeks, among other clothes-ruining endeavors. One formative experience occurred at a housing 

development a mile from my home, when I came across a pool of water in the massive tire tracks 

of a dump truck. It was 2 feet deep and muddy. I peered into the pool, holding my small, green net 

in one hand and a bucket in the other, searching for movement. I spotted my quarry in the warm, 

shallow edges: dime-sized black spots zooming to the depths as my shadow passed. Tadpoles!

By Elizabeth A. Marchio

WO R K I N G  L I F E

Published by AAAS


