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D
uring 2014, Science worked with members of 

the research community, other publishers, and 

representatives of funding agencies on many 

initiatives to increase transparency and pro-

mote reproducibility in the published research 

literature. Those efforts will continue in 2015. 

Connected to that progress, and an essential 

element to its success, an additional focus will be on 

making data more open, 

easier to access, more dis-

coverable, and more thor-

oughly documented. My 

own commitment to these 

goals is deeply held, for I 

learned early in my career 

that interpretations come 

and go, but data are forever.

During my qualifying 

exam to advance to Ph.D. 

candidacy, I drew a chalk-

board cartoon of a then-new 

concept: that the weight of 

recently erupted oceanic 

volcanoes could elastically 

deform the surrounding 

seafloor, creating a deep de-

pression and surrounding 

flexural arch. Afterward, H. 

W. Menard, the great ma-

rine geologist and a mem-

ber of my exam committee, 

spread out a map of the Pa-

cific. He pointed out places 

where there were older 

coral atolls (which marked former stands of sea level) 

that were either now uplifted or drowned in the vicin-

ity of younger volcanoes. Using the distance from the 

young volcano to the atoll and the amount of uplift or 

depression, we were able to calibrate the long-term flex-

ural strength of the Pacific seafloor under the weight of 

the volcanic loading. It was of no matter that Menard 

had published a paper years earlier using a subset of the 

uplifted atolls to argue for another hypothesis, which 

he now happily discarded in favor of the flexural warp-

ing one. It occurred to me that there was no database 

of “drowned and uplifted atolls” that one could access. 

Menard’s prior publication provided only a biased sam-

pling of all occurrences. Had he not been on my exam 

committee, that unique set of observations to constrain 

the flexural rigidity might never have presented itself.

Data, particularly those collected with public funding, 

should be used so that they do the most good. When the 

greatest number of creative and insightful minds can 

find, access, and understand the essential features that 

led to the collection of a data set, the data reach their 

highest potential. Although the situation has improved 

some four decades after my student days in terms of the 

number of public data repositories, requirements for 

making data available, and 

metadata standards, there 

is still a long way to go. So 

what can Science do to help 

in this regard, given that it 

covers many disciplines but 

is not deeply embedded in 

any one field?

There are many publicly 

and privately funded data 

repositories worldwide, not 

all of which are being used 

to their full potential. In 

2015, we want to work with 

authors and readers to iden-

tify which of those reposito-

ries Science should promote 

because they are well man-

aged, have long-term sup-

port, and are responsive to 

community needs. For data 

that do not neatly fit into 

large-scale repositories, we 

will explore other available 

options. We also will evalu-

ate different ways to tag data 

sets and integrate such tagging into our peer-review pro-

cess. For example, one might associate a digital identifier 

for a data set with a figure in a paper. A reviewer could 

use such an identifier to find the particular data that are 

related to the figure. The hope is to work with reposi-

tories that allow bidirectional tagging so that it is easy 

for someone—a reviewer or reader—to identify the data 

used in a Science paper. 

Along with improving the “discoverability” of data 

sets, Science hopes to inspire creative ways to visualize 

data sets to improve the communication of information 

and concepts and even facilitate the discoverability of 

new phenomena. What happens when you bring to-

gether those who collect large data sets with those who 

develop the tools to analyze and view them? Stay tuned!

– Marcia McNutt

Data, eternal

EDITORIAL

10.1126/science.aaa5057

“…interpretations come and go, 
but data are forever.”

Marcia McNutt 

Editor-in-Chief 

Science Journals

Published by AAAS
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NEWS “
It’s effectively a new machine, poised to set us 

on the path to new discoveries.

”CERN Director-General Rolf Heuer on the Large Hadron Collider, which 
goes back online in early 2015 after 2 years of upgrades and maintenance.

Soft robots | Stiff robots
Sorry, R2-D2: Inspired by animals and armed 

with better materials and compact hardware, 

squishy robots take center stage. 

Polio in Pakistan | Polio in Nigeria
As the disease disappears from its African 

stronghold, cases are soaring in Pakistan.

Senator Lamar Alexander (R–TN) 
Representative Lamar Smith (R–TX)
Reforming federal oversight of U.S. higher 

education may eclipse last year’s brawl over 

National Science Foundation peer review.

Europa or bust | Asteroid capture
Congress lights a fire under NASA to visit 

Jupiter’s moon.

European Political Strategy Centre 
E.U. science adviser 
Anne Glover’s stint in Brussels ends; a new 

entity will give the European Commission 

scientific advice.

Next Generation Science 
Standards | Common Core
Science advocates hope to avoid 

missteps that have plagued math and 

reading standards.

iPS cell clinical trials | STAP cells
A simple recipe for stem cells was too good 

to be true, but reprogrammed adult cells 

move ahead.

ISRO, CNSA | NASA
NASA’s mission drifts while the ambitions of 

India’s and China’s space programs grow.

Chikungunya | MERS
Worries about the respiratory virus in the 

Arabian Peninsula ease, but a mosquito-

borne agent is exploding in the Americas.

Paris climate talks 
Lima climate talks
The debate moves away from whether 

developing nations should cut carbon 

emissions … to by how much. 

Exoplanet atmospheres 
Exoplanet orbits
We know where extrasolar planets are—
now the more penetrating questions begin.

“I’m not a scientist.”
Direct attacks on science
U.S. politicians reframe their rhetorical 
assaults on climate change and evolution.

Reproducibility | Glamour journals
As retractions mount in high-profile 
journals such as Science, Nature, and Cell, 
the community pushes for reproducible 
experiments.

Ebola drug and vaccine trials
U.S. Ebola panic
Efficacy trials in West Africa will likely 
determine whether an Ebola vaccine works
—and can help end this epidemic.

Evolutionary trees with dozens of 
genomes | Trees with dozen of genes
More DNA means better family trees; recent 
bird and insect phylogenies built from 
dozens of genomes set the bar for 2015. 

I N  B R I E F

B
ritish chemist Humphry Davy once said that “nothing is so fatal to 

the progress of the human mind as to suppose that our views of sci-

ence are ultimate … that there are no new worlds to conquer.” In that 

spirit, Science takes a look at trends and ideas that preoccupied the 

scientifi c community last year—and makes some guesses at what 

new themes are likely to take hold in 2015. Our—subjective!—list, 

in no particular order, for your consideration: 

What’s hot | What’s not
2015: A LOOK AHEAD

encemag org SCIENCEscisciencencscisciencence
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Dwarf planets | Comets
After one spacecraft landed on a comet, 

others head for Pluto and Ceres. 

Twitter data grants
Facebook experiments
Facebook’s “emotional contagion” study 

angered users, while Twitter gives a few 

select institutions access to its data. 

Precision medicine
National Children’s Study
After killing an ambitious health study, the 

National Institutes of Health (NIH) ponders a 

big investment in personalized treatments.

Drones doing science
Science making better drones
Hurdles remain (battery life, airspace 

regulations), but drones now collect data 

from poles to sea floor to clouds. 

Carbon sinks | Carbon balances
Space measurements of fluorescence 

from photosynthesis offer a way to directly 

monitor carbon uptake and better calculate 

net atmospheric exchanges.

Standard three-neutrino model 
Sterile neutrinos
The Planck spacecraft dealt a blow to the 

theorized fourth, “sterile” neutrino—by 

confirming predictions of the standard 

theory of cosmology.

Alaskan earthquakes
Induced earthquakes
Earthquakes due to wastewater injection 

may drop with the price of oil. But a 

major deployment of sensors will help 

monitor Alaska, the United States’ most 

seismic state.

Helpful microbes | Poop therapy
Fecal transplants can restore the gut’s 

ecosystem—but future therapies cut out 

the middleman, delivering just the isolated 

beneficial bacteria.

South African fossils 
Homo heidelbergensis
The supposed European ancestor of modern 

humans and Neandertals falls out of favor, 

while high-profile South African digs may 

yield new finds.

Representative Andy Harris (R–MD) 
Senator Tom Harkin (D–IA)
NIH loses longtime champion, gets tea party 

member who wants more funding for young 

scientists.

Seal flu | Bird flu
Influenza’s latest surprise is a massive die-

off of European harbor seals from a subtype 

called H10N7.

Predicted global mean temperature increase, in 

°C, for 2015 over the 1961 to 1990 average—which 

would make 2015 the warmest year on record, 

according to the U.K.-based Met Office. 

Proportion of people with HIV 

who will be over 50 in 2015, a first. 

The shift presents physicians 

with new challenges.0.64 50%

A potential 

flu victim.

The New 

Horizons probe 

will visit Pluto 

and its moon 

Charon next July.

Published by AAAS
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By Elizabeth Pennisi

T
he metaphors for DNA keep multi-

plying. It is a string of code, a spiral 

staircase, and, now, something very 

like origami. Just as folding a flat 

sheet of paper can transform it into 

a crane or lotus flower, researchers 

have come to realize that a complex pat-

tern of loops and folds helps transform our 

genome into something meaningful. The 

twists and turns bring particular genes into 

close contact with distant stretches of DNA 

that regulate those genes’ activity, spurring 

the gene expression that makes a bone, 

muscle, or brain cell—or fuels a cancer. 

The elegance and potential of this idea 

has fascinated many biologists, but they’ve 

struggled to get good enough data to reli-

ably understand these sinuous patterns. An 

11 December report online in Cell revealed 

the most elaborate maps yet of how the 

2 meters of DNA crammed into the cell 

nucleus fold up—the so-called nucleome. 

“[L]andmark work,” said Francis Collins, 

the director of the National Institutes of 

Health (NIH), in a blog post. 

Four days later, however, a paper in 

Genes & Development reported that various 

DNA mapping techniques sometimes yield 

patterns that are radically different, raising 

questions about just what these maps really 

show. Now, through a newly funded NIH 

effort called the 4D Nucleome, research-

ers will set out to develop more reliable, 

accurate, and affordable ways to map and 

interpret the genome’s elaborate folds. The 

program “is inviting people to come up with 

different and better ideas,” says Job Dekker, 

a biologist at the University of Massachu-

setts Medical School in Worcester.

Over the past 2 decades, he; Erez 

Lieberman Aiden at Baylor College of 

Medicine in Houston, Texas; and others 

have used techniques such as chromosome 

conformation capture to look at genomes 

in 3D. The researchers chemically 

“freeze” any spots along the DNA 

chain where disparate stretches 

are in contact. Then they cut up 

all the DNA and glue the contact-

ing DNA together. Based on the 

number of times two regions are 

in contact, the researchers esti-

mate how far apart the regions 

are in 3D. 

At first, researchers could look 

at one gene and a partner at a 

time, but ever more comprehen-

sive methods soon appeared. A 2009 ver-

sion, Hi-C, reveals how every piece of a 

genome’s DNA interacts with every other 

piece. By figuring out how to process the 

DNA while it’s still in a nucleus and then 

revamping the analysis techniques, Baylor’s 

Suhas Rao and Harvard University gradu-

ate student Miriam Huntley, both in Aiden’s 

lab, and colleagues got the resolution down 

from a million bases—way bigger than a 

gene—to 1000 bases—smaller than a gene. 

The $3 million experiments reported 

in Cell generated more than 5 trillion se-

quenced bases and analyzed millions of 

human cells from eight cell lines, includ-

ing cancer, and from one mouse cell line. 

The data revealed 10,000 loops, thousands 

to millions of bases long, and six compart-

ments, regions where DNA with similar 

chemical modifications and levels of gene 

activity come together. Some of the struc-

tures are common to all the tested cell 

types, whereas others are unique to each 

kind of cell. “It opens up a new way of 

looking at biology,” says Vishy Iyer, a 

molecular biologist at the University of 

Texas, Austin.

There’s one wrinkle, as the Genes 

& Development paper showed: A dif-

ferent nucleome mapping technique 

based on direct observation of the DNA 

rather than on computational models can 

produce conflicting results. Iain William-

son and Wendy Bickmore of the University 

of Edinburgh in the United Kingdom and 

colleagues applied fluorescent labels to mul-

tiple pieces of DNA, using a different fluo-

rescent probe for each one so that they could 

easily identify pieces that were close to each 

other. The researchers looked at a 1-million-

base-long region of mouse chromosome 2, 

which contains a cluster of Hox genes that 

are key in development. For comparison, 

they analyzed the same DNA region using 

a computational technique similar to Hi-C. 

The two techniques agreed sometimes, for 

some parts of the Hox cluster, but in other 

cases, one indicated the DNA was stretched 

out whereas the other indicated it was tan-

gled into a tight ball. “We don’t know why 

and we don’t know what method is right,” 

says Ana Pombo, a cell biologist 

at the Berlin Institute for Medical 

Systems Biology. “We need to look 

carefully at what these methods 

are telling us.” 

Aiden says his lab’s new Hi-C 

results agree with the micros-

copy findings. Nonetheless, “we 

shouldn’t fool ourselves into 

thinking that the Hi-C data is the 

be all and end all,” he points out. 

“You want to have multiple lines 

of experimentation that can con-

firm one another or contradict one another.”

NIH’s 4D Nucleome program aims to pro-

vide that. This 5-year, $24-million-a-year ef-

fort, announced in July 2014, will improve 

the existing techniques and, possibly, come 

up with new ones. It’s called 4D because the 

nucleome structure changes as cells age, dif-

ferentiate, and divide, and researchers want 

to understand how and why. “The object is 

to make these techniques widely available,” 

says Rafael Casellas, a molecular biologist at 

the National Institute of Arthritis and Mus-

culoskeletal and Skin Diseases in Bethesda, 

Maryland. They are sorely needed, Dekker 

says. Just as origami paper comes to life 

only when folded, he says, “nothing in our 

genome makes sense except in 3D.” ■

GENOMICS 

Inching toward the 3D genome
Maps of DNA’s loops and folds advance—but may disagree

A simulation 

(top) shows how 

a single DNA loop 

(above) twists 

and folds.

I N  D E P T H
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By Jia You

W
hen oceanographer Peter Wiebe 

sat down recently to write a paper 

on his January Red Sea expedition, 

he wanted to examine all data sets 

on plankton in the region. Other 

researchers have been sampling 

the organisms for years, but he didn’t know 

where to find those data sets. “These data 

centers are kind of black holes,” says Wiebe, 

who works at the Woods Hole Oceanographic 

Institution in Massachusetts. “It’s very hard 

to figure out what’s in there and to get it out.”

That could soon change. Wiebe is working 

with computer scientists to lay the ground-

work for a smarter academic search engine 

that would help geoscientists find the exact 

data sets and publications they want in the 

blink of an eye, instead of spending hours 

scrolling through pages of irrelevant results. 

The group kicked off their project, called 

GeoLink, last month at the American Geo-

physical Union (AGU) meeting in San Fran-

cisco, California. The research effort is part 

of EarthCube, an initiative funded by the Na-

tional Science Foundation (NSF) to upgrade 

cyberinfrastructure for the geosciences.

Over the next 2 years, Wiebe and col-

leagues will build computer programs that 

can extract information from AGU confer-

ence abstracts, NSF awards, and geosci-

ence data repositories and then digitally 

connect these resources in ways that make 

them more accessible to scientists. A pilot 

project that concluded this year has already 

developed some of the underlying design. 

If GeoLink garners sufficient interest, the 

researchers could turn it 

into a one-stop search hub 

for the geoscience commu-

nity, says computer scien-

tist Tom Narock of Mary-

mount University in Ar-

lington, Virginia, another 

principal investigator on 

the project.

Projects like GeoLink 

are part of a growing effort 

to make literature reviews 

more efficient by leverag-

ing the increasing ability of 

computers to process texts—a much needed 

service as millions of new papers come out 

every year. A similar initiative from the Allen 

Institute for Artificial Intelligence (AI2) in 

Seattle, Washington, is developing an intel-

ligent academic search engine for computer 

science. Called Semantic 

Scholar, it is expected 

to be fully released by 

the end of 2015. Eventu-

ally, Semantic Scholar’s 

coverage will include 

other subjects, says AI2 

Chief Executive Officer 

Oren Etzioni.

Existing academic 

search engines boast 

extensive coverage of 

scientific literature. (Google Scholar alone 

indexes about 160 million documents by 

some calculations.) Their reliance on key-

word searches, however, often means users 

get more junk than treasure. Search engines 

also don’t typically return raw data sets.

In contrast, GeoLink and Semantic Scholar 

attempt to build fine-grained, niche search 

engines catered to specific subject areas, by 

tapping into deeper semantic processing 

that helps computers establish scientifically 

meaningful connections between publica-

tions. If Wiebe types in “plankton in the Red 

Sea,” for example, the search engine would 

understand it as a string of characters that 

show up on papers, but would also know the 

researchers who investigated the topic, the 

cruises they took, the instruments they used, 

and their data sets and papers. Google has 

applied similar techniques to improve its 

main search engine, but projects like Geo-

Link benefit from input from scientists with 

extensive knowledge in the subject area, who 

identify meaningful links that computer sci-

entists then translate into code. Biomedical 

researchers have been forerunners in build-

ing fine-grained, subject-specific ontolo-

gies. PubMed, for example, uses the Medical 

Subject Headings ontology to streamline its 

query system.

The potential of these projects goes be-

yond helping scientists find the right papers 

quickly, says computer scientist C. Lee Giles 

of Pennsylvania State University, University 

Park. By extracting information on meth-

ods and results from papers and pooling 

such data together, search engines like Se-

mantic Scholar could automate the process 

of literature review and 

comparison.

For example, Etzioni 

says, it would take a tal-

ented computer science 

graduate student weeks 

of extensive reading on 

dependent parsing (a 

task in natural language 

processing) to gain an 

overview of techniques 

used for it in the last 5 

years, the data sets produced, and the ac-

curacy rates. In contrast, Semantic Scholar 

could potentially compile the techniques and 

results within seconds. “We are imagining 

techniques that go way beyond just paper 

recommendation, to the point where we are 

really generating novel insights,” Etzioni says.

Such instant overviews would espe-

cially benefit junior scientists and inter-

disciplinary scientists who enter a new field 

of study, says computer scientist Christina 

Lioma of the University of Copenhagen. 

It would also enable scientists to identify 

emerging trends in a field and adjust their 

directions accordingly, Giles says.

Realizing the technology’s potential, 

however, partially depends on having ac-

cessible, text-minable literature for comput-

ers to read, an issue that has pitted schol-

ars against some publishers. For now, the 

GeoLink project will mine 

only publicly available 

abstracts of studies. (Se-

mantic Scholar will cover 

4 million open-access 

computer science papers.) 

Computer scientists still 

have a lot of work to do to 

improve the accuracy of 

text processing, Giles says. 

Nonetheless, he believes 

that the semantic search 

approach “is the Web of 

the future.” ■

A study of Red Sea plankton helped 

motivate smarter search engines.

SCIENTIFIC PUBLISHING 

Geoscientists aim to magnify 
specialized Web searching 
National Science Foundation project, GeoL ink, could become 
search hub for the geoscience community

“We are imagining 
techniques that go 
way beyond just paper 
recommendation.” 
Oren Etzioni, Allen Institute for 

Artificial Intelligence
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By Jennifer Couzin-Frankel

W
hy? That’s the first word on many 

lips after a cancer diagnosis. “It’s 

a perfectly reasonable question,” 

says Bert Vogelstein, a cancer 

geneticist at Johns Hopkins Uni-

versity in Baltimore, Maryland, 

who has spent a lifetime trying to answer 

it. Thanks to his friendship with a recently 

minted Ph.D. in applied mathematics, the 

two now propose a framework arguing that 

most cancer cases are the result of biological 

bad luck. 

In a paper published on page 78 this week 

in Science, Vogelstein and Cristian Tomasetti, 

who joined the biostatistics department at 

Hopkins in 2013, put forth a mathematical 

formula to explain the genesis of cancer. 

Here’s how it works: Take the number of 

cells in an organ, identify what percentage 

of them are long-lived stem cells, and deter-

mine how many times the stem cells divide. 

With every division, there’s a risk of a cancer-

causing mutation in a daughter cell. Thus, 

Tomasetti and Vogelstein reasoned, the tis-

sues that host the greatest number of stem 

cell divisions are those most vulnerable to 

cancer. When Tomasetti crunched the num-

bers and compared them with actual cancer 

statistics, he concluded that this theory ex-

plained two-thirds of all cancers.

“Using the mathematics of evolution, you 

can really develop an engineerlike under-

standing of the disease,” says Martin Nowak, 

who studies mathematics and biology at 

Harvard University and has worked with 

Tomasetti and Vogelstein. “It’s a baseline 

risk of being an animal that has cells that 

need to divide.”

The idea emerged during one of the pair’s 

weekly brainstorming sessions in Vogelstein’s 

office. They returned to an age-old question: 

How much of cancer is driven by environ-

mental factors, and how much by genetics? 

To solve that, Tomasetti reasoned, “I first 

need to understand how much is by chance 

and take that out of the picture.” 

By “chance” Tomasetti meant the roll of 

the dice that each cell division represents, 

leaving aside the influence of deleterious 

genes or environmental factors such as 

smoking or exposure to radiation. He was 

most interested in stem cells because they 

endure—meaning that a mutation in a stem 

cell is more likely to cause problems than a 

mutation in a cell that dies more quickly.

Tomasetti searched the literature to find 

the numbers he needed, such as the size of 

the stem cell “compartment” in each tissue. 

Plotting the total number of stem cell divi-

sions over a lifetime against the lifetime risk 

of cancer in 31 different organs revealed a 

correlation. As the number of divisions rose, 

so did risk. 

Colon cancer, for exam-

ple, is far more common 

than cancer of the duode-

num, the first stretch of the 

small intestine. This is true 

even in those who carry 

a mutated gene that puts 

their entire intestine at risk. 

Tomasetti found that there 

are about 1012 stem cell di-

visions in the colon over a 

lifetime, compared with 1010

in the duodenum. Mice, by 

contrast, have more stem 

cell divisions in their small 

intestine—and more can-

cers—than in their colon.

The line between mutations and can-

cer isn’t necessarily direct. “It may not just 

be whether a mutation occurs,” says Bruce 

Ponder, a longtime cancer researcher at 

the University of Cambridge in the United 

Kingdom. “There may be other factors in 

the tissue that determine whether the mu-

tation is retained” and whether it triggers 

a malignancy.

That said, the theory remains “an ex-

tremely attractive idea,” says Hans Clevers, 

a stem cell and cancer biologist at the Hu-

brecht Institute in Utrecht, the Netherlands. 

Still, he points out, the result “hinges entirely 

on how good the input data are.” 

Tomasetti was aware that some of the 

published data may not be correct. In 10,000 

runs of his model, he skewed where various 

points on the graph were plotted. Always, 

“the result was still significant,” he says, sug-

gesting the big picture holds even if some of 

the data points do not. In mathematical jar-

gon, the graph showed a correlation of 0.81. 

(A correlation of 1 means that by knowing 

the variable on the x-axis—in this case, the 

lifetime number of stem cell divisions—one 

can predict the y-axis value 100% of the time.) 

Squaring that 0.81 gives 0.65—an indicator of 

how much of the variation in cancer risk in 

a tissue is explained by variation in stem cell 

divisions (see graph). 

For Vogelstein, one major message is that 

cancer often cannot be prevented, and more 

resources should be funneled into catching 

it in its infancy. “These cancers are going to 

keep on coming,” he says.

Douglas Lowy, a deputy director of the 

National Cancer Institute in Bethesda, Mary-

land, agrees, but also stresses that a great 

deal of “cancer is preventable” and efforts to 

avert the disease must continue. 

Although the randomness of cancer might 

be frightening, those in the field see a posi-

tive side, too. The new framework stresses 

that “the average cancer patient … is just un-

lucky,” Clevers says. “It helps cancer patients 

to know” that the disease is not their fault. ■
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The bad luck 
of cancer
Analysis suggests most 
cases can’t be prevented

Charting cancer risk
As the number of stem cell divisions in a tissue rises, so does 
the chance of cancer striking that site.

Random mutations in healthy cells may explain 

two-thirds of cancers, like this one in the colon.

Published by AAAS
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By Kelly Servick

O
ngoing scientific misconduct in-

vestigations usually take place out 

of the public’s view. An unusual 

lawsuit filed last month, however, 

sheds some light on a long-rumored 

inquiry. The complaint, filed in a 

federal district court by two prominent 

heart researchers, offers the first indication 

of just what is amiss in two papers they 

co-authored, which describe the heart’s 

natural regenerative ability, and an 

effort to heal damaged hearts with 

stem cells. 

The plaintiffs, Piero Anversa of 

Brigham and Women’s Hospital 

(BWH) in Boston, an affiliate of 

Harvard Medical School, and Ann-

arosa Leri, a Harvard associate 

professor in his lab, acknowledge 

that there are fictitious data points 

in a now-retracted 2012 paper that 

appeared in the journal Circulation. They 

also acknowledge that a much publicized 

2011 paper in The Lancet, to which the jour-

nal had already attached an “expression of 

concern,” contains altered figures. But they 

blame those problems on a third researcher. 

Besides raising questions about who bears 

final responsibility for possible misconduct, 

the lawsuit delves into another thorny is-

sue: the obligation of research institutions 

to preserve the reputations of scientists im-

plicated in an investigation. 

The pair is suing Harvard and BWH over 

what they claim is a “procedurally and le-

gally flawed” misconduct probe. The insti-

tutions, they argue, have wrongfully dam-

aged their careers and cost them millions 

by derailing a deal to sell their stem cell 

company and by taking them out of the 

running for lucrative faculty positions. 

Anversa and Leri claim they were un-

aware of any misconduct in their labs, 

which they blame on Jan Kajstura, the first 

author on the retracted paper and a for-

mer member of Anversa’s lab. In the case 

of the Circulation paper, which reported a 

surprisingly high turnover rate for muscle 

cells in the adult heart, Leri and Anversa’s 

lawsuit alleges that Kajstura apparently al-

tered data from mass spectrometry experi-

ments performed at Lawrence Livermore 

National Laboratory (LLNL) in California. 

(A researcher at LLNL contacted the lab af-

ter noticing that the Circulation paper con-

tained 20 more data points than he had sent 

in a spreadsheet, the complaint explains.)

They further argue that Kajstura and an 

unnamed scientist under his supervision 

were responsible for the now-questioned 

figures in the Lancet paper, which reported 

results of a phase I clinical trial involving a 

stem cell treatment for heart failure. Anversa 

and Leri’s complaint says they are willing to 

correct that paper, but that they must wait for 

approval from an institutional review board 

that oversaw the study. (The complaint also 

notes that 15 other papers were later added 

to the investigation.)

Kajstura could not be reached for com-

ment. And it is not known whether he is 

actually implicated in the investigations un-

der way at Harvard and BWH, because the 

institutions have not released any findings 

so far and have declined to comment on the 

inquiries. How much responsibility Anversa 

and Leri bear for any misconduct under 

their supervision is also an open question. 

“In the abstract, I think everyone agrees that 

a principal investigator has to take respon-

sibility for whatever goes on in his or her 

lab,” says Ferric Fang, a microbiologist at the 

University of Washington, Seattle, who has 

published several analyses of retractions, 

misconduct, and the scientific enterprise. 

But the community is often forgiving when 

misconduct slips past a principal investiga-

tor, he adds, as long as they are honest and 

forthcoming about the problems.

Anversa and Leri are also suing Gretchen 

Brodnicki, Harvard’s dean for faculty and 

research integrity, who launched the initial 

inquiry into the lab, and Elizabeth Nabel, 

BWH’s president. Brodnicki, they 

claim, exposed them to damag-

ing criticism and speculation by 

calling for the two papers’ retrac-

tion before the investigation con-

cluded, without indicating that 

Kajstura was specifically respon-

sible. They also argue that Nabel 

should have recused herself from 

the investigation because she has 

stock in and advises a firm that 

competes with therapies developed in their 

lab. They further allege that she inappro-

priately disclosed information about the 

investigation and personally maligned An-

versa and Leri.

The claims of a confidentiality breach 

and conflict of interest, if they prove true, 

“are serious, and are not off-the-wall,” says 

Paul Rothstein, a professor of torts, evi-

dence, and civil litigation at Georgetown 

University Law Center in Washington, D.C. 

They could “give a court some serious is-

sues to deal with and think about.”

As for the damages over lost employ-

ment opportunities and the derailed busi-

ness deal, Rothstein points out that courts 

require a high degree of proof that the de-

fendants are directly responsible—and that 

the business deals would have definitely 

happened if not for the defendants’ actions. 

That is often hard to demonstrate, Rothstein 

says, suggesting Anversa and Leri may face 

obstacles in making their case.

Fang worries that if the lawsuit is suc-

cessful, it will deter misconduct probes. 

“Aside from the specifics of this particular 

case,” he says, “I think it would be a very 

dangerous precedent to hold institutions 

culpable for doing due diligence in inves-

tigating allegations of problematic data.” ■

SCIENTIFIC COMMUNITY 

Targets of misconduct probe 
launch a legal counterattack
Heart researchers claim inquiry damaged their careers and 
derailed the sale of stem cell company

“I think it would be a very dangerous 
precedent to hold institutions culpable 
for doing due diligence in investigating 
allegations of problematic data.”
Ferric Fang, University of Washington

Cardiac researcher Piero Anversa and a colleague are 

suing over an inquiry into their papers.

Published by AAAS
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Thousands of scientists—along with entire universities—have fled 
war-torn eastern Ukraine. Others have staked their futures on the 
breakaway republics  By Richard Stone, in Kyiv and Vinnytsya, Ukraine

from 
the 
East

FEATURES

Exodus

Refugees and a pro-Russian rebel at 

Donetsk National University in August; 

many professors and students later 

fled the campus.

Published by AAAS
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A
round 11 in the morning on 

23 June, Volodymyr Semystyaga 

was at work in the State Archives 

of Luhansk, in conflict-riven 

eastern Ukraine, when his cell-

phone rang. The speaker claimed 

to have information and asked 

to meet him outside. There, two 

men approached. “One put a 

gun to my belly. The other put a gun to my 

back,” says Semystyaga, a 65-year-old his-

tory professor at National University of 

Luhansk. “Nobody on the street recognized 

what was happening.” They bundled him 

into a taxi and sped off.

His captors took Semystyaga to a build-

ing they called SMERSH, after the Soviet 

military counterintelligence unit created 

by Josef Stalin in World War II. In the 

basement, Semystyaga says, he was inter-

rogated for weeks—injected with truth se-

rum, burned with cigarettes, and beaten. 

“They had me put on a gas mask, then they 

blocked the air inlet and I felt like I 

was choking.” 

As his enemies had learned when 

they ransacked his home and office, 

Semystyaga was a key figure in the 

resistance to the region’s Russian-

backed separatists, who have carved 

out a breakaway republic. On his 

55th day in detention, Semystyaga 

escaped with the help of a sympa-

thetic guard and slipped out of sepa-

ratist territory.

The conflict that nearly cost 

Semystyaga his life had flared in 

April, after the ouster 2 months 

earlier of Ukraine’s pro-Russia Pres-

ident Viktor Yanukovych triggered 

Russia’s annexation of the Crimean 

Peninsula. Centered in eastern 

Ukraine’s Donets Basin, or Donbas, 

the turmoil has taken more than 

4600 lives. It has also opened a bit-

ter rift among academics and scien-

tists. Some see a union with Russia 

as a chance to recover the prestige 

and resources that research and scholar-

ship in the region enjoyed in Soviet days. 

Others, like Semystyaga, fear persecution 

and believe that westward-leaning Ukraine 

offers a brighter future. 

A key concentration of Ukraine’s scien-

tific infrastructure—southeastern Ukraine 

hosts scores of universities and research 

facilities—is dissolving. In recent weeks, 

about 1500 scientists and professors and 

100,000 students have fled rebel-held parts 

of the Luhansk and Donetsk regions in 

Donbas (see map, p. 16). In early autumn, 

the Ministry of Education and Science of 

Ukraine hurriedly began moving 11 univer-

sities out of rebel territory. Most relocated 

to other parts of Donbas that Ukraine still 

controls, in some cases leaving the original 

campuses in the hands of separatists. Do-

netsk National University (DonNU), one of 

Ukraine’s leading universities, has set up 

shop 800 kilometers west in Vinnytsya. 

Some of the displaced researchers have 

managed to spirit out valuable specimens 

and other research materials. But others 

have had to abandon their labs and life’s 

work. A multitude of scholars remain in the 

war zone because they will not forsake el-

derly family members, students, or research 

projects—or because they are loyal to the 

separatist regimes, the so-called Donetsk 

People’s Republic (DPR) and the Luhansk 

People’s Republic. 

The National Academy of Sciences of 

Ukraine (NASU), which manages a couple 

of dozen institutes, field stations, and other 

facilities in Donbas, has come under fire for 

its slow response to the crisis. “There was a 

period in which it would have been possible 

to get equipment out, and I urged them 

to do so,” says physicist Maksym Strikha, 

Ukraine’s deputy education and science 

minister. “But they were too conservative-

minded and tried to avoid any decisions.” 

When the insurrection in Donbas flared, 

“people assumed it was a fleeting prob-

lem,” explains physicist Anton Naumovets, 

a NASU vice president who chairs a com-

mittee of the academy’s leadership, or pre-

sidium, formed to tackle the problem. 

Zoologist Igor Zagorodnyuk of the Na-

tional University of Luhansk, who fled death 

threats from separatists in July, agrees. “Un-

til the end of May, all of us believed the 

situation in Luhansk was absurd and tem-

porary,” he says. “But in reality, it was the 

beginning of the end.” 

DONBAS HAS TILTED TOWARD RUSSIA 

for decades, ever since Soviet authorities 

built it up as a hub for industry and min-

ing, especially for coal. Not surprisingly, 

much of the research that took root there 

was yoked to industry. Naumovets, whose 

uncle served in a tank battalion that liber-

ated Donetsk from the Nazis during World 

War II, says that Donbas scientists have 

done pioneering work in nanotechnology 

to strengthen metals and create ceramic 

powders. But while applied science domi-

nated the region, oases of basic research 

also formed, notably in mathematics and 

environmental sciences. By the late 1960s, 

Donetsk had become one of six designated 

scientific centers of Ukraine.

Many elderly residents there are nos-

talgic for Soviet times, when workers had 

stable salaries and a predictable rhythm of 

life. After Ukraine became indepen-

dent, Donbas’s subsidized economy 

lagged and its infrastructure de-

cayed. Ukraine’s yearning for closer 

ties with Europe also unsettled 

many people, scientists among them. 

“They were afraid that meant com-

peting at a European level. They 

knew they would have to produce 

scientific articles and work hard. 

But allied to Russia, they could be 

equals,” says a pro-Ukrainian ge-

ologist at the Ukrainian State R&D 

Institute of Mining Geology, Rock 

Mechanics and Mine Surveying in 

Donetsk who requested anonymity.

After Russia annexed Crimea, 

many in eastern and southern 

Ukraine hoped those regions would 

follow. Separatists in the Donetsk 

and Luhansk regions declared inde-

pendence from Ukraine in April and 

held referendums on 11 May to lend 

the takeovers an aura of legitimacy. 

(The two rebel republics are recog-

nized only by the shadow state of South 

Ossetia.) In short order, two major science 

institutes cast their lot with the breakaway 

republics. Alexander Kovalev, the director 

of the Institute of Applied Mathematics and 

Mechanics (IAMM) in Donetsk, declared 

his fealty to DPR. “He handed the institute 

to the terrorists on a silver platter,” says 

one mathematician in Kyiv familiar with 

the situation. Kovalev’s defection prompted 

35 IAMM mathematicians to decamp to 

Kyiv, where they have formed a new divi-

sion of the Institute of Mathematics. (Asked 

by e-mail whether he thinks IAMM is bet-

ter off under DPR rule, Kovalev wrote back: 

“Come to Donetsk without weapons. See 

“They had me put on a gas mask, 
then they blocked the air inlet and 
I felt like I was choking.” 
Volodymyr Semystyaga, National University of Luhansk

Published by AAAS
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for yourself.” He ignored other questions.) 

At the mining geology institute in Donetsk, 

Director Andrii Antsyferov also pledged his 

support, and the institute’s array of costly 

equipment and instrumentation, to the 

breakaway republic.

Other directors and their staff fled the 

rebel-controlled regions, out of loyalty to 

Ukraine or fear of the separatists. At the 

Luhansk Nature Reserve, where ecologists 

study the steppe, forests, and wetlands of 

the Donets Basin, armed groups arrived 

in June and proceeded to camp near the 

Russian border. Director Vitaly Bondarev 

summoned the police. When they showed 

up in cars marked DPR, “it was clear it was 

all over,” says Bondarev, who is a Ukrai-

nian loyalist. The insurgents vacated the 

preserve, he says, but not before riddling 

it with land mines. He and his family left 

for Kyiv and he is now pursuing a doctoral 

degree in acarology—the study of mites and 

ticks—at the Institute of Zoology.

Roman Grynyuk had to evacuate an en-

tire university. On Friday, the 20th of June, 

a group of armed men descended on the 

administration building of the DonNU 

campus in Donetsk and demanded to see 

Grynyuk, the rector. “I was afraid we would 

be shot,” he says. The separatists evicted 

the administrators and commandeered the 

campus. “I tried to negotiate,” Grynyuk says. 

“But there were many factions, and I wasn’t 

sure who the leader was.” He ordered most 

faculty and staff to take an extended vaca-

tion in July and August.

Even as fighting raged in August, 

Grynyuk held out hope that DonNU would 

be able to delay the fall term by only 

1 month and resume classes on 1 October. 

But his hopes faded in early September, 

when DPR’s education and science minister, 

Igor Kostenok, ordered Donetsk universities 

to cease teaching Ukrainian history, litera-

ture, language, and law. “It was apparent to 

me that the university wouldn’t be able to 

continue to function,” Grynyuk says.

The coup de grâce came on 17 September, 

when armed men escorted into Grynyuk’s 

office a new acting rector: a former DonNU 

lecturer on Russian history named Sergey 

Baryshnikov. “Of course, my reaction was 

not positive,” Grynyuk says. He got on the 

phone to the education ministry in Kyiv, and 

they began hashing out plans for relocating 

the university.

Casting around for affordable options, 

the cash-strapped ministry learned that 

Ukraine

Crimea

StarobilskKyiv

Russia

Donetsk

Sevastopol

Luhansk
Vinnytsya

Fraying at the edges
Kyiv authorities have moved 11 universities 

out of rebel-held territory in Donetsk 

and Luhansk. Science assets in Crimea 

are beyond their grasp.

M
onths before Ukraine began 

losing facilities and scientists 

in breakaway regions of eastern 

Ukraine (see main text, p. 14), 

another of its key scientific centers 

slipped away: Crimea. The peninsula’s 

mountains, Black Sea coast, and balmy 

climate had made it a magnet for science 

during and after the Soviet era. When 

Russia annexed it in March, “Ukraine lost 

some very precious assets,” says Serhiy 

Komisarenko, director of the Palladin 

Institute of Biochemistry in Kyiv.

Ukraine’s astronomy community took 

the biggest losses, Komisarenko says.

• The Crimean Astrophysical Observa-

tory in Nauchny has a 22-meter radio 

telescope that pools data with other 

radio telescopes around the world to 

form a virtual instrument thousands 

of kilometers wide. Other telescopes 

on the 550-meter ridge map sunspots 

and identify orbital debris. 

• The Crimean Laser Observatory, a sister 

facility in Katsiveli, did pioneering work 

in the early 1960s to measure the dis-

tance between Earth and the moon. In 

recent years, it has studied geodynam-

ics—probing irregularities in Earth’s 

rotation, for example—by pinging satel-

lites with laser pulses. 

• The 70-meter radio telescope at the 

Center for Deep Space Communications 

in Yevpatoria has been used to com-

municate with Russian space missions 

and beam messages to other galax-

ies in hopes of making alien contact. 

Ukraine had recently spent millions 

of dollars upgrading the center, says 

Yaroslav Yatskiv, director of the Main 

Astronomical Observatory in Kyiv. 

Ukraine’s marine scientists are 

keenly feeling the loss of two facili-

ties devoted to studying the unique 

biology and physical conditions in the 

Black Sea: the Marine Hydrophysical 

Institute (MHI) and the Institute of 

Biology of the Southern Seas, both 

in Sevastopol. Other losses include 

the Karadag Nature Reserve and the 

Crimean branch of Ukraine’s Institute 

of Archaeology.

A handful of Ukrainian loyalists 

among the scientific personnel in 

Crimea have left the peninsula. Many 

other researchers there welcomed a 

reunion with Russia. Vladimir Fortov, 

the president of the Russian Academy 

of Sciences, said in July that the 

academy would form a department in 

Crimea and that institutes would be 

eligible to apply for Russian grants 

in 2015. Research will benefit, says 

Sergey Stanichny of MHI. “Corruption 

in Russian science is smaller than in 

Ukraine, and all procedures are more 

transparent,” he claims.

In response, Ukraine’s science 

ministry has proposed making Fortov 

persona non grata, says Maksym 

Strikha, a deputy science minister. “No 

official bilateral programs with Russia 

are possible now,” he says. “I did my 

Ph.D. in Leningrad,” Strikha adds. “Now 

I have no friends there.” ■

Ukraine mourns a 
lost science jewel

Ukraine had recently upgraded the 70-meter 

radio telescope in Yevpatoria.

By Richard Stone

Published by AAAS
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Crystal, a jewelry manufacturer in Vin-

nytsya, was struggling in the economic 

downturn, and DonNU could lease two der-

elict factory buildings for a pittance. Many 

DonNU faculty members had qualms about 

fleeing. DPR apparatchiks had warned of 

reprisals against anyone who tried. “They 

were told that there are very many cellars in 

Donetsk where they could end up and never 

be found,” Grynyuk says. Nevertheless, by 

early October the hegira from DonNU had 

begun. On 3 November, Ukraine’s science 

minister presided over the opening cer-

emony of DonNU-in-exile.

About 200 professors and lecturers (out 

of 700 before the split) are now nesting in 

spartan rooms almost devoid of furniture in 

the former jewelry factory. DonNU’s budget 

barely covers salaries, and it now must frit-

ter away modest student enrollment fees on 

temporary lodging for relocated faculty.

Baryshnikov has dismissed the exodus’s 

impact, boasting that the rump DonNU he 

rules is a “powerful institution that cannot 

be transplanted like a ficus from one pot to 

another.” The truth is quite different, says 

Liliya Hrynevych, a legislator in the Verk-

hovna Rada—Ukraine’s parliament—and 

chair of its science and education 

committee. “It’s clear the quality 

of education in the shadow uni-

versities in Donbas will be so du-

bious,” she says, “that no one will 

want to employ their graduates.”

Grynyuk has appealed for over-

seas help to outfit DonNU-in-

exile, including funds to renovate 

a pair of ramshackle dormitories 

donated by a local college. Classes 

for the 7000-odd registered stu-

dents (60% of last year’s total), 

including about 500 residing in 

Vinnytsya, are online-only for 

the foreseeable future. “I hope in 

3 or 4 years we’ll be able to return 

to Donetsk and reclaim our cam-

pus,” he says.

Other universities in occupied 

Donbas have shifted operations 

to cramped satellite campuses 

in regional cities under Ukrai-

nian army control. “We thought 

moving them nearby would be 

less traumatic,” says Strikha, 

the deputy education and sci-

ence minister. For example, the 

National University of Luhansk 

is now headquartered in nearby 

Starobilsk, but only about 20 

professors have taken up resi-

dence there, says the university’s 

Zagorodnyuk. It, like DonNU, 

is now a virtual university. The 

education and science ministry 

will do its best to keep a scientific pilot light 

burning at the embattled universities by 

funding “weak” research proposals, Strikha 

says. “We need to give them a chance.”

ABRUPTLY TRANSPLANTING a research 

career can be wrenching. DonNU-in-exile’s 

chemistry dean, Alexander Shendrik, opens 

his laptop to show photos of the teaching 

and research labs he abandoned back in Do-

netsk, equipped with spectrometers, x-ray 

crystallography machines, and other pricey 

instruments. He slaps his hand on his desk. 

“The losses are catastrophic,” he says. “For 

any chemist, his laboratory is his life.”

Others have managed to smuggle out 

key specimens and data. In his cramped 

new office—just a gap between exhibits 

at Ukraine’s National Museum of Natural 

History in Kyiv—Zagorodnyuk picks up a 

200-gigabyte hard drive, wrapped in bub-

ble sheet, containing all of his data and 

publications. “Guess how I got this out of 

Luhansk?” asks the zoologist. He passed 

through several checkpoints, where sepa-

ratists rifled through his belongings, with 

the hard drive taped to his leg under his 

left sock.

Other contraband has arrived just hours 

earlier. Zagorodnyuk picks up a brick of 

several matchboxes glued together and 

slides one open. Inside is the delicate chest-

nut-brown skull of a Strand’s birch mouse. 

In another box nestle test tubes holding 

tiny skeletons. He opens one and plucks 

out a scrap of yellowing paper describing 

the specimen in ornate Cyrillic: It’s a north-

ern mole vole collected in 1912 in southern 

Ukraine. A few dozen more boxes of bones 

are stacked on a shelf. Three days earlier, 

one of Zagorodnyuk’s graduate students 

who is riding things out in Luhansk had 

slipped into his mentor’s apartment and 

retrieved the collections. The student paid 

a train conductor to deliver the specimens 

to Kyiv. 

Maksym Netsvetov’s research subjects—

plants—are less portable. He’s head of 

phytoecology at Donetsk Botanical Gar-

den (DBG), one of Europe’s largest botani-

cal gardens. Established in 1964, DBG is 

known for pioneering work in “industrial 

botany”—ecological restoration for a region 

scarred by factories and mines—and for its 

world-class herbarium, where taxonomists 

have identified more than 200 species of 

medicinal plants. Netsvetov and 

others spirited out irreplace-

able specimens to Kyiv. But he 

worries about how the remain-

ing plants will fare in Donetsk. 

DBG staff members can’t get 

near the arboretum, and winter 

cold—fatal to the tropical plants 

if the greenhouse is not heated—

is closing in. “Terrorists set trip 

wires in the arboretum con-

nected to bombs,” Netsvetov says. 

“Before long, the tree collection 

will be lost,” he says, putting his 

hand to his forehead and wincing. 

“It’s hard not to get emotional.”

Back in Donbas, the atmo-

sphere is only growing more 

poisonous. In November, at Do-

netsk State Medical University, 

the DPR-appointed rector gath-

ered remaining staff and chal-

lenged them to openly declare 

their loyalties. Of the 800-odd 

people in the room, 11 had the 

courage to pipe up that they are 

pro-Ukrainian. “Others were 

just scared,” Netsvetov says. And 

at NASU’s mining geology insti-

tute, DPR officials showed up re-

cently with sacks of money, “as if 

they’d robbed a bank,” says the 

pro-Ukrainian institute geolo-

gist. They doled out cash—but 

only to staff who support the 

separatists. ■

Among the prize specimens spirited out of Luhansk is this northern mole vole 

collected in 1912 in southern Ukraine.
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D
octors never figured out what 

jabbed a hole in Charles Serhan’s 

intestine during a trip to Asia in 

1990. It might have been a kernel 

of undercooked rice or a splinter 

of shell in a seafood dish. What-

ever the cause, by the time he’d 

flown back to Boston, where he’s a 

biochemist and experimental pa-

thologist at Harvard Medical School, he was 

suffering. “I could hardly stand up,” Serhan 

recalls. He ascribed his misery to dehydra-

tion and bad jet lag because “I didn’t have 

a fever.” 

Once Serhan’s wife convinced him to go to 

the hospital, doctors discovered an abdomi-

nal abscess the size of a grapefruit. Intesti-

nal bacteria had apparently spilled through 

the puncture into his abdominal cavity. And 

rather than helping, the body’s natural front-

line defensive reaction—the cascade of im-

mune cells and molecules commonly called 

inflammation—had only made things worse. 

The glob of pus, white blood cells, and bac-

teria that formed at the puncture site had 

burst, and the inflammation had spread, 

causing a life-threatening case of peritoni-

tis. Serhan was rushed straight from the CT 

scanner to the operating room. 

Serhan had already been studying mol-

ecules involved in inflammation. But he 

says that thanks to this traumatic incident—

he eventually needed three oper-

ations—“I learned firsthand how 

controlling inflammation is so 

important.” It pushed him to delve 

deeper into how the body manages 

this powerful process. 

He and other scientists have 

found that, contrary to what they once 

thought, our bodies deploy an elaborate 

mechanism to shut down, or resolve, the 

inflammation that naturally arises in re-

sponse to wounds and infections. Orches-

trating this are proresolving molecules, a 

hodgepodge of more than 20 types of lipids, 

proteins, hormones, and other compounds 

(see graphic, below) that counteract the 

cells and molecules that stoke inflamma-

tion. “It makes sense that there would be 

an active program to resolve inflamma-

tion,” says pulmonologist Bruce Levy of 

Harvard Medical School. “Otherwise, it 

would be hard to fine-tune the system,” and 

inflammation would frequently 

run rampant.

The effects of proresolving mol-

ecules may extend beyond curtail-

ing inflammation. In animal stud-

ies, they prompt repair of dam-

aged tissues, and some evidence 

suggests they are essential for recovering 

from infectious diseases such as the flu. Re-

searchers have found hints that these mo-

lecular stop signals falter in at least some of 

the common, chronic diseases that involve 

IL
L

U
S

T
R

A
T

IO
N

S
: 

V
. 

A
L

T
O

U
N

IA
N

/
S
C
IE
N
C
E

Inflammation doesn’t just peter out. The body actively shuts it down, using 
signals that researchers hope to transform into therapies   By Mitch Leslie

Inflammation’s
STOP SIGNALS
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Lipoxins

Lipids whose jobs include 

stimulating macrophages 

and preventing neutrophils 

from slipping between 

endothelial cells to enter 

damaged tissue.

Resolvins

Family of lipids that block 

neutrophils’ exit from 

the bloodstream and prod 

macrophages to eat 

cellular debris.

Maresins

Made by macrophages, lipids 

that spur tissue repair and 

act on nerves to ease pain.

Macrophages

After clearing an infec-

tion, these immune cells 

consume proinflammatory 

cellular remains.

Neutrophils

First responders to wounds 

and infections, they release 

inflammatory cytokines.

Endothelial cells

These cells form the walls of 

blood vessels and make H
2
S.

Nerves

Inflammatory molecules 

trigger nerve cells, creating 

pain and itchiness.
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Players in the endgame
An assortment of molecules shut down inflammation and promote tissue healing by targeting different cells.

Protectins

Lipids that curtail 

release of inflammation-

promoting molecules 

and are protective in the 

nervous system.

Annexin A1

A protein released by dying 

neutrophils, its functions 

include preventing other 

neutrophils from entering 

the injured site.

Hydrogen sulfide

Message-carrying gas 

that reduces pain and 

stimulates neutrophils 

to commit suicide.

A combined graphic 
is available at 
http://scim.ag/
stopsignals.
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protracted inflammation, including asthma, 

atherosclerosis, and Alzheimer’s disease. 

Identifying these stop signals is a first 

step toward exploiting them to treat dis-

ease. “People are starting to realize the 

potential of this class of compounds,” 

says Thomas Van Dyke, a dentist at 

the Forsyth Institute in Cambridge, 

Massachusetts, who studies peri-

odontitis, a condition in which 

inflammation destroys the bone 

that anchors the teeth. “I’d say the po-

tential was enormous.” 

For a few of the molecules, that 

potential could soon become reality. A 

synthetic version of one inflammation-

resolving compound has already shown 

promise against a type of eye inflamma-

tion. Van Dyke and colleagues are about to 

launch a safety study of other proresolving 

molecules in people who have gingivitis, an 

inflammation of the gums that can progress 

to more serious problems such as bone de-

struction and tooth loss. 

Other researchers anticipate that 

the molecules could eventually be de-

ployed against everything from 

cancer to diabetes. “We will be 

using drugs that promote the 

resolution of inflammation” to 

treat a variety of chronic conditions, pre-

dicts molecular cell biologist Catherine 

Godson of University College Dublin. 

And because such drugs would activate 

the body’s natural pathways for curbing 

inflammation, they should be safer than 

current anti-inflammatories, says pharma-

cologist Mauro Perretti of Queen Mary Uni-

versity of London. “Resolution-based medi-

cines will be better medicines.” 

INFLAMMATION IS INEVITABLE and usu-

ally salutary. Right now, all of us “prob-

ably have hundreds of sites of subclini-

cal inflammation” in our bodies, says 

molecular pharmacologist Karsten 

Gronert of the University of Califor-

nia (UC), Berkeley. Every shaving 

cut, skinned knee, embedded 

sliver, mosquito bite, and pimple 

provokes an explosive reaction 

involving immune cells and molecules 

such as cytokines. 

But the familiar signs of inflamma-

tion—redness, swelling, pain, and in-

creased temperature—usually abate after 

the coordinated response has helped clear 

an infection or heal a wound. Scientists 

give Serhan credit for helping focus their 

attention on why. “We just didn’t put much 

thought into how inflammation goes away,” 

Godson says. The general view was that once 

the trigger—bacteria or another insult—was 

eliminated, inflammation petered out as 

proinflammatory molecules dissipated and 

immune cells died or dispersed. Most treat-

ments for inflammation, such as nonsteroi-

dal anti-inflammatory drugs (NSAIDs) like 

ibuprofen and naproxen, reflect this precon-

ception. They dial down the severity of the 

reaction by preventing synthesis of inflam-

mation-promoting molecules, but they don’t 

directly stop the process. 

The research that led Serhan to re-

consider inflammation began during his 

postdoc with biochemist Bengt Samuelsson 

at the Karolinska Institute in Stockholm. 

Samuelsson had shared the 1982 Nobel 

Prize in physiology or medicine for working 

out how cells manufacture a suite of mol-

ecules that includes prostaglandins, lipid 

messengers that can trigger inflammation 

and other physiological responses. Looking 

for additional lipids that serve as signals, 

Serhan and colleagues in 1984 isolated from 

white blood cells a previously unknown 

molecule that they named lipoxin. 

“We had no idea what it did,” Serhan says. 

Other, more familiar lipid signals incited in-

flammation in lab studies, but experiments 

over the next several years, which Serhan 

continued after moving to Harvard in 1987, 

revealed that lipoxin instead stanches the 

reaction. In another surprise, he and his 

colleagues found in 1992 that aspirin trig-

gers cells to produce lipoxin, suggesting 

that the molecule accounts for some of the 

drug’s long-known anti-inflammatory ef-

fects. “I couldn’t have predicted that if I’d 

tried,” Serhan says.

As more data on what lipoxin does 

and how it interacts with inflammation-

stimulating molecules rolled in, Serhan 

and his colleagues realized that it was part 

of a larger mechanism to shut off inflam-

mation. Then they began searching for 

other chemicals with the same power. “You 

could say that we are molecule hunters,” 

Serhan says. 

In the late 1990s, his team began using 

a different snare for catching lipid signals. 

The researchers inject bubbles of air into 

the skin on the backs of mice and then 

inject inflammation-stimulating bacteria 

or molecules. The tiny pearls of pus that 

form inside the air pockets teem with lip-

ids, which the researchers sort and identify 

based on their mass and charge using tech-

niques such as liquid chromatography tan-

dem mass spectrometry. Within a decade, 

Serhan’s lab bagged three other groups of 

proresolving lipids: resolvins, protectins, 

and maresins. Other teams have expanded 

the list of inflammation-ending molecules 

to include proteins such as annexin A1, hor-

mones such as cortisol, cytokines such as 

interleukin-10, and possibly gases such as 

hydrogen sulfide. 
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A thermograph shows the heat 

signature of inflammation as it rises 

(middle) and ebbs (bottom) after a 

hand is pricked with a needle.
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Studies by Serhan, Perretti, and other 

researchers have revealed some of the 

mechanisms by which these molecules 

work. If a person cuts a finger, for instance, 

white blood cells called neutrophils slither 

through the walls of blood vessels and en-

ter the site of the injury, where they spill 

inflammation-promoting compounds. Pro-

resolving molecules prompt these neutro-

phils to commit suicide and prevent oth-

ers from exiting the blood vessels. Some 

of the molecules direct the cleanup of the 

wreckage left behind when inflammation 

ends. They spur immune cells called mac-

rophages to clear away debris such as the 

remnants of suicidal neutrophils, which 

can trigger dangerous chronic inflamma-

tion if they aren’t removed.  

They also help with another 

key task—repairing the tis-

sue damage that inflammation 

typically produces. Van Dyke, 

Serhan, and colleagues provided 

a striking example in periodon-

titis. Almost half of Americans 

will eventually develop the 

condition, and many of them 

will require dentures or tooth 

implants if the inflammation 

erodes enough of the bone-teeth 

connection. “It is very difficult 

to regrow bone that is lost to 

disease,” Van Dyke says. But the 

researchers revealed online in 

a November 2014 paper in the 

Journal of Dental Research that 

they could do just that. They 

operated on the gums of pigs 

to induce periodontitis. Then 

they squirted the pigs’ inflamed 

gums with nanoparticles carry-

ing a synthetic version of lipoxin 

and saw that some of the lost 

bone regenerated. 

These successes in animal 

studies raise a question: If proresolv-

ing molecules are so powerful, why do so 

many people suffer from diseases driven 

by chronic inflammation, such as athero-

sclerosis, diabetes, asthma, and arthritis? 

Some early research suggests that the levels 

of proresolving molecules are abnormally 

low in these individuals. In one study, Har-

vard’s Levy and colleagues captured and 

analyzed the labored breaths of people who 

had asthma. As they detailed in 2013 in The 

Journal of Allergy and Clinical Immunol-

ogy, the concentrations of lipoxin, relative 

to the levels of inflammation-stimulating 

lipids, were lowest in exhaled air from the 

patients who had the most severe breath-

ing difficulties. 

Yet some researchers are not convinced 

that these inflammatory stop signals are as 

potent as Serhan and others believe. The 

compounds occur at extremely low concen-

trations in the body, too low to convince 

lipid biologist Garret FitzGerald of the Uni-

versity of Pennsylvania that they have much 

of an impact. “I’m not saying they are not 

important in resolution [of inflammation], 

I’m saying that the evidence is incomplete,” 

he says. That doesn’t mean the compounds 

won’t lead to treatments, he acknowledges. 

At higher concentrations, the molecules—

or drugs derived from them—might trigger 

a beneficial effect. 

RESEARCHERS ARE NOW TESTING that 

promise in the clinic. The limitations of cur-

rent anti-inflammatories provide a powerful 

motivation. Some of them, such as cortico-

steroids and antibodies for treating rheu-

matoid arthritis, can suppress the overall 

immune system if used over the long term, 

leaving patients vulnerable to infections and 

even cancer. Proresolving molecules, in con-

trast, don’t reduce the immune system’s abil-

ity to fight infections and cancer.

That makes atherosclerosis a good target 

for the compounds, says cell biologist Ira 

Tabas of Columbia University. Patients with 

rheumatoid arthritis are willing to risk the 

side effects of powerful anti-inflammatories 

because the alternative is crippling joint 

inflammation, he notes. Patients with ath-

erosclerosis, however, are often reluctant to 

take the drugs because the condition typi-

cally doesn’t cause symptoms. In addition, 

current methods for opening up plugged 

arteries, such as angioplasty and implanted 

stents, don’t cure the underlying inflamma-

tion, says Michael Conte, a vascular surgeon 

and vascular biologist at UC San Francisco. 

They often irritate the vessel lining further 

and spur the artery to clog again, a condi-

tion called restenosis. Two years ago, Conte 

and his colleagues revealed in The FASEB 

Journal that injecting one type of resolvin 

into the arteries of rabbits who had under-

gone angioplasties reduced the degree of 

narrowing by 29%. 

Conte, Serhan, and colleagues are now 

working to create stents or other devices 

that could deliver proresolving molecules 

to the inflamed arterial lining. “We want to 

turn angioplasty more into a mosquito bite,” 

Conte says. The team is about 2 

years from testing one of these 

devices in people, he predicts. 

Other potential uses of the 

molecules are further along. 

In 2013, for example, research-

ers in China reported that 

a cream containing lipoxin 

soothed eczema, an inflamma-

tory skin disease, in babies. 

One synthetic form of resol-

vin has already demonstrated 

some effectiveness in a trial 

for dry eye, a type of irritation 

that’s common in the elderly. 

Auven Therapeutics of the U.S. 

Virgin Islands, which bought 

the development rights to this 

form of resolvin from a firm 

Serhan had helped found, has 

started a second round of trials, 

which will evaluate whether 

the compound can reduce eye 

inflammation and pain after 

cataract surgery. 

Van Dyke and colleagues 

plan to start their own clinical 

trial early in 2015, testing li-

poxin and a lipoxin derivative that will be 

given as a mouthwash to middle-aged vol-

unteers with gingivitis. This form of gum 

inflammation doesn’t directly cause tooth 

loss but can lead to periodontitis. The mole-

cules caused no side effects in animal stud-

ies, and Van Dyke expects them to be safe in 

humans. They stimulate receptors that cells 

produce only during inflammation, he says, 

so “if you have no inflammation, they have 

no effect.”

Proresolving molecules are difficult to 

synthesize and to produce in sufficient 

quantities even for a clinical trial. But in-

dustry will quickly surmount those hurdles 

if the initial trials show promise, predicts 

UC Berkeley’s Gronert. “It just takes one 

success of moving from bench to bedside, 

and then the field could explode.” ■

A brush with death motivated Charles Serhan to further explore the molecular 

signals the body uses to naturally shut down inflammation.
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NextGen’s 
course catalog

Making aldehydes from 
alkenes in solution p. 29

How bacterial populations 
get ready for stress p. 30

 What was missing from your science 

education? In October, we asked young 

scientists to name and describe a course that 

would have better prepared them for their 

science careers. Below, we’ve created a course 

catalog featuring a sample of their responses, 

which range from serious to silly. To allow for 

as many voices as 

possible, in some 

cases we have printed excerpts of longer 

submissions (indicated by ellipses) and lightly 

copyedited original text for clarity. To read 

the complete versions, as well as many more, 

go to http://scim.ag/NG13_Results. Follow 

Science’s NextGen VOICES survey on Twitter 

with the hashtag #NextGenSci.

NEXTGEN VOICES

Edited by Jennifer Sills

INSIGHTS
LETTERS

PSYCHOLOGY

PSY302: PREPARATION 

FOR SCIENCE 

This course provides 

an introduction to the 

survival skills for a suc-

cessful science career. 

The course covers 

the following topics: 

Never give up no matter how many times 

your manuscript has been rejected, stay 

optimistic when others are doubting your 

research, believe that science will love you 

back, prepare dinner and analyze data at 

the same time…. Li Dai

School of Geographic and Environmental Sciences, 
Guizhou Normal University, Guiyang, Guizhou, 
550001, China. E-mail: daili_helen@163.com

PSY501: FAKE IT 

TO MAKE IT 

In this essential 1-credit 

seminar, you will learn 

to cultivate a hearty 

confidence while 

presenting ideas you 

barely understand, a 

stern resilience under repeated failure, 

and a keen cynicism about everything. 
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Minor skills introduced include the 

efficient brewing of strong coffee, task 

layering on Google calendar, and organiz-

ing Internet time for optimal productivity. 

Additionally, you will have access to Mindr 

to match you with a compatible gradu-

ate advisor. All students will be equipped 

with a BS radar upon completion of the 

course. Required reading: Ph.D. comics, 

#WhatShouldWeCallGradSchool.

Anna Beiler

Department of Chemistry and Biochemistry, Arizona 
State University, Tempe, AZ 85281, USA. 

E-mail: anna.beiler@asu.edu

PSY516: DEALING 

WITH FAILURE 

Think you have dealt 

with real failure as an 

undergrad? Think again. 

This advanced course 

analyzes the frustration, 

depression, and ques-

tioning-of-life-choices that accompany the 

months or years of repeated experimental 

failures you can expect to encounter in 

your scientific career. Through this course, 

you will develop helpful strategies for 

dealing with inevitable setbacks. Topics 

include setting realistic goals, building a 

supportive network of colleagues and men-

tors, learning from your mistakes, keeping 

your end goal in mind, and having fun 

along the way. The summative project is a 

personalized action plan for reevaluating 

demoralizing failures as opportunities that 

enable future growth. Yonatan Lipsitz

Institute for Biomaterials and Biomedical Engineering, 
University of Toronto, Toronto, ON M5S 3E1, Canada. 

E-mail: yonatan.lipsitz@mail.utoronto.ca  

PSY549: YOU 

PROBABLY WON’T 

SAVE THE WORLD 

This class is designed to 

set realistic expectations 

for you in your career, 

allowing you to skip the 

disenchantment phase 

and focus instead on your talents. Through 

presentations and peer-to-peer learning, 

you will learn that the world’s problems 

are complex and require many, many 

dedicated scientists to tackle them, of 

which you will be only one. Learn how you 

can use your research or your teaching to 

improve, and even transform, the lives of 

people around you, and begin to build the 

skills to be satisfied with that. Prerequisites 

include Your Spouse Probably Won’t Be a 

Supermodel. Toni Lyn Morelli

Department of Environmental Conservation, 
University of Massachusetts, Amherst, MA 01035, 

USA. E-mail: morelli@umass.edu

COMMUNICATIONS

COM101: DON’T 

TALK NERDY TO ME: 

COMMUNICATING 

WITH THE PUBLIC

…In this class, public 

relations managers 

from the industry will 

share their insights into 

conveying the right message at the right 

time through the right channel, and we 

will coach communication skills by role-

playing. Through effective communication, 

you can build the bridge connecting the 

ivory tower with society.  

Kun-Hsing Yu

Biomedical Informatics Training Program, Stanford 
University, Stanford, CA 94305, USA. 

E-mail: khyu@stanford.edu  

COM201: HOW TO 

DESIGN CATCHY 

POSTERS AND WRITE 

ENGAGING ARTICLES 

One of the fundamental 

aspects of a scientist’s 

work is to present 

research results. This 

causes a bit of a problem when it comes to 

poster design (have you seen those walls of 

text?), PowerPoint presentations (ever fall 

asleep while reading your own slides?) or 

crazy-difficult articles that give you a 

headache. Let’s stop that! In this course, 

we will drill writing, designing, and 

presenting so that no one ever falls asleep 

when confronted with your data. 

 Ilona Kotlewska

Laboratory of Neurophysiology, Nencki Institute for 
Experimental Biology, Polish Academy of Science, 

Warsaw, 02-093, Poland. 
E-mail: i.kotlewska@nencki.gov.pl  

STATISTICS AND LOGIC

STL13: BREAKING 

BIOLOGISTS’ 

ARITHMOPHOBIA

13.1. NUMBERS: Learn 

that numbers are not 

adversaries to biologists 

and why numbers are 

an absolute necessity 

when studying biological systems….

13.2. ARITHMOPHOBIA: Discuss the fear of 

numbers, with particular emphasis on how 

biologists and clinicians are terrorized by 

anything remotely numerical.

13.3. STATISTICS: Learn that statistics is a 

tool for solving problems, not a problem 

itself, that P < 0.05 isn’t a catchphrase or a 

style statement, that standard error is not 

an error in the data, that ANOVA and 

t tests are not interchangeable, and that 

the term significance has deeper meaning.

13.4. SOFTWARE: Explore the idea that 

using statistical software packages without 

knowing statistics is not an alternative to 

knowing statistics. 

Gunjan Guha

Department of Biotechnology, School of Chemical 
and Bio Technology, SASTRA University, Thanjavur, 

Tamil, Nadu, 613401, India. 
E-mail: gunjan.doc@gmail.com

STL210: SCIENCE IN 

THE REAL WORLD: 

LEARNING TO LOVE IT 

MESSY

Scientific researchers 

often strive to find 

“clean” questions: Does 

treatment X cause effect 

Y? To do so, we need to carefully control 

our experiment and isolate our test 

subjects from all confounding factors. 

Unfortunately, in the real world, everything 

is a confounding factor and isolation is 

functionally impossible. This class will 

teach you how to cope when normal 

experimental practices cannot yield 

significant, interpretable answers. By using 

Big Data, qualitative research, natural 

experiments, and inductive logic, you will 

be prepared to address even the most 

confounding real-world problem. You will 

also learn how to communicate your 

results, without excessive over-qualification 

and undue focus on potential error. 

Despite the messiness of the world, science 

outside the laboratory can still lead to 

useful conclusions. Science in the Real 

World 210 will show you the way. 

Colin W. Murphy

NextGen Climate America, San Francisco, CA 94104, 
USA. E-mail: cmurphy@nextgenamerica.org

Editor’s Note: NextGen Climate America 

is not af  liated with Science’s NextGen 

VOICES survey.

STL227: HOW TO 

QUESTION

Science is all about 

questions: What are 

the fundamentals of 

natural phenomena? 

How can we improve 

our quality of life? Other 

courses cover the knowledge we’ve already 

acquired and focus on taking the next 

logical step. But how can we prepare 

ourselves to ask the questions nobody 

has asked before? In this course, you will 
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analyze the questioning process as you 

study a historic panorama of questions 

that generated a paradigm change in 

science. Activities will train you to use 

creativity and to look at problems and 

solutions from different perspectives. 

Better questions, better science.

Rolando Manuel Caraballo

Facultad de Ciencias Exactas y Naturales, 
Universidad de Buenos Aires, Ciudad Autónoma de 

Buenos Aires, 1428, Argentina. 
E-mail: rcaraballo@qi.fcen.uba.ar

STL666: SCIENTIFIC 

SKEPTICAL THINKING

Learn to think like 

a skeptical scientist 

through an exploration 

of literature ranging 

from primary sources, 

newspaper and 

magazine articles, television, and talk 

radio, to blogs and memes on social 

media. Various logical fallacies and 

common misconceptions will be dissected 

so as to be easily recognizable. You will 

learn to debunk false claims in a concise 

and meaningful way. Finally, you will 

take a tour of common pseudoscience 

manifestations existing today….

Keah Schuenemann

Meteorology Program, Earth and Atmospheric 
Science Department, Metropolitan State University 

of Denver, Denver, CO 80217-3362, USA. E-mail: 
kschuene@msudenver.edu  

COMPUTER SCIENCE

CPS198: DIGITAL 

LIBRARY 

ORGANIZATION

In today’s digital 

world, scientists must 

maintain vast and 

ever-growing libraries 

of journal article PDFs. 

If there is no organizational system in 

place, these files often retain their original 

unhelpful names, such as “7320.full.pdf,” 

and get hopelessly scattered throughout 

a computer system. In this course, you 

will learn to use citation management 

software to automatically rename and 

sort journal article PDFs based on useful 

metadata, such as author last names and 

year of publication. As an added bonus, 

you will learn to use the same software to 

insert citations and automatically generate 

bibliographies in any citation style. 

Rosa Li

Department of Psychology and Neuroscience, 
Center for Cognitive Neuroscience, Duke University, 

Durham, NC 27708, USA. E-mail: rosa.li@duke.edu

CPS201: STONE-AGE 

TECHNOLOGY: 

COMPUTERS FROM 

THE 1990S AND 

2000S

Scientists are often 

forced to deal with 

restrictive budgets and 

old computer equipment. In this course, 

learn about the ancient technology of 

our parents and grandparents in order 

to cope with the devices you may 

be required to use in the pursuit of 

knowledge. Topics include mice with 

rubber balls, dot matrix printers, 

cathode-ray tube monitors, floppy disks, 

and many more. 

Aric Campling

McLean, VA 22102, USA. 
E-mail: ascampling@gmail.com

LABORATORY SCIENCE

LBS101: THE JOY 

OF SCIENCE

Do you think of science 

as complicated jargon 

and formulas to be 

memorized? What if a 

science course could be 

about curiosity and dis-

covery? In this new hands-on course, you 

will use state-of-the-art science equipment 

to investigate real research questions. 

Your findings will contribute to current 

research projects and to the advancement 

of scientific knowledge. You will learn 

how to formulate research questions, 

identify suitable methods, analyze your 

data, and communicate your findings. 

The hands-on activities will align with 

online study material that provides the 

theoretical knowledge for the course. 

Experience the joy of science!

Beat A. Schwendimann

Computer-Human Interaction in Learning and 
Instruction, École Polytechnique Fédérale de 

Lausanne, 1015, Lausanne, Switzerland. 
E-mail: beat.schwendimann@gmail.com 

LBS201: 

MACGYVER IT!

Can’t figure out how 

to remove that pesky 

stir bar that just won’t 

come out with the 

retriever? Rusty clamp 

won’t hold your flask 

properly in the oil bath? Rotavap won’t 

hold its vacuum? Temperature keeps 

creeping up on that water bath? Still 

see some solid on that filter paper from 

the Buchner that won’t come off? 

Want to learn how to construct a glove 

box from cardboard and duct tape? Have 

no worries! This course will show you 

all the lab tricks to being a super-savvy 

chemist that the textbooks don’t mention!  

 Masha G. Savelieff

Life Sciences Institute, University of Michigan, Ann 
Arbor, MI 48109, USA. E-mail: savelief@umich.edu

LBS501: HOW TO SET 

UP YOUR VERY OWN 

500 SQUARE FEET OF 

LAB SPACE

Congratulations! You 

just got hired as an 

assistant professor. Your 

new lab has nothing 

but walls and old benches. Do you know 

which cylinder regulator you need for the 

incubators? Oh, yes, you need that “thingy.” 

The huge Sorvall centrifuge will be left on 

the floor when delivered. Those tips aren’t 

compatible with those pipettes: They will 

fall off right into your cell suspension. Do 

you know how and where to order liquid 

nitrogen? For everything you took for 

granted in your graduate lab, there’s a spe-

cific diameter, catalog number, and safety 

regulation. Required course materials: 

measuring tape, wrench.

Irina Tiper

Department of Microbiology and Immunology, 
University of Maryland School of Medicine, 

Baltimore, MD 21201, USA. 
E-mail: itiper@umaryland.edu

BUSINESS AND FINANCE

BSF101: GRANT 

WRITING 

The objective of this 

course is to provide 

you with the necessary 

skills to effectively 

market your scien-

tific ideas to funding 

agencies and grant review panels. This 

foundation course will therefore be 

essential for survival as a scientist in an 

era of limited research funding. Topics 

will include developing professional 

connections, understanding reviewer 

psychology and bias, memorizing detailed 

grant instructions and guidelines, and 

maximizing page use and space in propos-

als. Course will be graded as pass/fail. 

However, only 10% of the students will 

pass during each term. Course can be 

repeated indefinitely. 

Michael G. Kemp

Department of Biochemistry and Biophysics, 
University of North Carolina, Chapel Hill, NC 27599, 

USA. E-mail: michael_kemp@med.unc.edu
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BSF301: RESEARCH 

FUNDING 

…This course is designed 

to prepare you…to find, 

apply for, and secure 

research funding. 

Differences between 

fellowships, grants, and 

awards will also be covered. Guest speakers 

from local and international funding agen-

cies will participate in the lectures. You 

will propose a funding application project 

as summative assessment.

Marie-Caroline Lefort

Bio-Protection Research Centre and Library, 
Teaching and Learning, Lincoln University, 7647, 

Christchurch, New Zealand. 
E-mail: Marie-Caroline.Lefort@lincolnuni.ac.nz

BSF329: BUSINESS 

MANAGEMENT: FISCAL 

REALITIES OF SCIENCE

This course lays a 

foundation of basic 

business management 

for running a laboratory. 

Specifically, this course 

will include creating a business plan that 

aligns your budget with the pursuit of your 

hypotheses and the management of a 

fiscally responsible laboratory. Whereas 

most of your coursework focuses on core 

scientific principles, methodologies, and 

hypotheses driving scientific inquiry, this 

course will help you lay the fiscal 

framework to ensure your research stays 

within your fiscal boundaries. This course 

will also explore developing and working 

with intellectual property, common 

avenues of commercialization, and working 

with commercial partners. Mastering the 

fundamentals of fiscal responsibility will 

prepare you for a subsequent course in 

entrepreneurship. E. Loren Buhle Jr.

Global Customer Success, Model N, Princeton, NJ 
08540, USA. E-mail: lorenbuhle@gmail.com

BSF346: TRANSLATING 

RESEARCH INTO A 

COMMERCIAL PRODUCT

This course introduces 

the steps required to 

translate lab (i.e., in vitro) 

research into a viable 

commercial product. 

You will learn about intellectual property 

protections, development costs, attracting 

venture capital, and making inventions com-

mercially viable. You will analyze real-world 

examples of products that have been com-

mercialized from basic research and discuss 

how to attract grant funding from the 

government and private sources to develop 

products. The opportunities and challenges 

of interacting with companies as a graduate 

student will be emphasized. Ajay Kashi

Rochester, NY 14620, USA. 
E-mail: ajay.kashi@gmail.com

CAREERS

CAR501: SO YOU THINK 

YOU CAN BE A PI? 

Prerequisite: academic 

excellence at the 

undergraduate level and 

an extensive publication 

profile at the Ph.D. level. 

MODULE 1: Coping with 

no longer experimenting on a daily basis  

MODULE 2: One style of supervision does 

not suit all—embracing the broad 

spectrum of personalities and ability levels 

of your research students  

MODULE 3: Is everyone a competitor—

what’s happening to openness in solving 

important and interesting problems?  

MODULE 4: Workplace politics—juggling the 

often disparate objectives of administrators, 

students, colleagues, and executives  

MODULE 5: Hope—rediscovering the joy of 

scientific research Anthony O’Mullane

School of Chemistry, Physics, and Mechanical 
Engineering, Queensland University of Technology, 

Brisbane, QLD 4001, Australia. 
E-mail: anthony.omullane@qut.edu.au

CAR502: TRANSLATING 

COMPETENCIES

So often graduate 

programs guide 

students toward an 

academic career, when 

in fact fewer than 23% 

of science Ph.D.s will 

take that road, according to recent NSF 

data. Most of those students will end up 

finding careers in other sectors such as 

government, industry, or NGOs. This course 

will enable graduate students to translate 

the academic achievements you spend years 

toiling to obtain (e.g., published results) 

into competencies that fit the jargon and 

framework (e.g., project management) 

of these other sectors in order to be both 

appreciated and understood by human 

resources and hiring offices. 

Sarah M. Anderson

School of Biological Sciences, Washington State 
University, Pullman, WA 99164, USA. 

E-mail: sarah.anderson2@email.wsu.edu

CAR503: PI OR BUST: 

LIFE BEYOND 

ACADEMIA

Can I be something other 

than a PI when I grow 

up? How do I decide what 

I want to do (even if I can 

be a PI)? How do I look 

my Ph.D. supervisor in the eye after moving 

over to the dark side (i.e., industry or god for-

bid, patent law)? This course will give you a 

broader perspective on job options outside of 

academia, with guest lectures from talented 

people who chose to go elsewhere.  The pros 

and cons of each job and its accompanying 

lifestyle will be discussed. Noa Sher

Bioinformatics Service Unit, University of Haifa, 
Haifa, 3498838, Israel. E-mail: nsher@univ.haifa.ac.il

INTERDISCIPLINARY 
CAPSTONE

INT600: SCIENCE 

WITHOUT BORDERS

Every research project 

has multiple facets, and 

expertise in each one of 

them is nearly impossi-

ble. This seminar exposes 

students to diverse ways 

of thinking and expertise through the incep-

tion and completion of interdisciplinary 

collaborative projects in small teams. Each 

stage of project development will be pre-

sented to the class. These presentations will 

offer the opportunity to share and discuss 

disciplinary dogmas that shape ethics, theo-

ries, methodology, and analysis. Tackling 

issues from multiple experts’ points of view 

will allow for a more holistic approach in a 

world where everything is connected.

Félicia Olmeta-Schult

School of the Environment, Washington State 
University, Vancouver, WA 98686, USA. 

E-mail: felicia.olmeta@email.wsu.edu 

SUBMIT NOW: 

THE SCIENTIST’S TOOLBOX

Add your voice to Science! Our new 

NextGen VOICES survey is now open:

Name and describe a currently nonex-

istent invention that would make you a 

more effective scientist. Your invention 

can be realistic, futuristic, or comical, 

and it can aid you in any aspect of your 

scientific process or career.

To submit, go to http://scim.ag/NG_14

Deadline for submissions is 13 February. 

A selection of the best responses will be 

published in the 3 April issue of Science. 

Submissions should be 100 words or 

less. Anonymous submissions will not be 

considered.

Published by AAAS
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          T
he skin, the largest organ in the hu-

man body, plays a critical role as a 

barrier to pathogen entry into tis-

sues. Its disruption can lead to in-

vasive bacterial disease. When this 

does happen, many resident cells in 

the skin’s dermal layers, including immune 

cells, limit bacterial colonization. The role 

of fat cells (adipocytes) in the skin’s host 

defense function is only recently emerg-

ing. On page 67 in this issue, Zhang et al. 

( 1) add to this view by showing that dermal 

adipocytes participate directly in innate im-

munity against Staphylococcus aureus (see 

the figure).

The skin is composed of an outermost 

stratified epidermis and an underlying der-

mis that is inundated with vascular tissue, 

fibroblasts, phagocytes, lymphocytes, and 

adipose tissue. Epidermal keratinocytes 

produce antimicrobial peptides that kill 

invading pathogens and, in concert with 

dermal phagocytes, promote pathogen 

clearance ( 2).

S. aureus is a commonly found com-

mensal bacterium on human skin. Infec-

tion with methicillin-resistant S. aureus 

(MRSA) is responsible for more deaths in 

the United States than any other infectious 

pathogen ( 3). Susceptibility to S. aureus 

infection in the skin (and lung) ( 2,  4) has 

been associated with decreased production 

of cytokines in these organs that regulate 

the production of antimicrobial peptides by 

epithelial and immune cells ( 5,  6). S. aureus 

also triggers the production of interleu-

kin-6 by adipocytes, a cytokine that stimu-

lates the production of the bacteriostatic, 

iron-binding protein hepcidin ( 7). This sug-

gests a role for these cells in host defense 

against this pathogen ( 8,  9).

A breach in the epidermis can cause the 

underlying dermis to become infected with 

S. aureus, resulting in dangerous inflam-

mation (cellulitis and fasciitis). To model 

this, Zhang et al. used subcutaneous injec-

tion of MRSA in mice to introduce infection 

directly into the underlying dermis. MRSA 

infection results in the recruitment of my-

eloid, lymphoid, and mast cells, all of which 

have been implicated in the bacterial clear-

ance and successful host defense. However, 

the dermis is also characterized by con-

nective tissue containing fibroblasts and 

adipocytes. The authors noted that MRSA 

infection caused a marked increase in der-

mal adipose tissue in part due to hyper-

trophy and proliferation of the adipocytes. 

Adipogenesis was partly due to expression 

of the transcription factor zinc finger pro-

tein 423 (ZFP423), whose expression con-

trols another transcription factor called 

peroxisome proliferator-activated receptor 

gamma (PPAR-γ). Using mice with a mu-

tation in ZFP423, or treating normal mice 

with a PPAR-γ inhibitor, Zhang et al. reveal 

the requirement for these transcription fac-

tors in the expansion of dermal adipose in 

response to MRSA infection. Blocking adi-

pogenesis in mouse skin also impaired host 

defenses against MRSA infection.

Cathelicidin is an antimicrobial peptide 

with anti-staphylococcal activity. By show-

ing that a murine adipocyte cell line and 

primary human adipocytes produce this 

peptide in response to S. aureus condi-

tioned media or inactivated bacteria, Zhang 

et al. suggest that fat cells can directly 

sense the pathogen. As well, conditioned 

media from wild-type murine adipocytes, 

but not adipocytes from cathelicidin-defi-

cient mice, controlled S. aureus growth in 

mice. Animals with deficient adipogenesis 

(mice lacking ZFP423 or mice treated with 

the PPAR-γ inhibitor) had impaired catheli-

cidin production upon S. aureus infection 

and were as susceptible to infection as cat-

helicidin-deficient mice. Moreover, PPAR-γ 

inhibition in cathelicidin-deficient mice did 

not exacerbate infection, suggesting that 

the major anti-staphylococcal protein con-

trolled by adipogenesis is cathelicidin.

In addition to its well-known role in 

growth and metabolism, adipocytes play 

key roles in controlling soft tissue infec-

tion. From an evolutionary perspective, 

this makes sense, as this function would 

provide the host with an additional layer 

of defense against an abraded or trau-

Killer fat

Epidermis

Bacteria

Dermis

Neutrophil stimulation

Cathelicidin 

secretion

Dermal 

adipocyte 

proliferation

Pathogen 

destruction

Insulin

?

Responding to the breach. Disruption of the epidermis can introduce pathogens into the dermis. This provokes 

the proliferation of adipocytes (involving transcription factors ZFP423 and PPAR-γ). Adipocytes secrete cathelicidin, 

whose anti-staphylococcal activity can control skin infections.

By John F. Alcorn1 and Jay K. Kolls2   

Adipocytes in the skin release an antimicrobial 
factor to fight staphylococcus infection

PHYSIOLOGY

1Department of Pediatrics, Children’s Hospital of Pittsburgh 
of UPMC, Pittsburgh, PA 15224, USA. 2Richard King Mellon 
Foundation Institute for Pediatric Research, University of 
Pittsburgh, Pittsburgh, PA 15224, USA. E-mail: jay.kolls@chp.edu IL
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          M
alaria is caused by injection of 

Plasmodium parasites into the hu-

man bloodstream via the bites of 

infected mosquitoes. This simple 

description overlooks a fantastic 

biological complexity: Some 60 

anopheline mosquito species can serve as 

vectors for five distinct species of 

Plasmodium that produce varying 

levels of illness in many animal spe-

cies. Comparative genomic studies 

may shed light on the mechanisms 

whereby Anopheles gambiae specifi-

cally target humans, why the mos-

quitoes can tolerate P. falciparum 

infection, and how the parasite has 

adapted to this lifestyle. In this is-

sue, Neafsey et al. [( 1), page 43] and 

Fontaine et al. [( 2), page 42] analyze 

the genome sequences of 16 species 

of anopheline mosquitoes and re-

veal a complex pattern of evolution 

that defies the classic concept of a 

phylogenetic tree.

Sequencing of multiple related spe-

cies has revealed many attributes of the 

evolutionary pressures faced by those 

species ( 3– 6). For example, multiple ge-

nome alignments can show which genes 

are most conserved and which evolve the 

fastest. In general, Anopheles genomes ap-

pear to evolve faster than do Drosophila 

genomes, perhaps because the former de-

pend on hosts that may provide opportuni-

ties for coevolutionary arms races. This is 

especially evident in the families of closely 

related genes that formed from the dupli-

cation of a single original gene. Fontaine 

et al. show that the 16 Anopheles species 

gain and lose such gene family members 

at five times the rate of the 12 sequenced 

Drosophila species.

Anopheles genomics also sheds light on 

the genes involved in the specialization of 

An. gambiae on human hosts. Olfactory 

and gustatory receptors help the mosqui-

toes to identify and be attracted to hosts. 

Although these gene families are gener-

ally highly conserved across Anopheles ge-

nomes, An. gambiae shows a remarkable 

gain of 12 olfactory receptors, suggesting 

a possible role for these genes in guiding 

human host preference [as seen in Aedes 

mosquitoes ( 7)]. Many of the olfactory and 

gustatory receptors also display acceler-

ated protein evolution, consistent with re-

sponse to positive natural selection. Future 

studies should test the adaptive benefit of 

specific odorant chemicals and the specific 

associations between odorant chemicals 

and odorant receptors.

The genome sequences generated by 

Neafsey et al. provide the opportunity to in-

vestigate whether the observed evolutionary 

patterns in sequence divergences between 

the 16 mosquito species are consistent with 

a single phylogenetic tree. That the Anoph-

eles phylogeny might be complex has been 

suspected since the first An. gambiae ge-

nome was sequenced ( 8) from a lab strain 

that included two distinct subtypes [today 

recognized as two separate species, An. 

gambiae and An. coluzzi ( 9)]. The observa-

tions that these two species readily hybrid-

ize and also have largely overlapping ranges 

suggest that there might be gene flow be-

tween them. Despite this, the Anopheles 

phylogeny has generally been described by a 

species tree, constructed from the informa-

Conundrum of jumbled 
mosquito genomes

By Andrew G. Clark 1 ,2 and 

Philipp W. Messer 2   

Multiple Anopheles mosquito genome sequences reveal 
extreme levels of mixing

EVOLUTIONARY GENOMICS

1Department of Molecular Biology and Genetics, Cornell 
University, Ithaca, NY 14853, USA. 2Department of Biological 
Statistics and Computational Biology, Cornell University, 
Ithaca, NY 14853, USA. E-mail: ac347@cornell.edu

Anopheles gambiae.

10.1126/science.aaa4567

matic wound to the epidermis. However, 

there is likely a healthy amount of dermal 

fat and an unhealthy amount. Zhang et al. 

address this in part by studying a high-fat 

diet. Interestingly, induction of adipogen-

esis in mice through a high-fat diet also 

increased the production of cathelicidin 

by the proliferating adipocytes. However, 

mice harboring disabling mutations in the 

receptor for leptin—a hormone produced 

by fat cells that suppresses food intake—

gain weight and develop type 2 diabetes, 

but are more susceptible to S. aureus in-

fection ( 10). Likewise, in humans, obesity 

has been associated with an increased 

risk of skin and soft tissue infection ( 11). 

One possible explanation for this discrep-

ancy is that insulin resistance or other as-

pects of metabolic syndrome perturb the 

infection-adipogenesis-cathelicidin pathway 

identified by Zhang et al. Thus, signaling 

by adipose-derived hormones that control 

energy expenditure (adipokines) could in-

fluence the expression of cathelicidin. This 

antimicrobial peptide also is posttransla-

tionally cleaved to its active form, a process 

that that may also be influenced by obesity 

and metabolic syndrome.

The mechanism underlying the recog-

nition of S. aureus by adipocytes remains 

unclear, although it likely involves toll-

like receptor 2 (TLR2). Adipocytes express 

many members of the toll-like receptor 

family, including TLR2 ( 9,  12), which rec-

ognizes lipopeptides produced by bacteria. 

This may be an operative pathway that 

controls cathelicidin production. More-

over, a TLR2-ZFP423-PPAR-γ-cathelicidin 

pathway might be augmented pharma-

cologically by PPAR-γ agonists, thereby 

increasing host resistance to infection in 

susceptible individuals such as those with 

diabetes and metabolic syndrome. ■   
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tion on whether crosses between species can 

produce fertile male progeny.

Fontaine et al. explored the consistency 

of an Anopheles species tree by partitioning 

the genome alignment of the six gambiae 

complex species into 50-kb windows and 

computationally inferring a separate phy-

logeny for each window. If the species split 

in an orderly fashion, then essentially ev-

ery window ought to reflect the same tree. 

There are 85 possible topologies to the trees 

with six gambiae complex species and one 

outgroup, and in fact all 85 tree topologies 

were seen in at least one genomic window 

(see the first figure). Evidently the gambiae 

complex of Anopheles has not been respect-

ing species boundaries.

There are two possible reasons that the 

overall pattern of divergence of genomic seg-

ments may differ from the overall species 

tree, which has one of the more rarely sup-

ported topologies genome-wide. First, there 

may be introgression when crosses between 

species produce fertile female hybrids that 

result in gene flow between species. Second, 

there may be incomplete lineage sorting, 

whereby an ancestral population splits into 

two daughter species and each becomes fixed 

for a different allele that was segregating at 

a previously polymorphic locus in the ances-

tral species. The local phylogeny at such a lo-

cus inferred in the two daughter species may 

then not necessarily be consistent with the 

branching pattern of the species tree.

Fontaine et al. come down firmly on the 

side of introgression (see the first figure). 

This process seems plausible, but the level 

of gene flow needed to essentially shuffle 

the autosomal (non–sex chromosome) varia-

tion is quite high. This much interspecific 

hybridization is surprising without more in-

trogression on the X chromosome, especially 

in light of Neafsey’s result that the X-to-au-

tosome rate of transfer is unusually high in 

anopheline mosquitoes.

Furthermore, the timing of the gambiae-

arabiensis introgression remains unclear. 

In particular, it is not clear whether intro-

gression is still happening (in which case 

arabiensis must still be undergoing hybrid-

ization with both gambiae and coluzzi) or 

whether hybridization ceased some time ago. 

Fontaine et al. have done a marvelous job in 

highlighting the truly odd character of these 

genomes, and their explanation is consistent 

with the data, but it raises many additional 

questions that warrant deeper study.

The breakdown of tidy bifurcating trees 

with distinct species at the tips has been 

seen in many systems ( 10). When there is 

extensive exchange across species, the phy-

logeny is no longer treelike but rather has a 

web of crossing lineages in the form of a net-

work (see the second figure). This so-called 

reticulate evolution is especially 

evident in bacteria, where ge-

netic exchange can be so perva-

sive that the concept of species 

becomes quite slippery ( 10). Re-

ticulate evolution has been seen 

in many other species groups, 

but the pattern in the gambiae 

complex of mosquitoes is so ex-

treme that it, too, challenges any 

clear definition of species in this 

group. Fontaine et al. adhere to 

a classical view that there is a 

“true species tree,” presumably 

the phylogeny that is shown by 

the genes that mediate male 

and female fertility. But given 

that the bulk of the genome has 

a network of relationships that 

is different from this true spe-

cies tree, perhaps we should 

dispense with the tree and ac-

knowledge that these genomes are best de-

scribed by a network, and that they undergo 

rampant reticulate evolution.

Beyond these two papers, additional tests 

of whether Anopheles mosquitoes have an 

accelerated rate of evolution with extensive 

introgression between species may come 

from contrasts of observed and expected 

patterns of polymorphism within species, 

requiring the sampling and sequencing of 

multiple individuals from within each spe-

cies ( 11,  12). Such a population genetic ap-

proach may be the simplest way to resolve 

the lingering puzzles about this system. In 

particular, the sizes and sequence diversity 

of introgressed segments could be used to 

model the past timing and extent of hybrid-

ization events. The ability to detect positive 

selection for genomic features that might 

confer human host adaptation would also 

be greatly improved with polymorphism 

data. Additional sequencing to characterize 

polymorphism in An. gambiae would an-

swer some questions, but would undoubt-

edly also raise new ones. For now, the two 

papers succeed in dramatically advancing 

Anopheles genomics and providing baseline 

resources to answer many questions be-

yond those pursued here.          ■
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More web than tree. The pattern of evolution seen in 

the An. gambiae species complex resembles a network 

more than a tree. This type of evolutionary network is 

referred to as reticulate evolution ( 10).
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          F
or more than 75 years, the chemical 

industry has relied on the hydrofor-

mylation reaction (the “oxo” process) 

to convert alkenes, CO, and H
2
 into 

aldehydes ( 1) used in making plasti-

cizers, alcohols, amines, and esters. Al-

though “syngas,” the 1:1 mixture of CO and 

H
2
, is inexpensive and abundant, it is also 

toxic and highly flammable, so 

most commercial applications 

of hydroformylation are lim-

ited to commodity-scale pro-

cesses in plants dedicated to 

handling superambient pres-

sures of gases. More general 

use of the hydroformylation 

process would be facilitated 

by “gasless” group-transfer ap-

proaches to hydroformylation. 

On page 56 of this issue, 

Murphy et al. ( 2) report a rho-

dium catalyst that transfers 

the equivalent of H
2
 and CO 

between an aldehyde and an 

alkene under mild conditions 

and without evolving gases.

Transfer hydroformylation 

shares essential characteristics 

with biological transferase-

catalyzed transformations, such 

as transamination ( 3) (see the 

first figure). Transamination 

converts unsaturated ketoac-

ids into amino acids by shut-

tling the amino group from 

a sacrificial amine. There is little thermo-

dynamic driving force for transamination 

under standard conditions; control of the 

reaction direction rests in the selective 

addition or removal of the reaction com-

ponents. Alternatively, amino acids can be 

synthesized by thermodynamically favor-

able reductive amination of a ketoacid with 

ammonia and H
2
 (or its equivalent). Like 

transamination, the newly reported trans-

fer hydroformylation process interchanges 

the functional group (aldehyde) between 

unsaturated molecules (alkenes) without 

liberating the small-molecule constituents 

(CO and H
2
). Like transamination, trans-

fer hydroformylation enables an abundant 

reactant (the donor aldehyde or alkene ac-

ceptor for transfer hydroformylation) to be 

combined with a more precious partner to 

create a product with high value. Similar 

considerations have spurred the develop-

ment of a variety of transfer hydrogenation 

( 4) and related hydrogen-scrambling reac-

tions during the past few decades.

How can a hydroformylation catalyst be 

converted into a transfer hydroformylation 

catalyst? The transfer hydroformylation re-

ported by Murphy et al. is a result of mecha-

nistic insights from hydroformylation and 

hydroacylation [the insertion of an alkene 

into the formyl C-H bond of an aldehyde ( 5)] 

reactions as catalyzed by organotransition 

metal complexes. Proposed mechanisms 

for rhodium-catalyzed hydroformylation 

and transfer hydroformylation are shown 

in the second figure. For the two catalytic 

cycles, several intermediates have coordina-

tion geometries that are shared (structures 

1 and 7, or 2 and 8) or are closely related 

(structures 3 and 9 differ by only one coor-

dinated CO).

Critical to the development of the new 

transfer hydroformylation process is opti-

mization of the transformation from 4 to 5. 

This transformation comprises elementary 

steps of aldehyde C-H oxidative addition 

to a Rh(I) center—a critical step in the hy-

droacylation and decarbonyl-

ation reactions—and reductive 

elimination of an H-X bond 

(where X is a ligand bound 

to Rh) from the resulting 

acyl hydride. Empirical tun-

ing revealed that when the X 

ligand is a benzoate, a thermo-

dynamic and kinetic balance 

enables transfer hydrofor-

mylation to proceed without 

reverting the donor aldehyde 

all the way to alkene and syn-

gas ( 6,  7). As a result, transfer 

hydroformylation is achieved 

under mild conditions.

At this point, transfer hy-

droformylation is most effec-

tive for transformations with 

a clear thermodynamic driv-

ing force, such as donor al-

dehydes that yield stabilized 

alkenes and alkene accep-

tors that are strained. Thus, 

the demonstrated aldehyde 

donor–alkene acceptor pairs 

primarily comprise aldehydes 

that yield conjugated alkenes upon dehy-

droformylation and sacrificial alkenes such 

as norbornene derivatives. Because any 

catalytic intermediate with a Rh-CO bond 

is potentially susceptible to dissociation of 

CO and any intermediate with a Rh-H bond 

could lose H
2
 either by a dinuclear elimina-

tion process or protonolysis by carboxylic 

acid, kinetics are also important. The accep-

tor alkene must trap hydride and carbonyl 

intermediates rapidly to prevent simple al-

dehyde decarbonylation and gas evolution.

Transfer hydroformylation has many 

important potential applications. One con-

cerns the dehydroformylation of an abun-

Construction and deconstruction of 
aldehydes by transfer hydroformylation

Related reactions. Transfer hydroformylation is related to hydroformylation and 

reductive amination as well as enzymatic transamination. Here, R and R´ are different 

organic groups, and Ph is phenyl.

A soluble rhodium catalyst converts alkenes to aldehydes without the need 
for toxic or explosive gas-phase reactants

ORGANIC CHEMISTRY
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          P
enicillin may have saved more hu-

man lives than any other drug. Yet, 

almost as soon as it was introduced 

in the 1940s, researchers found that 

the antibiotic could not completely 

sterilize a culture of a Staphylococ-

cus aureus strain sensitive to the drug ( 1). 

Shortly thereafter, Joseph Bigger showed 

that when the few cells that had survived 

an initial treatment were regrown in the 

absence of penicillin and then exposed 

again to the antibiotic, the proportion of 

survivors was similar to that found after 

the first treatment (see the first figure). 

Therefore, the survivors were not stable 

drug-resistant mutants, but transient drug-

tolerant persisters ( 2). In the past decade, a 

resurgence of interest in persisters has re-

vealed some of the molecular mechanisms 

that stimulate their formation. It has be-

come clear that intracellular toxins present 

in virtually all bacteria control reversible 

bacterial growth arrest, explaining their 

antibiotic tolerance.

In genetically similar or identical popu-

lations of organisms that have the same 

phenotype, an infection or other stress that 

has the potential to kill one organism can 

in theory kill the entire population. The 

consequences of this frailty are exemplified 

by the vast monocultures of wheat devas-

tated by fungal disease epidemics in the 

North American Great Plains in the early 

20th century. Bacteria reproduce clonally 

and might therefore appear to be similarly 

vulnerable to attack from other bacteria 

or bacteriophages, sudden environmental 

changes, or exposure to antibiotics. These 

potentially lethal stresses are very likely 

to have imposed immense selective pres-

sure for the evolution of phenotypic het-

erogeneity among bacteria. Since Bigger’s 

experiment, numerous studies have found 

cell-to-cell variation involving different 

physiological processes in clonal popula-

tions of bacteria grown in the same envi-

ronment ( 3,  4).

Virtually all bacteria form antibiotic-

tolerant persisters. Many aspects of their 

Persisters 

unmasked

By David W. Holden 

Intracellular toxins cause 
bacterial growth arrest and 
antibiotic tolerance

MICROBIOLOGY

dant but complex aldehyde in the presence 

of an inexpensive donor alkene to yield a 

complex and valuable product alkene. For 

example, Murphy et al. demonstrate a three-

step transformation of (+)-yohimbine to 

(+)-yohimbenone that features dehydrofor-

mylation with norbornene as the acceptor.

Alternatively, a simple alkene may be 

converted into a more valuable aldehyde 

by transfer from an abundant sacrificial al-

dehyde. Ultimately, this application is the 

more desirable because it would replace 

hydroformylation with a gasless equiva-

lent. However, many questions must be ad-

dressed before transfer hydroformylation 

with inexpensive aldehydes provides a valu-

able alternative to hydroformylation under 

pressurized conditions. Can transfer hy-

droformylation proceed with bulky alkene 

acceptors? Can simple aldehydes such as 

propanal, or even formaldehyde or sugars, 

be used as aldehyde donors? Is useful con-

trol of regio- and enantioselectivity possible 

with different rhodium ligands, with acid 

promoters, or both? These new catalysts 

may provide the previously missing start-

ing point for the development of general 

and completely gasless transfer hydrofor-

mylation processes.          ■
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complex biology have now been revealed, 

especially with the laboratory workhorse, 

Escherichia coli. These advances have been 

facilitated by equipment and methods that 

enable single-cell analysis of bacteria.

Perhaps unsurprisingly, most persisters 

are slow- or nongrowing cells ( 5). Nongrow-

ing cells tend to tolerate a wide variety of 

stresses. Their production in replicating 

populations of bacteria is unlikely to have 

evolved in response to selective pressure 

from antibiotics. But a lack of growth usu-

ally involves reduced metabolic activity, and 

metabolically inactive cells have greater tol-

erance to antibiotics than replicating cells. 

Persisters are present in low numbers in 

apparently nonstressed populations, be-

fore exposure to antibiotics ( 5). This can be 

viewed as a bacterial insurance against the 

arrival of a potentially lethal stress.

Entry into the persister state is often 

controlled by gene pairs encoding cognate 

toxin-antitoxins (TAs) ( 6,  7). During bacte-

rial replication, protein toxins are mainly 

bound to their protein or RNA antitoxins, 

preventing toxin activity. When liberated, 

the toxins variously inhibit DNA replica-

tion, cleave mRNA endoribonucleases, 

block protein translation, or interfere with 

the cell cytoskeleton ( 8) (see the second 

figure). The common physiological conse-

quence of these activities is a transient ar-

rest of cell growth.

Studies on the protein-based TA systems 

suggest that inherent instability of an an-

titoxin leads to random fluctuation in the 

amounts of free and bound toxin just below 

a critical threshold. In rare cases, the thresh-

old is surpassed, generating sufficient free 

toxin to cause growth arrest in a very small 

part of the bacterial population ( 9). In ad-

dition, nutritional starvation and possibly 

other stresses stimulate persister formation 

by activating a pathway involving the in-

tracellular signaling molecule ppGpp, poly-

phosphate, and the cellular protease Lon 

that degrades antitoxins ( 10).

A process called conditional cooperativity 

exerts exquisite control over the autoregu-

lated expression of TA genes. For example, 

at low concentrations, the Doc toxin binds to 

its antitoxin (Phd) to form an efficient tran-

scriptional repressor complex on the phd-doc 

operator. However, at higher concentrations, 

more Doc molecules bind to the antitoxin 

such that it can no longer bind DNA, thereby 

derepressing transcription ( 11). Thus, the 

toxin:antitoxin ratio fine-tunes transcription 

in response to changing levels of unbound 

toxin (see the second figure). Presumably, 

exit from the growth-arrested state is initi-

ated by an increase in antitoxin levels and 

resultant inactivation of the toxin, but this 

has not yet been shown.

The near-ubiquitous occurrence of TA 

genes in bacteria and the numerous varia-

tions of these genes harbored by many 

bacteria show clearly that they are both 

ancient and of fundamental importance to 

bacteria. They are also likely to have impor-

tant functions during infection, when bac-

terial pathogens encounter highly stressful 

environments in their hosts. Some strains 

of Mycobacterium tuberculosis, which is 

notorious for causing chronic and recurrent 

infections, contain up to 79 such genes, but 

detailed investigations into the functions of 

these and TA genes of other pathogens have 

only begun recently.

Salmonella Typhi and Salmonella Ty-

phimurium also cause recurrent infections 

in humans. Whole-genome sequencing 

of S. Typhimurium isolates from patients 

has provided unambiguous evidence for 

reappearance of the original strain after 

repeated antibiotic treatment, directly 

implicating persisters ( 12). Use of fluores-

cence-based techniques with the mouse 

model of typhoid-like disease caused by 

S. Typhimurium has enabled direct obser-

vation and characterization of persisters 

during infection ( 13,  14). Salmonella has 

adapted to survive and replicate in vacu-

oles after phagocytosis by macrophages. 

The low pH and poor nutritional status of 

the vacuole greatly enhance the frequency 

of TA-dependent nonreplicating persisters 

( 14). Reporters of metabolic activity suggest 

a range of physiological states among non-

replicating intracellular Salmonella, from 

persisters primed for immediate resump-

tion of growth in new macrophages, to cells 

that are metabolically inactive (dormant) 

and could require specific resuscitation fac-

tors ( 14).

Bigger’s insights into persisters were 

remarkable. Using rudimentary microbio-

Resistance and persisters. Bacterial populations can contain antibiotic-resistant mutants and/or nonreplicating 

persisters among replicating cells. Antibiotics kill replicating antibiotic-sensitive bacteria but not resistant mutants or 

persisters. Resistance is stably inherited among bacteria in the presence or absence of antibiotic, whereas persisters 

resume growth in the absence of antibiotic. Unstressed populations can continue to generate persisters at low 

frequency, while various stresses stimulate persister frequency.

Dual functions of toxins and antitoxins. During normal cell growth, antitoxin and toxin are expressed from a 

DNA operon. Toxin activity is neutralized by binding antitoxin. Free antitoxin is a weak autotranscriptional repressor. 

Transcriptional repression is enhanced by increasing concentration of cognate toxin (which forms a complex with the 

antitoxin on the operator DNA). Above a toxin concentration threshold, toxin-antitoxin complexes dissociate from DNA, 

derepressing transcription. Thus, cooperative binding of toxin-antitoxin to DNA depends on toxin concentration. Antitoxin 

is degraded in response to stress, liberating activated toxin. This arrests cell growth—for example, by cleaving mRNA.

Section of Microbiology, MRC Centre for Molecular 
Bacteriology and Infection, Imperial College London, 
Armstrong Road, London SW7 2AZ, UK. E-mail: d.holden@
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logical techniques, he distinguished per-

sisters from resistant mutants, showed that 

their levels could be enhanced by stress, 

and anticipated that they would be in a 

“dormant nondividing phase” and present 

among other bacterial pathogens ( 2). The 

recent exciting progress on mechanisms 

of TA function establishes these toxins as 

key inducers of the persister state. Future 

research should elucidate the many func-

tions of TAs and how they work collectively 

during persistent bacterial infections. For 

example, it is unclear whether different 

stresses activate different TA subsets, and 

what the profiles of toxin activation are in 

individual bacterial cells. Some toxins have 

been shown to be sequence-specific ribo-

nucleases, but whether this specificity has 

physiological implications is uncertain. It 

could be that bacteria perceive signals that 

trigger their exit from quiescence, but the 

mechanisms involved are unknown.

If persisters lead to recurrent infections 

requiring multiple courses of antibiot-

ics, then they are likely to contribute ap-

preciably to the current worldwide crisis 

of antibiotic resistance. Yet, surprisingly 

little is known about the relative usage of 

antibiotics for persistent infections and 

the degree to which persisters influence 

the emergence of resistance. In the long 

term, TAs and associated signaling mol-

ecules may provide targets for drugs that 

can either prevent persisters from being 

formed, or—perhaps more feasibly—coax 

them out of the nonreplicating state so 

that they resume susceptibility to antibi-

otics. This might finally enable complete 

eradication of an otherwise recurrent or 

persistent infection, so that, as Bigger put 

it, “the success of penicillin therapy will 

become more commensurate with its po-

tentialities” ( 2).        ■   
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          L
ysosomes were discovered more than 

60 years ago as highly acidic cellular 

organelles containing many enzymes 

responsible for breaking down mac-

romolecules ( 1). Since then, their roles 

have expanded. Lysosomes function 

in autophagy, the process that breaks down 

cellular components to allow cell survival 

and homeostasis in the face of starvation 

( 1). These organelles also have emerged as 

a signaling hub for the enzyme mechanis-

tic target of rapamycin (mTOR), a protein 

kinase involved in cellular and organismal 

growth responses to nutrient availability 

( 2). We also now recognize links between 

aberrant lysosomal function and several dis-

eases, including lysosomal storage diseases 

(e.g., Tay-Sachs disease) and neurodegen-

erative disorders (e.g., Parkinson’s disease), 

and also with aging ( 1). On page 83 of this 

issue, Folick et al. ( 3) indicate how lysosomes 

play a role in the latter—by deploying a lipid 

molecule to the nucleus, whose impact on 

gene expression extends life span in an ani-

mal model (the nematode Caenorhabditis 

elegans). The study not only uncovers a lyso-

some-to-nucleus signaling pathway but also 

highlights the potential of lipids in mediat-

ing long-range physiological effects.

Lysosomes contain about 60 enzymes, 

including many well-conserved lipases in-

volved in fatty acid breakdown. Defects in ly-

sosomal acid lipase A (LIPA) lead to several 

human lysosomal storage diseases, including 

Wolman disease, a disorder characterized by 

metabolic defects and death in childhood 

( 4). In C. elegans, the LIPA homolog LIPL-4 

is highly expressed in specific conditions 

that are linked to life-span extension ( 5,  6). 

However, the mechanism by which this en-

zyme modulates aging has remained elusive.

Using a combination of genetics, metabo-

lomics, biochemistry, and immunocytochem-

istry, Folick et al. explored the molecular 

mechanisms by which lysosomal LIPL-4 ac-

tivation regulates aging in C. elegans. They 

show that worms overexpressing LIPL-4 live 

substantially longer than normal worms and 

produce increased amounts of several bioac-

tive lipids, notably the fatty acid oleoyletha-

nolamide (OEA). OEA is likely generated by 

the breakdown of more complex lipids in the 

lysosome by LIPL-4. LIPL-4–overexpressing 

worms also exhibit an increased amount 

of a fatty acid binding protein called lipid-

binding protein-8 [(LBP-8); the human ho-

molog is fatty acid binding protein (FABP)]. 

Elegantly coupling fluorescence imaging 

with mutations that alter protein targeting 

to the lysosome, Folick et al. demonstrate 

that LIPL-4 must reside within the lysosome 

to extend life span. By contrast, LBP-8 trans-

locates from the lysosome into the nucleus 

to ensure increased longevity. As LBP-8 can 

directly bind to OEA, these results suggest 

that LBP-8 is a lipid chaperone assisting 

OEA entry into the nucleus (see the figure).

What happens once OEA is shuttled into 

the nucleus? Folick et al. found that OEA 

physically binds to and activates conserved 

nuclear hormone receptors, thereby activat-

ing the transcription of target genes. Fatty 

acid ligands have been reported to control 

the transcriptional activity of subfamilies 

of nuclear receptors ( 7), and OEA can bind 

to the nuclear receptor peroxisome prolif-

erator–activated receptor-α (PPARα) in mice 

( 8). The authors report that two particular 

nuclear receptors—nuclear hormone recep-

tor-49 (NHR-49) and NHR-80, the C. el-

egans homologs of mammalian PPARα and 

hepatic nuclear factor 4, respectively—are 

both required for LIPL-4–induced longevity, 

and that OEA can directly bind to NHR-80. 

This observation is consistent with previous 

reports that NHR-49 and NHR-80 play criti-

cal roles in life-span regulation in C. elegans 

( 9,  10).

What about dietary supplementation of 

OEA? Folick et al. found that feeding worms 

OEA during their adult life is sufficient to 
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activate these nuclear hormone receptors 

and promote longevity. OEA may therefore 

represent a key ligand that activates these 

nuclear receptors to modulate aging, al-

though it remains to be determined whether 

OEA affects aging entirely by acting through 

these transcription factors or whether it has 

other effects on the organism. The ensemble 

of target genes downstream of these nuclear 

receptors that promote longevity also re-

mains to be identified.

The findings of Folick et al. are excit-

ing because they are the first to establish a 

lysosome-to-nucleus signal that functions in 

aging regulation and to show that dietary 

modulation of fatty acids such as OEA has 

the potential to delay aging. Because genes 

in this pathway are conserved, the findings 

also provide insights on the regulation of hu-

man nuclear receptors by lysosomal signal-

ing. Given that OEA affects feeding behavior 

and body weight in mice by acting through 

PPARα ( 8), dietary OEA may also have an im-

pact on aging in mammals. The availability of 

bioactive lipids such as OEA could depend on 

the internal nutritional state of the organism. 

Environmental interventions such as fasting 

or overfeeding could alter the availability and 

composition of the lipid pool, consequently 

changing the binding status of nuclear recep-

tors, altering downstream transcription pro-

grams, and affecting aging.

Signaling between the lysosome and the 

nucleus is likely to be a two-way street. 

Indeed, recent reports in mammalian 

cells have established that lysosomal au-

tophagy can be regulated by lipid-sensing 

transcription factors in the nucleus during 

the feeding and fasting cycles, namely the 

transcription factors farnesoid X receptor 

(FXR) ( 11), cyclic adenosine monophos-

phate responsive element binding protein 

(CREB) ( 11), and PPARα ( 12). Thus, while 

lysosomes release diffusible lipid messen-

gers that affect transcription, lipid-sensing 

transcription factors could provide feed-

back regulation of the lysosome, main-

taining metabolic homeostasis based on 

nutrient status.

Lysosomes are involved in controlling 

the activity of mTOR and the execution 

of autophagy (an intracellular mechanism 

that breaks down cellular components) 

in response to nutrient availability ( 13). 

LIPL-4 itself is important for inducing 

autophagy in C. elegans ( 6). Therefore, a 

key remaining question concerns the con-

nection between this lysosome-to-nucleus 

signaling and the TOR-autophagy path-

way. Could TOR and autophagy play a role 

in the longevity of LIPL-4–overexpressing 

animals? Conversely, does an increase in 

OEA extend life span because of inhibition 

of the TOR pathway? More generally, it will 

be important to determine 

whether this lysosome-to-

nucleus signaling pathway 

is important for longevity 

conditions that have been 

shown to require LIPL-4, 

such as the lack of an intact 

germ line ( 5,  6).

In a broader context, these 

findings raise the question 

of the site of action of this 

lysosome-to-nucleus signal-

ing pathway and whether it 

is entirely cell-autonomous. 

Both LIPL-4 and LBP-8 are 

expressed in the gut of the 

worm, and presumably this is 

also the site of action of OEA. 

However, an interesting pos-

sibility could be that OEA, 

as a cell-permeable lipid, is 

secreted outside the gut to 

activate nuclear receptors in 

other tissues. In this way, an 

inter-tissue lipid signaling 

network may exist during 

the aging process and might 

be involved in systemic life-

span regulation ( 14).

In addition to OEA, other 

lipids or metabolites could 

act as diffusible signals be-

tween different organelles to orchestrate 

coordinated cellular responses. Unbiased 

metabolomic profiling is a promising dis-

covery tool to decipher the mechanisms un-

derlying many human metabolic diseases. 

This approach would also help to identify 

the elusive ligands for many nuclear recep-

tors ( 15). Ultimately, modulations of bioac-

tive lipids could be a therapeutic strategy 

for a wide range of human metabolic disor-

ders and age-related diseases.          ■ 
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           T
he chief executive officer of edX, Anant 

Agarwal, declared that Massive Open 

Online Courses (MOOCs) should serve 

as “particle accelerator for learning” 

( 1). MOOCs provide new sources of 

data and opportunities for large-scale 

experiments that can advance the science 

of learning. In the years since MOOCs first 

attracted widespread atten-

tion, new lines of research 

have begun, but findings 

from these efforts have had few implications 

for teaching and learning. Big data sets do 

not, by virtue of their size, inherently possess 

answers to interesting questions. For MOOC 

research to advance the science of learn-

ing, researchers, course developers, and 

other stakeholders must advance the field 

along three trajectories: from studies of en-

gagement to research about learning, from 

investigations of individual courses 

to comparisons across contexts, and 

from a reliance on post hoc analyses 

to greater use of multidisciplinary, ex-

perimental design.

CLICKING OR LEARNING? Few 

MOOC studies make robust claims 

about student learning, and fewer 

claim that particular instructional 

moves caused improved learning. 

We have terabytes of data about 

what students clicked and very little 

understanding of what changed in 

their heads.

Consider four recent studies con-

ducted on Udacity, Khan Academy, 

Google Course Builder, and edX ( 2– 5). 

Each study addressed a correlation 

between measures of student suc-

cess (such as test scores or course 

completion) and measures of student 

activity. All four studies operational-

ized activity similarly, boiling down 

the vast data available to a simple, 

person-level summary variable: num-

ber of problems attempted (Udacity), 

minutes on site (Khan Academy), 

weekly activity completion (Google), 

and number of “clicks” per student in 

the event logs (edX). The complexity 

ences about learning. MOOC researchers 

would, ideally, have assessment data with 

three characteristics. First, assessments 

should take place at multiple time points. 

Pretesting is critical in MOOCs, because 

heterogeneous registrants include novices 

and domain experts ( 7). Second, assess-

ments should capture multiple dimensions 

of learning, from procedural to conceptual. 

Students who earn high grades on quantita-

tive exam questions often show no growth 

in their conceptual understanding or expert 

thinking ( 8). Finally, courses should include 

assessments that have been validated by 

prior research, so comparisons can be made 

to other settings. Some recent MOOC stud-

ies meet these criteria and offer insights 

about which learners benefit most from 

MOOCs and which course materials may 

best support learning ( 9). With greater at-

tention to assessment in course design, re-

searchers can make stronger claims about 

what students learn—not just what they do.

Distinguishing between engagement and 

learning is particularly crucial in voluntary 

online learning settings, because media that 

provoke confusion and disequilibrium can 

be productive for learners ( 10). Addressing 

misconceptions requires addressing the 

uncomfortable gap between our intuitions 

and scientific reality. Unfortunately, 

learners may prefer videos that pres-

ent material more simply. For in-

stance, students use more positive 

language to describe instructional 

videos that present straightforward 

descriptions of phenomena, even 

though students learn more from 

media that directly address miscon-

ceptions ( 11). Course developers opti-

mizing for engagement statistics can 

create pleasurable media experiences 

that keep students watching without 

necessarily learning.

RETHINK DATA SHARING. Although 

MOOC researchers have data from 

thousands of students, few have data 

from many courses. Student privacy 

regulations, data protection con-

cerns, and a tendency to hoard data 

conspire to curtail data sharing. As a 

result, researchers can examine varia-

tion between students but cannot 

make robust inferences about cross-

course differences.

For example, Nesterko et al. found 

a modest positive correlation between 

frequent, intermediate due dates and 

MOOC completion rates ( 12). But the 

10 courses they examined differed not 

only by their use of due dates but also 

by their enrollment size, subject mat-

ter, and other dimensions. Data from 

Rebooting MOOC Research
Improve assessment, data sharing, and experimental design
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By Justin Reich of student activity ( 6) captured by these plat-

forms was lost. Using simple comparisons 

or regressions, all four concluded there is a 

positive correlation between student activity 

and success.

It does not require trillions of event logs 

to demonstrate that effort is correlated with 

achievement. As these are observational 

findings, the causal linkages between doing 

more and doing better are unclear. Beyond 

exhorting students to be more active, there 

are no practical implications for course 

design. The next generation of MOOC re-

search needs to adopt a wider range of 

research designs with greater attention to 

causal factors promoting student learning.

WATCHING WITHOUT LEARNING. One 

reason that early MOOC studies have exam-

ined engagement or completion statistics 

is that most MOOCs do not have assess-

ment structures that support robust infer-
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hundreds of courses will be necessary to 

conduct meaningful post hoc comparisons 

of instructional approaches.

Sharing learner data is no simple matter. 

Recent efforts to de-identify student data so 

as to meet privacy requirements demonstrate 

that the blurring and scrubbing required to 

protect student anonymity deform data to 

the point where they are no longer reliable 

for many forms of scientific inquiry ( 13). 

Enabling a shared science of MOOCs based 

on open data will require substantial policy 

changes and new technical innovations in 

social science data sharing. One policy ap-

proach would be to decouple privacy protec-

tions from efforts to maintain anonymity, 

which would allow researchers to share iden-

tifiable data in exchange for greater oversight 

of their data protection regimes. Technical 

solutions could include regimes based on dif-

ferential privacy, where institutions would 

keep student data in a standardized format 

that allows researchers to query repositories, 

returning only aggregated results.

BEYOND A/B TESTS. In the absence of 

shared cross-course data, experimental de-

signs will be central to investigating the effi-

cacy of particular instructional approaches. 

From the earliest MOOC courses, research-

ers have implemented “A/B tests” and 

other experimental designs ( 14,  15). These 

methods are poised to expand as MOOC 

platforms incorporate authoring tools for 

randomized assignment of course content.

The most common MOOC experimental 

interventions have been domain-indepen-

dent “plug-in” experiments. In one study, 

students earned virtual “badges” for active 

participation in a discussion forum ( 16). 

Students randomly received different badge 

display conditions, some of which caused 

more forum activity than others. This ex-

periment took place in a Machine Learn-

ing class, but it could have been conducted 

in American Literature or Biology. These 

domain-independent experiments, often 

inspired by psychology or behavioral eco-

nomics, are widely under way in the field. 

HarvardX, for instance, has recently offered 

courses with embedded experiments that 

activate social supports and commitment 

devices and cause manipulations to increase 

perceptions of instructor rapport.

The signature advantage of plug-in ex-

periments is that successful interventions 

to boost motivation, memorization, or other 

common facets of learning can be adapted 

to diverse settings. This universality is also 

a limitation: These studies cannot advance 

the science of disciplinary learning. They 

cannot identify how best to address a par-

ticular misconception or optimize a specific 

learning sequence. Boosting motivation 

in well-designed courses is good, but if a 

MOOC’s overall pedagogical approach is 

misguided, then plug-in experiments can 

accelerate participation in ineffective prac-

tices. Discipline-based education research 

to understand domain-specific learning in 

MOOCs may be prerequisite to effectively 

leveraging domain-independent research.

There are fewer examples of domain-spe-

cific experiments that are “baked-in” to the 

architecture of MOOCs. Fisher randomly as-

signed students in his Copyright course to 

one of two curricula—one based on U.S. case 

law, the other on global copyright issues—

to experimentally assess these approaches 

( 17). He used final exam scores, student 

surveys, and teaching assistant feedback to 

evaluate the curricula and concluded that 

deep examination of a single copyright re-

gime served students better than a survey 

of global approaches, providing actionable 

findings for open online legal education.

Both domain-specific and domain-inde-

pendent experiments will be important as 

MOOC research matures, but domain-spe-

cific endeavors may require more intentional 

nurturing. Plug-in experiments fit more 

easily in the siloed structures of academia, 

where psychologists and economists can 

generate interventions to be incorporated in 

courses developed by others. Domain-specific 

research requires multidisciplinary teams—

content experts, assessment experts, and in-

structional designers—that are often called 

for in educational research ( 18) but remain 

elusive. More-complex MOOC research will 

require greater institutional support from 

universities and funding agencies to prosper.

RAISING THE BAR. In a new field, it is ap-

propriate to focus on proof-of-concept dem-

onstrations. For the first MOOC courses, 

getting basic course materials accessible to 

millions was an achievement. For the first 

MOOC researchers, getting data cleaned for 

any analysis was an achievement. In early 

efforts, following the path of least resistance 

to produce results is a wise strategy, but it 

runs the risk of creating path dependencies.

Using engagement data rather than wait-

ing for learning data, using data from in-

dividual courses rather than waiting for 

shared data, and using simple plug-in ex-

periments versus more complex design re-

search are all sensible design decisions for 

a young field. Advancing the field, however, 

will require that researchers tackle obsta-

cles elided by early studies.

These challenges cannot be addressed 

solely by individual researchers. Improv-

ing MOOC research will require collective 

action from universities, funding agencies, 

journal editors, conference organizers, and 

course developers. At many universities 

that produce MOOCs, there are more fac-

ulty eager to teach courses than there are 

resources to support course production. 

Universities should prioritize courses that 

will be designed from the outset to address 

fundamental questions about teaching and 

learning in a field. Journal editors and con-

ference organizers should prioritize pub-

lication of work conducted jointly across 

institutions, examining learning outcomes 

rather than engagement outcomes, and fa-

voring design research and experimental 

designs over post hoc analyses. Funding 

agencies should share these priorities, while 

supporting initiatives—such as new tech-

nologies and policies for data sharing—that 

have potential to transform open science in 

education and beyond.        ■ 
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udith Donath’s new book, The Social 

Machine, sets out to inspire a change 

in the way we create online social 

networking platforms. In her own 

words, “This book … is a guide to 

understanding how existing systems 

influence behavior and a manifesto for de-

signing radically new environments for so-

cial interaction.”

The book’s emphasis on style and presen-

tation begins immediately, opening with an 

anecdote about a program Donath developed 

while in graduate school that allowed her to 

visualize the community of users who were 

logged in to a central computer in the MIT 

media lab. She considers and immediately 

rejects the idea of listing names in alphabet-

ical order because it is “too reminiscent of 

the list of names on a committee program or 

memorial.” Donath is clearly someone who 

carefully considers the importance of pre-

sentation on every level.

In many ways, this is a book about art 

before it is a book about technology or so-

cial systems. Data visualizations created as 

works of art appear alongside those created 

to support decision-making. The chapter on 

“Data Portraits”—depictions of people made 

from data by and about them—highlights 

the value Donath places on aesthetics. She 

calls these “portraits” rather than visualiza-

tions because, as she says, “a portrait is an 

artistic production.”

That is not to say that The Social Machine 

fails in its role as a technology book; quite 

the contrary. It offers a sweeping literature 

review of design research related to social 

interaction. For anyone with interest in this 

field, either as a technology designer or just 

as someone who loves beautiful technology, 

this is destined to become the definitive text. 

It is eloquent, well organized, and thorough.

A long-standing tension in the space of 

data visualization exists between making at-

tractive, engaging designs and making useful 

ones. I confess that in the past, I have used 

some of the images that Donath highlights 

in my own classes as examples of “pretty 

but not very helpful.” Randal Munroe’s well-

known Map of Online Communities is one 

such example ( 1). These can be fun to look 

at, amusing, and witty. But if you’re trying 

to analyze the data, it quickly becomes clear 

that they are much less effective than a sim-

ple, properly organized Excel spreadsheet. 

Readers interested in decision support, mea-

surable impacts, and quantified results will 

not find their perspective here. Donath ad-

vocates strongly for beauty.

Still, there are many parts that will be of 

interest to anyone who is concerned with 

designing social technology. For example, 

Chapter 3, “Interfaces Make Meaning,” is an 

excellent introduction to communication 

and the social meaning of design choices. 

Donath discusses fonts, color theory, and 

metaphor and provides lengthy descrip-

tions of how social interpretation of these 

elements can affect what people see. Her 

discussion of what motivated physicists at 

CERN (European Organization for Nuclear 

Research) to choose the Comic Sans font for 

their presentation announcing the discovery 

of the Higgs boson is one of many interest-

ing, thought-provoking examples. Not every 

designer is familiar with these lessons, but 

they all should be.

Aside from its focus on innovative, beau-

tiful design, the book also seeks to explain 

the social impact that technologies have on 

the people who use them. Donath highlights 

theories and examples from psychology and 

the social sciences throughout the book to 

do this. This component of the book is inter-

esting and often well reasoned. These ideas 

will open up new ways of thinking about 

social systems, especially for readers with a 

technology background.

One critique of the book is that, in some 

places, Donath’s arguments feel a bit na-

ïve or simplistic. For example, the open-

ing chapter suggests that the problem of 

trolling—the act of posting deliberately 

inflammatory or off-topic messages on on-

line forums with the intent to anger other 

users or disrupt normal discussion—might 

be solved by creating interfaces that “en-

courage people to take responsibility for 

their words and to engage with each other 

more cooperatively.” That may be true in 

some cases, but as they say on the Internet: 

“trolls gonna troll” no matter how strongly 

they are encouraged to play nice.

Those who share the author’s principles of 

valuing beautiful and thought-provoking de-

signs for their own sake will fall in love with 

this book. Those who are motivated to de-

sign platforms to generate profits or support 

analysis and decision-making will find value 

here, too, although they are unlikely to be 

completely won over by all of Donath’s opin-

ions on radical, creative design. Then again, 

this is a common characteristic of manifes-

toes. I don’t expect Karl Marx planned to win 

over everyone with his manifesto, either.  

REFERENCES AND NOTES

 1. R. Munroe, http://xkcd.com/256.

TECHNOLOGY

The Social Machine

Designs for Living Online

Judith Donath

MIT Press, 2014. 432 pp.   

10.1126/science.aaa0421
      The reviewer is at University of Maryland, College Park, 

College Park, MD 20742, USA. E-mail: jgolbeck@umd.edu  

B O O K S  e t  a l .

Data meets design
Jennifer Golbeck enjoys a manifesto on the beauty of well-designed virtual interfaces

Anthropomorphic “data portraits” can help humanize the online experience, says author Judith Donath.

Published by AAAS
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      T
he story of Arctic exploration is fre-

quently portrayed as one of hardship 

and endurance, survival against all 

odds, and often tragic loss of life. This 

exhibition uses an exceptional set of 

maps, books, and artworks from the 

British Library’s collection to provide a more 

nuanced view.

The exhibition begins by showing that 

well before the famous expeditions of the 

19th and early 20th centuries, the search 

was on for riches in the Arctic and an easier 

route to China. In 1744, the British govern-

ment offered £20,000 for the discovery of 

a Northwest Passage from the Atlantic to 

the Pacific Ocean. However, maps aiming to 

portray the passage as navigable were based 

more on fantasy than fact, and the long-

held notion that open ocean water could not 

freeze proved hard to reconcile with reality.

The most intriguing items in this part 

of the exhibition are a set of two wooden 

objects that look at first glance like ab-

stract works of art but turn out to be three-

dimensional maps of a coastline and a chain 

of islands. Given to explorers as mementos, 

the maps were created by the Inuit to be felt 

rather than seen. Rarely preserved, they are a 

fascinating reminder that maps can come in 

many forms, some of them ephemeral.

The central part of the exhibition focuses 

on the more familiar 19th-century expedi-

tions. Following the Napoleonic Wars, the 

Royal Navy, with men and ships to spare, 

embarked on a concerted effort of Arctic ex-

ploration. The region also captured the pop-

ular imagination at this time and featured 

prominently in Mary Shelley’s 1818 novel, 

Frankenstein. Exhibits here show the daily 

life of men overwintering. Far from the im-

age of bravery and excitement, they can be 

seen playing cricket in the endless snow.

Human ingenuity was tested by the harsh 

and barren landscape and led to a number 

of marvelous inventions, including an in-

flatable dinghy that doubled as a cloak and 

umbrella. Other inventions included canned 

food, although, unfortunately for the explor-

ers, the first can opener was not invented 

until decades later.

Danger was never far away, however. In 

1845, Sir John Franklin, a Royal Navy officer 

and experienced explorer, set out to traverse 

On top of the world

Lines in the Ice

Seeking the Northwest 

Passage

Philip Hatfi eld and 

Tom Harper, Curators

British Library, London. 14 November 2014 

to 29 March 2015. www.bl.uk/events/

lines-in-the-ice-seeking-the-northwest-passage

Designed for the harsh and 

unpredictable weather of the 

Arctic, this early inflatable 

dinghy doubled as a cloak and 

came with a sail that could also 

be used as an umbrella.

The reviewer is on staf  at Science magazine, AAAS Science 

International, Cambridge CB2 1LQ, UK. E-mail: jfahrenkamp@

science-int.co.uk     

EXHIBITION

Ingenuity and Inuit knowledge led to an Arctic passage, finds Julia Fahrenkamp-Uppenbrink

the last unnavigated section of the Northwest 

Passage. The entire expedition was lost when 

the two ships became icebound in Victoria 

Strait. Although Inuit accounts were widely 

disbelieved and denounced—including, fa-

mously, by Charles Dickens—they turned 

out to be correct and ultimately aided in the 

recovery of one of Franklin’s ships, the HMS 

Erebus, in September 2014. The Northwest 

Passage was finally navigated in 1906 by the 

Norwegian explorer Roald Amundsen, who 

relied on small teams and Inuit knowledge 

to complete the expedition.

The exhibition places surprisingly little 

emphasis on climate change, providing just 

one set of maps that shows the melting sea 

ice cover in the Arctic. Yet a theme emerges 

from some of the most recent pieces, which 

illustrate Russia’s use of seabed geology to 

claim Arctic territory and portray compet-

ing Canadian claims using sectors based on 

country borders. It becomes clear that as 

Arctic waters become increasingly navigable, 

the search for resources, this time largely fos-

sil fuels, and for a northern shipping route 

between the Atlantic and Pacific Oceans con-

tinues to drive Arctic exploration, just as it 

did hundreds of years ago. Listening to re-

cordings from the sound archive of whales 

and other marine animals that call the Arctic 

home, one cannot help but wonder how their 

already imperiled existence will be affected 

by this rush for Arctic riches.  

10.1126/science.aaa3167

Published by AAAS
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REACTION DYNAMICS 

A few very brief 
pauses in the action 
Chemical reactions proceed 

by the cumulative effect of tril-

lions upon trillions of collisions 

between atoms and molecules. 

Usually, a given collision bounces 

the participants right back out 

again, either in their original 

form or with the atoms shuffled 

around into distinct products. 

In certain cases, the reacting 

partners experience a brief lull, 

termed a resonance, before 

they rearrange. Yang et al. report 

the discovery of particularly 

short-lived resonances in certain 

reactive collisions of chlorine 

atoms with vibrationally excited 

hydrogen deuteride (HD). Their 

results suggest that similar, as 

I N  SC IENCE  J O U R NA L S

RESEARCH
Quick pauses in the action 
as Cl reacts with HD
Yang et al., p. 60

yet overlooked, resonances may 

lurk in other reactions of vibra-

tionally excited molecules. — JSY

Science, this issue p. 60

QUANTUM OPTICS

Engineering a shelter 
for quantum protection
In isolation, quantum states of 

matter can be stable entities. 

These states are often seen as 

useful when they can be made 

to interact in a controlled way. 

However, those interactions 

and the unavoidable interac-

tions with their environment 

often correlate with decoher-

ence and eventual loss of the 

quantum state. Kienzler et al. 

show that they can engineer the 

interactions between a quantum 

system (a trapped ion) and the 

environment to prepare stable 

quantum states. The general-

ity of the technique implies 

applications for other interacting 

quantum systems. — ISO

Science, this issue p. 53

CANCER ETIOLOGY 

Crunching the numbers 
to explain cancer 
Why do some tissues give rise 

to cancer in humans a million 

times more frequently than oth-

ers? Tomasetti and Vogelstein 

conclude that these differences 

can be explained by the number 

of stem cell divisions. By plotting 

the lifetime incidence of various 

cancers against the estimated 

number of normal stem cell 

divisions in the corresponding 

tissues over a lifetime, they found 

a strong correlation extending 

over five orders of magnitude. 

This suggests that random errors 

occurring during DNA replication 

in normal stem cells are a major 

contributing factor in cancer 

development. Remarkably, this 

“bad luck” component explains 

a far greater number of cancers 

than do hereditary and environ-

mental factors. — PAK

Science, this issue p. 78

INNATE IMMUNITY 

Skin infection triggers 
fat responses
Obesity is associated with 

chronic inflammation, but does 

fat tissue offer protection during 

infection? Zhang et al. noticed 

that the fat layers in the skin of 

mice thickened after inoculation 

with the pathogenic bacterium 

Staphylococcus aureus (see 

the Perspective by Alcorn and 

Kolls). Mutant mice incapable of 

forming new fat cells were more 

susceptible to infection. The 

differentiating fat cells secreted 

a small-molecule peptide called 

cathelicidin, specifically in 

response to the infection. By 

contrast, mature fat cells pro-

duce less cathelicidin, and are 

thus less protective. — CA 

Science, this issue p. 67; 
see also p. 26

VIRUS STRUCTURE 

Targeting EV-D68, 
a respiratory virus 
A recent outbreak of respira-

tory illness in U.S. children was 

caused by entorovirus D68 

(EV-D68). Enteroviruses also 

MUTAGENESIS 

Men beware, when smoke 
gets in your Y’s 

T
he relationship between tobacco smoking and 

elevated cancer risk has been recognized for 

60 years. Yet what smoking does to our genetic 

material is still not fully understood. New work 

suggests that men should be particularly con-

cerned. In a study of over 6000 men, Dumanski et al.

find that men who smoke are more than three times 

as likely as nonsmokers to show loss of the Y chromo-

some in their blood cells. Whether this is a causal 

factor in cancer development or simply a marker of 

more consequential damage on other chromosomes 

could not be deduced from the study. — PAK

Science, this issue p. 81

Edited by Melissa McCartney and Margaret Moerchen
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include human pathogens such 

as human rhinovirus, which 

causes the common cold, and 

poliovirus. Most of these viruses 

are stabilized by a factor that 

binds in a hydrophobic pocket 

of the capsid protein VP1, and 

antiviral compounds can act by 

displacing this factor. Liu et al. 

report the crystal structure of 

EV-D68 and its complex with the 

antiviral compound peconaril. In 

EV-D68, the hydrophobic pocket 

contained a fatty acid that was 

displaced by peconaril. Peconaril 

efficiently inhibited EV-D68 

infection of cells, making it a 

possible drug candidate against 

EV-D68. — VV

Science, this issue p. 71

ORGANIC CHEMISTRY 

Breaking through 
the milligram floor 
When chemists synthesize 

compounds, the threshold for 

success is at least a milligram of 

product. This has been true for 

decades—even though bio-

chemical assays have long since 

descended into microgram terri-

tory—and results in part from the 

constraints of characterization 

methods. Buitrago Santanilla 

et al. present an automated 

dosing and characterization 

protocol for optimizing chemi-

cal reaction conditions on the 

microgram scale. This allowed 

them to screen numerous base 

and ligand combinations for 

catalytic C-N bond-forming 

reactions between complex pairs 

Edited by Kristen Mueller 

and Jesse Smith
IN OTHER JOURNALS

BIOGEOGRAPHY

Origins of the Southern 
Hemisphere flora
Which plants of the Southern 

Hemisphere represent descen-

dants of the ancient flora of 

Gondwana, the southerly part 

of the supercontinent Pangaea? 

Evidence from molecular clocks 

suggests that many plant 

lineages descended from a more 

recent common ancestor.  Wilf 

and Escapa challenge this view 

by comparing molecular origin 

dates with fossil dates for groups 

of compounds, in short supply, 

that resisted standard coupling 

conditions. — JSY

Science, this issue p. 49

IMMUNOLOGY

An immunological 
fountain of youth
mTOR signaling, a multipurpose 

pathway, controls all aspects 

of cell growth and motility and 

can also delay onset of aging-

related diseases in many species. 

Mannick et al. now show that 

mTOR inhibition can benefit 

humans, too. They evaluated 

whether the mTOR inhibitor 

RAD001 could reverse the dete-

rioration of immune function 

seen as people age. By assessing 

their elderly subjects’ reaction 

to an influenza vaccination, the 

authors showed that RAD001 

boosted their vaccine-induced 

immune defenses. — OMS 

Sci. Transl. Med. 6, 268ra179 (2014)

CANCER

Overcoming drug 
resistance in cancer
Cancer patients frequently 

develop drug resistance. Martz et 

al. devised a method of identify-

ing pathways causing resistance 

in cancer cells and found that 

Notch signaling mediated resis-

tance to drugs used in breast 

cancer and melanoma. Winter 

et al. also used this screening 

method for myeloproliferative 

neoplasms, which often have an 

activating mutation 

in the kinase JAK2 

but are resistant to 

JAK inhibitors. They 

pinned the cause 

of this resistance to 

RAS, a signaling pro-

tein. Thus, screening 

entire signaling 

pathways instead 

of individual genes 

can identify new 

therapeutic targets 

that may be impor-

tant in multiple types 

of drug-resistant 

cancers. — LKF

Sci. Signal. 7, ra121 
and ra122 (2014).

METABOLISM

You are not just what, but when you eat

L
imiting food intake to an 8-hour window that corresponds 

to a time of high activity protects mice from obesity and 

metabolic disease caused by a diet high in fat. Chaix et 

al. extended such studies to examine what would hap-

pen in a regimen more adaptable to peoples’ lifestyles. 

Promisingly, they found protective effects from fasting periods 

as short as 12 hours. Even better, mice showed improved met-

abolic fitness even when they took the weekends off. This was 

most likely because the changes in gene expression caused 

by restricting food during the week continued even when mice 

had full access to food on the weekends. — LBR 

Cell Metab. 20, 991 (2014).

Avoiding nighttime eating may reduce 

the effects of an unhealthy diet

Published by AAAS
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of plants in Patagonia, such as 

cycads, that are incontrovertibly 

Gondwanan. They find that the 

molecular dates are artificially 

recent even for these ancient 

groups, and are a poor match for 

the reliable fossil dates. These 

findings suggest that biogeog-

raphers may have to temper 

reliance on molecular evidence 

for determining how flora dis-

persed. — AMS 

New Phytol. 10.1111/nph.13114 (2014).

SURFACE CHEMISTRY

Assessing slow 
surface heating
Calorimetry can provide essen-

tial information about surface 

reactions, but the small amount 

of heat released from a surface 

makes experiments challeng-

ing. Pyroelectric detection can 

measure the heat produced 

when molecules are adsorbed 

by a thin metal surface, but 

calibration is simple only for 

rapid reactions (ones over in 

~30 ms). For slower reactions, 

it is more difficult to assess how 

the experimental setup distorts 

the signal. Wolcott and Campbell 

report a fast Fourier transform 

method that can deconvolute 

the measured signal for slower 

reactions. They use it to repro-

duce successfully how heat is 

generated when methyl iodide is 

adsorbed by a platinum surface, 

as determined with a more com-

plex modeling method. — PDS

Surf. Sci. 10.1016/
j.susc.2014.11.005 (2014).

HEART DISEASE

Triglycerides, 
bedside to bench
Blood tests for heart disease 

risk measure cholesterol and fat 

molecules called triglycerides.  

Interest in triglycerides recently 

intensified with the discovery 

that people who carry muta-

tions that disrupt the function 

of a glycoprotein called APOC3 

(apolipoprotein C-III) have lower 

plasma triglyceride levels and 

a reduced risk of heart disease.  

Scientists thought APOC3 

inhibited lipoprotein lipase, an 

enzyme catalyzing triglyceride 

breakdown. Gaudet et al. 

now reveal a more compli-

cated mechanism. They found 

that three patients who had 

extremely high triglyceride levels 

because of a genetic deficiency 

in lipoprotein lipase nonetheless 

benefited from a drug that inhib-

its APOC3 synthesis. Clearly, 

APOC3 still has secrets to reveal. 

— PAK 

N. Engl. J. Med. 371, 2200 (2014).

ULTRAFAST OPTICS

Constraining the speed 
of tunneling
In contrast to expectation and 

experience in the classical world, 

a particle in the quantum world 

hitting a barrier can appear on 

the other side, having tunneled 

through the otherwise impas-

sible obstruction. Debate about 

how quickly tunneling occurs has 

existed almost since the discov-

ery of quantum mechanics. Now, 

Landsman et al. use ultrafast 

optical techniques to measure 

the amount of time it takes to 

ionize a helium atom. By following 

an electron on attosecond time 

scales as it passes through the 

energy barrier and leaves the 

bonds of its parent atom, the 

authors rule out certain theoreti-

cal possibilities, thereby providing 

a clearer picture of the tunneling 

process. — ISO

Optica 1, 343 (2014); 10.1364/
optica.1.000343 (2014).

PLANETARY ACCRETION

Tacking the mantle 
for planet formation
Earth’s distance from the Sun 

and its mass help constrain plan-

etary accretion models. Rubie et 

al. use the initial composition of 

the mantle as another constraint 

for accretion simulations,  by 

considering the chemical effects 

of metallic core formation. 

The simulations that produce 

a realistic Earth require that 

impacting planetessimals span a 

range of compositions, metal-

silicate element equilibration 

occurs at progressively greater 

depths as the planet grows, and 

only a small amount of interac-

tion takes place between the 

metal impactor core and the 

proto-mantle. Adding terrestrial 

mantle composition to accretion 

simulations provides insights into 

the most important factors for 

planetary formation. — BG

Icarus 10.1016/
j.icarus.2014.10.015 (2014).

PALEOANTHROPOLOGY

Human skeleton became 
lighter over time
Chimp bones are packed with 

microscopic structures known 

as spongy bone; modern human 

bones aren’t, increasing risk of 

fractures and osteoporosis. Two 

studies propose an explanation 

for this change: Chirchir et al. 

found that skeletons from modern 

chimpanzees, Australopithecus 

africanus, Neandertals, and early 

Homo sapiens all had higher 

densities of spongy bone than 

modern humans, suggesting 

that our sedentary lifestyle is to 

blame. Ryan and Shaw also found 

lower spongy bone density in 

the hip joints of ancient farm-

ers compared with hips from 

nonhuman primates and ancient 

hunter-gatherers, supporting 

the idea that a lack of rigorous 

exercise, not evolutionary pres-

sure, is responsi ble for our weak 

bones. — LW

Proc. Natl. Acad. Sci., 10.1073/

pnas.1411696112(2014), 10.1073/

pnas.1418646112(2014).

ANTIBIOTIC RESISTANCE

How bacteria develop resistance

B
acteria can develop resistance to antibiotics very 

rapidly, and understanding how might help to combat 

emerging antibiotic-resistant, disease-causing strains. 

Bos et al. studied the process in Escherichia coli 

exposed to low levels of the antibiotic ciprofloxacin and 

found that this caused the rod-shaped bacteria to transiently 

form filaments. Resistant cells then budded off from the tips 

of the antibiotic-sensitive filaments. Each filament contained 

multiple E. coli chromosomes, which because of the antibi-

otic stress, mutated at a greatly increased rate. Local relief 

of the antibiotic stress allowed cell division to recommence, 

generating the newly resistant cells. — GR 

Proc. Natl. Acad. Sci. U.S.A. 10.1073/pnas.1420702111 (2014). 

E. coli form filaments 

in microhabitats after 

antibiotic exposure

CT scans of hand bones from 

(clockwise from top left): chimp, 

Australopithecus, Neandertal, 

modern human.
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2D MATERIALS 

Layered materials 
power the cause 
Methods for storing and convert-

ing energy, including fuel cells, 

solar cells, and water split-

ting, often benefit from having 

materials with a large surface 

area. When combined with a 

high surface reactivity, high 

conductivity, or useful optical 

properties, two-dimensional 

layered materials become of 

notable interest for a range of 

applications. Bonaccorso et al. 

review the progress that has 

been made using graphene and 

other layered or two-dimensional 

materials at laboratory scales 

and the challenges in producing 

these materials in industrially 

relevant quantities. –MSL

Science, this issue p. 41

STRUCTURAL BIOLOGY 

Energy conversion 
in complex 1 
ATP, the energy source of the 

cell, is synthesized by a protein 

residing in the mitochondrial 

inner membrane. The synthesis 

is driven by a proton gradient 

generated by redox reactions 

that transfer electrons between 

a series of enzymes in the 

membrane. The largest complex 

in this electron transfer chain is 

the 1-MD complex 1. It couples 

electron transfer from NADH to 

ubiquinone to the translocation 

of four protons. Zickermann et 

al. report the crystal structure 

of a complex comprising the 

14 central subunits and the 

largest accessory subunit of 

mitochondrial complex 1 from a 

yeast-genetic model at 3.6 Å 

resolution. The structure 

identifies four potential proton 

translocation pathways and gives 

insight into how energy from the 

redox reactions is transmitted to 

drive proton pumping. – VV

Science, this issue p. 44

ORGANIC CHEMISTRY 

Shifting hydroformylation 
into reverse 
The hydroformylation reaction 

is applied on large scale in the 

chemical industry to make alde-

hydes by adding hydrogen and 

carbon monoxide to olefins. The 

reverse process could also prove 

useful in modifying complex 

molecules for pharmaceutical 

research, but methods directed 

toward that end often strip off 

the CO without the hydrogen. 

Murphy et al. now show that a 

rhodium catalyst can achieve 

selective dehydroformylation of 

a diverse range of compounds 

under mild conditions (see the 

Perspective by Landis). The pro-

tocol relies on effective transfer 

of the CO and H
2
 equivalents to a 

sacrificial strained olefin added 

to the mix. –JSY 

Science, this issue p. 56; see also p. 29

PROTEIN SYNTHESIS 

Tagging truncated 
proteins with CAT tails 
During the translation of a 

messenger RNA (mRNA) into 

protein, ribosomes can some-

times stall. Truncated proteins 

thus formed can be toxic to the 

cell and must be destroyed. 

Shen et al. show that the pro-

teins Ltn1p and Rqc2p, subunits 

of the ribosome quality control 

complex, bind to the stalled and 

partially disassembled ribo-

some. Ltn1p, a ubiquitin ligase, 

binds near the nascent polypep-

tide exit tunnel on the ribosome, 

well placed to tag the truncated 

protein for destruction. The 

Rqc2p protein interacts with the 

transfer RNA binding sites on 

the partial ribosome and recruits 

alanine- and threonine-bearing 

tRNAs. Rqc2p then catalyzes the 

addition of these amino acids 

onto the unfinished protein, in the 

absence of both the fully assem-

bled ribosome and mRNA. These 

so-called CAT tails may promote 

the heat shock response, which 

helps buffer against malformed 

proteins. – GR

Science, this issue p. 75

LATERAL GENE TRANSFER 

Killing, sex, and gene 
swaps in bacteria 
The bacterial type VI secre-

tion system (T6SS) is used by 

bacteria to inject toxins into 

neighboring cells to eliminate 

competition. This molecular 

machine is thus considered to 

be a mechanism by which bac-

teria can exert social control in 

complex microbial communities. 

Borgeaud et al. have discovered 

that in Vibrio cholerae, T6SS 

genes are co-regulated with 

genes involved in DNA uptake. 

Hence, T6SS-dependent killing 

of other bacteria is directed at 

neighboring cells, which release 

their DNA to be taken up by the 

killer, which can then integrate 

valuable genes and rapidly 

evolve, leading to antibiotic 

resistance or virulence. –CA

Science, this issue p. 63

AGING 

Lysosomes signal the 
nucleus to control aging 
Folick et al. propose a mechanism 

by which a lysosomal enzyme 

influences nuclear events that 

control longevity in the worm 

(see the Perspective by Shuo and 

Brunet). Increased expression of 

the lysosomal acid lipase LIPL-4 

increased longevity, and this 

effect depended on the presence 

of the lysosomal lipid-binding 

protein LBP-8. LBP-8 acts as 

a chaperone that helps carry 

lipds to the nucleus. The authors 

identified the fatty acid oleoyle-

thanolamide (OEA) as a potential 

signaling molecule whose trans-

port to the nucleus could activate 

nuclear hormone receptors and 

transcription factors NHR-49 

and NHR-80. The transcriptional 

targets of NHR-49 and NHR-80 

in turn regulate longevity. – LBR

Science, this issue p. 83

MICROBIOLOGY

How bacterial populations 
get ready for stress
Populations of bacterial cells 

must be able to react to stressful 

situations, such as exposure to 

antibiotics, in order to survive. 

Holden explains that persisters, 

a very small subpopulation of 

bacterial cells that stop dividing, 

are key to this stress response. 

These cells are not genetically 

antibiotic-resistant but can 

nevertheless survive exposure to 

antibiotics before beginning to 

grow again. Single-cell analyses 

have provided insight into the 

molecular pathways through 

which bacterial cells enter the 

persister state. The results may 

help to develop successful treat-

ments for recurrent infections. 

– JFU

Science, this issue p. 30

MOSQUITO GENOMICS 

Mosquito adaptability 
across genomes 
Virtually everyone has first-hand 

experience with mosquitoes. Few 

recognize the subtle biological 

distinctions among these blood-

sucking flies that render some 

bites mere nuisances and others 

the initiation of a potentially 

life-threatening infection. By 

sequencing the genomes of 

several mosquitoes in depth, 

Neafsey et al. and Fontaine et al. 

reveal clues that explain the mys-

tery of why only some species 

of one genus of mosquitoes are 

capable of transmitting human 

malaria (see the Perspective by 

Clark and Messer). – CA

Science, this issue p. 42 and p. 43; 

see also p. 27
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Graphene, related two-dimensional
crystals, and hybrid systems for
energy conversion and storage
Francesco Bonaccorso,* Luigi Colombo, Guihua Yu, Meryl Stoller, Valentina Tozzini,
Andrea C. Ferrari, Rodney S. Ruoff, Vittorio Pellegrini

BACKGROUND: The integration of graphene
in photovoltaic modules, fuel cells, batteries,
supercapacitors, and devices for hydrogen
generation offers opportunities to tackle chal-
lenges driven by the increasing global ener-
gy demand. Graphene’s two-dimensional (2D)
nature leads to a theoretical surface-to-mass
ratio of ~2600 m2/g, which combined with
its high electrical conductivity and flexibility,
gives it the potential to store electric charge,
ions, or hydrogen. Other 2D crystals, such as
transition metal chalcogenides (TMDs) and
transitionmetal oxides, are also promising and
are now gaining increasing attention for en-

ergy applications. The advantage of using such
2D crystals is linked to the possibility of cre-
ating and designing layered artificial struc-
tures with “on-demand” properties by means
of spin-on processes, or layer-by-layer assem-
bly. This approach exploits the availability of
materials with metallic, semiconducting, and
insulating properties.

ADVANCES: The success of graphene and
related materials (GRMs) for energy appli-
cations crucially depends on the develop-
ment and optimization of production methods.
High-volume liquid-phase exfoliation is being

developed for a wide variety of layered
materials. This technique is being optimized
to control the flake size and to increase the
edge-to-surface ratio, which is crucial for op-
timizing electrode performance in fuel cells
and batteries. Micro- or nanocrystal or flake
edge control can also be achieved through
chemical synthesis. This is an ideal route
for functionalization, in order to improve
storage capacity. Large-area growth via
chemical vapor deposition (CVD) has been

demonstrated, produc-
ing material with high
structural and electron-
ic quality for the prep-
aration of transparent
conducting electrodes
for displays and touch-

screens, and is being evaluated for photo-
voltaic applications. CVD growth of other
multicomponent layered materials is less
mature and needs further development.
Although many transfer techniques have
been developed successfully, further im-
provement of high-volume manufacturing
and transfer processes for multilayered het-
erostructures is needed. In this context,
layer-by-layer assembly may enable the re-
alization of devices with on-demand prop-
erties for targeted applications, such as
photovoltaic devices in which photon ab-
sorption in TMDs is combined with charge
transport in graphene.

OUTLOOK: Substantial progress has been
made on the preparation of GRMs at the
laboratory level. However, cost-effective pro-
duction of GRMs on an industrial scale is
needed to create the future energy value
chain. Applications that could benefit the
most from GRMs include flexible electron-
ics, batteries with efficient anodes and
cathodes, supercapacitors with high energy
density, and solar cells. The realization of
GRMs with specific transport and insulat-
ing properties on demand is an important
goal. Additional energy applications of GRMs
comprise water splitting and hydrogen pro-
duction. As an example, the edges of MoS2
single layers can oxidize fuels—such as hy-
drogen, methanol, and ethanol—in fuel cells,
and GRM membranes can be used in fuel
cells to improve proton exchange. Function-
alized graphene can be exploited for water
splitting and hydrogen production. Flexible
and wearable devices and membranes incor-
porating GRMs can also generate electricity
from motion, as well as from water and gas
flows.▪
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GRMs for energy applications. The ability to produce GRMs with desired specific properties
paves the way to their integration in a variety of energy devices. Solution processing and
chemical vapor deposition are the ideal means to produce thin films that can be used as
electrodes in energy devices (such as solar panels, batteries, fuel cells, or in hydrogen storage).
Chemical synthesis is an attractive route to produce “active” elements in solar cells or
thermoelectric devices.
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Read the full article
at http://dx.doi.
org/10.1126/
science.1246501
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2D MATERIALS

Graphene, related two-dimensional
crystals, and hybrid systems for
energy conversion and storage
Francesco Bonaccorso,1,2* Luigi Colombo,3 Guihua Yu,4 Meryl Stoller,5

Valentina Tozzini,6 Andrea C. Ferrari,2 Rodney S. Ruoff,7 Vittorio Pellegrini1,6

Graphene and related two-dimensional crystals and hybrid systems showcase several key
properties that can address emerging energy needs, in particular for the ever growing
market of portable and wearable energy conversion and storage devices. Graphene’s
flexibility, large surface area, and chemical stability, combined with its excellent electrical
and thermal conductivity, make it promising as a catalyst in fuel and dye-sensitized solar
cells. Chemically functionalized graphene can also improve storage and diffusion of ionic
species and electric charge in batteries and supercapacitors. Two-dimensional crystals
provide optoelectronic and photocatalytic properties complementing those of graphene,
enabling the realization of ultrathin-film photovoltaic devices or systems for hydrogen
production. Here, we review the use of graphene and related materials for energy
conversion and storage, outlining the roadmap for future applications.

T
hedevelopmentofreliableandenvironmentally
friendly approaches for energy conversion and
storage is one of the key challenges that our
society is facing. Wearable energy conversion
and storage devices require flexible, light-

weight, conductivematerials with a large surface-
to-mass ratio [specific surface area (SSA)(m2/g)]
to allow storing and releasing of “particles” (such
as lithium ions, hydrogen atoms or molecules, or
electric charges).
A sheet of graphene has a theoretical SSA =

2630 m2/g (1). This is much larger than that re-
ported to date for carbon black [typically smaller
than900m2/g (2)] or for carbonnanotubes (CNTs),
from ≈100 to 1000 m2/g (1), and is similar to
activated carbon (carbon processed with oxygen
to make it porous) (3). The large SSA of graphene
—when combined with its high electrical con-
ductivity (4), high mechanical strength (5), ease
of functionalization (6), and potential for mass
production (7)—makes it an ideal platform for
energy applications, such as a transparent con-
ductive electrode for solar cells or as flexible high-
capacity electrode in lithium-ion batteries and
supercapacitors.Moreover, the combination of chem-

ical functionalization and curvature control opens
new opportunities for hydrogen storage (8, 9).
Other two-dimensional (2D) crystals, such as

the transitionmetal dichalcogenides (TMDs) (for
example, WS2, MoS2, and WSe2), display insulat-
ing, semiconducting (with band gaps in the
visible region of the spectrum), and metallic
behavior and can enable novel device architec-
tures also in combination with graphene (10). As
for the case of graphene, these materials can be
integrated on flexible surfaces and can be mass-
produced. Another class of 2D crystals is the
MXenes (11, 12), derived by exfoliating the so-
called MAX phases: layered, hexagonal carbides
and nitrides that can accommodate various ions
and molecules between their layers by intercala-
tion (11, 12). MXene sheets are promising for en-
ergy applications, such as lithium-ion batteries (11),
supercapacitors (12), and hydrogen storage (13).
Some 2D crystals are also promising for fuel

cells and in water-splitting applications because
of the large photocatalytic properties of their
edges (14). The creation of hybridswith graphene
and other nanomaterials, such as CNTs, can find
applications in energy storage devices, such as
supercapacitors (15), but also in photovoltaics.
For simplicity, we will refer to graphene, other
2D crystals, and hybrid systems as graphene and
related materials (GRMs) (16).
The challenge is to develop GRMs with prop-

erties tailored to create new devices that can
be assembled for large-scale energy conversion
(photovoltaics, thermoelectric, or fuel cells), and
storage (supercapacitors, batteries, or hydrogen
storage). This will require the production of high-
quality material in high volumes by means of
liquid-phase exfoliation (LPE)—for example, via
ultrasonication (7, 17) or shearmixing (18). Large-

area GRMs grown by means of chemical vapor
deposition can also play a role because they can
have better morphological and optical/electric
properties than those of LPEmaterials. Chemical
synthesis (19) is also a possible route to tailor the
shape of graphene flakes with atomic precision,
but the scale-up remains challenging (7). A re-
view of GRMs production is provided in (7).

Energy conversion in solar cells,
thermoelectric devices, and fuel cells

In a photovoltaic (PV) device or solar cell, the in-
coming radiation creates electron-hole pairs in
the active material. These are then separated
and transported to electrodes [for example, Fig. 1A
refers to a dye-sensitized solar cell (DSSC)] (20).
Because graphene does not have a band gap and
absorbs 2.3% of the incoming radiation almost
independent of wavelength (21), it can capture a
much broader spectrum than can semiconduc-
tors used today [for comparison, a silicon layer
with the same thickness as graphene would ab-
sorb ~0.03% of the incident radiation at a wave-
length of 500 nm (22)]. Graphene can perform
different functions in inorganic and organic solar
cells, such as transparent conductive electrodes
(23, 24) and counter-electrodes (25–27). Other
layered materials (LMs) with a band gap in the
visible region of the electromagnetic spectrum
[(such asMoS2 (Fig. 1B)] and chemically function-
alized graphene can be used as photosensitizers,
which transform absorbed photons into electrons
(20). Graphene quantum dots (28) or graphene
nanoribbons (GNRs) also enable a higher optical
absorption close to their band gap (28).
In a thermoelectric device, a potential differ-

ence between electron and hole-doped crystals is
created by a temperature gradient, as shown in
Fig. 1C. GNRs or graphene with engineered de-
fects can potentially improve the conversion ef-
ficiency (the ratio between the energy provided
to the external load and the thermal energy ab-
sorbed) with respect to conventional thermoelec-
tric materials based on PbTe or Bi2Te3 and their
alloys (29), in addition to decreasing the environ-
mental impact and cost.
Last, fuel cell devices in which electrical energy

is generated by the conversion of chemical energy
via redox reactions at the anode and cathode (Fig.
1D) (30, 31), can also take advantage of GRMs as
catalysts, so as to replace more expensive noble
metals, such as platinum (30), with the added val-
ue of enabling more flexible and lighter devices.

Solar cells

The key figures of merit of solar cells are (32) the
internal photocurrent efficiency, or the fraction of
absorbed photons converted into electrical cur-
rent; the external quantum efficiency, or the frac-
tion of incident photons converted into electrical
current; and the energy conversion efficiency h =
Pmax/Pinc, where Pinc is the incident power and
Pmax = VOC × ISC × FF, where VOC is themaximum
open-circuit voltage, ISC is the maximum short-
circuit current, and FF is the fill factor, defined as
(Vmax × Imax)/(VOC × ISC), with Vmax and Imax the
maximum voltage and current, respectively (32).
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Silicon is the most widely used absorber to
date (20) and currently dominates the PV device
market. State-of-the-art silicon-PVdevices based on
p-n junctions, often referred to as first-generation
solar cells (20), have an efficiency of up to~25%
(32). The development of second-generation PVs,
based on thin-film technologies, has been driven
by the need to increase efficiency (32). However,
to date the efficiency of second-generation PVs is
below that of silicon (32). Third-generation PVs
rely on the exploitation of emerging organic PV
cells (33), DSSCs (Fig. 1A) (34), and quantumdots
solar cells (QDSCs) (35), which may be less ex-
pensive, more versatile, and perhaps more en-
vironmentally friendly (34). However, they have
lower efficiency [~12 and~13% for organic PV cells
(36) and DSSCs (27), respectively], low stability,
and lower strength as compared with those of
first- and second-generationPV cells. An important
recent development is the meso-super-structured
solar cell (37), based on an organic halide perov-
skite LMs (such as CH3NH3PbX3, where X is chlo-
rine, bromine iodine, or their combination) as
photosensitizer (37, 38), and an organic hole-
transport material (38). An efficiency of 15.6% in
a meso-super-structured (perovskite) solar cell
for an un-optimized device was reported in (38),
whereas an efficiency of 20.1% has been recently
developed at KRICT (Korean Research Institute
of Chemical Technology) (39). However, these LMs
may not satisfy sustainability requirements be-
cause of their lead content.
Driven by the need for new “environmentally

friendly”materials, that can further improve effi-
ciency and/or reduce cost of photovoltaic devi-
ces, GRMs are being developed as transparent
conductors (TCs) (23, 24, 40), photosensitizers
(10, 28), channels for charge transport (41, 42),
and catalysts (25, 43). The use of GRMs for TCs to
replace indium tin oxide (ITO), and catalysts to
replace platinum, can improve the performance/
cost ratio. For example, the use of graphene nano-
platelets as electro-catalysts for the polypyridine
complexes of Co(III)/(II) in DSSCs allowed the
achievement of the new record of efficiency of
13% (27) (Fig. 1A). The replacement of platinum,
which is routinely used as an electro-catalyst in
DSSCs, with GRMs may result in almost four
orders of magnitude cost reduction. (The costs
are based on Sigma-Aldrich values available at
www.sigmaaldrich.com.)

Transparent conductive window

Transparent conducting films can act both as
windows to the photosensitizer and as an ohmic
contact (32). The key requirements for transpar-
ent conductive windows in PV systems are low
sheet resistance [Rs<10 ohms per square (44)] and
high transmittance (Tr) [>90% (44)]. Rs has
units of ohms, as resistance does, but it is his-
torically quoted in “ohms per square,” which is
defined asR=Rs× L/W, where L/W is defined as
the number of squares of side W that can be
superimposed on the resistor without overlap-
ping (21). The search for previously unidentified
and less expensive conductive materials with
good chemical stability, high Tr, and high electric

conductivity is crucial for cost reduction. Today,
the conductive support [such as ITO, or fluorine-
doped tin oxide (FTO)] is one of the most expen-
sive component of a DSSC (45). Beyond cost, the
need for flexibility limits the use of current TC
substrates. ITO and FTO are usually deposited at
temperatures higher than the thermal stability of
the polymeric substrates; additionally, their brit-
tleness makes it difficult to use them when flex-
ibility is a requirement (21).
Although the combinedRs and Tr targets have

not been achieved yet, graphene-based TC win-
dows were implemented in a variety of solar cell
systems: inorganic (46), organic (23), DSSCs (40),
and hybrid organic/inorganic (24). Given the con-
tinued progress in both quality [such as growth
of graphene single crystals >1 cm (47)] and
scalability [such as development of roll-to-roll
(48) production lines], graphene-based TCs are
an appealing alternative to ITO and FTO (21).
Rs ~ 30 ohms per square and Tr ~ 90% were
achieved via doping (49). TCs based on graphene
doped with bis(trifluoromethanesulfonyl)-amide
[((CF3SO2)2NH)] resulted in graphene/n-silicon
Schottky junction solar cells with a h = 8.6% (50),
whereas TCs based ongraphenedopedwithnitric
acid used in an organic/silicon cell yielded h ~
10.34% (24). Hybrid structures, such as graphene/

metal grids (51), have also been considered.
Graphene/metal grids were reported with Rs =
20 ohms per square and Tr = 90% (51). Trans-
parent conductive windows based on other LMs
(such as Bi2Se3) have been fabricated on mica
withRs = 330 ohms per square andTr = 70% (52),
which is still well below state-of-the-art graphene-
based TCs (49, 51). More work, however, is needed
for a conclusive assessment on their applicability
as TCs.

Photosensitizers

The key requirements of a photosensitizer depend
on the type of solar cell. In general, an efficient
sensitizer should have the ability to absorb light
over a wide energy range (32–34), high carrier
mobility (32), and thermal and photochemical
stability (33, 34). There are other more specific
requirements for the various types of solar
cells regarding, for example, the charge sepa-
ration between donor/acceptor materials in
organic PVs (33) and the efficiency of electronic
injection from the photosensitizer into the TiO2

in DSSCs (34).
Transition metal coordination compounds

such as ruthenium complexes (53) and syn-
thetic organic dyes (54) are used as sensitizers
in DSSCs. However, the preparation routes for
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Fig. 1. Energy conversion devices. (A) Schematic of a dye-sensitized solar cell (DSSC) with graphene
used in several components, as detailed in the text. (B) Heterostructure (graphene/MoS2/graphene)
photovoltaic device. (C) Schematic illustration of power generation in a thermoelectric device based on LM
Bi2Te3 or GNRs. A temperature gradient, DT, causes charge carriers in the material to diffuse, resulting in
current flow through the external circuit. (D) Proton exchangemembrane fuel cells (31). Fuel (for example,
H2) channeled from one side of the cell is split by the catalyst (a GRM electrode) into H+ ions and e–.
Electrons generate a current in the external circuit and then combine with H+ and the oxidant (O2) at the
cathode, forming water and heat.
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metal complexes aremulti-step, involving long and
expensive chromatographic purification, whereas
organic dyes have a narrow spectral absorption
and low electric conductivity. GRMs, on the other
hand, have superior optoelectronic properties (21),
which can be tuned by means of chemical syn-
thesis (19, 28) or post-production functionaliza-
tion (55).
Chemically functionalized graphene (with or-

ganicmolecules, conjugated polymers, rare-earth
components, and inorganic semiconductors) (55),
chemically synthesized GNRs (56), and quantum
dots (28) have been used as photosensitizers
(28, 55). However, although graphene quantum
dots havemolar extinction coefficient [absorbance
of light per unit path length (in centimeters) and
per unit of concentration (moles per liter)] of
~1 × 105 M−1 cm−1 (28), which is about one order
of magnitude larger than inorganic dyes (such as
ruthenium complexes) (28), the energy conver-
sion efficiency is still too low as a consequence of
low current density (200 mA/cm2) (28). This is due
to low chemical affinity between the graphene
quantum dots and the TiO2 surface, resulting in
poor charge injection (28). Calculations based on
equivalent electric circuits for organic PVs (56)
indicate that h ~ 12%, which is comparable with
the state-of-the-art organic PVs (36), could be
achieved with GNR photosensitizers (56).
TMDs are also potential photosensitizers (Fig.

1B) because of their large optical absorption [up
to 10% or more of the incident light in a thick-
ness of less than 1 nm (57), when in resonance],
band gaps in the visible region, and chemical
stability. For example, graphene/WS2 vertical hy-
brid structures were studied for PV applications,
with WS2 acting as a photosensitizer (10). The
van Hove singularities in the electronic density
of states of WS2 allowed large photon absorption
and electron-hole creation with an external quan-
tum efficiency (the ratio of the number of charge
carriers collected by the solar cell to the num-
ber of photons) of ~33%. An alternative route is to
combine metal nanoparticles with graphene, a
method that can increase its light-harvesting
capacity by more than one order of magnitude
(58), making this hybrid structure a candidate
photosensitizer.

Channel for charge transport

Charge-collection and transport are other im-
portant issues in PV devices. The transport of
photo-generated electrons across the TiO2 nano-
particle network (34) in DSSCs competes with
charge recombination (34), a major bottleneck for
increasing efficiency. In order to suppress charge
recombination and increase photo-generated car-
riers, 1D materials such as CNTs can be used, but
the cost and 1D nature (limiting the point contact
between TiO2 nanoparticles and CNTs) call for a
better alternative. Graphene, with its high elec-
tron mobility (4), could be integrated with TiO2

films to enhance the electron transfer proper-
ties of the photoanode.
Reduced graphene oxide [RGO (7), or rG-O

(59)], was incorporated into nanostructured TiO2

(41) and ZnO (42) photo-anodes in DSSCs in or-

der to enhance the charge transport rate by pre-
venting charge carrier recombination. RGO allows
the use of thicker photo-anodes (42) [higher dye
loading and consequently higher light harvesting
(34)], thus improving efficiency with respect to
conventional DSSCs (41). An energy conversion
efficiency h = 5.86% was reported in (42) for a
DSSC composed of a 9-mm-thick ZnO photo-
anode with 1.2 weight % RGO loading, which is
higher than DSSCs with “conventional” photo-
anodes of the same thickness (41).
The electron collection layer is also impor-

tant in perovskite solar cells (37), in which high-
temperature sinteredn-typeTiO2 electron-selective
contacts are used (38), but this increases the
cost and hinders the use of plastic substrates (38).
Replacing the sintered TiO2 should make perov-
skite solar cells a more versatile technology for
inorganic PVs. Few-layers graphene (FLG) flakes,
prepared via solution processing and incorpo-
rated in TiO2 nanoparticles, were used as elec-
tron collection layer in perovskite-based solar
cells (60), achieving h ~ 15.6% owing to the su-
perior charge-collection of the FLG-TiO2 compo-
site, with respect to bare TiO2 (h = 10%) (60). This
h matches perovskite solar cells (38) and is the
highest among graphene-based solar cells reported
to date (Fig. 2).
Charge transport and collection also have a

fundamental role in organic PVs (OPV). For ex-
ample, in a poly-3-hexyl thiophene (P3HT)/phenyl-
C61-butyric acid methyl ester (PCBM) solar cell,
both the donor (P3HT) and acceptor (PCBM)
materials are in direct electrical contact with the
cathode (back electrode) and anode (ITO) elec-
trodes, leading to carrier recombination (61). To
reduce such a negative effect, electron blocking
and hole transport layers are usually deposited
on top of ITO (61). Currently, the most popular

hole transport layers are wide–band gap p-typema-
terials, such as NiO, MoO3, V2O5, and poly(3,4-
ethylenedioxythiophene) poly(styrenesulfonate)
(PEDOT:PSS) (33, 61). However, inorganic hole
transport layers are deposited by vacuum techni-
ques, incompatible with the roll-to-roll processes
used in OPV, whereas PEDOT:PSS is usually de-
posited from highly acidic (pH = 1) aqueous
dispersions (61). These corrode the ITO and can
also introduce water into the active layer (pro-
cessed in organic solvents), thus degrading de-
vice performance (61).
GRMs have been used as hole transport layers

in OPV (61–63). OPV devices based on GO as
the hole transport layer have shown h = 3.5%,
which is comparable with devices fabricated
with PEDOT:PSS (h = 3.6%) (61), whereas OPV
exploiting RGO as hole transport layers were
reported with h = 3.98%, which is superior to
PEDOT:PSS (h = 3.6%) (62). Graphene quantum
dots can also be efficient hole transport layers for
OPVs, with h = 6.82% (63), showing longer life-
time and more reproducible performance with
respect to PEDOT:PSS–based cells (63).

Counter-electrode

The role of the counter-electrode in a DSSC is
twofold: It (i) back-transfers electrons arriving
from the external circuit to the redox system and
(ii) catalyzes the reduction of the chargemediator
(34). The key requirements for counter-electrodes
are high exchange current density (the rate of
electron transfer betweenelectrolyte andelectrode),
low charge-transfer resistance (the electrode-
electrolyte interface resistance), and high SSA
(59). Currently, DSSC counter-electrodes are
made of platinum layers, which are expensive,
deposited onto conductive electrodes, ITO or FTO
(34). Moreover, platinum tends to degrade over
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Fig. 2. Solar energy
conversion efficiency
of GRM-based photo-
voltaic devices.
Colors define different
classes of GRM-based
photovoltaic devices:
purple, graphene/
silicon (46, 50, 68);
orange, organic
photovoltaics (OPVs)
(23, 24, 56); dark blue,
DSSCs (25, 41–43);
light blue, CdTe (67);
dark red, QDSCs
(35); light red, meso-
super-structured solar
cells (MSSCs) (60).
Symbols are linked to
different functions of
the GRMs for each photovoltaic device: hexagons (23, 24), transparent conductor; triangles (25–27),
counter-electrode; rhombuses (41, 42), charge transport. Orange closed areas cluster different GRM
functions in OPVs. The data on the right axis refer to state-of-the-art PV efficiency (32), with the dashed
lines representing the performance timeline of devices based on non-GRM materials [data taken from
(32)].The asterisk close to the crossed circle refers to a theoretical work for graphene nanoribbons as a
photosensitizer in OPVs (56).
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time when in contact with the tri-Iodide/Iodide
(I3

–/I–) liquid electrolyte, reducing the efficiency.
Thus, the replacement of such elements with
lower cost and/or more reliable materials (lead-
ing to high-efficiency devices) is needed. Graphene
can satisfy all the counter-electrode requirements
because of its high SSA (59), which is essential
to help the I3

– reduction, high electric conduc-
tivity (4), low charge-transfer resistance (25),
and lower cost than platinum.
Graphene oxide (43) and hybrid structures of

RGO-CNTs (64) have been used as counter elec-
trodes in DSSCs, with results close to the state of
the art with platinum (Fig. 2). Graphene nano-
platelets (sheets of functionalized graphene with
an overall thickness ranging from~2 to ~15 nm) are
now emerging as the best performing counter-
electrodes in DSSCs, with (27) reporting the
highest h to date of 13%.
The need to develop a platinum-free counter-

electrode has seen a rising interest also in inor-
ganic LMs such as transition metal oxide (TMO)
and metal carbides, nitrides, and sulfides (65).
Thin flakes of MoS2 and WS2 counter-electrodes
were used in (65), with the I3

–/I– redox couple,
achieving h = 7.59 and 7.73%, respectively, which
is close to that of platinum counter-electrodes.
In particular, platinum was outperformed as a
counter-electrode by MoS2 (4.97%) and WS2
(5.24%) in DSSCs using an organic disulfide/
thiolate (T2/T

–) redox couple (65). Hybrid systems,
such as graphene-MoS2,were also used as counter-
electrodes in DSSCs, achieving h = 5.81% (66).
Thus, although to date h is lower than the best
reported for platinum (12.3%) and graphene
nanoplatelets (13%) (27), with further optimiza-
tion 2D crystals (65) and hybrids (66) could play
a key role as counter-electrodes in DSSCs.

Outlook

GRMs exploited as counter-electrodes in DSSCs
(65, 66) or in CdTe (67) solar cells show encour-
aging results. The efficiency of PV devices based
on GRMs is progressing at a pace superior to
those based on conventional materials (32). The
highest h = 13% to date for DSSCs was recently
achieved by using graphene nanoplatelets as a
counter-electrode. Graphene/silicon hybrid solar
cells, although first reported in 2010 (46), al-
ready have h = 14.5% (68), whereas graphene-
based perovskite solar cells have h = 15.6% (60)
for low-temperature (<150○C) processing, match-
ing that reported for high-temperature (>500○C)
cells (38), thus with an advantage in processing
and cost reduction. In Fig. 2, we compare h of
GRM and conventional non-GRM–based PV de-
vices. The results to date could enable integration
in existing devices with higher h and the devel-
opment of new-concept devices, such as graphene/
silicon solar cells.

Thermoelectric devices

About half of the energy generated worldwide
is lost as waste heat (69, 70). Thermoelectrics,
solid-state devices (Fig. 1C) that generate electricity
from a temperature gradient, are ideal to recover
waste thermal energy (69, 70). Thermoelectric

devices can also convert heat produced by concen-
trated or unconcentrated sunlight, into electricity
(69, 70). This is important because infrared ra-
diationwith photon energies below the band gap
of the photosensitizers is not absorbed in con-
ventional PV cells and generates only waste heat
(69, 70).
In a typical thermoelectric device, a junction

is formed between two different n- and p-doped
conducting materials (Fig. 1C). A heat source at
the junction causes carriers to flow away from
it, resulting in a “thermo-electric” generator (ex-
ploiting the Seebeck effect, resulting in a voltage
induced by a temperature gradient). In a thermo-
electric device, many of these junctions are con-
nected electrically in series and thermally in
parallel. They can also work inversely, using elec-
tricity to generate or remove heat. When a cur-
rent is passed in the appropriate direction through
a junction, both types of charge carriers move
from the junction and transport heat away, thus
cooling the junction (Peltier effect). Thermoelec-
tric devices are appealing, but their low effi-
ciencies limit their widespread use.
The effectiveness of a thermoelectric device is

assessed in twoways: by its Carnot efficiency (the
fraction of absorbed heat that is converted into
work) and by a material-dependent figure of
merit, known as zT; zT = TS2s/k (69), where S is
the Seebeck coefficient, T is the temperature, s is
the electric conductivity, k is the thermal conduc-
tivity, and z = S2s/k (69). Thus, thermoelectric
materials require high S and s and low k (69).
In order to optimize zT, phonons must experi-
ence a high scattering rate, thus lowering thermal
conductivity [like in a glass (69, 70)], whereas
electrons must experience very little scattering,
maintaining high electric conductivity (as in a
crystal) (70).
The majority of explored materials in thermo-

electric devices have zT ~ 1 (69). LMs such as
Bi2Te3, PbTe, and their alloys (29) and, in par-

ticular, the (Bi1–xSbx)2(Se1–yTey)3 alloy family have
been in commercial use for several decades be-
cause of their room-temperature zT ~ 1 and
Carnot conversion efficiencies ~5 to 6% (69).
State-of-the-art thermoelectric materials design
relies on engineering of the scattering mecha-
nisms for phonons (70) and charge carriers (70).
Currently, superlattices of Bi2Te3/Sb2Te3 (71) and
quantum dots fabricated by means of atomic
layer deposition designed to disrupt the pho-
non mean free path, while still allowing good
electronmobilities, have the highest zT ~ 2.4 to
2.9 at 300 to 400 K (71) and 3.5 at 575 K, re-
spectively (72).
Graphene has both high electric (4) and ther-

mal (73) conductivity, a combination not ideal
for thermoelectric devices. However, it is possible
to tailor the thermal transport properties of
graphene by nano-structuring techniques, such
as defect (74) and isotope (75) engineering or
edge roughness (74), or by introducing periodic
nano-holes (76). The combination of geometrical
structuring, GNRs with predefined geometries
(19), and isotopic enrichment with 13C (75) can
reduce thermal conductivity by up to two or-
ders ofmagnitudewith respect to pristine graphene
(77). It has been estimated that zT up to 3.25 can
be achieved by exploiting GNRs that have a
chevron-like geometry (77). However, scaling
up of GNRs via chemical synthesis (19) still
poses a challenge. Nevertheless, the modula-
tion of geometric factors determining electric
and thermal conductivity might be achieved via
LPE. This technique also allows the blending of
LMswith CNTs in order to increase the electrical
conductivity while not reducing the Seebeck
coefficient.
Advances in nanostructuring (74–76) to create

hybrid structures on demand, with high electrical
conductivity and low thermal conductivity, could
accelerate the development of high-performance
GRMs for thermoelectric devices.
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Fig. 3. Schematic of GRMs-based battery electrodes. In this example, the anode is composed of
graphene flakes, but other 2D crystals can also be used, alone or in hybrid structures, as detailed in the
text. The cathode is a hybrid graphene-lithium compound (such as LiCoO2 or LiFePO4), designed to
enhance electron transport kinetics compared with graphene-free lithium compounds.

RESEARCH | REVIEW



Fuel cells
Fuel cells convert chemical energy from a fuel
into electricity via a reaction with oxygen or oth-
er oxidizingagents (Fig. 1D) (31). Theirdevelopment
goes hand-by-hand with hydrogen production and
storage. In the next section, we will outline the
use of GRMs for production and storage of
hydrogen. Here, we focus on the possible use of
GRMs in conversion of hydrogen into electrical
energy in fuel cells.
The integration of fuel cells in electronics faces

several challenges: (i) electrodes suitable for flex-
ible electronics; (ii) replacement of expensive noble
metals such as platinum, ruthenium, gold, and
their alloys as electro-catalysts; and (iii) the need
to avoid metal electrode poisoning (31). To ad-
dress these challenges, a new class of materials
with low cost, high efficiency (both for fuel oxi-
dation at the anode and oxygen reduction reac-
tion at the cathode), and durability have to be
developed before fuel cells can be considered as a
serious technology for energy conversion in elec-
tronic devices. GRMs are an ideal material plat-
form to address these challenges and facilitate
the transport of electrons produced during both
fuel oxidation and oxygen reduction reaction (30).
Moreover, GRMs have been demonstrated to be
attractive candidates as protonmembranes owing
to their high proton conductivity (78). This, cou-
pled with impermeability to water, H2, and meth-
anol, might solve the problem of fuel cross-over
and electrode poisoning (78). Several GRMs are
being investigated both as alternative to metal
catalysts (30) or to be used in conjunction with
platinum in hybrid structures (79). As demon-
strated in (79), graphene-supported platinum and
Pt–Ru nanoparticles have higher methanol and
ethanol oxidations in comparison with those of
the widely-used Vulcan XC-72R carbon black cat-
alyst. As demonstrated in (80), RGOmodifies the
properties of platinum electro-catalysts sup-
ported on it. Platinum/graphene hybrid electro-
catalysts were shown to have a high activity for
methanol oxidation compared with commercial
platinum/carbon black (80).
GRMs have also shown catalytic properties for

oxygen reduction reactions at the cathode. It was
reported in (30) that edge-halogenated graphene
nanoplatelets, produced via high-volume scalable
ball-milling, outperformed commercial platinum
catalysts. LMs such as perovskites also have good
catalytic activity at the cathode surface in solid-
oxide fuel cells, thanks to their mixed ionic-
electronic conductivity (81).
The possibility to tune the GRM lateral size and

thickness (7), thus increasing their edge/bulk
atoms ratio, can improve the catalytic activity
because a higher number of active catalytic sites
are present at the edges (14) for fuel oxidation at
the anode and oxygen reduction at the cathode.
This will be a step forward in making GRMs a
key set of materials for the development of
cheaper and more efficient fuel cells.

Energy storage

Current energy storage devices are based on the
capture and release of lithium ions, electric charges,

or hydrogen atoms or molecules. For example,
lithium-ion batteries (82), now ubiquitous in por-
table electronics, consist of an intercalated lithium
compound cathode, a graphitic anode, and an
electrolyte. Crucial to the performance of these
rechargeable batteries is the gravimetric capacity
to store lithium ions (the charge stored per gramof
batteryweight). Comparedwith graphite, graphene
and other related materials have a larger theo-
retical gravimetric capacity (83). Additionally, the
use of graphene enables flexible and/or stretchable
battery devices (84). Similar advantages also apply
to electrochemical double-layer capacitors (EDLCs),
whichare currently formedvia electrode/electrolyte
systems based on two symmetric activated car-
bon electrodes impregnatedwith electrolytes (85).
Other relevant properties of GRMs are the elec-
trochemical and thermal stability within the de-
vice’s operational temperature range (–50 to 100○C).

Batteries

Most of the commercial rechargeable lithium-ion
batteries are based on a LiCoO2 cathode and a
graphite anode. This combination has a theoret-
ical energy density of 387 Wh kg−1 (86) and a
measured energy density of 120 to ~150 Wh kg−1

(86), which is higher than that of other batteries,
such as lead acid [~30 Wh/kg (87)] and nickel
metal hydrides (45 to 68 Wh/kg) (87). Potential
oxide host structures, not yet commercialized,
include ordered olivine Li1–xMPO4 (M = Fe, Mn,
or Ni) (88), layered Li1–xMO2 (M = Ni, Mn, or Co)
(89), and spinel LiMn2O4 (90).
GRMs can improve the gravimetric capacity

and energy density compared with current tech-
nology owing to GRMs’ high electrical conductiv-
ity (4), high SSA (59), large number of active sites
for Li+ storage, and short Li+ diffusion distances
(91). Indeed, GRMs are appealing both as cathodes
(92) and anodes (Fig. 3) (83). Graphene, in par-
ticular, has a theoretical specific capacity [total
ampere-hours (Ah) available when the battery is
discharged at a certain discharge current, per unit
weight] of 744mAh g─1 assuming lithium adsorbed
on both sides of graphene to form Li2C6 (83).
The discharge current is often expressed as a

C-rate in order to normalize against battery-
specific capacity. The C-rate is a measure of the
rate at which a battery is discharged relative to its
maximumcapacity, hence thename (82). For exam-
ple, at 1C the battery will discharge in 1 hour. A
specific capacity of 540 mAh g−1 for RGO-based
electrodes was reported in (93), and up to 730 and
784 mAh g−1 in RGO-CNT and RGO-C60 hybrid
systems, respectively. Edges and defects could act
as reversible lithium storage sites, thus contrib-
uting to the specific capacity (83). The importance
of edges for lithium uptake has been demonstra-
ted in (91), in which an anode containing <100-nm
LPE flakes, deposited by inks, achieved a specif-
ic capacity of ~1500 mAh g−1 at a discharge
current of 100mAg−1. The anode has also shown
a specific capacity of 165 mAh g−1 at 1C when
assembled in a full-battery configuration (91).
Graphene-based hybrid electrodes (94), inwhich
graphene is used as a substrate for electrochem-
ically active nanoparticles (such as Li1–xMPO4 or

LiMn1─xFexPO4) have been exploited to increase
electron transport, specific capacity, C-rate, and
cyclability (the number of charge/discharge cy-
cles before the battery-specific capacity falls below
60% of the nominal value). Graphene was also
used as a substrate for the growth of anode/cathode
nanomaterials [for example, olivine-type phos-
phates (94)] to achieve higher-rate-performance
electrodes with respect to nonconducting mate-
rials (94). For example, LiMn1─xFexPO4 nanorods
grown on RGO flakes have shown only a 1.9%
degradation for 100 cycles of the nominal ca-
pacity ~100mAh g─1 at 50 C. This improved elec-
trochemical performance, with respect to graphite
or RGO, is attributed to Li+ rapid diffusion along
the radial direction of the nanocrystals, in ad-
dition to facilitated electron transport between
RGOandnanocrystals. A similar approach to create
GRMs-based hybrid electrodes was applied to dif-
ferent materials, such as other olivine-type phos-
phates (95), and spinels (96).
Another pathway to increase the charge/

discharge capacity and C-rate of lithium-ion bat-
teries is to confine the electrochemically active
particles (such as sulfur, Co3O4, Fe3O4, or Li3VO4)
within the graphene flakes (97). For example, in
hybrid electrodes, graphene flakes enwrapping
Co3O4 nanoparticles can suppress nanoparticle
aggregation and accommodate their volume
expansion/contraction upon lithiation/de-lithiation,
in addition to ensuring high electrical conductivity
(90). Thus, the specific capacity and cycling per-
formanceofhybridRGO/Fe3O4 (98) orRGO/Li3VO4

(99), for example, improves as compared with
electrodes made of nanoparticles alone (98, 99).
The third approach for electrode optimization

targets flexible and/or stretchable battery devices
(84), which are able to accommodate large strain
while retaining their function. GO flakes have
been exploited to fabricate a flexible, layer-by-
layer assembled conducting scaffoldwith tolerance
to structural deformation (100). Such 3D flexible
scaffolds loaded with silicon nanoparticles have
shown a specific capacity of 1100 mAh g−1 at a
discharge current of 8 A g−1, degrading ~0.34%
per cycle for 150 cycles (100).
TMDs, TMOs, and TMHs (transitionmetal hy-

droxides) are also promising for batteries (101).
Some of the TMDs are accessible for lithium
intercalation and exhibit fast ionic conductivity
(101). Examples include TiS2 as an electrochem-
ically active material (102) and exfoliated MoS2
flakes (103). A ~750mAh g−1 specific capacity was
reported in (103) when using turbostratically re-
stacked MoS2 single layers as battery electrodes.
The restacking enlarges the c axis parameter—
the space between layers—thus increasing the
accessible SSA (103). ZrS2 colloidal nanodisks
with diameters of ~20 nm delivered a specific
capacity~600 mAh g−1 (104). Hybrid WS2/RGO
composites were used as electrodes, achieving
~450 mAh g−1 at 0.1 A g−1 and ~240 mAh g−1

at~4 A g−1, respectively (105).
MXenes, such as Ti2AlC, have shown lithiation/

delithiation peaks at 1.6 and 2 V versus Li+/Li (11).
At 1C, the specific capacity was 110 mAh g−1 after
80 cycles. Compared with materials currently
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used in lithium and sodium ion battery anodes,
MXenes show promise in increasing overall
battery performance (11).

Supercapacitors

Supercapacitors store energy using either ion
adsorption (EDLC) (85) or redox reactions (106),
in which most of the charge is transferred at or
near the surface of the electrodematerial [pseudo-
capacitors (106)]. Supercapacitors are ideal for ap-
plications in which high power density [at least
10 kW Kg−1 (85, 106), one order of magnitude
larger than lithium-ion batteries] is needed, such
as in the case of energy recapture and delivery in
hybrid vehicles, mass transit, load cranes, load
leveling, and backup power for electric utilities
and factories (106).

EDLC supercapacitors

Almost all commercial EDLCs are based on two
symmetric electrodes impregnated with electro-
lytes comprising tetraethylammoniumtetrafluoro-
borate salts in organic solvents [acetonitrile (AN)
and propylene carbonate (PC)] (85). Current com-
mercial packaged EDLC supercapacitors, with
organic electrolytes operating at 2.7 V, reach
energy densities ~5 to 8Wh/kg and 7 to 10Wh/
liter (85). Another type of supercapacitor based
on lithium-ion hybrid cells [in which a graphite
lithium-ion anode is coupled with an AC super-
capacitor cathode (107)] is also offered commer-
cially with energy densities of ~10 to 14 Wh/kg
and 18 to 25 Wh/liter (107).
In an EDLC, energy is stored by forming an

electrical double layer of electrolyte ions on the
surface of conductive electrodes (Fig. 4A) (108).
EDLCs are not limited by the electrochemical
charge transfer kinetics of batteries and thus can
operate at charge/discharge rates of the order of
seconds, and with lifetimes of >1 million cycles
(106). The EDLC energy density is determined by
the square of the operating voltage (V0) and the
specific capacitance [capacitance per unit mass
(farad per gram) or volume (farad per cubic cen-
timeter)] of the electrode/electrolyte system:
Wh/Kg = x(F/g) × (V0)

2, where x is a constant
(85). The specific capacitance in turn is related to
the electrode’s SSA accessible by the electrolyte,
its interfacial double-layer capacitance (farad per
square centimeter), and the electrode material
density (109). The need to maintain electrochem-
ical stability limits the operating voltage with or-
ganic electrolytes to ~2.7 V (106) because higher
voltages result in electrolyte breakdown.
As in the case of batteries, electrode materials

for EDLCsmust beproduced in tons andprocessed
into electrodes 100 to 200 mm thick (109, 110) to
be commercially viable. Because the weight of
the active electrode material when used as a thin
coating is negligible compared with the support
material, energy and power densities measured
at the active material level do not translate to
current commercial EDLC performances when
scaled to full-size devices (109, 110). Specific ca-
pacitances as high as ~190 F/g (111) in aqueous
electrolytes and ~120 F/g in organic electrolytes
were obtained with RGO produced by different

routes (112), but all with SSAs <700 m2/g, which
is far short of the theoretical 2630m2/g (59). One
approach to increase the SSA accessible to the
electrolyte is the use of graphene-based platelets
with spacer materials such as CNTs (15), meso-
porous carbon spheres (113), water and ionic
liquids (114), and resin that is subsequently
chemically activated to create a porous struc-
ture (115). The reported SSAs range from 421
(15) to 1810 m2/g (115). The activation of mi-
crowave expanded graphite oxide with KOH
forms a porous material comprised of highly
curved single-layer sheets of n-membered rings
of carbon, with n varying between 5 and 8, and
with measured SSA of 3100 m2/g (3). Hydro-
thermal carbonization of either biomass or poly-
mer mixed with dispersed GO, followed by
chemical activation, yielded a 3D structure with
nanoscale pores and a SSA of 3523m2/g (116).
However, although these values are higher than
that of graphene, the measured SSA should be
considered as an apparent or equivalent area
because the Brunauer-Emmett-Teller (BET)meth-
od used for the determination of SSA is not ap-
plicable to microporous solids (3).
The interfacial capacitance of high-SSA GRMs

comprises both the quantum capacitance (the re-
sponse of the charge to the conduction and va-
lence band movement, proportional to the electronic
density of states) and the capacitance of the solid
electrolyte interface (107). High SSA alone is,
however, not sufficient to further increase per-
formance of EDLC electrodes (107). High SSA
and interfacial capacitance do not necessarily
translate into high specific capacitance. A low
packing density (<0.5 g/cm3), for example, leads

to empty space in the electrode that will be
flooded by the electrolyte, increasing the cost
and weight of the device, without adding ca-
pacity (109). Larger densities (~1.58 g/cm3) were
achieved by evaporation drying of graphene hy-
drogel, yielding specific capacitances of ~167 F/cm3

in organic electrolyte (117). Capillary compression
of RGO gave electrode densities of ~1.25 g/cm3

and a specific capacitance of ~206 F/cm3 in ionic
liquids (118). Another method to increase energy
storage capacity is to increase the operating volt-
age. To this end, graphene-based electrodes with
ionic liquid electrolytes operating at voltages up
to 3.5V and in a wide temperature range (–50 to
200°C) are currently being investigated (119, 120).
Intercalation of cations (such as Na+, K+, Mg2

+,
NH4

+, andAl3
+) fromaqueous salt solutions between

Ti3C2MXenewas reported (12). A specific capaci-
tance in excess of 300 F/cm3, higher than in
porous carbons, was reported in (12).

Hybrid and Pseudocapacitors

A different type of supercapacitor contains at
least one electrode material with redox reactions
that occur close to the electrode surface (pseudo-
capacitor) or a secondarybattery electrode. Lithium-
ion hybrid supercapacitors combine the rapid
charge/discharge and long cycle life of an EDLC
electrodewith the higher energy storage capacity
of a lithium-ion battery anode (121). However,
the higher energy density currently comes with
the trade-off of slower charge/discharge rates,
lower efficiency, and reduced cycle life. Activated
microwave expanded graphite oxide EDLC elec-
trodes with lithium-ion battery electrodes com-
prising graphite (122), Li4T5O12 (122), and Fe3O4
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Fig. 4. Schematic of charge storage in supercapacitors. (A) Ion adsorption at the electrode surface
(EDLC). (B) Charge transfer near the surface of the electrode (pseudo-capacitance).
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(123) were studied. Also, electrodes containing
metal oxides such as RuO2, MnO2, MoO3 and
conducting polymers were used to increase the
specific capacitance via redox reactions (Fig. 4B)
(108). In these systems, graphene was used as
conductive support for composites with MnO2

(124) andwith conductive polymers such as poly-
aniline (125).

Hydrogen production and storage

The chemical energy density of hydrogen is 142
MJ/kg, which is more than three times that of
gasoline. The by-product of its combustion is wa-
ter. Thus, hydrogen is one of themost interesting
“green” fuels. GRMs can help address the twomain
issues related to the use of hydrogen as fuel: (i)
production and (ii) storage/transportation.
The key mechanism for the production of hy-

drogen gas is the hydrogen evolution reaction
(HER; 2H+ + e– →H2). The edges of 2D crystals,
such as MoS2 andWS2 (126), and hybrid systems
(such asMoS2/RGO) (127) are active catalytic sites,
making them promising electrodes for the HER
(126, 127). However, the HER mechanism varies
from material to material (126); thus, its under-
standing is fundamental for the optimized use of
GRMs (126, 128). Resistive losses are one of the
key problems for nonmetallic electrodes (31).
Thus, combinations of 2D crystals with CNTs
(128) and graphene (126) are being explored to
further enhance HER by improving the electron
transport efficiency.
Storage is also a challenge in hydrogen tech-

nology. The approach based on liquefying and
pressurizing hydrogen presents safety issues.
Solid-state storage is thus being investigated as
an alternative.

Carbon-based structures are particularly attrac-
tive for hydrogen storage because carbon is a light
element, and graphene in particular has poten-
tially themost favorable gravimetric density among
the carbon-based materials [the weight percent-
age of stored hydrogen (Fig. 5)] (129). The storage
of molecular hydrogen in graphene relies on the
van der Waals forces (binding energy of ~0.01 to
0.06 eV/molecule (129), leading to theoretical
estimates of gravimetric density of ~3.3% (129),
which is increased up to 8% inmulti-layers spaced
by pillar structures or CNTs (130) at cryogenic
temperatures and/or high pressure. The estimated
range of gravimetric density at ambient condi-
tions is 1 to 4% (130). Experimental data are
lower, in the range of 2 to 6% for low temper-
ature and/or high pressures and ~1% at ambient
conditions (Fig. 5, orange band) (131). Semicon-
ductor LMs, such as InSe and GaSe (132), are
reported to have gravimetric densities of up to 3
to 4%, obtained by a combination of electrochem-
ical and thermal treatments (Fig. 5, blue and
purple bands). In this case, hydrogen intercalates
between the layers (132).
Decorating graphenewith alkaline (133) or tran-

sition metals (133) can increase the hydrogen
adsorption energy, leading to a theoretical gravi-
metric density up to 10%. Stronger binding is
obtained by chemisorption (Fig. 5, gray band)
leading to the formation graphane (8, 134). The
use of chemisorption as a storage mechanism
requires overcoming the high H2 chemi(de)sorp-
tion barriers [~1.5 eV/atom (8)] to achieve loading/
release kinetics at room temperature. Possible
catalytic strategies for hydrogen adsorption/
desorption involve the functionalization of gra-
phene withmetals such as palladium (135), known

to catalyze the dissociation of hydrogen molecules
into ions onto the graphene surface, or the com-
bined effect of nitrogen-substitutional doping and
an electric field normal to the sheet, which is
predicted to produce dissociation-adsorption
of H2 (136).
The peculiar structural and mechanical prop-

erties of graphene enable alternative strategies
for adsorption/desorption. It was theoretically
(137) and experimentally shown (134) that the
hydrogen affinity is enhanced on the convex areas
and reduced on the concave areas of rippled
graphene. The possibility of controlling load
and release by modifying the local curvature
was predicted with density functional theory
(Fig. 5, structures at top) (8). To this end, mecha-
nisms to control the curvature of graphene should
be identified: the use of transverse acoustic
phonons generated by a piezoelectric substrate
(9) or inducing piezoelectricity within graphene
by means of specific doping or decoration (138)
were suggested.

Perspective

Graphene, related 2D crystals, and hybrid sys-
tems might play a major role in future energy
conversion and storage technologies. The ability
to produce these GRMs, and control their pro-
perties, might enable a range of device character-
istics, with optimized energy/power densities,
lifetime, safety, and potentially reducing cost
while minimizing environmental impact. To be
commercially viable, GRMs must substantially
surpass the performance of existing materials at
comparable manufacturing costs. For example,
GRMs have been reported with specific capaci-
tances of ~300 F/cm3, which is much higher than
chemically activated state-of-the-art carbons.
The ability to create stacked hetero-structures
of metallic, semiconducting, and insulating 2D
crystals might enable an even broader spectrum
of device structures, perhaps with tunable proper-
ties. This might enable bulk thermoelectric
materials with on-demand band structures and
transport properties, or photosensitizerswithbroad-
band photon absorption. Owing to the GRMs
intrinsic flexibility, we also envision applications
such as wearable energy devices and energy har-
vesting from water or gas flows. Additionally,
because GRMs can perform different functions,
they may enable the realization of affordable en-
ergy systemswith integrated conversion, storage,
and sensing modules. In the future, it might be
possible to target flexible photovoltaic cells with
efficiencies of 12% and cost of ~0.5€/Wpeak (peak
power output), fuel cells with 10 kW per gram of
platinum, and energy storage devices with an
energy density of at least 250 Wh/kg and cy-
clability up to 5000 cycles for batteries and a
power density of 100kW/kg for supercapacitors.
For hydrogen storage, the challenge is to achieve
a gravimetric storage of 5.5%.
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INTRODUCTION: The notion that species
boundaries can be porous to introgression
is increasingly accepted. Yet the broader role
of introgression in evolution remains con-
tentious and poorly documented, partly be-
cause of the challenges involved in accurately
identifying introgression in the very groups
where it is most likely to occur. Recently di-
verged species often have incomplete repro-
ductive barriers and may hybridize where
they overlap. However, because of retention
and stochastic sorting of ancestral polymor-
phisms, inference of the correct species branch-
ing order is notoriously challenging for recent
speciation events, especially those closely

spaced in time. Without knowledge of species
relationships, it is impossible to identify in-
stances of introgression.

RATIONALE: Since the discovery that the
single mosquito taxon described in 1902 as
Anopheles gambiae was actually a complex of
several closely related andmorphologically in-
distinguishable sibling species, the correct spe-
cies branching order has remained controversial
and unresolved. This Afrotropical complex con-
tains the world’s most important vectors of
humanmalaria, owing to their close association
with humans, as well as minor vectors and
species that do not bite humans. On the basis of

ecology and behavior, one might predict phy-
logenetic clustering of the three highly anthro-
pophilic vector species. However, previous
phylogenetic analyses of the complex based
on a limited number of markers strongly dis-
agree about relationships between the major
vectors, potentially because of historical intro-
gressionbetween them. To investigate the history
of the species complex, we usedwhole-genome
reference assemblies, as well as dozens of re-
sequenced individuals from the field.

RESULTS: We observed a large amount of
phylogenetic discordance between trees gener-
ated from the autosomes and X chromosome.
The autosomes, which make up the majority of
the genome, overwhelmingly supported the
grouping of the threemajor vectors ofmalaria,
An. gambiae,An. coluzzii, andAn.arabiensis. In
stark contrast, the X chromosome strongly sup-
ported the grouping of An. arabiensis with a
species that plays no role in malaria trans-
mission, An. quadriannulatus. Although the

whole-genome consensus
phylogeny unequivocally
agrees with the autosomal
topology, we found that
the topology most often
located on the X chro-
mosome follows the his-

torical species branching order, with pervasive
introgression on the autosomes producing re-
lationships that group the three highly an-
thropophilic species together.With knowledge
of the correct species branching order, we are
further able to uncover introgression between
another species pair, as well as a complex his-
tory of balancing selection, introgression, and
local adaptation of a large autosomal inversion
that confers aridity tolerance.

CONCLUSION: We identify the correct spe-
cies branching order of theAn. gambiae species
complex, resolving a contentious phylogeny. No-
tably, lineages leading to the principal vectors
of human malaria were among the first in the
complex to radiate and are not most closely
related to each other. Pervasive autosomal
introgression between these human malaria
vectors, including nonsister vector species,
suggests that traits enhancing vectorial capac-
ity can be acquired not only through de novo
mutation but also through a more rapid pro-
cess of interspecific genetic exchange.
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Extensive introgression in a malaria
vector species complex revealed
by phylogenomics
Michael C. Fontaine,1,2*† James B. Pease,3* Aaron Steele,4 Robert M. Waterhouse,5,6,7,8

Daniel E. Neafsey,6 Igor V. Sharakhov,9,10 Xiaofang Jiang,10 Andrew B. Hall,10

Flaminia Catteruccia,11,12 Evdoxia Kakani,11,12 Sara N. Mitchell,11 Yi-Chieh Wu,5

Hilary A. Smith,1,2 R. Rebecca Love,1,2 Mara K. Lawniczak,13‡ Michel A. Slotman,14

Scott J. Emrich,2,4 Matthew W. Hahn,3,15§ Nora J. Besansky1,2§

Introgressive hybridization is now recognized as a widespread phenomenon, but its role
in evolution remains contested. Here, we use newly available reference genome assemblies
to investigate phylogenetic relationships and introgression in a medically important group
of Afrotropical mosquito sibling species. We have identified the correct species branching
order to resolve a contentious phylogeny and show that lineages leading to the principal
vectors of human malaria were among the first to split. Pervasive autosomal introgression
between these malaria vectors means that only a small fraction of the genome, mainly on
the X chromosome, has not crossed species boundaries. Our results suggest that traits
enhancing vectorial capacity may be gained through interspecific gene flow, including
between nonsister species.

T
he notion that species boundaries can be
porous to introgression is increasingly ac-
cepted. Charismatic cases, such as gene flow
between Neanderthals and anatomically
modern humans (1) or between Heliconius

butterflies (2, 3), show that introgression can
transfer beneficial alleles between closely related
species. Yet the broader role of introgression in

evolution remains contentious and poorly docu-
mented, partly because of the challenges in-
volved in accurately identifying introgression in
the very groups where it is most likely to occur.
Recently diverged species often have incomplete
reproductive barriers, hence, may hybridize in
sympatry. However, another feature of rapid ra-
diations is that ancestral polymorphism predat-
ing lineage splitting may be sorted stochastically
among descendant lineages in a process known
as incomplete lineage sorting (ILS). Alleles shared
through ILS can be difficult to distinguish from
those shared through secondary contact and in-
trogression. Newly developed methods can differ-
entiate these two processes (1, 4) but only if the
correct species branching order is known. Because
both introgression and ILS cause discordance be-
tween gene trees and the species tree, inference of
the correct species phylogeny (i.e., the historical
branching order of the taxa) is notoriously chal-
lenging for recent radiations (5–7).
Since the discovery that the single mosquito

taxon described in 1902 as Anopheles gambiae
(8) was actually a complex of several closely re-
lated and morphologically indistinguishable sib-
ling species (known as theAn. gambiae complex)
(9), the correct species branching order has re-
mained controversial and unresolved. This Afro-
tropical complex (10–13) contains three widely
distributed and extensively sympatric species that
rank among the world’s most important vectors
of human malaria, owing to their association
with humans (An. gambiae sensu stricto, its closest
relative and sister species, Anopheles coluzzii, and
Anopheles arabiensis) (Fig. 1A). Anopheles merus
and Anopheles melas, salt-tolerant species that

breed in brackish coastal waters of eastern and
western Africa, respectively, are minor vectors.
Anopheles quadriannulatus plays no role in ma-
laria transmission despite vector competence for
Plasmodium falciparum, as it tends to bite ani-
mals other than humans. On the basis of ecology
and behavior, one might predict phylogenetic
clustering of the highly anthropophilic vector
species. Yet such clustering has not been sup-
ported by chromosomal inversion phylogenies
(10, 14). The apparent phylogenetic affinity be-
tween An. arabiensis and An. gambiae supported
by molecular markers and shared chromosomal
inversion polymorphisms was instead attributed
to introgression (15, 16). Introgression is plausible
between any geographically overlapping pair of
species in the complex, as reproductive isolation
is incomplete: Adult female F1 hybrids—although
uncommon in nature—are fertile and vigorous
(only F1 hybrid males are sterile) (10). Nonethe-
less, comprehensive evidence for introgression
between An. arabiensis and the other major vec-
tor lineage (An. gambiae + An. coluzzii) has been
lacking, until now, because of insufficient ge-
nomic resources.
Important malaria vectors make up a small

fraction of the genus Anopheles but almost in-
variably are embedded in species complexes sim-
ilar to that of An. gambiae sensu lato (17). Thus,
resolving the phylogeny of the An. gambiae com-
plex has the potential to yield insights into the
origin and evolution of traits that are associated
with highly successful malaria vectors across the
genus as a whole. Here, we have used newly avail-
able whole-genome reference assemblies (18) to
infer the species phylogeny. We found that the
two most important malaria vector lineages in
the complex are not the most closely related, and
we have uncovered pervasive introgression be-
tween them. The extent of introgression is such
that the phylogenetic tree inferred fromwhole-
genome alignments supports the incorrect spe-
cies branching order with high confidence.

The X chromosome reflects the species
branching order

As a first step in phylogenomic analysis, align-
ments were generated for existing (19, 20) and
newly available genome assemblies, represent-
ing six species of the An. gambiae complex and
two Pyretophorus out-group species (An. christyi
and An. epiroticus) (supplementary text S1 and
fig. S1) (21). Among the in-group species, the align-
ment included ~60% of nongap and nonmasked
base pairs of the An. gambiae PEST reference
assembly. Across all assemblies, the proportion
of aligned base pairs was lower (~53%) but, never-
theless, spanned more than 93 megabase pairs
(Mb) (~40% of the euchromatic genome).
As the An. gambiae complex reference ge-

nomes were assembled from laboratory colony–
derived sequencing template [except forAn.melas
(18)], we also performed whole-genome shot-
gun sequencing of individual field-collected speci-
mens sampled from at least one population of
each of the six in-group species (supplementary
text S2). Sequencing reads were aligned to the
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species-appropriate reference assembly to avoid
considerable interspecific mapping bias (supple-
mentary text S2, figs. S3 to S4, and table S3), and
single-nucleotide variant positions were converted
to a common coordinate system relative to the
reference genome alignment (supplementary texts
S2 and S3 and fig. S2). The results presented
below are based on the field-collected samples,
but analyses were performed in parallel on the
reference genome assemblies, and our findings
were consistent in all cases.
To infer the correct species branching order

in the face of anticipated ILS and introgression,
maximum-likelihood (ML) phylogenies were con-
structed from 50-kilobase (kb) nonoverlapping
windows across the alignments (referred to here
as “gene trees” regardless of their protein-coding
content), considering six in-group species rooted
alternatively with An. christyi or An. epiroticus

(n = 4063 windows) (supplementary text S3). As
the choice of out-group did not materially alter
our results, we present our findings based on the
more closely related species, An. christyi. When
the 85 tree topologies observed at least once across
the genome were sorted by chromosome arm and
relative frequency, the most commonly observed
treeswere strongly discordant between theX chro-
mosome and the autosomes (Fig. 2, table S9, and
fig. S16). Although weak disagreement among
tree topologies concerning the branching order
of basal nodes was a consequence of poor res-
olution due to ILS (Fig. 1C and fig. S16B), the
striking discordance between the X chromosome
and the autosomes was not a trivial consequence
of lack of phylogenetic signal; conflicting topolo-
gies had strong bootstrap support (fig. S16B).
Because the major disagreement between the X
chromosome and the autosomes concerned the

relative phylogenetic positions of An. arabiensis
and An. quadriannulatus, for simplicity, we
grouped themost frequently observed topologies
into three sets (Fig. 2 and fig. S16), (i) A+CG:
those that supported An. arabiensis clustering
with An. coluzzii + An. gambiae; (ii) A+CG, R+Q:
those that supported both An. arabiensis (An.
coluzzii + An. gambiae) and An. merus + An.
quadriannulatus; and (iii) A+Q: those that sup-
ported the clustering of An. arabiensis and An.
quadriannulatus. On the X chromosome, all three
of the most frequently observed topologies (in-
ferred from64%ofwindows) strongly supported the
relationship [melas (arabiensis, quadriannulatus)],
which indicated a sister-taxon relationship between
An. arabiensis and An. quadriannulatus (i.e., A+Q)
(orange shades in Fig. 2). This relationship was
shared among all field-collected samples (Fig. 1D).
Notably, the X chromosomal windows supporting
these topologies are concentrated distal to the cen-
tromere (Fig. 3D and supplementary text S3), in
an ~15-Mb region corresponding to the Xag in-
version whose orientation is ancestral to the An.
gambiae complex and shared by An. gambiae,
An. coluzzii, and An. merus (see supplementary
text S5).
In stark contrast to the X chromosome, the

overwhelming majority of window-based topolo-
gies across the autosomes supported An. arabiensis
as sister to An. gambiae + An. coluzzii (green
and purple shades in Fig. 2). On chromosomes
3 and 2R, a subset of these topologies also sup-
ported a sister-taxon relationship between An.
quadriannulatus and An. merus, in further dis-
agreementwith theXchromosome (purple shades,
Fig. 2).
Autosomal introgressionbetweenAn. arabiensis

and the ancestor of An. gambiae + An. coluzzii
has long been postulated (10, 22) and could ex-
plain the strong discordance between the dom-
inant tree topologies of the X and autosomes.
However, before this study, the correct species
branching orderwas unresolved,which precluded
definitive interpretation of these conflicting sig-
nals. To infer the correct historical branching
order, we applied a strategy based on sequence
divergence (supplementary text S3 and fig. S16).
Because introgression will reduce sequence di-
vergence between the species exchanging genes,
we expect that the correct species branching order
revealed by gene trees constructed from non-
introgressed sequences will show deeper diver-
gences than those constructed from introgressed
sequences. If the hypothesis of autosomal intro-
gression is correct, this implies that the topolo-
gies supported by the X chromosome should
show significantly higher divergence times be-
tween An. arabiensis and either An. gambiae or
An. coluzzii than topologies supported by the
autosomes.
To test this hypothesis, we used An. arabiensis,

An. gambiae, andAn.melas, as these three species
show strongly discordant trees on the X and auto-
somes. For this trio, there are three possible phy-
logenetic relationships and two divergence times
for each, T1 and T2 (Fig. 3A). Using the metrics T1
and T2, we conducted two different tests. Initially,
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Fig. 1. Distribution and phylogenetic relationships of sequenced members of the An. gambiae
complex. (A) Schematic geographic distribution of An. gambiae (gam, formerly An. gambiae S form),
An. coluzzii [col, formerly An. gambiae M form (13)], An. arabiensis (ara), An. quadriannulatus (qua), An.
merus (mer), and An. melas (mel). (B) Species topology as estimated from a ML phylogeny of the X
chromosome (see text) compared with the ML phylogeny estimated from the whole-genome sequence
alignment. The scale-bar denotes nucleotide divergence as calculated by RAxML. Red branches of the
latter tree highlight topological differences with the species tree. (C) Schematic of the species topology
rooted by An. christyi (An. chr) and An. epiroticus (An. epi), showing the major introgression events
(green arrows) and the approximate divergence and introgression times [Ma T 1 standard deviation
(SD)], if one assumes a substitution rate of 1.1 × 10−9 per site, per generation, and 10 generations per
year. The gray bar surrounding each node shows T2 SD. Nodes marked by asterisks are not fully
resolved owing to high levels of ILS. (D) Neighbor-joining tree displaying the Euclidian distance between
individuals from population samples of each species, calculated using sequence data from the X
chromosome. Each species is represented by a distinct symbol shape or shade.
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we comparedmean sequence divergence between
X chromosome–based versus autosome-based
topologies. As predicted, the estimatedmean values
of T1 and T2 for trees inferred from 10-kb win-
dows on the X chromosome were significantly
higher than their counterparts on the autosomes
(both P < 1.0 × 10−40) (Fig. 3B). However, the pos-
sibility exists that this result was confounded
or entirely driven by other factors that differ be-
tween the X and autosomes, including a faster
rate of evolution on the X (23). Indeed, we found

evidence supporting faster evolution of genes on
the X chromosome (supplementary text S3 and
fig. S23). To avoid this problem, we conducted
a second test on the autosomes alone, focusing
on trees inferred from 10-kb windows and the
mean divergence levels among those supporting
the three possible phylogenetic relationships il-
lustrated in Fig. 3A. The result, congruent with
the first test but providing unequivocal evidence
for the correct species branching order, was that
the set of autosomal trees supporting the major-

ity X chromosome topology [gambiae (melas,
arabiensis)] again had the highest mean values
of T1 and T2 (both P < 1.0 × 10−40) (Fig. 3C). This
indicates that the species branching order in-
ferred from the X chromosome is the correct
one (Fig. 1B), despite extensive amounts of An.
gambiae–An. arabiensis autosomal introgres-
sion (Fig. 3D and fig. S16).
The total-evidence approach to phylogenetic

reconstruction (24) is premised on the notion that
the best estimate of species relationships arises
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Fig. 2. Phylogenies inferred from regions on the autosomes differ strongly
from phylogenies inferred from regions on the X chromosome. ML-rooted
phylogenies were inferred from n = 4063 50-kb genomic windows for An.
arabiensis (A), An. coluzzii (C), An. gambiae (G), An. melas (L), An. merus (R),
and An. quadriannulatus (Q), with An. christyi as out-group. The nine most
commonly observed topologies across the genome (trees i to ix) are indicated
on each of the five chromosome arms (if found) by correspondingly colored
blocks whose length represents the proportion of all 50-kb windows on that
arm that support the topology. Topologies specific to 2La are represented by
the dark gray block on 2L; all other topologies observed on each chromosome
arm were pooled, and their combined frequencies are indicated by the light
gray blocks. The X chromosome most often indicates that A and Q are sister

taxa (trees vii to ix), whereas the autosomes indicate that A and C+G are sister
groups (trees i to vi). Large portions of the autosomes (particularly 3L and 3R)
indicate that R and Q are sister taxa (trees iv to vi). Additional diversity in inferred
trees is the result of rearrangement of three groups (R, C+G, and L+A+Q)
because of ILS. The most common phylogeny on the X chromosome (vii)
represents the most likely species branching order. The 2L arm has a markedly
different distribution of phylogenies because of the unique history of the
2La inversion region (see Fig. 5), which creates unusual phylogenetic topolo-
gies found nowhere else in the genome.The autosome-like trees on the X chro-
mosome (i and ii) are entirely found in the pericentromeric region (15 to 24 Mb)
(see Fig. 3D), where introgression between An. arabiensis and An. gambiae +
An. coluzzi has previously been implicated.

Fig. 3.Tree height reveals the true species branching order in the face of
introgression. (A) Color-coded trees show the three possible rooted phylo-
genetic relationships for An. arabiensis (A), An. gambiae s.s. (G), and An. melas
(L), with out-group An. christyi. For any group of three taxa, there are two
species divergence times (T1 and T2). When introgression has occurred, a
strong decrease is expected in these divergence times. (B) Trees on the X
chromosome have significantly higher mean values of T1 and T2 than the
autosomes, which indicates that introgression is more likely to have occurred
on the autosomes than the X chromosome (diamond for mean, whiskers T SEM
offset to the right for visual clarity; **P < 1.0 × 10−40). (C) Even among only
autosomal loci, regions with the X majority relationship G(LA) (orange) have
significantly higher T1 and T2 (**P < 1.0 × 10−40), which indicates that the

autosomal majority topology (green) is the result of widespread introgression
between An. arabiensis and An. gambiae. The X majority relationship G(LA)
therefore represents the true species branching relationships. (D) The gene
tree distributions or “chromoplots” for all five chromosomal arms show that
the autosomal and X chromosome phylogenies strongly disagree. Three-taxon
phylogenies were inferred from 10-kb chromosomal windows across the ge-
nome, and colored vertical bars represent the relative abundance of the three
alternative topologies (A) in a 200-kb window.The proportions of the three 10-kb
gene trees for each chromosome arm (left) indicate that the autosomes all
strongly show a closer relationship between An. gambiae and An. arabiensis
(green); the X indicates a closer relationship between An. arabiensis and
An. melas (orange). Black semicircles indicate the location of centromeres.
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from character congruence when all available
data are considered simultaneously. Alternative
approaches seek taxonomic congruence between
different data sets or data partitions, analyzed
separately (25). Eitherway, standardphylogenomic

practice entails some formof “majority rule,” based
on the assumption that as the amount of data
increases so will the probability of converging on
the correct species branching order [apart from
exceptional cases (26)]. Because of both ILS and

introgression, the historical species branching
order for the An. gambiae complex is represented
by only 1.9% of 50-kb windows across the entire
genome (Fig. 2). As a result, when we inferred a
ML tree for the An. gambiae complex on the
basis of whole-genome alignments, we recovered
the wrong species branching order supported by
100% of the bootstrap replicates at each node
(Fig. 1B, supplementary text S3, and figs. S17A
and S18A). The extent of autosomal introgression
in the An. gambiae complex has the paradoxical
effect that, as an increasing amount of the ge-
nome is sampled, support for the incorrect species
branching order is maximized.

Autosomal permeability of
species boundaries

Early cytotaxonomic evidence (10, 12, 27), as well
as more recent ribosomal DNA–based evidence
(28, 29), supports rare occurrences (<0.1%) of nat-
ural female F1 hybrids between An. arabiensis–
An. gambiae + An. coluzzii, An. arabiensis–An.
quadriannulatus, and An. melas–An. gambiae +
An. coluzzii, although thereareno reports ofhybrids
involving An. merus. The evolutionary importance
of these rare hybrids as bridges to interspecific
gene flow has remained controversial. Inference
of the correct species branching order for the An.
gambiae complex (Fig. 1B) allowed a systematic
analysis of introgression across the genomes of
six members of this complex using the D (1, 4)
and DFOIL (30) statistics (supplementary text S4).
As expected, such tests revealed pervasive intro-

gressionacross all autosomesbetweenAn. arabiensis
and the ancestor of An. gambiae + An. coluzzii
(figs. S24 and S25). Although introgression was
detected in both directions, the majority involved
genetic transfer from An. arabiensis into the an-
cestor of An. gambiae + An. coluzzii. This recent
andmassive episode of introgression impedes our
ability to detect older introgression events be-
tween these species. Unexpectedly, we also found
evidence of extensive autosomal introgression
between another species pair, An. merus and An.
quadriannulatus (Fig. 4, supplementary text S3,
and figs. S24 and S25). One of the most striking
of the introgressed regions was a contiguous
block of genes coincident with the ~22-Mb 3La
chromosomal inversion (31). The corresponding
sequence originally present in ancestral popula-
tions of An. quadriannulatus has been entirely
replaced by its counterpart from An. merus, a
conclusion supported by the clustering of An.
merus with An. quadriannulatus in gene trees
constructed from sequences in the 3La inversion
(figs. S19, C andD, and S21B). Extant populations
of both of these species, and indeed all recog-
nized species in the An. gambiae complex, are
fixed for the standard (3L+a) orientation except
An. melas and its putative sister species An.
bwambae, both fixed for the 3La orientation (31).
Considering that the exact ~22-Mb 3La region
was replacedbetweenspecieswhose contemporary
populations are collinear for 3L+a, it is conceivable
that ancestral An. quadriannulatus populations
originally carried 3La before the 3L+a introgres-
sion. The expected reduced recombination between
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Fig. 4. Introgression between An. merus and An. quadriannulatus. Chromoplots for all five chromosomal
arms show a highly spatially heterogeneous distribution of phylogenies inferred from 50-kb genomic regions,
particularly on 3L.The three possible rooted phylogenetic relationships for An. quadriannulatus (Q), An. melas
(L), and An. merus (R), with out-group An. christyi are shown, colored according to the key in the lower right.
The region on 3L corresponding to the 3La inversion shows strong evidence of R-Q introgression and a
strong negative deviation of the D statistic. The region on 2L corresponding to the 2La inversion is highly
enriched for the R(LQ) relationship, as expected, given that L and Q both have the 2L+a orientation, whereas
R has 2La (see Fig. 5). Across all the autosomes, the D statistic generally trends toward negative values,
which indicates weak or ancient R-Q introgression may have been occurring across the autosomes (see sup-
plementary text S3).
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Fig. 5. Ancient trans-specific polymorphism of an inversion predates radiation of the An. gambiae
complex. (A) All species in the complex are fixed for either the 2La (An. arabiensis, ara; An. merus, mer)
or 2L+a (An. melas, mel) orientation of the 2La rearrangement except An. gambiae (gam) and An.
coluzzii (col), which remain polymorphic for both orientations. The unique phylogenies observed in the
2La region (Fig. 2) are the result of differential loss (×) of the 2La and 2L+a orientations and the intro-
gression of 2La from the ancestral population of An. gambiae + coluzzii into An. arabiensis (dotted
arrow). The overall divergence between the 2La and 2L+a orientations inferred from sequences inside
the inversion breakpoints is higher, on average, than the predicted divergence time of the species com-
plex. (B) ML phylogeny inferred from sequences of the two different orientations of the 2La region (2La
and 2L+a) shows that the divergence between opposite orientations is greater than the divergence
between the same orientation present in different species (all nodes, 100% bootstrap support). Particu-
larly notable is the separation of the sister taxa An. gambiae-2L+a and An. coluzzii-2La, as these are
known sister taxa.The scale bar denotes nucleotide divergence as calculated by RAxML.
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inverted and standard arrangements in inversion
heterozygotes may explain why the introgressed
region is coincident with the entire 22-Mb 3La
region.
The introgression profile was consistent between

samples from natural populations and the refer-
ence genome assemblies, involving the same spe-
cies pairs and the same chromosomal locations
(supplementary text S4 and fig. S24). Moreover,
based on population samples from multiple geo-
graphic locations in Africa, patterns of introgres-
sion between An. arabiensis and An. gambiae +
An. coluzzii, and between An. merus and An.
quadriannulatus, are similar across their geo-
graphic range (fig. S25 and table S10). These find-
ings refute the possibility that introgression was
an unnatural artifact of colonization and labora-
tory maintenance of multiple species. The lack of
geographic variation in patterns of introgression
also suggests that autosomal introgression oc-
curred sufficiently long ago to have spread across
subpopulations. By contrast, mitochondrial DNA
(mtDNA) revealed patterns consistent with on-
going gene flow between An. arabiensis and An.
gambiae or An. coluzzii (supplementary text 3.3
and fig. S22).

Transspecific inversion polymorphism

The unusually high sequence divergence between
alternative orientations of a chromosomal inver-
sion polymorphic within An. gambiae and An.
coluzzii (2La and 2L+a) has been noted previously
(32, 33) but has not been adequately explained.
Other species in the complex are fixed for either
2La (An. arabiensis and An. merus) or 2L+a (An.
quadriannulatus andAn.melas) (31) (Fig. 5A). In
An. gambiae and An. coluzzii, the 2La arrange-
ment has been shown to confer superior resistance
to desiccating environments (34, 35) relative to
2L+a, and its frequency correlates with environ-
mental gradients of aridity (10, 32). It has been
argued that 2La introgressed from An. arabiensis
into the presumed 2L+a ancestor of An. gambiae +
An. coluzzii (36), a crucial step facilitating the range
expansion of a presumed forest-adapted species
into drier savannas. Sequence divergence-based
estimates of the age of 2La and 2L+a arrange-
ments relative to the age of the species complex
(Fig. 1C) suggest a radically different scenario in
which 2La/2L+a is an ancient inversion polymor-
phism that predates the initial diversification of
the entire complex but is maintained as polymor-
phic only in An. gambiae and An. coluzzii (Fig. 5).
Consistent with this scenario, the topology of the
gene tree built from sequences inside the inver-
sion boundaries indicates that species are grouped
by their 2La or 2L+a karyotype (Fig. 5B). Further-
more, contrary to the longstanding assumption
(36), our data suggest that 2La introgressed from
ancestral An. gambiae into An. arabiensis, not
the other way around—eventually replacing the
An. arabiensis 2L+a arrangement (Fig. 5A). Our
inference about the direction of 2La introgres-
sion, as well as the underlying phylogenetic hypo-
thesis for theAn. gambiae complex, are consistent
with the genome-enabled chromosomal inversion
phylogeny of the An. gambiae complex recon-

structed from ancestral and derived gene orders
at the breakpoints of 10 fixed chromosomal inver-
sions (supplementary text S5 and fig. S27).

Functional insights from differential
genetic exchange

We found that introgression mainly involved the
autosomes. Our data suggest that the X chromo-
some is largely resistant to introgression, consistent
with studies in this and other systems indicating
that the X (or Z) disproportionately harbors factors
responsible for reproductive isolation (3, 6, 37–41).
The nature, number, and chromosomal organiza-
tion of these X-linked factors are unsolved puzzles
for future research, but our data offer one tantaliz-
ing clue. An. gambiae males deliver to females
large amounts of 20-hydroxyecdysone (20E) (42),
a steroid hormone that increases female fertility
(43) and fecundity (44) and regulates mating be-
havior and success (45). The cytochromep450 gene
CYP315A1 (AGAP000284) that synthesizes the 20E
precursor ecdysone is located near the distal end
of the X chromosome. Furthermore, this region is
associated with male hybrid sterility between An.
gambiae and An. arabiensis, with the An. gambiae
X chromosome causing inviability in an An.
arabiensis genetic background (40). Combined
with our data showing that male An. arabiensis
produce significantly less 20E than An. gambiae
(supplementary text S6 and fig. S28), these ob-
servations prompt the hypothesis that diver-
gence in 20E function between the two species
may have a role in speciation through possible
effects on the reproductive fitness of hybridmales.
Pervasive autosomal introgression between

An. arabiensis and the An. gambiae–clade an-
cestor is consistent with the paucity of sterility
factors across much of the autosomes, although
several autosomal quantitative trait loci have been
mapped in both species (40). Accordingly, we
explored the small subset of autosomal genes
(n = 485) that showed no indication of intro-
gression (supplementary text S6), as these are
candidates contributing to reproductive isola-
tion. We found a remarkable overrepresentation
of genes encoding cyclic-nucleotide phosphodies-
terases, enzymes that regulate the levels of the
messengers cyclic adenosine monophosphate
and cyclic guanosine monophosphate (46), which
in turn control (among other processes) ecdy-
sone synthesis (47, 48) (table S16).

Implications for the evolution of
vectorial capacity

Initial radiation of the An. gambiae complex
was both recent and rapid. Counter to the tradi-
tional view (49), it is now clear that the ancestor
of the principal malaria vectors An. gambiae and
An. coluzzii separated from other species in the
group approximately 2 million years ago (Ma)
and that An. gambiae and An. coluzzii are dis-
tantly related to the other primary vector in the
group, An. arabiensis. Extant populations of
An. gambiae and An. coluzzii are highly anthro-
pophilic vectors, dependent upon humans for
blood meals, adult shelter, and larval breeding
sites, yet anthropogenic influences are unlikely

to have triggered their cladogenesis an estimated
0.5 Ma. Instead, anthropophilic traits are likely
to have developed in conjunction with the ex-
pansion of Neolithic human populations that
occurred more recently. Despite a history of ex-
tensive introgression with An. arabiensis, An.
gambiae and An. coluzzii are behaviorally, phys-
iologically, ecologically, and epidemiologically
distinct from An. arabiensis; the same is true for
An. merus and An. quadriannulatus. Notably,
experimental introgressions of certain autosomal
inversions result in stable heterotic polymor-
phisms, whereas other introgressed autosomal
and X chromosome inversions are rapidly elimi-
nated (22), consistent with a role for natural se-
lection in the fate of introgressed regions. Given
evidence that the 2La inversion polymorphism is
maintained by selection in An. gambiae and An.
coluzzii (32, 50), it seems likely that its introgres-
sion into An. arabiensis was adaptive, and bidi-
rectional introgressions across thegenomebetween
these species probably contributed to their wide
ecological flexibility and their vectorial capacity.
Broad overlap exists between geographic ranges
of these species, and the potential for ongoing
hybridization and introgression remains, includ-
ing the opportunity for introgression of insecti-
cide resistance alleles (51). Our study establishes
a foundation for further study of adaptive intro-
gression in this species complex and its role in
shaping vectorial capacity in this and other ma-
laria vector species complexes.
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MOSQUITO GENOMICS

Highly evolvable malaria vectors: The
genomes of 16 Anophelesmosquitoes
Daniel E. Neafsey,*† Robert M. Waterhouse,* et al.

INTRODUCTION: Control of mosquito vectors
has historically proven to be an effective means
of eliminating malaria. Human malaria is
transmitted only by mosquitoes in the genus
Anopheles, but not all species within the genus,
or even all members of each vector species, are
efficient malaria vectors. Variation in vectorial
capacity for human malaria among Anopheles
mosquito species is determined bymany factors,
including behavior, immunity, and life history.

RATIONALE: This variation in vectorial ca-
pacity suggests an underlying genetic/genomic
plasticity that results in variation of key traits
determining vectorial capacity within the
genus. Sequencing the genome of Anopheles
gambiae, the most important malaria vector
in sub-Saharan Africa, has offered numerous
insights into how that species became highly
specialized to live among and feed upon hu-
mans and how susceptibility to mosquito
control strategies is determined. Until very
recently, similar genomic resources have
not existed for other anophelines, limiting

comparisons to individual genes or sets of ge-
nomic markers with no genome-wide data to
investigate attributes associated with vectorial
capacity across the genus.

RESULTS:We sequenced and assembled the
genomes and transcriptomes of 16 anophe-
lines from Africa, Asia, Europe, and Latin
America, spanning ~100million years of evo-
lution and chosen to represent a range of
evolutionary distances from An. gambiae, a
variety of geographic locations and ecological
conditions, and varying degrees of vectorial
capacity. Genome assembly quality reflected
DNA template quality and homozygosity. De-
spite variation in contiguity, the assemblies
were remarkably complete and searches for
arthropod-wide single-copy orthologs gener-
ally revealed few missing genes. Genome an-
notation supported with RNA sequencing
transcriptomes yielded between 10,738 and
16,149 protein-coding genes for each species.
Relative to Drosophila, the closest dipteran
genus for which equivalent genomic resources

exist, Anopheles exhibits a dynamic genomic
evolutionary profile. Comparative analyses show
a fivefold faster rate of gene gain and loss,
elevated gene shuffling on the X chromosome,
and more intron losses in Anopheles. Some de-
terminants of vectorial capacity, such as chemo-

sensory genes, donot show
elevated turnover but in-
stead diversify through
protein-sequence changes.
Wealsodocumentevidence
of variation in important
reproductive phenotypes,

genes controlling immunity to Plasmodium ma-
laria parasites and other microbes, genes en-
coding cuticular and salivary proteins, and
genes conferring metabolic insecticide resist-
ance. This dynamism of anopheline genes and
genomesmay contribute to their flexible capacity
to take advantage of new ecological niches, in-
cluding adapting to humans as primary hosts.

CONCLUSIONS: Anopheline mosquitoes ex-
hibit a molecular evolutionary profile very dis-
tinct fromDrosophila, and their genomes harbor
strong evidence of functional variation in traits
that determine vectorial capacity. These 16 new
reference genome assemblies provide a founda-
tion for hypothesis generation and testing to
further our understanding of the diverse bio-
logical traits that determine vectorial capacity.▪
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Geography, vector status, and molecular phylogeny of the 16 newly sequenced anopheline mosquitoes and selected other dipterans.
The maximum likelihood molecular phylogeny of all sequenced anophelines and two mosquito outgroups was constructed from the aligned
protein sequences of 1085 single-copy orthologs. Shapes between branch termini and species names indicate vector status and are colored
according to geographic ranges depicted on the map. Ma, million years ago.
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Highly evolvable malaria vectors: The
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Variation in vectorial capacity for human malaria among Anopheles mosquito species is
determined by many factors, including behavior, immunity, and life history. To investigate
the genomic basis of vectorial capacity and explore new avenues for vector control, we
sequenced the genomes of 16 anopheline mosquito species from diverse locations
spanning ~100 million years of evolution. Comparative analyses show faster rates of gene
gain and loss, elevated gene shuffling on the X chromosome, and more intron losses,
relative to Drosophila. Some determinants of vectorial capacity, such as chemosensory
genes, do not show elevated turnover but instead diversify through protein-sequence
changes. This dynamism of anopheline genes and genomes may contribute to their flexible
capacity to take advantage of new ecological niches, including adapting to humans as
primary hosts.

M
alaria is a complex disease, mediated by
obligate eukaryotic parasites with a life
cycle requiring adaption to both verte-
brate hosts and mosquito vectors. These
relationships create a rich coevolution-

ary triangle. Just as Plasmodium parasites have
adapted to their diverse hosts and vectors, infec-
tion by Plasmodium parasites has reciprocally in-
duced adaptive evolutionary responses in humans
and other vertebrates (1) and has also influenced

mosquito evolution (2). Human malaria is trans-
mitted only bymosquitoes in the genus Anopheles,
but not all species within the genus, or even all
members of each vector species, are efficient
malaria vectors. This suggests an underlying
genetic/genomic plasticity that results in varia-
tion of key traits determining vectorial capacity
within the genus.
In all, five species of Plasmodium have adapted

to infect humans and are transmitted by ~60 of

the 450 known species of anopheline mosqui-
toes (3). Sequencing the genome of Anopheles
gambiae, the most important malaria vector in
sub-Saharan Africa, has offered numerous in-
sights into how that species became highly spe-
cialized to live among and feed upon humans
and how susceptibility to mosquito control strat-
egies is determined (4). Until very recently (5–7),
similar genomic resources have not existed for
other anophelines, limiting comparisons to in-
dividual genes or sets of genomic markers with
no genome-wide data to investigate attributes as-
sociated with vectorial capacity across the genus.
Thus, we sequenced and assembled the ge-

nomes and transcriptomes of 16 anophelines
from Africa, Asia, Europe, and Latin America.
We chose these 16 species to represent a range
of evolutionary distances from An. gambiae, a
variety of geographic locations and ecological
conditions, and varying degrees of vectorial
capacity (8) (Fig. 1, A and B). For example, An.
quadriannulatus, although extremely closely
related to An. gambiae, feeds preferentially on
bovines rather than humans, limiting its poten-
tial to transmit human malaria. An. merus, An.
melas, An. farauti, and An. albimanus females
can lay eggs in salty or brackish water, instead
of the freshwater sites required by other species.
With a focus on species most closely related to
An. gambiae (9), the sampled anophelines span
the three main subgenera that shared a common
ancestor ~100 million years ago (Ma) (10).

Materials and methods summary

Genomic DNA and whole-body RNA were ob-
tained from laboratory colonies and wild-caught
specimens (tables S1 and S2), with samples for
nine species procured from newly established
isofemale colonies to reduce heterozygosity.
Illumina sequencing libraries spanning a range
of insert sizes were constructed, with ~100-fold
paired-end 101–base pair (bp) coverage gener-
ated for small (180 bp) and medium (1.5 kb) in-
sert libraries and lower coverage for large (38 kb)
insert libraries (table S3). DNA template for the
small and medium input libraries was sourced
from single femalemosquitoes from each species
to further reduce heterozygosity. High-molecular-
weight DNA template for each large insert li-
brary was derived from pooled DNA obtained
from several hundred mosquitoes. ALLPATHS-LG
(11) genome assemblies were produced using the
“haploidify” option to reduce haplotype assem-
blies caused by high heterozygosity. Assembly
quality reflectedDNA template quality and homo-
zygosity, with a mean scaffold N50 of 3.6 Mb,
ranging to 18.1 Mb for An. albimanus (table S4).
Despite variation in contiguity, the assemblies were
remarkably complete and searches for arthropod-
wide single-copy orthologs generally revealed
few missing genes (fig. S1) (12).
Genome annotation with MAKER (13) sup-

ported with RNA sequencing (RNAseq) of tran-
scriptomes (produced from pooled male and
female larvae, pupae, and adults) (table S5) and
comprehensive noncoding RNA gene prediction
(fig. S2) yielded relatively complete gene sets
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(fig. S3), with between 10,738 and 16,149 protein-
coding genes identified for each species. Gene
count was generally commensurate with assem-
bly contiguity (table S6). Some of this variation in
total gene counts may be attributed to the chal-
lenges of gene annotations with variable levels
of assembly contiguity and supporting RNAseq
data. To estimate the prevalence of erroneous
gene model fusions and/or fragmentations, we
compared the new gene annotations to An. gam-
biae gene models and found an average of 3.3%
and 9.7% potentially fused and fragmented gene
models, respectively. For analyses described be-
low that may be sensitive to variation in gene
model accuracy or gene set completeness, we
have conducted sensitivity analyses to rule out
confounding results from these factors (12).

Rapidly evolving genes and genomes

Orthology delineation identified lineage-restricted
and species-specific genes, as well as ancient genes
found across insect taxa, of which universal single-
copy orthologs were employed to estimate the
molecular species phylogeny (Fig. 1, B and C, and
fig. S4). Analysis of codon frequencies in these
orthologs revealed that anophelines, unlike dro-
sophilids, exhibit relatively uniform codon usage
preferences (fig. S5).
Polytene chromosomes have provided a glimpse

into anopheline chromosome evolution (14). Our
genome-sequence–based view confirmed the

cytological observations and offers many new
insights. At the base-pair level, ~90% of the non-
gapped and nonmasked An. gambiae genome
(i.e., excluding transposable elements, as detailed
in table S7) is alignable to the most closely re-
lated species, whereas only ~13% aligns to the
most distant (Fig. 1D, fig. S6, and table S8), with
reduced alignability in centromeres and on the
X chromosome (Fig. 1D). At chromosomal lev-
els, mapping data anchored 35 to 76% of the An.
stephensi, An. funestus, An. atroparvus, and An.
albimanus genome assemblies to chromosomal
arms (tables S9 to S12). Analysis of genes in an-
chored regions showed that synteny at the whole-
arm level is highly conserved, despite several
whole-arm translocations (Fig. 2A and table S13).
In contrast, small-scale rearrangements disrupt
gene colinearity within arms over time, leading
to extensive shuffling of gene order over a time
scale of 29 million years or more (10, 15) (Fig.
2B and fig. S7). As in Drosophila, rearrangement
rates are higher on the X chromosome than on
autosomes (Fig. 2C and tables S14 to S16).
However, the difference is significantly more
pronounced in Anopheles, where X chromosome
rearrangements are more frequent by a factor
of 2.7 than autosomal rearrangements; in Dro-
sophila, the corresponding ratio is only 1.2 (t test,
t10 = 7.3; P < 1 × 10−5) (fig. S8). The X chromo-
some is also notable for a significant degree of
observed gene movement to other chromosomes

relative to Drosophila (one sample proportion
test, P < 2.2 × 10−16) (Fig. 2D and tables S17 and
S18), as was previously noted for Anopheles
relative to Aedes (16), further underscoring its
distinctive evolutionary profile in Anopheles com-
pared with other dipteran genera.
Such dynamic gene shuffling and movement

may be facilitated by themultiple families of DNA
transposons and long terminal repeat (LTR) and
non-LTR retroelements found in all genomes
(table S7), as well as a weaker dosage compen-
sation phenotype in Anopheles compared with
Drosophila (17). Despite such shuffling, com-
paring genomic locations of orthologs can be
successfully employed to reconstruct ancestral
chromosomal arrangements (fig. S9) and to con-
fidently improve assembly contiguity (tables S19
to S21).
Copy-number variation in homologous gene

families also reveals striking evolutionary dy-
namism. Analysis of 11,636 gene families with
CAFE 3 (18) indicates a rate of gene gain/loss
higher by a factor of at least 5 than that ob-
served for 12 Drosophila genomes (19). Overall,
these Anopheles genomes exhibit a rate of gain
or loss per gene per million years of 3.12 × 10−3

compared with 5.90 × 10−4 for Drosophila, sug-
gesting substantially higher gene turnover with-
in anophelines relative to fruit flies. This fivefold
greater gain/loss rate in anophelines holds true
under models that account for uncertainty in
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gene family sizes at the tips of the species tree
due to annotation or assembly errors and is not
sensitive to inclusion or exclusion of taxa affect-
ing the root age of the tree nor to the exclusion
of taxa with the poorest assemblies and gene
sets (fig. S10 and tables S22 and S23). Examples
include expansions of cuticular proteins in An.
arabiensis and neurotransmitter-gated ion chan-
nels in An. albimanus (table S24).
The evolutionary dynamismofAnopheles genes

extends to their architecture. Comparisons of
single-copy orthologs at deeper phylogenetic
depths showed losses of introns at the root of
the true fly order Diptera and revealed con-
tinued losses as the group diversified into the
lineages leading to fruit flies and mosquitoes.
However, anopheline orthologs have sustained
greater intron loss than drosophilids, leading
to a relative paucity of introns in the genes of
extant anophelines (fig. S11 and table S25). Com-
parative analysis also revealed that gene fu-
sion and fission played a substantial role in the
evolution of mosquito genes, with apparent re-
arrangements affecting an average of 10.1% of

all genes in the genomes of the 10 species
with the most contiguous assemblies (fig. S12).
Furthermore, gene boundaries can be flexible;
whole genome alignments identified 325 can-
didates for stop-codon readthrough (fig. S13 and
table S26).
Becausemolecular evolution of protein-coding

sequences is a well-known source of phenotypic
change, we compared evolutionary rates among
different functional categories of anopheline ortho-
logs. We quantified evolutionary divergence in
termsof protein sequence identity of alignedortho-
logs and the dN/dS statistic (ratio of nonsynon-
ymous to synonymous substitutions) computed
using PAML (12, 20). Among curated sets of genes
linked to vectorial capacity or species-specific traits
against a background of functional categories de-
fined by Gene Ontology or InterPro annotations,
odorant and gustatory receptors showhigh evolu-
tionary rates and male accessory gland proteins
exhibit exceptionally high dN/dS ratios (Fig. 3, figs.
S14 and S15, and tables S27 to S29). Rapid diver-
gence in functional categories related to malaria
transmission and/or mosquito control strategies

led us to examine the genomic basis of several
facets of anopheline biology in closer detail.

Insights into mosquito biology and
vectorial capacity

Mosquito reproductive biology evolves rapidly
and presents a compelling target for vector con-
trol. This is exemplified by the An. gambiaemale
accessory gland protein (Acp) cluster on chromo-
some 3R (21, 22), where conservation is mostly
lost outside the An. gambiae species complex
(fig. S16). In Drosophila, male-biased genes such
as Acps tend to evolve faster than loci without
male-biased expression (23–25). We looked for
a similar pattern in anophelines after assessing
each gene for sex-biased expression using micro-
array and RNAseq data sets for An. gambiae (12).
In contrast to Drosophila, female-biased genes
showdramatically faster rates of evolution across
the genus thanmale-biased genes (Wilcoxon rank
sum test, P = 5 × 10−4) (fig. S17).
Differences in reproductive genes among

anophelines may provide insight into the or-
igin and function of sex-related traits. During
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Fig. 1. Geography, vector status, molecular phylogeny, gene orthology,
and genome alignability of the 16 newly sequenced anopheline mosqui-
toes and selected other dipterans. (A) Global geographic distributions of
the 16 sampled anophelines and the previously sequenced An. gambiae and
An. darlingi. Ranges are colored for each species or group of species as shown
in (B), e.g., light blue for An. farauti. (B) The maximum likelihood molecular
phylogeny of all sequenced anophelines and selected dipteran outgroups.
Shapes between branch termini and species names indicate vector status

(rectangles, major vectors; ellipses, minor vectors, triangles, nonvectors) and
are colored according to geographic ranges shown in (A). (C) Bar plots show
total gene counts for each species partitioned according to their orthology
profiles, from ancient genes found across insects to lineage-restricted and
species-specific genes. (D) Heat map illustrating the density (in 2-kb sliding
windows) of whole-genome alignments along the lengths of An. gambiae
chromosomal arms: fromwhite where An. gambiae aligns to no other species
to red where An. gambiae aligns to all the other anophelines.
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copulation, An. gambiae males transfer a gela-
tinous mating plug, a complex of seminal pro-
teins, lipids, and hormones that are essential
for successful sperm storage by females and for
reproductive success (26–28). Coagulation of
the plug is mediated by a seminal transgluta-
minase (TG3), which is found in anophelines
but is absent in other mosquito genera that do
not form a mating plug (26). We examined TG3
and its two paralogs (TG1 and TG2) in the se-
quenced anophelines and investigated the rate
of evolution of each gene (Fig. 4A). Silent sites
were saturated at the whole-genus level, making
dS difficult to estimate reliably, but TG1 (the
gene presumed to be ancestral owing to broad-
est taxonomic representation) exhibited the lowest
rate of amino acid change (dN = 0.20), TG2 ex-
hibited an intermediate rate (dN = 0.93), and the
anopheline-specific TG3 has evolved even more
rapidly (dN = 1.50), perhaps because of male/
male or male/female evolutionary conflict. Note
that plug formation appears to be a derived trait
within anophelines, because it is not exhibited by
An. albimanus and intermediate, poorly coagu-
lated plugs were observed in taxa descending
from early-branching lineages within the genus
(table S30). Functional studies of mating plugs

will be necessary to understand what drove the
origin and rapid evolution of TG3.
Proteins that constitute themosquito cuticular

exoskeleton play important roles in diverse as-
pects of anopheline biology, including develop-
ment, ecology, and insecticide resistance, and
constitute approximately 2% of all protein-coding
genes (29). Comparisons among dipterans have
revealed numerous amplifications of cuticular
protein (CP) genes undergoing concerted evo-
lution at physically clustered loci (30–33). We
investigated the extent and time scale of gene
cluster homogenization within anophelines by
generating phylogenies of orthologous gene
clusters (fig. S18 and table S31). Throughout the
genus, these gene clusters often group phylo-
genetically by species rather than by position
within tandem arrays, particularly in a subset
of clusters. These include the 3RB and 3RC clus-
ters of CP genes (30), the CPLCG group A and
CPLCW clusters found elsewhere on 3R (32), and
six tandemly arrayed genes on 3L designated
CPFL2 through CPFL7 (34). CPLCW genes occur
in a head-to-head arrangementwithCPLCGgroup
A genes and exhibit highly conserved intergenic
sequences (fig. S19). Furthermore, transcript lo-
calization studies using in situ hybridization

revealed identical spatial expression patterns for
CLPCW and CPLCG group A gene pairs sugges-
tive of coregulation (fig. S19). For these five gene
clusters, complete grouping by organismal lin-
eage was observed for most deep nodes as well
as formany individual species outside the shallow
An. gambiae species complex (Fig. 4B), consistent
with a relatively rapid (less than 20 million years)
homogenization of sequences via concerted evo-
lution. The emerging pattern of anopheline CP
evolution is thus one of relative stasis for a ma-
jority of single-copy orthologs, juxtaposed with
consistent concerted evolution of a subset of genes.
Anophelines identify hosts, oviposition sites,

and other environmental cues through special-
ized chemosensory membrane-bound receptors.
We examined three of the major gene families
that encode these molecules: the odorant recep-
tors (ORs), gustatory receptors (GRs), and variant
ionotropic glutamate receptors (IRs). Given the
rapid chemosensory gene turnover observed in
many other insects, we explored whether vary-
ing host preferences of anopheline mosquitoes
could be attributed to chemosensory gene gains
and losses. Unexpectedly in light of the elevated
genome-wide rate of gene turnover, we found that
the overall size and content of the chemosensory
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Fig. 2. Patterns of anopheline chromosomal evolution. (A) Anopheline ge-
nomes have conserved gene membership on chromosome arms (“elements”;
colored and labeled 1 to 5). UnlikeDrosophila, chromosome elements reshuffle
between chromosomes via translocations as intact elements and do not
show fissions or fusions.The tree depicts the supported molecular topology
for the species studied. (B) Conserved synteny blocks decay rapidly within
chromosomal arms as the phylogenetic distance increases between spe-
cies. Moving left to right, the dot-plot panels show gene-level synteny between
chromosome 2R of An. gambiae (x axis) and inferred ancestral sequences
(y axes; inferred using PATHGROUPS) at increasing evolutionary time scales
(million years ago) estimated by an ultrametric phylogeny. Gray horizontal

lines represent scaffold breaks. Discontinuity of the red lines/dots indicates
rearrangement. (C) Anopheline X chromosomes exhibit higher rates of re-
arrangement (P < 1 × 10−5), measured as breaks per Mb per million years,
compared with autosomes, despite a paucity of polymorphic inversions on
the X. (D) The anopheline X chromosome also displays a higher rate of gene
movement to other chromosomal arms than any of the autosomes. Chromo-
somal elements are labeled around the perimeter; internal bands are colored
according to the chromosomal element source and match element colors in
(A) and (C). Bands are sized to indicate the relative ratio of genes imported
versus exported for each chromosomal element and the relative allocation of
exported genes to other elements.
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gene repertoire are relatively conserved across the
genus. CAFE 3 (18) analyses estimated that the
most recent common ancestor of the anophelines
had approximately 60 genes in each of the OR
and GR families, similar to most extant anophe-
lines (Fig. 4C and fig. S20). Estimated gain/loss
rates of OR and GR genes per million years
(error-corrected l = 1.3 × 10−3 for ORs and 2.0 ×
10−4 for GRs) were much lower than the overall
level of anopheline gene families. Similarly, we
found almost the same number of antennae-
expressed IRs (~20) in all anopheline genomes.
Despite overall conservation in chemosensory
gene numbers, we observed several examples of
gene gain and loss in specific lineages. Notably,
there was a net gain of at least 12 ORs in the
common ancestor of the An. gambiae complex
(Fig. 4C).
OR and GR gene repertoire stability may de-

rive from their roles in several critical behaviors.
Host preference differences are likely to be gov-
erned by a combination of functional divergence
and transcriptional modulation of orthologs. This
model is supported by studies of antennal tran-
scriptomes in the major malaria vector An.
gambiae (35) and comparisons between this
vector and its morphologically identical sibling
An. quadriannulatus (36), a very closely related
species that plays no role inmalaria transmission
(despite vectorial competence) because it does

not specialize on human hosts. Furthermore, we
found that many subfamilies of ORs and GRs
showed evidence of positive selection (19 of 53
ORs; 17 of 59 GRs) across the genus, suggesting
potential functional divergence.
Several blood feeding–related behaviors in

mosquitoes are also regulated by peptide hor-
mones (37). These peptides are synthesized, pro-
cessed, and released fromnervous and endocrine
systems and elicit their effects through binding
appropriate receptors in target tissues (38). In
total, 39 peptide hormones were identified from
each of the sequenced anophelines (fig. S21).
Notably, no ortholog of the well-characterized
head peptide (HP) hormone of the culicine mos-
quito Aedes aegypti was identified in any of the
assemblies. In Ae. aegypti, HP is responsible for
inhibiting host-seeking behavior after a blood
meal (39). Because anophelines broadly exhibit
similar behavior (40), the absence ofHP from the
entire clade suggests they may have evolved a
novelmechanism to inhibit excess blood feeding.
Similarly, no ortholog of insulin growth factor 1
(IGF1) was identified in any anophelines even
though IGF1 orthologs have been identified in
other dipterans, includingD.melanogaster (41)
and Ae. aegypti (42). IGF1 is a key component
of the insulin/insulin growth factor 1 signaling
(IIS) cascade, which regulates processes includ-
ing innate immunity, reproduction, metabolism,

and life span (43). Nevertheless, other members
of the IIS cascade are present, and four insulin-
like peptides are found in a compact cluster with
gene arrangements conserved across anophelines
(fig. S22). This raises questions regarding the
modification of IIS signaling in the absence of
IGF1 and the functional importance of this con-
served genomic arrangement.
Epigenetic mechanisms affect many biological

processes by modulation of chromatin structure,
telomere remodeling, and transcriptional con-
trol. Of the 215 epigenetic regulatory genes in
D. melanogaster (44), we identified 169 putative
An. gambiae orthologs (table S32), which sug-
gested the presence of mechanisms of epigenetic
control in Anopheles and Drosophila. We find,
however, that retrotransposition may have con-
tributed to the functional divergence of at least
one gene associated with epigenetic regulation.
The ubiquitin-conjugating enzyme E2D (ortholo-
gous to effete (45) in D. melanogaster) duplicated
via retrotransposition in an early anopheline an-
cestor, and the retrotransposed copy is main-
tained in a subset of anophelines. Although the
entire amino acid sequence of E2D is perfectly
conserved between An. gambiae and D. mela-
nogaster, the retrogenes are highly divergent
(Fig. 5A) and may contribute to functional di-
versification within the genus.
Saliva is integral to blood feeding; it impairs

host hemostasis and also affects inflammation
and immunity. In An. gambiae, the salivary pro-
teome is estimated to contain the products of
at least 75 genes, most being expressed solely in
the adult female salivary glands. Comparative
analyses indicate that anopheline salivary pro-
teins are subject to strong evolutionary pres-
sures, and these genes exhibit an accelerated
pace of evolution, as well as a very high rate of
gain/loss (Fig. 3 and fig. S23). Polymorphisms
within An. gambiae populations from limited
sets of salivary genes were previously found to
carry signatures of positive selection (46). Se-
quence analysis across the anophelines shows
that salivary genes have the highest incidence
of positively selected codons among the seven
gene classes (fig. S24), indicating that coevolu-
tion with vertebrate hosts is a powerful driver
of natural selection in salivary proteomes. More-
over, salivary proteins also exhibit functional
diversification through new gene creation. Se-
quence similarity, intron-exon boundaries, and
secondary structure prediction point to the birth
of the SG7/SG7-2 inflammation-inhibiting (47)
gene family from the genomic region encoding
the C terminus of the 30-kD protein (Fig. 5B), a
collagen-binding platelet inhibitor already present
in the blood-feeding ancestor of mosquitoes and
black flies (48). Based on phylogenetic representa-
tion, these events must have occurred before the
radiation of anophelines but after separation from
the culicines.
Resistance to insecticides and other xeno-

biotics has arisen independently inmany anoph-
eline species, fostered directly and indirectly by
anthropogenic environmentalmodification.Meta-
bolic resistance to insecticides is mediated by
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Fig. 3. Contrasting evolutionary
properties of selected gene
functional categories. Examined
evolutionary properties of ortholo-
gous groups of genes include a
measure of amino acid conservation/
divergence (evolutionary rate), a
measure of selective pressure
(dN/dS), a measure of gene
duplication in terms of mean gene
copy-number per species (number of
genes), and a measure of ortholog
universality in terms of number of
species with orthologs (number of
species). Notched box plots show
medians and extend to the first and
third quartiles; their widths are
proportional to the number of
orthologous groups in each func-
tional category. Functional categories
derive from curated lists associated
with various functions/processes as
well as annotated Gene Ontology or
InterPro categories (denoted by
asterisks).
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multiple gene families, including cytochrome
P450s and glutathione S-transferases (GSTs),
which serve to generally protect against all en-
vironment stresses, both natural and anthropo-
genic. We manually characterized these gene
families in seven anophelines spanning the genus.
Despite their large size, gene numbers (87 to 104
P450 genes, 27 to 30 GST genes) within both
gene families are highly conserved across all spe-
cies, although lineage-specific gene duplications
and losses are often seen (tables S33 and S34). As
with the OR and GR olfaction-related gene fam-
ilies, P450 and GST repertoires may be relatively
constant due to the large number of roles they
play in anopheline biology. Orthologs of genes
associated with insecticide resistance either via
up-regulation or coding variation [e.g., Cyp6m2,
Cyp6p3 (Cyp6p9 in An. funestus), Gste2, and
Gste4] were found in all species, which suggested
that virtually all anophelines likely have genes
capable of conferring insecticide resistance through
similar mechanisms. Unexpectedly, one member
of the P450 family (Cyp18a1) with a conserved
role in ecdysteroid catabolism [and consequently
development and metamorphosis (49)] appears

to have been lost from the ancestor of the An.
gambiae species complex but is found in the ge-
nome and transcriptome assemblies of other
species, which indicates that the An. gambiae
complex may have recently evolved an alternate
mechanism for catabolizing ecdysone.
Susceptibility to malaria parasites is a key

determinant of vectorial capacity. Dissecting
the immune repertoire (50, 51) (table S35) into
its constituent phases reveals that classical rec-
ognition genes and genes encoding effector en-
zymes exhibit relatively low levels of sequence
divergence. Signal transducers are more diver-
gent in sequence but are conserved in repre-
sentation across species and rarely duplicated.
Cascade modulators, although also divergent,
are more lineage-specific and generally have
more gene duplications (Fig. 3 and fig. S25). A
rare duplication of an immune signal transduc-
tion gene occurred through the retrotranspo-
sition of the signal transducer and activator of
transcription STAT2 to form the intronless STAT1
after the divergence ofAn. dirus and An. farauti
from the rest of the subgenus Cellia (Fig. 5C and
table S36). It is interesting that an independent

retrotransposition event appears to have cre-
ated another intronless STAT gene in the An.
atroparvus lineage. In An. gambiae, STAT1 con-
trols the expression of STAT2 and is activated in
response to bacterial challenge (52, 53), and the
STAT pathway has been demonstrated to me-
diate immunity to Plasmodium (53, 54), so the
presence of these relatively new immune signal
transducers may have allowed for rewiring of reg-
ulatory networks governing immune responses
in this subset of anophelines.

Conclusion

Since the discovery over a century ago by Ronald
Ross and Giovanni Battista Grassi that human
malaria is transmitted by a narrow range of blood-
feeding female mosquitoes, the biological basis
of malarial vectorial capacity has been a matter
of intense interest. Inasmuch as previous suc-
cesses in the local elimination of malaria have
always been accomplished wholly or in part
through effective vector control, an increased un-
derstanding of vector biology is crucial for con-
tinued progress against malarial disease. These
16 new reference genome assemblies provide a
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Fig. 4. Phylogeny-based insights into anopheline biology. (A) Maximum-
likelihood amino acid–based phylogenetic tree of three transglutaminase en-
zymes (TG1, green; TG2, yellow; and TG3, red) in 14 anopheline species with Culex
quinquefasciatus (Cxqu), Ae. aegypti (Aeae), and D. melanogaster (Dmel) serving
as outgroups. TG3 is the enzyme responsible for the formation of themale mating
plug in An. gambiae, acting upon the substrate Plugin, the most abundant mating
plug protein. Higher rates of evolution for plug-forming TG3 are supported by
elevated levels of dN. Mating plug phenotypes are noted where known within the
TG3 clade. (B) Concerted evolution in CPFL cuticular proteins. Species symbols used are the same as in (A). In contrast to the TG1/TG2/TG3 phylogeny, CPFL
paralogs cluster by subgeneric clades rather than individually recapitulating the species phylogeny. Gene family size variation among speciesmay reflect both
gene gain/loss and variation in gene set completeness. (C) OR observed gene counts and inferred ancestral gene counts on an ultrametric phylogeny. At least
10 OR genes were gained on the branch leading to the common ancestor of the An. gambiae species complex, although the overall number of OR genes does
not vary dramatically across the genus.
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foundation for additional hypothesis generation
and testing to further our understanding of the
diverse biological traits that determine vectorial
capacity.
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E2D/effete gene generated a ubiquitin-conjugating enzyme at the base of the
genus, which exhibits much higher sequence divergence than the original
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protein–encodinggenewas generated from theC-terminal half of the 30-kDgene.

SG7 then underwent tandem duplication and intron loss to generate another
salivary protein, SG7-2. Numerals indicate lengths of segments in base pairs. (C)
The origin of STAT1, a signal transducer and activator of transcription gene
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ancestor after divergence from An. dirus and An. farauti. The intronless STAT1 is
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STRUCTURAL BIOLOGY

Mechanistic insight from the crystal
structure of mitochondrial complex I
Volker Zickermann,1,2*† Christophe Wirth,3* Hamid Nasiri,4,5 Karin Siegmund,1

Harald Schwalbe,2,5 Carola Hunte,3† Ulrich Brandt2,6†

Proton-pumping complex I of the mitochondrial respiratory chain is among the largest and
most complicated membrane protein complexes. The enzyme contributes substantially
to oxidative energy conversion in eukaryotic cells. Its malfunctions are implicated in many
hereditary and degenerative disorders. We report the x-ray structure of mitochondrial
complex I at a resolution of 3.6 to 3.9 angstroms, describing in detail the central subunits
that execute the bioenergetic function. A continuous axis of basic and acidic residues
running centrally through the membrane arm connects the ubiquinone reduction site in
the hydrophilic arm to four putative proton-pumping units. The binding position for a
substrate analogous inhibitor and blockage of the predicted ubiquinone binding site
provide a model for the “deactive” form of the enzyme. The proposed transition into the
active form is based on a concerted structural rearrangement at the ubiquinone reduction
site, providing support for a two-state stabilization-change mechanism of proton pumping.

W
ith a molecular mass of ~1 MD, proton-
pumping NADH:ubiquinone oxidoreduc-
tase (complex I) is the largest membrane
protein complex of the mitochondrial
respiratory chain (1, 2). Complex I couples

electron transfer from NADH (reduced nicotina-
mide adenine dinucleotide) to ubiquinone to the
translocation of four protons from themitochon-
drial matrix to the intermembrane space (IMS),
thereby providing much of the proton-motive
force for adenosine triphosphate synthesis. Dys-
function of the enzyme is the most frequent
cause of mitochondrial disorders (3) and has
been implicated in numerous neurodegenerative
conditions (4). Complex I is also a major source
of deleterious reactive oxygen species (5). Mito-
chondrial complex I consists of 14 central sub-
units and a large number of accessory subunits.
Specific inhibitors have been essential for un-
raveling structure-function relationships within
complex I and are a focus of biomedical research,
as some of them can induce Parkinson’s disease
(6). The central subunits of complex I harboring
the bioenergetic core functions are conserved

from bacteria to humans. Complex I from bacte-
ria and from mitochondria of Yarrowia lipo-
lytica, a yeast genetic model for the study of
eukaryotic complex I (7), were previously ana-
lyzed by x-ray crystallography (8–10). Yet the
catalytic mechanism has remained enigmatic.
Here, we present the x-ray structure of all cen-
tral subunits and the largest accessory subunit
of mitochondrial complex I from Y. lipolytica,
providing insight into the molecular basis of
redox-driven proton pumping.

Overall structure

Complex I was purified and crystallized as de-
scribed (8). Optimized cryoprotection and data
collection improved x-ray diffraction in the best
direction to 3.6 Å. Phases were obtained using
single isomorphous replacement with anoma-
lous scattering from highly redundant data of
heavy-atom derivatives, FeS clusters, and seleno-
methionine. Phases were combined, averaged,
and extended to the resolution of the native data
set collected at 5 K.Model buildingwith the 3.8 Å
experimental electron density map was aided by
the large content of a helices, close to 100 seleno-
methionine positions, andhomologymodels based
on the bacterial complexes (10, 11). Secondary
structure constraints were applied for refine-
ment. Anisotropy correction counteracted the
lower order of the crystals in the membrane
plane, and the structure was refined at 3.9 Å ×
3.9 Å × 3.6 Å (table S1 and fig. S1). The structure
contains the majority of residues for central sub-
units and the largest accessory subunit (table S2).
Side chains are well resolved in tightly packed
subunits with high helix content, and between 50
and 89% of the residues in these subunits could
be assigned. The end of the peripheral hydrophilic
domain is less ordered (fig. S1 and table S1).

Mitochondrial complex I has a slightly opened
L-shape with an angle of ~120° between the two
arms (Fig. 1). The matrix arm protrudes into the
organelle interior and is oriented perpendicular
to the membrane plane and the membrane arm.
The 14 central subunits forming the core of the
complex are surrounded by the accessory sub-
units comprising 44% of the total mass. Com-
plex I is 250 Å long and 190 Å high, with a width
of 70 Å for the membrane arm and 120 Å for the
matrix arm. The complex is organized in four
functional modules (1, 8). The distal half of the
matrix arm, comprising the central 75-kDa, 51-kDa,
and 24-kDa subunits, forms the N module that
oxidizes NADH (nomenclature as for bovine com-
plex I is used throughout the text). The proximal
half of the peripheral arm, which comprises the
central 49-kDa, 30-kDa, PSST, and TYKY subunits,
is the Q module that reduces ubiquinone and
docks onto the membrane arm. A chain of eight
canonical FeS clusters (2) runs over a distance
of ~100 Å through the matrix arm (Fig. 1C). The
edge-to-edge distances for seven of these clusters
are <14 Å, allowing fast electron tunneling (12).
This arrangement establishes an electron trans-
fer path from the [4Fe-4S] cluster of the 51-kDa
subunit (cluster N3) to the [4Fe-4S] cluster of
PSST (cluster N2). Cluster N2 reduces ubiqui-
none and resides ~30 Å above the membrane
plane (8). The slightly bent membrane arm fea-
tures 82 transmembrane helices (TMHs), with 64
of them contributed by central subunits (Fig. 2A).
The proximal pump module (PP) comprises cen-
tral subunits ND1, ND2, ND3, ND4L, and ND6,
whereas the distal pump module (PD) contains
central subunits ND4 and ND5 (Fig. 2A).

Membrane arm and
proton-pumping modules

The largest membrane-embedded subunits, ND5,
ND4, and ND2 (Fig. 2A), share a structurally
highly similar core of 14 TMHs (fig. S2) with two
repeats of five TMHs (A, TMH4–8; B, TMH9–13)
in inverted topology (fig. S2). Each repeat fea-
tures adiscontinuous helix (TMH7a/b, TMH12a/b).
Such helices are hallmarks of ion-translocating
membrane proteins (13–15). Indeed, ND5, ND4,
and ND2 are homologous to the Mrp Na+/H+

antiporter family, which suggests a role in proton
pumping (8, 11, 16). ND5 has a C-terminal exten-
sion with a lateral helix, >60 Å long, lining ND5,
ND4, and ND2 on the concave side of the arm
close to the matrix side (Fig. 2A), thus bridging
the PP and PD modules. The C terminus of ND5
is anchored to ND2 via a V-shaped arrangement
of TMH16 and TMH17. The lateral helix was pre-
viously identified in the low-resolution analysis
of mitochondrial complex I from Y. lipolytica (8)
and is also present in the bacterial (9, 11) and
bovine complexes (17), in which its C terminus is
anchored by one TMH only. Whether this prom-
inent structural element is involved in energy
transduction for proton pumping, as proposed
previously (8, 9), remains controversial (2).
Adjacent to ND2 are three small central sub-

units, ND4L, ND6, and ND3, which form two
layers of straight helices crossing the membrane
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domain (Fig. 2A and fig. S3A). Notably, TMH3ND6

features a p bulge near the membrane center.
Remote with respect to TMH1–3ND6, TMH4ND6

is laterally associated with the membrane arm
and lines TMH16ND5. On the intermembrane-
space side, a long loop links THM4ND6 to a short
surface helix connecting to TMH5ND6, which is
surrounded by helices of ND2, ND4L, and ND3.
In the bacterial complex (9, 11), TMH4ND6 sits
closer to the core helices of ND6 at a position
occupied in the mitochondrial complex by a
single helix of an accessory subunit, tentatively
identified as NUJM (17). TMH1ND3 is anchored re-
motely in a surface cleft of ND1. ND1 at the prox-
imal end of the membrane arm comprises eight
TMHs and noticeable loop regions, including short
surface helices (Fig. 2A and fig. S3B). The fold of
TMH2–6 is similar to one repeat of the antiporter-
like subunits. This agrees with homology pre-
dictions (18) andwasnoted in thebacterial complex
(10). Notably, TMH5 is discontinuous in mito-
chondrial complex I.
The interior of the membrane arm is rich in

polar and protonable residues (i.e., residues that
may take up or release protons) constituting a
remarkable hydrophilic central axis across all
subunits (Fig. 2B). Toward the matrix and IMS,
each of the antiporter-like subunits has typical
arrays of titratable and polar residues consti-
tuting possible proton uptake and release path-
ways (Fig. 2B and fig. S4). For ND5 (Fig. 2B),

Asp397 at the membrane center is the first in a
series of polar residues (Tyr392, Glu401, Thr403,
and Ser402) arranged along TMH12b to the IMS.
Neighboring Lys396 connects this path to the
central polar network with major contributions
of protonable residues of TMH11 (His331, His335,
and Lys339). The likely entry point to this net-
work is His251 of TMH8, to which protons could
be provided from the matrix along the tip of
TMH7b, TMH8, and TMH10 (Glu241, Ser247, Thr244,
and Lys302). At the center of discontinuous TMH7,
Lys226 (TMH7a) is sandwiched between the in-
dole side chains of Trp143 and Trp235 and con-
nects on one side to His251 (through Ser227 and
Thr254) and on the other side to TMH12ND4 via
protonable residues of TMH5ND5 and TMH6ND5

(Glu144, Arg175, Asp178). A similar architecture is
repeated in ND4 and ND2 (fig. S4). Whereas the
central network and the proposed proton exit
routes are consistent with suggestions for the
bacterial complex, the proposed routes for pro-
ton entry differ as they were assigned between
TMH5 and TMH7 in bacteria (10, 19).
In summary, all three antiporter-like subunits

carry the structural signature of a proton-pumping
unit with two structurally distinct discontinuous
helices. Consistently, TMH7a/b contributes a cen-
tral Lys residue that is next to aGlu of TMH5, and
TMH12a/b is part of a central polar network con-
necting the proton exit route along TMH12b with
the likely proton entry point at loops TMH7b–8

and TMH9–10 (Fig. 2B). The dipoles of the dis-
continuous helices add to the polarity of the cen-
tral axis, because the C termini of TMH7a and
TMH12a point to the center of the membrane
arm, thereby introducing evenly spaced nega-
tive partial charges along the arm. In contrast,
the positive polarity of the N termini of TMH7b
and TMH12b is directed away from the central
axis toward the periphery of the membrane arm
(Fig. 2, B and C).
In line with a pump stoichiometry of 4H+/2e–

(20), a fourth potential proton translocation path-
way could be anticipated in the small NDs or
ND1. From the neighboring residues Glu30 and
Glu66 of ND4L and Glu131 of ND2 continuing the
central axis, a row of polar residues toward the
IMS at the interface of ND2 and ND4L could
serve as a proton exit (Fig. 2B and fig. S4). Di-
rectly above, a series of polar residues constitutes
a potential fourth proton entry at the interface
initially also proposed to be present in bacterial
complex I (19). The central axis extends further
toward Glu196 at the center of discontinuous
TMH5ND1, along Asp67 and Glu69 of ND3 and
Glu147 of ND1. The p bulge of TMH3ND6 provides
an additional polar contribution. From Glu196

onward, a row of acidic residues of ND1 (Asp203,
Glu206, Glu208, and Glu210) continues toward the
peripheral arm. A similar arrangement was de-
scribed in complex I from T. thermophilus (10)
andwas interpreted as a possible fourth pathway
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Fig. 1. Overall structure. (A and B) View from peripheral arm (A) and rotated 90° (B). N module: red, 75-kDa; yellow, 51-kDa; orange, 24-kDa. Q module: green,
49-kDa; violet, 30-kDa; blue, PSST; cyan,TYKY. PD module: dark blue, ND5; cyan, ND4. PP module: lilac, ND2; red, ND4L; orange, ND6; yellow, ND3; pink, ND1.
Accessory subunits are depicted in gray. (C) Arrangement of 4Fe-4S(4Fe) and 2Fe-2S(2Fe) clusters in the peripheral arm.The coordinating subunits are denoted
in brackets. Center-to-center and edge-to-edge (in brackets) distances are in angstroms.
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for proton uptake, replacing the one proposed
earlier (19). However, the structure of mitochon-
drial complex I suggests that the central axis of
protonable residues is more likely to play a crit-
ical role in energy transmission.

Peripheral arm

The peripheral arm comprises the N module
extending into the matrix and the Q module
docking it onto themembrane arm. The central
subunits of the Q module (the 49-kDa, PSST,
TYKY, and 30-kDa subunits) are related to Ni-Fe
hydrogenases (1, 21). The 49-kDa subunit com-
prises two three-stranded antiparallel b sheets
and several a helices. The longest helices form a
prominent four-helix bundle inclined toward the
membrane surface (Figs. 1 and 3). PSST, on the
other side of the Q module, contains a central
four-stranded parallel b sheet surrounded by five
helices and harbors the [4Fe-4S] cluster N2. The
N-terminal helixa1

PSST protrudes toward themem-
brane surface (Figs. 1 and 3B). TYKY provides
contact to the N module. Its ferredoxin-type fold
holds two [4Fe-4S] clusters (Fig. 3). Its N-terminal
helix a1 docks ontoND1 and contacts the four-helix
bundle of the 49-kDa subunit. The latter is also
the docking site for the 30-kDa subunit, with a
central five-stranded b sheet laterally surrounded
by four a helices. In the N module, the 75-kDa
subunit resides on the same side as PSST and
coordinates one [2Fe-2S] and two [4Fe-4S] clusters
(Figs. 1 and 3B). The 51-kDa subunit located above
the 49-kDa subunit holds one [4Fe-4S] cluster
and contains the binding sites for FMNandNADH
in a Rossman-fold domain. The 24-kDa subunit
coordinates the [2Fe-2S] cluster detached from
the electron transfer chain leading to cluster N2.
As noted previously (8), the Q module is rotated
outward about 3° relative to the N module as
compared to bacterial complex I (10).
The largest accessory subunit, NUEM—an or-

tholog of the mammalian 39-kDa subunit—flanks
the Q module and docks onto PSST (fig. S5). It
belongs to the family of short-chain dehydro-
genases (SDRs). A characteristic Rossman fold
typically found in all SDRs (22) is present in the
N-terminal domain, with a central seven-stranded
b sheet surrounded by five a helices (Fig. 3 and
fig. S5). NADH phosphate (NADPH) binding to
Y. lipolytica complex I was shown experimen-
tally (23). The helices of the C-terminal domain
characteristic for the subfamily of extended SDRs
are in contact with the membrane arm, consist-
ent with the reported cross-linking to ND3 (24).
Assembly defects of Y. lipolytica complex I in
deletion mutants (23) suggest a structural role,
but the function of NUEM remains elusive. Some
additional accessory subunits were provisionally
localized in the Y. lipolytica complex I structure
(fig. S6) on the basis of a model of supernumerary
subunits of bovine complex I recently obtained
by cryo–electron microscopy (17).

Interface between peripheral and
membrane arm and ubiquinone access

Structural elements of the ND1, ND3, 49-kDa,
PSST, and TYKY subunits form the interface

between the membrane and the peripheral arm
(Fig. 3). The matrix surface of ND1 provides the
main contact area with the 49-kDa subunit and
PSST. Helix a1

PSST contacts surface helix a1-2
ND1.

On the opposite side, helix a1
TYKY protrudes into

a groove between the four-helix bundle of the
49-kDa subunit andND1. TMH1ND3 andTMH2ND3

are in contact with loop TMH1–2ND1 including
helix a1-2

ND1 andwith loop b2-b3 of the N-terminal
b sheet of the 49-kDa subunit, respectively. At a
central point of the interface, contact between the
two arms of complex I involves loop TMH5–6ND1

(Glu206 toGly221) (Fig. 4). This loop is rich in acidic
residues, protrudes into a cleft between PSST and
49-kDa subunit, and is in contact with 49-kDa
loop b1-b2 (Pro89 to Leu98) of the N-terminal b
sheet, where loop TMH1–2ND3 also approaches.
Because cluster N2 resides well above the

membrane plane, an access path allowing the
head group of the hydrophobic substrate ubi-
quinone to reach its electron donor is needed
(25). This path is provided by a quinone exchange
cavity crossing the interface region. Its opening
lies between TMH1ND1, TMH6ND1, and amphi-
pathic helix a1-2

ND1 positioned at the periphery
of the matrix bilayer leaflet. The cavity extends

~30 Å toward the tip of loop b1-b249-kDa (Fig. 4).
The small triangular-shaped entry pore is ~7 Å
wide and has a hydrophobic surface. The side
chain of Ala54 of a1-2

ND1 points into the pore
opening. In humans, substitution of the corre-
sponding Ala52 of ND1 with the larger Thr is
among the most prevalent mutations leading
to Leber’s hereditary optic neuropathy and in-
terferes with ubiquinone reduction (26). Further-
more, substitution of Trp77 in PSST (lining the
inner side of the narrow entry passage) by Glu
abolishes ubiquinone reductase activity (27). The
surface and immediate vicinity of the cavity ex-
hibit a bipartite distribution of charged residues.
Toward the surface of the complex, basic residues
are present at the C-terminal end of TMH1ND1

(Arg27, Lys28, Arg36, andArg37), TMH7ND1, and loop
TMH7–8ND1, some of which may interact with
phospholipids. Deeper into the pocket toward the
protein interior, the cavity is lined by acidic resi-
dues of TMH5ND1 and adjacent loop TMH5–6ND1

(Asp203, Glu206, Glu208, and Glu210) (Fig. 4).

Ubiquinone and inhibitor binding sites

To define the substrate and inhibitor binding
sites within the Q module, we cocrystallized

46 2 JANUARY 2015 • VOL 347 ISSUE 6217 sciencemag.org SCIENCE

Fig. 2. Membrane arm. (A) Central transmembrane subunits and TMHs of accessory subunits seen from
thematrix side (colors as in Fig. 1). Solid circles, discontinuous helices in ND1, ND2, ND4, and ND5; broken
circle,TMH3ND6 containing a π bulge. (B) Discontinuous helices and side chains of residues of the central
axis. Inset shows arrays of polar and titratable residues of ND5. Residues of the central axis of protonable
residues are underlined. (C) Discontinuous TMH7 and TMH12 after global superposition of ND2, ND4, and
ND5 seen along the long axis of themembrane arm; d+ and d– are partial charges imposed by helix dipoles.
Amino acid abbreviations: D, Asp; E, Glu; H, His; K, Lys; N, Asn; Q, Gln; R, Arg; S, Ser; T,Thr; W,Trp; Y,Tyr.
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complex I with brominated derivatives of 2-decyl-
4-quinazolinylamine (DQA; Fig. 5). DQA is a
potent class I/A type inhibitor competitive to
piericidin A (28) and shown to qualify as a true
ubiquinone analog (29). Brominating the quin-
azoline scaffold (QA-1) increased the half-
maximal inhibitory concentration (IC50) from
17 nM for DQA to 320 nM, and replacing the
side chain with a brominated phenylethylamine
moiety (QA-2) hardly affected binding (IC50 =
23 nM) (fig. S7). Anomalous Fourier electron
density maps (Fig. 5) positioned the bromine
atoms close to each other in the vicinity of
His95 of the 49-kDa subunit at the deepest point
of the quinone exchange cavity (Fig. 5B). For both
derivatives, the geometrical constraints imposed
by anomalous signals and structure are consist-
ent with an identical toxophore position; a quin-
azoline ring was modeled into the structure to
visualize its likely position. The planar aromat-
ic ring system stacks between the tip of loop

b1-b2
49-kDa and Met91 of PSST (Fig. 5B), placing

the ring bromine at the quinazoline ring and the
bromine in the tail moiety 14 Å and 16 Å away,
respectively, from cluster N2. Supporting the no-
tion that the position of the substrate analogs
also reflects a binding site for ubiquinone, mu-
tations of His91, His95, Val97, Leu98, and Arg99 in
loop b1-b2

49-kDa as well as substitution of Met91 in
PSST by Lys or Glu cause drastic reduction of en-
zymatic activity (21, 27, 30, 31), whereas substitu-
tion of the sameMet91 by Cys showed a marked
resistance against DQA and rotenone. Further
residues (Ser192, Met188, and Phe203 of the 49-kDa
subunit and Val88 of PSST) with a role in ubiqui-
none or inhibitor binding (27) are located nearby
(Fig. 5).
Some distinct structural features in mitochon-

drial complex I can explain a known functional
difference to the bacterial enzyme: The quinone
exchange cavity does not provide access to sev-
eral other residues of the 49-kDa subunit (Asp143,

Tyr144, Val145, Asp458, and Val460) for which bio-
chemical evidence obtained with Y. lipolytica
suggested a direct interaction with ubiquinone
and inhibitors (29, 30). Indeed, binding of ubi-
quinone and piericidin A next to these residues
and closer to cluster N2 was modeled into the
structure of the bacterial enzyme (10), reveal-
ing a marked difference (fig. S8) between the
otherwise similar (table S3) core structures of
Y. lipolytica and T. thermophilus complex I.
Evidently, in the Y. lipolytica structure, access
deeper into the protein is blocked by the tip of
loop b1-b2

49-kDa bringing His95 close to Tyr144,
whereas in the bacterial enzyme, the ubiquinone
head group was located between these two resi-
dues (10). The different position of loop b1-b2

49-kDa

is accompanied by significantly different orien-
tations of the adjacent acidic loop TMH5–6ND1

and loop TMH1–2ND3.
This observation provides a straightforward

explanation for the reversible A/D transition
(32) occurring only in complex I of some eukary-
otes, including Y. lipolytica (33), and discussed
as a protective mechanism against excessive
oxygen radical formation (34). Preparations of
Y. lipolytica complex I are always in the so-called
deactive (D) form, which slowly reverts into
the active (A) form upon addition of substrates
(33). Consistent with the very low catalytic ac-
tivity of the D form, the structure of Y. lipolytica
complex I shows the ubiquinone binding site
at markedly greater distance from cluster N2,
as compared to the always-active structure of
the bacterial enzyme, in which ubiquinone was
positioned much closer to its electron donor, al-
lowing for efficient electron transfer (10). Sup-
porting this interpretation, loop TMH1–2ND3

undergoes conformational changes during the
A/D transition (35). Considering the remarkably
high sequence conservation within the struc-
tural elements involved (fig. S9) (10, 30) and
because binding of ubiquinone next to clus-
ter N2 is also supported by exhaustive muta-
genesis data for the mitochondrial enzyme
(21, 27, 30, 31), we propose that in the A form,
the ubiquinone binding pocket of Y. lipolytica
complex I adopts a conformation similar to
the bacterial enzyme that has no D form. We
suggest that the interface region of complex I
can switch between two distinct conforma-
tional states, thereby shifting the ubiquinone
binding site. This switch involves a concerted
movement of loops from three subunits (49-kDa,
ND1, and ND3).

Mechanistic implications

The central question concerning the mechanism
of energy conversion of complex I is how the re-
dox energy released exclusively in the peripheral
arm is transmitted to the proton pump modules
of the membrane arm (Fig. 6). Several lines of
evidence indicate that ubiquinone reduction
plays a pivotal role in this process. The hypoth-
etical two-state stabilization-change mechanism
(36) proposes that stabilization of negatively
charged quinone intermediates drives a confor-
mational change, thereby transmitting energy

SCIENCE sciencemag.org 2 JANUARY 2015 • VOL 347 ISSUE 6217 47

Fig. 4. Access path of quinone to the active site. (A) Side view. A cavity ~30 Å in length (beige) con-
nects the active site below cluster N2, with the matrix bilayer leaflet permitting substrate access. A con-
stricted opening (*) is located between theV-shaped arrangement of TMH1ND1 and TMH6ND1 and below the
amphipathic helix a1-2

ND1 (colors as in Fig. 1). (B) View from PSST, which has been removed for clarity.

Fig. 3. Interface between peripheral and membrane arm. (A and B) Two views of the interface
between central subunits of the Q module and the PP module (colors as in Fig. 1) and accessory subunit
NUEM (dark green). Dashed arrow indicates putative access for ubiquinone.
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to the membrane arm to drive proton pumping.
It postulates that complex I switches between
the E state, in which ubiquinone can be reduced
by cluster N2, and the P state, in which it is moved
away from its electron donor. This description is
reminiscent of the A and D state conformations
discussed above. A displacement of the acidic
loop TMH5–6ND1 at the start of the chain of
titratable residues reaching through the mem-
brane arm seems ideally suited to transmit an
“electrostatic pulse” (37). We therefore hypoth-
esize that an orchestratedmovement of the three
loops associated with the A/D transition could
also reflect the critical energy-converting steps
during catalytic turnover (Fig. 6). Such a mech-
anism would imply that the E state corresponds
essentially to the A form, whereas the P state
would resemble the D form, with the notable
exception that the D form cannot revert rapidly
and spontaneously to the E/A state, because this
is prevented by a yet unidentified structural
feature not present in the bacterial enzyme.
Because the A/D transition is observed only with
eukaryotic enzymes, it is tempting to speculate
that stabilization of the D state may involve
nearby accessory subunits such as NUEM, which
has been shown to take part in the associated
conformational changes (38).
Notably, this series of events could be trig-

gered not only by stabilization of ubisemiquinone,
but also of the ubiquinol anion resulting from
the second reduction step (36). Although so far
experimental evidence for such a second pump
stroke is missing, partitioning of the free energy
change by making use of both electron transfer
steps to ubiquinone seems to make thermody-
namic andmechanistic sense, given that complex I
can operate in reverse as a proton gradient–driven
NAD+ reductase.
The described mechanistic principle—charge-

induced conformational changes that result
in secondary electrostatic polarization of charged
residues—may also be important to drive the in-
dividual proton-pumping sites of complex I. De-
fined localized conformational changes should
ensure controlled vectorial charge translocation,
whereas energy transfer between the sites could
occur by electrostatic coupling. Indeed, recent
large-scale molecular dynamics simulations sug-
gested that long-range energy transmission in
complex I is executed through charge-induced
protonation changes of key residues (39).
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Zhi-Cai Shi,4 Philippe Nantermet,5 Yong Liu,1 Roy Helmy,1 Christopher J. Welch,1

Petr Vachal,6 Ian W. Davies,1 Tim Cernak,7* Spencer D. Dreher1*

At the forefront of new synthetic endeavors, such as drug discovery or natural product
synthesis, large quantities ofmaterial are rarely available and timelines are tight. Aminiaturized
automation platform enabling high-throughput experimentation for synthetic route scouting
to identify conditions for preparative reaction scale-up would be a transformative advance.
Because automated, miniaturized chemistry is difficult to carry out in the presence of solids
or volatile organic solvents, most of the synthetic “toolkit” cannot be readily miniaturized. Using
palladium-catalyzed cross-coupling reactions as a test case, we developed automation-friendly
reactions to run in dimethyl sulfoxide at room temperature.This advance enabled us to
couple the robotics used in biotechnology with emerging mass spectrometry–based
high-throughput analysis techniques. More than 1500 chemistry experiments were carried
out in less than a day, using as little as 0.02 milligrams of material per reaction.

H
igh-throughput experimentation (HTE)
chemistry tools have been used to aid in
the discovery of new reactions (1–6) and in
the scale-up optimization of known reac-
tions (7–9), both areas where substrates

for experimentation are plentiful. However, HTE
is rarely used in the area where it might have
the greatest impact: the synthesis of complex
natural products or highly functionalized drug
leads. What is needed is a tool that would allow
chemists to locate successful reaction conditions
(10) on a microgram (nanomole) scale in a high-
throughput fashion without depleting precious
substrate stores.
In the search for breakthrough medicines in

biomedical research, the rapid preparation of new,
complex molecules for biological evaluation is of
paramount importance, but substrates for the
synthesis of such compounds are invariably in
short supply. In later stages of chemistry de-
velopment, substrates are abundant, and state-
of-the-art microvial (8, 9) or microfluidic (11) HTE
tools can be effective in “turning on” reactions
that were otherwise unsuccessful by exploring
combinations of catalysts, reagents, and other

key reaction variables (12, 13). Such studies re-
quire at least milligram (micromole) quantities
of substrate per reaction—a prohibitively large
amount in early drug discovery, where newmol-
ecules are prepared for the first time. Consequent-
ly, the set of desirable compounds designed to test
a biological hypothesis is often winnowed to the
much smaller subset of compounds that can be
successfully synthesized using a single set of re-
action conditions, with little opportunity to study
and improve unsuccessful syntheses (14, 15). Min-
iaturizing chemistry to the nanomole scale is a
potential solution to this problem that has here-
toforemetwith substantial engineeringproblems,
such as accurately bringing together extremely
small charges of materials that are often hetero-
geneous, effectively agitating reaction mixtures,
preventing loss of volatile solvents, and incorpo-
rating general analytical approaches to assay re-
action outcomes. We present the first results of a
study aimed at developing general nanomole
reaction screening capabilities to support the
rapid synthesis of complex, highly functional-
ized drug leads.
Figure 1A shows highly functionalized mole-

cules from Merck’s compound collection repre-
sentative of the cores of drug molecules (1 to 8),
which in the search for new molecules with op-
timal biological properties would be coupled to a
diversity of polar building blocks (9 to 20) such
as those in Fig. 1B. Modern organic synthesis
(and especially transition metal catalysis) is re-
defining the rules with which new bonds can be
forged; however, it is important to recognize that
many “solved” synthetic transformations are far
fromuniversal, performingwell on simplemodel
substrates yet often failing when applied to com-
plex substrates in real-world synthesis (16). A
recent analysis of 2149 metal-catalyzed C-N
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Fig. 1. Nanomole-scale reaction screening. (A) High-complexity electrophilic
cores 1 to 8 from the Merck compound collection. (B) High-polarity nucleo-
philic building blocks 9 to 20. (C) Route scouting to identify successful reaction
conditions for previously failed chemistry can be accomplished using nanomole-
scale reaction screening with minimal consumption of precious substrate
(0.02 mg per reaction). Successful reactions run on nanoscale (0.02 mg,
50 nmol) can be repeated on a 25-mg scale (factor of 1000 scale-up). A 96-
member parallel coupling library using best reaction conditions located by
screening model nucleophiles (table S3) gave 54 products (white squares) and
42 failed reactions (blue squares) (table S4). After nanomole-scale screening,

productive conditions were located for an additional 21 of the 96 products
(yellow squares) (tables S6 and S8). (D) Reaction mixtures that are fully solu-
ble in high-boiling solvents can be dosed with high-precision nanoliter robotics.
Room-temperature reactions require no stirring and minimal sealing. (E) High-
performance LC-MS MISER analysis allows for rapid label-free analysis of re-
actions with diverse products. (F) Reaction discovery: Organic superbases 24
to 29 promote room-temperature cross-coupling in DMSO with second- and
third-generation biaryl palladium precatalysts 30 to 45. (G) Ninety-six combi-
nations of bases and ligands were investigated in triplicate in glass microvials
with stirring and reproduced in 1536-well plastic microtiter plates without stirring.
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Fig. 2. A high-throughput nanomole-scale chemistry evaluation using
rapid MISER and mixed-MISER LC-MS. (A) Heat map showing data from
1536 nanomole-scale reactions analyzed by UPLC (total analysis time
~52 hours). Sixteen diverse N/C/O/P/S nucleophiles were screened against 96
catalyst-base combinations to find room-temperature coupling conditions to
3-bromopyridine 22. Best conditions for each nucleophile were repeated on a
50-mg scale, giving 68 to 95% isolated yields (table S3). Reaction information
about best catalyst-base combination was matched to the polar nucleophile
used in the 96-member parallel coupling library of 1 to 8 × 9 to 20 (Fig. 1C,
initial synthesis). (B) Heat map showing data from 1536 nanomole-scale re-

actions analyzed by MISER.Thirty-two electrophile-nucleophile combinations that
failed under previous best conditions were investigated under 48 catalyst-base
combinations. Best conditions for each combination were repeated on a 50-mmol
scale and assigned a “PASS” (Fig. 1C, after screening) if a >95% purity sample
was obtained. (C) MISER chromatographic output (MISERgram) for 48 catalyst-
base combinations that were screened with 0.02 mg of 2 per reaction, using 9 as
nucleophile, and depiction of pooled MISER approach. (D) Nanomole-scale DOE:
three-factorial, four-level DOE surface model produced by screening 6 against
reagent charges of 10, 29, and 42. *Conditions identified in 0.02 mg scale
reactions informed practical 25-mg and 1-g scale-ups.

RESEARCH | RESEARCH ARTICLES



couplings run in the final steps of the synthesis
of highly functionalized drug leads revealed that
55% of reactions failed to deliver any product
at all (17). The missed opportunity represented
by these unsuccessful syntheses haunts contem-
porary drug discovery, and there is a growing
recognition that the tendency of polar, highly
functionalized compounds to fail in catalysis
may actually enrich compound sets in hydro-
phobic molecules that are less likely to become
successful drug candidates (15, 16, 18–20).

Soluble superbase coupling conditions
for miniaturization from micromole
to nanomole scale

Using the catalysis cross-coupling space defined
in Fig. 1, A and B, as a test case, this work eval-
uates the idea that miniaturized chemistry expe-
rimentation to inform preparative scale synthesis
(Fig. 1C) could be run on the same scale as con-
temporary biological assays using thehigh-precision
nanoliter robotics commonly used in biochemistry
labs (Fig. 1D) in conjunction with high-throughput
mass spectrometric analysis (Fig. 1E). The engi-
neering complexities of this task could potentially
be overcome by using ambient-temperature chem-
istry that operates in a solubilizing, low-volatility,
plastic-compatible reaction medium such as di-
methyl sulfoxide (DMSO) orN-methyl-2-pyrrolidone
(NMP). We chose DMSO for the initial proof of
concept because it is an environmentally friendly
solvent and represents the potential to directly
link chemistry with biochemical experimentation.
Very few efficient ambient-temperature palladium-
catalyzed cross-couplings in DMSO or other polar
solvents have been reported (21), in part because
of the strong solvent-metal coordination of such
solvents and their incompatibility with the strong
bases typically used in low-temperature C-N cou-
plings (NaOtBu, LiN(SiMe3)2, Zn(N(SiMe3)2)2
etc.) (22). It seemed possible that recently re-
ported highly hindered, electron-rich ligands (23)
may effectively protect Pd from DMSO coordi-
nation and that non-nucleophilic organic super-
bases (24), which are soluble in most solvents
and should be strongly basic enough to promote
Pd C-N couplings at room temperature, could
be compatible with these solvents.
Initially working in glass microvials, which

represent the current validated lower limits of
scalable batch miniaturization (8, 9), the cou-
pling of amine 21with bromide 22 (2.5 mmol in
25 ml of DMSO) was evaluated in a 96-reaction
array of superbases24 to 29with catalysts 30 to
45 [10mole percent (mol%)] (Fig. 1F), and several
highly productive room-temperature coupling
conditions were identified. All solutions were
homogeneous but were stirred nonetheless.
This same 96-reaction array was then evaluated
on a 1.0-ml scale (100nmol of substrate) in a plastic
1536-well plate without stirring and with re-
agent dosing via a nanoliter liquid-handling
robot (TTP LabTech Mosquito HTS) inside a
nitrogen-filled glovebox, demonstrating the
same hits and reaction performance (Fig. 1G).
The Mosquito robot allows sequential aspiration
from different wells of a source plate into a single

pipette tip to create multicomponent mixtures
that are dosed as single reaction drops into a
1536-well plate. This ensures proper mixing of
the reaction components and obviates the need
for stirring. This pipetting mechanism, in con-
junction with a material-sparing source plate
with minimal dead volume, ensures that almost
no material is wasted, and the overage can be
recovered if desired. Also, with this batch reac-
tion approach, some degree of sample heteroge-
neity can be tolerated, unlike for microfluidic
technologies where channel clogging can lead
to systemic failure.
The coupling of bromide 22was then evaluated

with 16 nitrogen, oxygen, carbon, phosphorus, and
sulfur nucleophiles under the same 96 combina-
tions of 24 to 45 in a single miniaturized 1536-
reaction experiment (Fig. 2A and table S3). In
this experiment, dosing required 30 min (four
components per well, 6144 total reagent doses)
followed by 22 hours of reaction time, 1 hour
for automated reaction quenching and sampling,
and 52 hours for analysis by ultra performance
liquid chromatography (UPLC). This experiment
uncovered extremely mild, soluble coupling
conditions for amines, alcohols, amides, sulfo-
namides, carbamates, amidines, aryl boronates,
alkynes, and malonates, most of which have
not been reported at ambient temperature with
non-nucleophilic bases (table S3). Because the
reactions were by design homogeneous and re-
quired no heating or cooling, translation to a
larger scale was straightforward, delivering
68 to 98% yield when scaled up by a factor of
3000, to 320 mmol of 22 (50 mg), now running
at 5 mol % catalyst loading and 0.2 M substrate
concentration.

Implementation of nanomole screening
for complex molecule synthesis

These new coupling conditions were next applied
in complex synthesis to the test set of electrophiles
1 to 8 and nucleophiles 9 to 20 (Fig. 1, A and B).
Initial synthesis conditions for this array were
selected from the best permutation of superbase
and catalyst that was previously identified for each
nucleophile class when using bromide 22 (table
S3). With these conditions, high-purity product
samples were successfully prepared for 54 of the
96 functionality-rich substrate combinations (Fig.
1C and table S4) when run on a 500-mmol scale
(~25 mg) (25, 26). This chemistry was generally
tolerant of polar functional groups and hetero-
cycles; however, nearly half of the 96 reactions
failed to provide any product, which is typical
for application of a single set of conditions to a
complex catalysis problem.
To apply nanomole-scale reaction screening to

this problem,we subjected32different electrophile-
nucleophile substrate combinations, each of which
produced little or no material from the 96-reaction
array, to 48 reaction conditions (8 organic super-
bases × 6 ligands; Fig. 2B). The substrate concen-
tration was reduced to 0.05 M and the catalyst
loadingwas doubled to 20mol% so that running
all 48 reactions would consume less than 1 mg of
each substrate (50 nmol, ~0.02 mg per reaction)

(27). In addition, the reaction time was reduced
to 2 hours and a faster liquid chromatography–
mass spectrometry (LC-MS) approach was pur-
sued, with a goal of running and analyzing 1536
reactions in less than 24 hours. Of the available
label-free techniques (28), MISER (multiple injec-
tions in a single experimental run) LC-MS was se-
lected for its ease of data acquisition and analysis
(29). Thus, 48 reactions that had the same po-
tential product along a row of the 1536-well
plate were analyzed bymultiple injections (22 s
per sample) in a single isocratic chromatographic
run with mass detection settings observing the
molecular ion for the desired product (Fig. 2C).
In this way, the 1536-well plate could be analyzed
in ~9 hours. To reduce the time required for anal-
ysis even further, we combined four rows of reac-
tion samples that could give different product
masses and simultaneously monitored the four
desired products’m/z values (mass/charge ratios)
in these pooled samples (Fig. 2C). By pooling four
mass-encoded wells, the analysis of all 1536 reac-
tions could be performed in ~2.5 hours. In ad-
dition, a more rigorous approach to this same
analysis was pursued using a parallel two-channel
LC system connected to a triple-quadrupole mass
spectrometer. This instrumentation used a fast
gradient to provide improved resolution and ad-
ditional MS/MS structure confirmation data and
required ~2.5 hours for analysis of all 1536 reac-
tions. The MISER analyses located the expected
product masses for 21 of 32 substrate combina-
tions, and the best hits were then confirmedwith
UPLC-MS. These 21 hits were scaled up by a fac-
tor of 1000 (25-mg scale), and a pure product sam-
plewas obtained for 16 of these reactions (table S6).
Optimization of continuous variables (for exam-

ple, the stoichiometry of reagents) is another po-
tential path to increase product formation in HTE.
Returning to the conditions originally identified
for bromide 22, six of the remaining failed reac-
tions were evaluated under 48 combinations of
catalyst loading, nucleophile charge, and base
charge, again using 1 mg of substrate per 48-
reaction evaluation (fig. S22). Markedly better
conditions for five of the six compounds were
found in this way, which allowed their isolation
upon scale-up by a factor of 1000 (table S8). Hence,
in these two miniaturized screening experiments,
looking first at catalyst-base combinations and then
at reaction stoichiometries, 21 complex new com-
pounds could be rapidly prepared. These solutions
to 21 complex synthesis problems represent the
opportunity to answer biological hypotheses that
would have been passed over in previous chemistry
approaches because of lack of time and material.

Nanomole reaction optimization to
inform gram-scale synthesis

An important consideration for this nanomole-
scale approach toward discovery synthesis is the
optimization of reactions for application to larger-
scale synthesis. Compounds that are deemed in-
teresting in initial biological evaluation or are
synthetic intermediates in a multistep route must
rapidly be prepared in larger quantities once
conditions are identified. Statistical tools such
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as DOE (design of experiments) are powerful
tools for synthesis (30–32), yet they typically
focus on performing minimal numbers of exper-
iments, as large numbers of experiments are
often resource- and time-intensive to conduct.
However, because large numbers of experiments
are readily feasiblewith this nanomole-scale chem-
istry platform, we were able to construct a three-
factorial, four-level response surface modeling
experiment to study the loading of catalyst against
varying stoichiometries of base and nucleophile
in the reaction of chloride6with amine 10. In this
DOE experiment, each condition was repeated
twice, resulting in 128 total reactions with <3mg
of 6. Indeed, a high-quality response surface
model was generated with the nanomole-scale
chemistry approach (Fig. 2D), which helped to
define the critical charges of nucleophile and
base for optimal reaction performance. The opti-
mized conditions used 15 mol % 42 at 0.05 M
concentration; by translating to more practical
conditions of 5 mol % 42 and 0.24 M concentra-
tion, we obtained full conversion and a 79%
isolated yield of 46 on a 25-mg scale, which was
reproduced to obtain a 76% isolated yield on a 1-g
scale (Fig. 2D). This result shows that advanced
statistical reaction analysis, which is typically
reserved for chemistry opportunities where mate-
rial is plentiful, can be applied to reactions in the
material-limited front lines of drug discovery or
natural product synthesis.
In biomedical research, chemical synthesis

should not limit access to any molecule that is
designed to answer a biological question. This
work demonstrates an example of how conditions
for complex Pd-catalyzed C-O, C-N, and C-C cross-
coupling reactions can be evolved into a powerful,
substrate-focused approach to chemistry minia-
turization to overcome limited access to complex
products. With innovative research, other high-
value modern chemistry reactions could be sim-
ilarly designed into this paradigm to improve
synthesis in material-limited environments by
evolution of catalysts and reagents to perform
in DMSO, NMP, or other high-boiling solvents
at ambient temperature.
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QUANTUM OPTICS

Quantum harmonic oscillator state
synthesis by reservoir engineering
D. Kienzler,* H.-Y. Lo, B. Keitch, L. de Clercq, F. Leupold, F. Lindenfelser,
M. Marinelli, V. Negnevitsky, J. P. Home*

The robust generation of quantum states in the presence of decoherence is a primary
challenge for explorations of quantummechanics at larger scales. Using themechanical motion
of a single trapped ion, we utilize reservoir engineering to generate squeezed, coherent, and
displaced-squeezed states as steady states in the presence of noise.We verify the created state
by generating two-state correlated spin-motion Rabi oscillations, resulting in high-contrast
measurements. For both cooling and measurement, we use spin-oscillator couplings that
provide transitions between oscillator states in an engineered Fock state basis. Our approach
should facilitate studies of entanglement, quantum computation, and open-system quantum
simulations in a wide range of physical systems.

R
eservoir engineering is a method in which
specially designed couplings between a sys-
tem of interest and a zero-temperature
environment can be used to generate quan-
tum superposition states of the system as

the steady state of the dissipative process, inde-
pendent of the initial state of the system (1–3).
Theoretical work has shown the potential for
using such engineered dissipation for univer-
sal quantum computation (4) and in providing

new routes to many-body states (5–7). Experi-
mentally, these techniques have been used to
generate entangled superposition states of qubits
in atomic ensembles (8), trapped ions (9, 10), and
superconducting circuits (11). Theoretical proposals
for quantum harmonic oscillator state synthesis
by reservoir engineering extend from trapped
ions (2, 3) to superconducting cavities (12, 13)
and nanomechanics (14).
Here, we experimentally demonstrate the gen-

eration and stabilization of quantum harmonic
oscillator states by reservoir engineering based
on the original proposal of Cirac et al. (1), which
we use to generate and stabilize squeezed,
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displaced-squeezed, and coherent states. Making
use of engineered spin-motion couplings that are
closely related to those used in the reservoir en-
gineering, we introducemeasurement techniques
that provide simple spin population dynamics,
allowing us to directly verify the coherence of
the states produced and providing a measure of
the fidelity with a high signal-to-noise ratio.
The energy eigenstates of the harmonic oscil-

lator jn〉 form an equally spaced ladder connected
by the action of the creation and annihilation
operators a

ˇ

† and a

ˇ

. Alternative state ladders
exist, in which each state is a superposition of
energy eigenstates. These can be obtained by
applying a unitary transformation, with the re-
sulting states jU

ˇ

,n〉≡U

ˇ

jn〉 (Fig. 1A). The trans-
formed state ladders have their own annihilation
operatorsK

ˇ

, which are related to a

ˇ

byK

ˇ

¼ U

ˇ

a

ˇ

U

ˇ

†

(the same transformation can be performed for
the creation operator). State preparation by
reservoir engineering involves the choice of a
suitable engineered basis for which cooling to
the ground state results in the desired quantum
state jU

ˇ

;0〉. In our experiments, we can cool in
this basis by coupling the oscillator to an ancilla
spin. We use an engineered spin-motion cou-
pling Hamiltonian

H

ˇ

− ¼ ℏWðK

ˇ

s

ˇ

þ þ K

ˇ

†s

ˇ

−Þ ð1Þ

where W is the Rabi frequency and s

ˇ

þ≡j↑〉〈↓j,
s

ˇ

−≡j↓〉〈↑j are spin flip operators. This Hamiltonian

results in transitions between adjacent levels on
the transformed state ladder, correlated with spin
flips. The Hamiltonian dynamics are reversible,
and thus cannot reduce entropy. To produce a
zero-entropy pure state from a general starting
state, dissipation is required, whichwe introduce
by optical pumping of the spin. This pumps the
oscillator down the engineered state ladder into
the desired ground state (Fig. 1B).
We generate Gaussian oscillator states, which are

related to the energetic ground state by combina-
tions of displacements and squeezing of the wave
packet (15). The unitary transformation is then
U

ˇ

¼ S

ˇ

ðxÞD

ˇ

ðaÞ, where S

ˇ

ðxÞ is the squeezing
operator and D

ˇ

ðaÞ is the displacement oper-
ator (16). The resulting annihilation operator
in the engineered basis is K

ˇ

¼ eifðcoshðrÞa

ˇ

þ
eifs sinhðrÞa

ˇ

† − aÞ, where r ¼ jxj and fs ¼ argðxÞ.
The phase factor f plays no role in our experi-
ments and we set it to zero in the rest of this
Report. K

ˇ

contains terms that are linear in the
creation and annihilation operators for the energy
eigenstates, meaning that the Hamiltonian H

ˇ

−
can be implemented by simultaneously applying
a combination of the carrier (H

ˇ

c ¼ ℏWcs

ˇ

þ þ h:c:,
where h.c. is the Hermitian conjugate), red mo-
tional sideband (H

ˇ

rsb ¼ ℏWrsbs

ˇ

þa

ˇ

þ h:c:), and
bluemotional sideband (H

ˇ

bsb ¼ ℏWbsbs

ˇ

þa

ˇ

†þ h:c:)
transitions. Here Wc, Wrsb, and Wbsb are taken to
be complex parameters, containing both the cou-
pling strength and the phase. In our experiments,
theseHamiltonians can be realized simultaneously

by applying amultifrequency laser field, with each
frequency component resonant with one of the
transitions (16). The squeezing is obtained from
the ratio Wbsb=Wrsb ¼ eifs tanhðrÞ, and the dis-
placement from the ratioWc=Wrsb ¼ −a=coshðrÞ.
The experiments workwith a single 40Caþ ion,

which oscillates along a chosen direction with a
frequency close to wz=ð2pÞ= 1.9MHz. At the start
of each experimental run, the ion is initialized by
cooling all motional modes close to the Doppler
limit using laser light resonant with the dipole
transitions at 397 and 866 nm. All coherent ma-
nipulations (including the Hamiltonians used for
reservoir engineering) make use of the quadrupole
transition at 729 nm, isolating a two-state pseudo-
spin system that we identify as j↓〉 ≡ jL ¼ 0, J ¼
1=2,MJ ¼ þ1=2〉 and j↑〉≡jL ¼ 2, J ¼ 5=2,MJ ¼
3=2〉 (17). The Lamb-Dicke factor for our laser
configuration is h ¼ 0:05, which means that the
experiments are well described by the Lamb-
Dicke approximation (18). Optical pumping to
j↓〉 is implemented with a combination of lin-
early polarized light fields at 854, 397, and 866
nm (16). The internal electronic state of the ion is
read out with state-dependent fluorescence (16).
The reservoir engineering is applied directly

after the end of the Doppler cooling. We sub-
sequently probe whether the state of the system
has reached the dark state for the Hamiltonian
H

ˇ

− byoptical pumping into j↓〉, followedby aprobe
pulse using H

ˇ

−. Examples of data for a coherent
(Wbsb ¼ 0) and a squeezed state (Wc ¼ 0) are shown
in Fig. 2. In both cases, the state approaches a steady
state that approximates a dark state of the pump-
ing Hamiltonian. Experimentally, we have im-
plemented two different methods of dissipative
pumping. In the first (used for the coherent state
data), we repeat a “cycle” involving applying H

ˇ

−
for a fixed duration followed by repumping of
the internal state. The secondmethod (used for
the squeezed state data) involves continuous ap-
plication of bothH

ˇ

− and the spin dissipation.We
observe that themotional state pumping is faster
in the continuous case. Thepulsedmethod is easier
to maintain, as it avoids AC-Stark shifts arising
from the repumping laser. It also allows the use
of shaped pulses to produce sideband transitions
while avoiding undesired off-resonant excitation
of the carrier transition (19).
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Fig. 1. Cooling and detection using an engineered state ladder. (A) The operators K

ˇ

, K

ˇ

†
are ladder

operators for the set of basis states U

ˇ

jn〉. (B) A combination of the reversible Hamiltonian H

ˇ

− and internal
state dissipation leads to pumping into the ground state of the engineered basis. (C) State measurement
probes the H

ˇ

+ Hamiltonian, resulting in single-frequency Rabi oscillations if the system is prepared in U

ˇ

j0〉.

Fig. 2. Onset of the
dark state of the
reservoir engineering.
(A) Pulsed preparation
of a coherent state.
Each pulse cycle
consists of applying
H

ˇ

− for 25 ms and then
repumping the spin. (B)
Continuous pumping
into a squeezed state, in
which H

ˇ

− is turned on
simultaneously with
optical pumping of the
spin. The H

ˇ

− analysis
pulse lengths are 80 and 55 ms, respectively. In all figures, the data points are the mean measured spin population based on >300 repetitions of the
experimental sequence, with error bars estimated from quantum projection noise.
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The onset of the dark state indicates that the
desired steady state has been reached. We inde-
pendently verify this state using two methods.
The first is a measurement of the populations of
the energy eigenstates (20), whichwe perform by
pumping the state to j↓〉 after the end of the
reservoir engineering and applying the blue side-
band Hamiltonian. The population of the state
j↓〉 as a function of the blue sideband pulse du-
ration t is given by

Pð↓Þ ¼ 1

2
∑
n
pðnÞð1þ e−gntcosðWn;nþ1tÞÞ ð2Þ

where pðnÞ is the probability of finding the oscil-
lator in the nth energy eigenstate and Wn;nþ1 is

the Rabi frequency for the transition between the
j↓〉jn〉 and j↑〉jnþ 1〉 states, which in the Lamb-
Dicke regime scales as 〈nja

ˇ

jnþ 1〉 ¼ ffiffiffiffiffiffiffiffiffiffiffi

nþ 1
p

(18, 20). The phenomenological decay parameter
gn accounts for decoherence and fluctuations in
the applied laser intensities (16, 20). By fitting a
form similar to Eq. 2 to each set of data, we obtain
the probability distribution pðnÞ (16). We then fit
pðnÞ using the theoretical form of the probability
distributions for coherent, squeezed, and displaced-
squeezed states (21). The data, deduced popula-
tions, and fits are shown in Fig. 3. The fit for the
coherent state yields a coherent state parameter
jaj ¼ 2:00 T 0:01 (error bars here and elsewhere
are given as SEM). For the squeezed state, we

obtain a squeezing amplitude r ¼ 1:45 T 0:03,
which for a pure statewould correspond to a 12.6 T
0.3 dB reduction in the squeezed quadrature var-
iance. For the displaced-squeezed state, we obtain
fitted parameters of r ¼ 0:63 T 0:06, jaj ¼ 2:2 T
0:2, and argðaÞ − fs=2 ¼ 0:42 T 0:06 rad. The
blue sideband method does not allow us to mea-
sure the fidelity of the states, because it does not
verify the phase coherence of the superposition.
It is also difficult to obtain good population
estimates for states with a large spread in their
Fock state occupancies (16). To overcome these
limitations, we introduce a diagnosis method
that provides a Rabi frequency decomposition in
the transformed state ladder that includes the
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Fig. 3. Fock state analysis using a single-frequency blue-sideband probe. All data are fitted using a form similar to Eq. 2 to retrieve the Fock state
populations shown in the inset bar charts. The red curves in the bar charts are fits to the populations using the relevant probability distribution pðnÞ to
determine the size of the states. Data, populations, and fitted distributions are shown for (A) the coherent state (with fitted jaj ¼ 2:00 T 0:01), (B) the
squeezed vacuum state (r ¼ 1:45 T 0:03), and (C) the displaced-squeezed state (jaj ¼ 2:2 T 0:2, r ¼ 0:63 T 0:06 and argðaÞ − fs=2 ¼ 0:42 T 0:06 rad).
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Fig. 4. Fock state analysis in the engineered basis. The data show the spin population evolution after applying H

ˇ

+ (blue data points) and H

ˇ

− (black
data points) for time t. The fitted curves for H
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+ are of a form similar to Eq. 2. The resulting populations are shown in the inset bar charts. Data and
populations are shown for (A) the coherent state, with fitted pUð0Þ ¼ 0:90 T 0:02, and (B) the squeezed vacuum state, with pUð0Þ ¼ 0:88 T 0:02.



desired state as the ground state. Instead of driving
only the blue sideband, we use the Hamiltonian

H

ˇ

þ ¼ ℏWðK

ˇ

†s

ˇ

þ þ K

ˇ

s

ˇ

−Þ ð3Þ
in which the motional state operators are con-
jugated with respect to H

ˇ

− (Fig. 1C). This results
in Rabi oscillations between the states j↓〉jU

ˇ

;n〉
and j↑〉jU

ˇ

;nþ 1〉. Because the internal states in-
volved span a two-dimensionalHilbert space, the
motional state evolution is also contracted onto
two adjacent states of the engineered basis. For
an arbitrary initial state, the internal state pop-
ulations evolve according to Eq. 2, with the
corresponding p(n) being the probability of
finding the ion in the nth element of the
engineered basis before the application of H

ˇ

þ
[we denote this as pU ðnÞ in the figure to avoid
confusion]. Data sets from this type of mea-
surement are shown for the coherent state and
for the squeezed state in Fig. 4 for the same
settings as used in Figs. 2 and 3. To work in the
same basis as the state engineering, we again
drive combinations of the carrier and red and blue
motional sidebands, but with the ratios of Rabi
frequencies calibrated according to Wc=Wbsb ¼
−a*=coshðrÞ andWrsb=Wbsb ¼ e−ifs tanhðrÞwith x
and a corresponding to the values used for the
reservoir engineering (16).
We fit both experimental data sets with a form

similar to Eq. 2, obtaining the probability of
being found in the ground state of 0:90 T 0:02
and 0:88 T 0:02 for the coherent and squeezed
states, respectively. We take these to be lower
bounds on the fidelity with which these states
were prepared, because these numbers include
errors in the analysis pulse in addition to state-
preparation errors (16). TheH

ˇ

þ Rabi oscillations
observed in our experiments involve transitions
that when viewed in the energy eigenstate basis,
coupleHilbert spaces that are of appreciable size.
To account for 88% of the populations in oscil-
lations between jS

ˇ

ðxÞ; 0〉 and jS

ˇ

ðxÞ; 1〉 for r = 1.45,
we must include energy eigenstates up to n =
26. By our choice of basis, we reduce the rele-
vant dynamics to a two-state system, greatly
simplifying the resulting evolution of the spin
populations and thus providing a high signal-
to-noise ratio. The high fidelity with which the
squeezed state is produced is a result of the
robust nature of the reservoir engineering, which
is insensitive to laser intensity and frequency
fluctuations that are common to all frequency
components of the engineered Hamiltonian. To
generate the same state produced above with
standard methods involving unitary evolution
starting from the ground state would require simul-
taneously driving both second motional side-
bands (16). We would not expect a high fidelity
because these have Rabi frequencies comparable
to our transition linewidth, which is broadened
by magnetic field fluctuations.
This toolbox for generating, protecting, and

measuring quantum harmonic oscillator states
is transferrable to any physical system in which
the relevant couplings can be engineered, facil-
itating quantum computation with continuous
variables (22). Examples in which reservoir en-

gineering have been proposed include super-
conducting circuits and nanomechanics (12–14).
Reservoir engineering provides access to con-
trolled dissipation, which can be used in quantum
simulations of open quantum systems (13, 23).
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Rh-catalyzed C–C bond cleavage by
transfer hydroformylation
Stephen K. Murphy,1,2 Jung-Woo Park,1 Faben A. Cruz,1 Vy M. Dong1*

The dehydroformylation of aldehydes to generate olefins occurs during the biosynthesis of
various sterols, including cholesterol in humans. Here, we implement a synthetic version that
features the transfer of a formyl group and hydride from an aldehyde substrate to a strained
olefin acceptor. A Rhodium (Xantphos)(benzoate) catalyst activates aldehyde carbon-hydrogen
(C–H) bonds with high chemoselectivity to trigger carbon-carbon (C–C) bond cleavage and
generate olefins at low loadings (0.3 to 2 mole percent) and temperatures (22° to 80°C).
This mild protocol can be applied to various natural products and was used to achieve a
three-step synthesis of (+)-yohimbenone. A study of themechanism reveals that the benzoate
counterion acts as a proton shuttle to enable transfer hydroformylation.

T
he cytochrome P450 enzymes have cap-
tured the imagination of chemists who
seek to emulate their reactivity. For exam-
ple, monooxygenases motivated the design
of catalysts that epoxidize olefins and oxi-

dize C–H bonds (1–4). This enzyme superfamily
also includes various demethylases that break C–C
bonds (5). In particular, lanosterol demethylase
converts aldehydes to olefins by dehydroformyl-
ation during the biosynthesis of sterols in bacte-
ria, algae, fungi, plants, and animals (6) (Fig. 1A).
Inspired by this step in biosynthesis, we sought a
transition-metal catalyst for dehydroformylations
in organic synthesis.

To this end, we aimed to trigger C–C bond
cleavage (7–11) by chemoselective activation of
aldehyde C–H bonds using Rh-catalysis (Fig. 1B).
Over the past 50 years, activating aldehyde C–H
bonds with Rh has been thoroughly investigated
(12); however, the resulting acyl-RhIII-hydrides
have been trapped mainly by hydroacylation (13)
or decarbonylation (14, 15). This common inter-
mediate is also implicated in hydroformylation,
which is practiced on an industrial scale using
synthesis gas (16). Thus, we needed a strategy for
diverting the acyl-RhIII-hydride toward dehydro-
formylation. To date, olefins generated by de-
hydroformylation have been observed in low
quantities during decarbonylations (15, 17, 18).
One report describes the use of stoichiometric
Ru for dehydroformylation of butyraldehyde
(19), and another uses heterogeneous Rh or Pd
catalysts for transforming steroidal aldehydes
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at 160 to 300°C (20). In contrast, an Fe-peroxo
complex cleaves aldehyde C–C bonds at room
temperature, but this complex must be used in
stoichiometric amounts and can lead to olefin
epoxidation (21, 22).
Given this challenge, we designed a strategy in

which dehydroformylation of an aldehyde sub-
strate is driven by the concomitant hydroformyl-
ation of a strained olefin acceptor (Fig. 1C) (23, 24).
This transfer hydroformylation avoids the ac-
cumulation of CO gas, which acts as a catalyst
poison in related aldehyde dehomologations. Thus,
formyl group transfer should proceed under mild
conditions. Brookhart’s study on the linear-to-

branched isomerization of aldehydes with Rh
catalysis supports the feasibility of this approach
(25).Moreover,Morimoto developed hydroformyla-
tions of monosubstituted olefins using formal-
dehyde as a source of CO and H2 (26). Here, we
report a Rh catalyst for transfer hydroformyla-
tion that operates in the 22° to 80°C temperature
range, with loadings as low as 0.3 mole percent
(mol %). This mild protocol for dehydroformyla-
tion can be applied to a wide range of aldehydes,
including those derived from alkaloid, terpene,
steroid, and macrolide natural products.
During initial studies, we obtained promising

results by investigating nontraditional counter-

ions for Rh(Xantphos) complexes (Fig. 2). The
Xantphos ligand was chosen given its success in
related hydroacylations, hydroformylations, and
decarbonylations (13, 16). Using citronellal (1a)
and norbornadiene (5a) as the model substrate
and acceptor, respectively, we observed that typ-
ical counterions such as BF4

– and Cl– yielded
trace decarbonylation products, whereas a softer
counterion, I–, led to mixed dehydroformylation
and decarbonylation reactivity. An increase in re-
activity and selectivity was obtained by switching
to organic counterions such as phenolates and
sulfonamidates. The use of a benzoate counterion
provided a breakthrough in efficiency. Against
expectations, further tuning of the counterion
revealed few trends related to acidity, Hammett
parameters, or coordinating ability. This obser-
vation suggests that the counterion plays a crit-
ical role in the mechanism. 3-Methoxybenzoate
provideda fivefold increase in initial rate compared
with benzoate. We also identified 5-norbornene-
2-carboxaldehyde (6a) as a stoichiometric prod-
uct in each of these reactions indicating that a
transfer hydroformylation mechanism operates.
The choice of olefin acceptor influences both

catalyst loading and reaction temperature (Fig. 2).
Becausenorbornadiene (5a) gave selectivity greater
than 99:1 2a:3a, the catalyst loading could be low-
ered to 0.3mol% at 80°C or 1mol% at 60°C using
this acceptor. The reaction temperature could be
further reduced by using olefin acceptors that
cannot chelate toRh.For instance, norbornene (5b)
displayed excellent reactivity at 40°C, whereas a
slightlymore strainedacceptor, benzonorbornadiene
(5c), provided reactivity at ambient temperature.
To examine the scope of this strategy, we chose
norbornadiene (5a) as the acceptor because it
afforded the highest chemoselectivity with the
lowest catalyst loadings.
This transfer hydroformylation protocol enables

access to olefins from a wide range of aldehyde
precursors (Fig. 3, A and B). The Diels-Alder cyclo-
addition was used to generate cyclohexene-4-
carboxaldehdye substrates 1b through 1d. The
trans adduct 1b underwent dehydroformylation
to yield the conjugated 1,3-diene, whereas 1c
gave a mixture of 1,3- and 1,4-dienes. The cis
Diels-Alder adduct 1d yielded the 1,3-diene ex-
clusively, most likely as a result of a syn-selective
b-hydride elimination. We reason that the ob-
served regioselectivities are controlled by ki-
netics because 4-phenylbutanal (1e) yields the
terminal olefin (2e) without any isomerization
to the styrene derivative. In general, Lewis basic
functionality, such as ethers, esters, amines,
phthalimides, and indoles, were tolerated (1f
to 1i and 1l). A vinylindole was derived by de-
hydroformylation of 1g, which was ultimately
prepared from commercial indole and acrolein.
Although 4-pentenals are prototypical substrates
for intramolecular olefin hydroacylation, the
a-allylated aldehyde 1h underwent chemo-
selective dehydroformylation to yield the conju-
gated diene. Disubstituted olefins enriched in
the E stereoisomer (>20:1 E/Z) were accessed
from the corresponding a-arylated aldehydes (1i).
Substrates that do not form conjugated products
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Fig. 2. Effects of counterion structure and ring strain.Yields were determined by gas chromatographic
analysis of the reaction mixtures using durene as an internal standard. nbd, norbornadiene; nbe,
norbornene; bnbd, benzonorbornadiene.

Fig. 1. Dehydroformylation in nature and organic synthesis. (A) Dehydroformylation during sterol
biosynthesis. (B) Reactivity of acyl-RhIII-hydrides. (C) Proposed transfer hydroformylation.
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upon dehydroformylation were transformed
with modest regioselectivities (1j and 1k); how-
ever, steric congestion favored terminal olefins
over trisubstituted products (1l). Nonetheless,
trisubstituted olefins were generated from
substrates containing a single syn-b-hydrogen
such as 1m.
Next, we applied this protocol to generate struc-

turally complex olefins from natural products
(Fig. 3C). By dehydroformylation of a (+)-sclareolide
derivative, we accessed a carbon-based scaffold
2n containing an exocyclic diene adjacent to a
quaternary center. This product is a key interme-
diate in the synthesis of several terpenes. Fur-
thermore, (+)-sclareolide is an inexpensive and

readily available precursor, whereas typical pre-
cursors such as (+)-manool and (–)-polygodial
have either been discontinued by commercial
suppliers or are available only inmilligram quan-
tities (27).
To study the chemoselectivity of dehydrofor-

mylation, we examined steroid andmacrolide sub-
strates (Fig. 3C). Deoxycholic acid derivative 2o
was prepared without protection of the hydroxyl
groups, despite the potential for alcohol oxida-
tion under Rh catalysis (28, 29). Thus, activation
of the aldehyde C–H bond occurred with high
chemoselectivity to initiate C–C bond cleavage.
Smooth dehydroformylation of the antibiotic
spiramycin I to generatemacrolide2p highlights

the tolerance of this method to many functional
groups, including dienes, amines, ethers, esters,
and acetals. In this case, dehydroformylation
introduced an exocyclic olefin that dramatically
altered the topology of the macrolide.
The yohimbinoid family of indole alkaloids has

often served as a testing ground for methodology
(30). Padwa reported the de novo synthesis of
racemic yohimbenone in 11 steps from methyl 3-
indolylacetate (31). By using dehydroformylation
as a key step, we prepared (+)-yohimbenone in
three steps from commercially available and
inexpensive (+)-yohimbine. Conversion of ester
7a to b-hydroxy aldehyde 7b was achieved in
87% yield by LiAlH4 reduction followed by
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Fig. 3. Applications of dehydroformylation. (A) General conditions for transfer hydroformylation. (B) Substrate scope. (C) Natural product derivatization.
(D) Three-step synthesis of (+)-yohimbenone. Yields are of isolated materials and mixtures of regioisomers where indicated. rr is the regioisomeric ratio; rr
values were determined by 1H NMR analysis of the reaction mixtures. The yields of 2e and 2k were determined by 1H NMR analysis of the reaction mixtures
using durene as an internal standard. See the supplementary materials for details.
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Parikh-Doering oxidation, and the resulting
aldehyde was purified by a simple workup with
sodium bisulfite. This aldehyde contains both a
syn- and an anti-b-hydrogen. Syn-selective dehy-
droformylation established the trisubstituted
olefin at the ring junction. To our surprise, how-
ever, the resulting allylic alcohol underwent trans-
fer dehydrogenation in the same pot to yield
(+)-yohimbenone in 65% yield. Because dehydro-
formylation is faster than the allylic alcohol oxida-
tion, either the allylic alcohol or enone product
could be selectively formed by controlling the
reaction temperature and stoichiometry of the
strained olefin acceptor (32).
Through experiments designed to probe the

mechanism, we obtained insight into why the
counterion and strained acceptor are critical in
diverting the acyl-RhIII-hydride intermediate
along the dehydroformylation pathway. Isotopic
labeling studies revealed that the deuterium la-
bel of aldehyde d-1q was incorporated into the
formyl group of the product d-6c. However, sta-
tistical scrambling occurred when protio-1q was
subjected to transfer hydroformylation in the
presence of deuterated methanol (Fig. 4A). To-
gether, these results suggest that the aldehyde
proton is transferred to the product through the
intermediacy of 3-methoxybenzoic acid, which
can undergo proton exchange with methanol.
Experiments using stoichiometric Rh support
this mechanistic scenario (Fig. 4B). Combining

the Rh-source, 3-methoxybenzoic acid, and phos-
phine ligand resulted in an equilibrium mixture
of Rh complexes 8a and 8a′, each with 3-
methoxybenzoate counterions. Upon treatment
of this mixture with hydrocinnamaldehyde (1q),
we observed styrene (2q) in high yields along
with the regeneration of the benzoic acid deriv-
ative (33). Subsequent addition of PPh3 enabled
us to identify the organometallic product, Rh-
hydrido-carbonyl 9, which is a catalyst for
traditional hydroformylations (34). Although
stoichiometric dehydroformylation takes place
in the absence of the strained acceptor, our studies
on the catalytic process revealed a correlation
between the ring strain of the acceptor and the
selectivity for dehydroformylation versus decar-
bonylation. Therefore, we propose that stoichi-
ometric dehydroformylation in the absence of
acceptor is thermodynamically downhill and
reversible, but norbornadiene can irreversibly trap
the Rh-hydrido-carbonyl intermediate to prevent
decarbonylation and turn over the catalyst.
A proposed catalytic cycle for transfer hydrofor-

mylation is depicted in Fig. 4C. The neutral Rh
complex 8a activates the aldehyde C–H bond to
generate acyl-RhIII-hydride 8b. The 3-methoxy-
benzoate counterion can then undergo reductive
elimination with the hydride ligand to generate
acyl-RhI 8c and 3-methoxybenzoic acid (35). In
contrast, most hydroacylations and decarbonyla-
tions typically employ innocent counterions such

as Cl– and BF4
–. De-insertion of CO and subse-

quent b-hydride elimination forges Rh-hydrido-
carbonyl 8e. Exchange of the olefin product
with norbornadiene (5a) generates 8f, which
irreversibly leads to the transfer hydroformyla-
tion product 6a through similarmechanistic steps
in reverse order (Fig. 4C). Thus, the ring strain
of the olefin acceptor and the ability of the
counterion to act as a proton shuttle by revers-
ible redox processes afford high reactivity and
selectivity.
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REACTION DYNAMICS

Extremely short-lived reaction
resonances in Cl + HD (v = 1)→ DCl + H
due to chemical bond softening
Tiangang Yang,1,2* Jun Chen,1* Long Huang,1 Tao Wang,1 Chunlei Xiao,1† Zhigang Sun,1,3†
Dongxu Dai,1 Xueming Yang,1,3† Dong H. Zhang1,3†

The Cl + H2 reaction is an important benchmark system in the study of chemical reaction
dynamics that has always appeared to proceed via a direct abstraction mechanism, with no
clear signature of reaction resonances. Here we report a high-resolution crossed–molecular
beam study on the Cl + HD (v = 1, j = 0) → DCl + H reaction (where v is the vibrational
quantum number and j is the rotational quantum number). Very few forward scattered
products were observed. However, two distinctive peaks at collision energies of 2.4 and
4.3 kilocalories per mole for the DCl (v′ = 1) product were detected in the backward
scattering direction. Detailed quantum dynamics calculations on a highly accurate potential
energy surface suggested that these features originate from two very short-lived dynamical
resonances trapped in the peculiar H-DCl (v′ = 2) vibrational adiabatic potential wells that
result from chemical bond softening. We anticipate that dynamical resonances trapped
in such wells exist in many reactions involving vibrationally excited molecules.

R
eaction resonances are quasi-trapped quan-
tum states in the transition state region
that profoundly influence both the rate and
product distribution of a chemical reaction
(1–3). Since the landmark theoretical pre-

dictions of reaction resonances in the H/F + H2

reaction in the early 1970s (4, 5), extensive studies
have been carried out to detect the resonances
experimentally and to elucidate them theoreti-
cally. However, direct observations have proven

to be extremely challenging. Through a series
of crossed–molecular beam experiments (6–9), a
physical picture of reaction resonances in F + H2

(HD) beyond chemical accuracy has been estab-
lished. In addition, threshold photodetachment
spectroscopy has been used to probe resonances
in the I + HI reaction (10). Recently, resonance
signatures have also been detected in polyatomic
reactions (11–14). Forward scattering of reaction
products in crossed-beam scattering experiments
can be caused by long-lived resonances. However,
the presence of forward scattering does not nec-
essarily imply that there are resonances in a chem-
ical reaction. An intriguing question then is if
and how we can probe reaction resonances in
systems that show no or little forward scattering
product, in which the reaction intermediate is
very short lived.
Here we report a combined high-resolution

crossed-beam and accurate quantum reaction
dynamics study on the Cl + HD (v = 1, j = 0) →

DCl + H reaction (v, vibrational quantum num-
ber; j, rotational quantum number). Our study
provides very strong evidence for the existence
of short-lived quantum dynamical resonances in
this reaction. The Cl + H2 system has served as
one of the most important benchmark systems
in the study of chemical reaction dynamics (15),
along with the H + H2 and F + H2 reactions. It
has also played a special role in development of
the transition state theory and in the verifica-
tion of kinetic isotope effects (16–19). In con-
trast to the F + H2 reaction, the Cl + H2 (v = 0)
reaction was shown to be a direct abstraction
with a colinear later reaction barrier (20–25).
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Fig. 1. Time-of-flight spectra of the H atom
product from the Cl + HD (v = 1, j = 0) → DCl
(v′) + H reaction at the collision energy of
4.3 kcal/mol at different laboratory angles.
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No resonance features have been detected for
this ground-state reaction. Kandel et al. inves-
tigated the Cl + HD (v = 1, j = 1,2) reaction at
averaged collision energy of 1.5 kcal/mol (26).
The observed angular distribution of the HCl
product showed predominantly backward and
sideways scattering, offering no clear evidence
of resonances. Skouteris et al. observed a strong
effect of the van der Waals interaction on the
branching between the two product channels—
HCl + D and DCl + H—in the Cl + HD (v = 0)
reaction (21). In addition, the Cl/Cl* + H2 (Cl/Cl*,
chlorine atom in the ground/excited spin-orbit
state) reaction has also served as a benchmark
system for spin-orbit nonadiabatic dynamics
(27–29). These extensive studies have firmly es-
tablished that the Cl reaction with HD in both
ground and vibrational excited states is a direct
abstraction reaction, without any clear signature
of reaction resonances.
In the present experiment, the Cl atom beam

was generated using a home-designed double-
stage–discharge molecular beam source (30),
whereas the vibrationally excitedHD (v = 1) beam
was prepared using the stimulated Raman pump-
ing (SRP) method. Because HD is not infrared-
active, SRP is the only good approach to prepare
a substantial amount of HD in the v = 1 state for a
crossed-beamstudy.A high-power seeded yttrium-
aluminum-garnet (YAG) laser was used as the
pump beam, and a home-built high-power tu-
nable optical parametric oscillator (OPO) as the
Raman Stokes beam (9, 31–33). Because of the
frequency drift of the high-power YAG laser, a
difference frequency (wYAG –wOPO) locking scheme
was developed to ensure that the Raman pump-
ing process was locked to the HD (v = 0, j = 0)–
to–(v = 1, j = 0) transition during the experiment.
In the crossed-beams region, ~13% of the HD
molecules were pumped to the (v = 1, j = 0) level.
In the experiment, the H atom products were
sensitively detected using the H atom Rydberg
tagging technique (34), and the collision energy
was varied by changing the crossing angle be-
tween the Cl and HD beams. A detailed descrip-

tion of the experimental apparatus used in this
study can be found in (35).
The time-of-flight (TOF) spectra of the H atom

from the Cl + HD (v = 0,1) → DCl + H reaction,
with the Stokes laser on and off, were measured
at laboratory angles scanned in 10° intervals at
collision energies of 2.4 and 4.3 kcal/mol. The H
atom TOF spectra for the Cl + HD (v = 1, j = 0)
reaction were obtained by subtracting the Stokes
laser-off TOF spectra from the Stokes laser-on
spectra (fig. S1). Figure 1 shows a few typical TOF
spectra for the Cl +HD (v = 1, j = 0)→DCl(v′) +H
reaction at a collision energy of 4.3 kcal/mol,
which exhibit clear structures corresponding to
DCl products in v′ = 0,1,2 vibrational states. For
v′ = 0,1 products (in particular, for v′ = 1), bi-
modal features appear, indicating bimodal dis-
tribution of the DCl rotational states. In contrast,
no bimodal feature was observed in the TOF
spectra at collision energy EC = 2.4 kcal/mol.
The obtained TOF spectra were then converted
to the center-of-mass frame to obtain the product
kinetic energy distributions, from which full
rovibrational state–resolved differential cross sec-
tions (DCSs) were constructed at collision ener-
gies of 2.4 and 4.3 kcal/mol (Fig. 2, A and B). The
DCl products at both collision energies are
predominantly backward scattered with respect
to the Cl atom beam direction, but with a side-
ways component and even a small forward com-
ponent at EC = 4.3 kcal/mol. Overall, the reaction
of Cl + HD (v = 1) seems to proceed mainly via a
direct abstraction mechanism, as the Cl + HD
(v = 0) reaction does. However, the observation
of a small forward scattering component in the
DCS at EC = 4.3 kcal/mol merited further in-
vestigation of its origin.
Collision-energy dependence of DCSs in the

backward scattering direction can provide clues
to possible dynamical resonances, as previously
demonstrated in the studies of the F + HD sys-
tem (9). This is because the backward scattering
mainly arises from a small number of low–angular
momentum partial waves and largely retains the
oscillatory structures of these partial waves as a

function of collision energy that may be caused
by reaction resonances. Here we designate this
collision-energy–dependent DCS in the back-
ward scattering direction as the backward scat-
tering spectrum (BSS). To probe possible reactive
resonances in this system, we have carried out a
careful measurement of the BSS for the Cl + HD
(v = 1) reaction, with the Stokes laser on and off.
In this measurement, the microchannel plate
detector was always fixed at the laboratory angle
corresponding to the center-of-mass backward
scattering direction at different collision ener-
gies (see table S1), and the measurement was
repeated 10 times at each collision energy. The
experimental DCS for DCl (v′ = 1) shown in Fig. 3A
was the averaged result of the 10 repeated mea-
surements. The corresponding error bar (T1 SD of
uncertainty) was determined from the scattered
data points of the 10 repeated measurements
(see more detailed description of error analysis
in the supplementary materials). The obtained
BSS for the DCl (v′ = 1) product shows two clear
peaks at EC = 2.4 (peak “a”) and 4.3 kcal/mol
(peak “b”) (Fig. 3A).
To interpret the experimental observations,

we constructed a new potential energy surface
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Fig. 2.Three-dimensional
scattering product
contour plots as a
function of product
velocity for the Cl + HD
(v = 1) → DCl + H
reaction. Product
contour plots versus
product velocity are
shown in the center-
of-mass frame for
(A and B) experimental
measurements and
(C and D) theoretical
calculations at collision
energies of 2.4 kcal/mol
(A and C) and
4.3 kcal/mol (B and D).

Fig. 3. Collision energy–dependent differential
cross sections in the backward scattering di-
rection and the J = 0 reaction probability as
a function of collision energy. (A) Theoretical
(solid red lines) and experimental (solid circles)
DCS for the backward scattering DCl product of
Cl +HD(v=1, j=0)overa rangeof collisionenergies.
The theoretical DCS was shifted by 0.15 kcal/mol
lower in energy for the comparison.Theexperimental
DCS for DCl(v′ = 1) was obtained by averaging the
results of the 10 repeated measurements for each
collision energy, and the corresponding error bar is
T1 SD of uncertainty (see detailed description in the
supplementarymaterials). (B)Totalandproductstate-
resolved reactionprobabilitieswith J=0asa function
of collision energy.The resonance peaks,which corre-
spond to peaks a and b in (A), are clearly evident.
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(PES) for the Cl + HD reaction based on ~13,000
ab initio energies evaluated at theUCCSD(T)/avqz
level of theory (36). DCSs were then calculated
for the Cl + HD (v = 1, j = 0) on the PES for
collision energies up to 8.0 kcal/mol using the
time-dependent wave-packet method (37). The
computed three-dimensional (3D) DCSs at E =
2.4 and 4.3 kcal/mol (Fig. 2, C and D) reproduce
the corresponding experimental results shown
in Fig. 2, A and B, indicating that the new PES is
highly accurate in describing the dynamics of the
reaction at this high total energy. We have also
computed the BSS for the DCl (v′ = 1) product
and compared with the experimental results (Fig.
3A). Excellent agreement between theory and ex-
periment is achieved by shifting the theoretical
results lower in collision energy by 0.15 kcal/mol,
most notably with the two observed peaks re-
produced almost exactly. Because the estimated
uncertainty of the collision energy is ~0.1 kcal/mol
in this experiment, the small discrepancy of
0.15 kcal/mol in the collision energy between
theory and experiment indicates that the PES
is sufficiently accurate to elucidate the physical
origin of the observed oscillatory structures.
The calculated total reaction probabilities

for the total angular momentum J = 0 (Fig. 3B)
and J ≤ 16 (fig. S4) for the reaction exhibit clear
peak structures, very similar to those in the re-
actions of F + H2/HD (7, 8). The peaks at higher-J
partial waves clearly originate from the corre-
sponding J = 0 peaks by progressive J shifting
(figs. S4 and S5). The calculated peak positions
of the total reaction probability for the J = 0
partial wave in Fig. 3B are very close to those
on the measured BSS shown in Fig. 3A. These
J-shifting peak structures in the total reaction
probabilities of different partial waves are clear
theoretical evidence of dynamical resonances

in the Cl + HD (v = 1) → DCl + H reaction. We
label the two resonances as resonance state a
and resonance state b, corresponding to the two
observed peaks in the BSS. The peaks in the J = 0
total reaction probability shown in Fig. 3B orig-
inate from the DCl (v′ = 0,1) vibrational state–
resolved probabilities; in contrast, the DCl (v′ = 2)
reaction probability shows peaks at the valley
positions of the total reaction probability. Thus,
the resonances enhance the DCl (v′ = 0,1) prob-
abilities but, to some extent, depress the DCl (v′=
2) probabilities.
To understand the nature of these resonances,

we performed time-dependent quantum wave-
packet calculations to obtain the wave functions
at collision energies of 2.4 and 4.2 kcal/mol for
the J = 0 partial wave. We use the node structure
of the scattering wave function to determine the
nature of the resonance states. The 2D contour of
the scattering wave function at the collision en-
ergy of 2.4 kcal/mol (Fig. 4A1, resonance state a)
shows the existence of two nodes along the DCl
coordinate (correlating to the DCl product) in
the H–DCl complex and one node along the re-
action coordinate; the wave function for bending
and the DCl coordinate (Fig. 4A2) shows no node
on the bending coordinate. Note that the num-
ber of nodes in the scattering wave function
provides important clues of the vibrational char-
acter of the resonance state. Here the wave func-
tion for resonance state a is the first excited
state trapped in the H–DCl (v′ = 2) vibrational
adiabatic potential (VAP) well and can be as-
signed as the (v1 = 1, v2 = 0, v3 = 2) or (102) state
for the reaction complex (HDCl)†, where v1 is
the quantum number for the H-DCl stretching
mode, v2 for the bending mode, and v3 for the
DCl stretchingmode, and † indicates that HDCl is
a metastable reaction complex instead of a stable

molecule. The 2D contour of the scattering wave
function at the collision energy of 4.2 kcal/mol
(Fig. 4A3, resonance state b) has a similar nodal
structure to the (102) state for the DCl and the
reaction coordinate but has two nodes on the
bendmode (Fig. 4A4). This resonance state can
therefore be assigned as the (122) state. Clearly,
the two observed states (a and b) are quasi-bound
resonance states trapped in the transition state
region, with all three vibrational quantum num-
bers assignable. This confirms that the observed
peaks in the BSS (Fig. 3A) in the Cl +HD (v = 1)→
DCl + H reaction are caused by dynamical
resonances.
Lifetimes of the two resonance states can also

be obtained from the widths of the peaks in the
total reaction probability of the J = 0 partial
wave. The widths for DCl (v′ = 0,1) peaks are de-
termined to be 0.53 and 1.1 kcal/mol, correspond-
ing to lifetimes of 28 and 14 fs for states a and b,
respectively (fig. S3). This indicates that the two
resonance states in the Cl + HD (v = 1) reaction
are extremely short-lived in nature, in compar-
ison with the resonance observed in the F + HD
reaction, which lives longer than 100 fs. Partial
waves analysis of the BSS for DCl (v′ = 1) revealed
that the peaks are mainly contributed by partial
waves with small total angular momentum as ex-
pected, where resonance enhancement is most
substantial (fig. S6).
Figure 4B shows a few VAP curves relevant to

the Cl + HD (v = 0,1) → DCl + H reactions. On
the ground VAP, there is a single barrier located
at the product side close to the static barrier of
the reaction system as shown in Fig. 4A. The
interaction betweenH and DCl in the transition
state region softens the DCl bond, manifesting
not only in smaller vibrational frequency but,
more importantly, also in larger anharmonicity.

62 2 JANUARY 2015 • VOL 347 ISSUE 6217 sciencemag.org SCIENCE

Fig. 4. Reactive scattering wave functions and schematic of resonance
pathways in the Cl + HD (v = 1) → H + DCl reaction. (A) Reactive scat-

tering wave functions at collision energies of EC = 2.4 kcal/mol (panel 1) and 4.3 kcal/mol (panel 3) in the Jacobi coordinates RH-DCl and rDCl, with the bending
angle q fixed at 0 and the transition barrier denoted as a green cross in panels 1 and 3. Reactive scattering wave functions at collision energies of EC = 2.4 kcal/mol
(panel 2) and 4.3 kcal/mol (panel 4) in the Jacobi coordinates for the bending angle q and rDCl, with the value of RH-DCl along the yellow dashed curves shown
in panels 1 and 3, respectively. (B) VAPs along the reaction coordinate.The VAPs of vHD = 1 and vDCl = 2 correlate strongly, channeling the reactant flux and
produces resonance states above the well of VAP of vDCl = 2.
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Mainly the latter considerably lowers the DCl
energy levels for vibrationally excited states (for
details, see section IV in the supplementary ma-
terials), resulting in a shallow well on the DCl
(v2 = 0, v3 = 2)–H VAP around the peak position
of the ground VAP, which supports one reso-
nance state as shown in Fig. 4B. The resonance
state b has the same origin as the state a, except
on the bending excited state.
Both resonance states a and b are shape res-

onances on the DCl (v3 = 2) VAP, and they en-
hance the overall reactivity as shown in Fig. 3B.
They decay either through tunneling over the
barrier to yield DCl (v′ = 2) product or through
coupling with the DCl (v3 = 0,1) VAP to form DCl
(v′ = 0,1) products (Fig. 4B). Hence, these two
resonance states are also Feshbach resonances.
Because the state b is a bending excited (122)
state, it produces DCl with a bimodal rotational
distribution, in contrast with a Gaussian distribu-
tion from the state a (fig. S9). At EC = 4.3 kcal/mol,
the low–partial-wave contribution of the state b
yields DCl with bimodal rotational distributions
in the backward scattering hemisphere, whereas
the contribution from high partial waves of reso-
nance a generates broad peaks in the forward
scattering hemisphere with a rotationally cold
DCl product (fig. S10).
Quantumreactive scattering calculations showed

that similar dynamical resonances also exist in
the Cl + HD (v = 1)→HCl + D reaction channel
(see supplementary materials for details). How-
ever, because of the considerably smaller cross
sections of this reaction channel as compared
with the DCl channel, which are due to the strong
effect of the van der Waals interaction in the
entrance channel as has been observed for the
ground HD reaction (21), it is extremely difficult
to perform crossed-beam experiments on this re-
action channel.
From the above studies, we have demon-

strated that extremely short-lived resonances
in the Cl + HD (v = 1) reaction can be clearly
probed with the backward scattering spectros-
copy method. These resonances are supported
by shallow wells on the DCl (v′ = 2) VAP caused
by chemical bond softening in the transition
state region. Because chemical bond softening
in the transition state region always occurs in
reactions with energetic barriers and can re-
sult in potential wells on highly excited VAPs, we
anticipate the existence of similar resonances
in many other chemical reactions involving
vibrationally excited reagents. Therefore, reac-
tion dynamics studies with vibrationally excited
reagents open the door to probe resonances in
many direct chemical reactions.
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BACTERIAL EVOLUTION

The type VI secretion system of Vibrio
cholerae fosters horizontal
gene transfer
Sandrine Borgeaud, Lisa C. Metzger, Tiziana Scrignari, Melanie Blokesch*

Natural competence for transformation is a common mode of horizontal gene transfer
and contributes to bacterial evolution. Transformation occurs through the uptake of
external DNA and its integration into the genome. Here we show that the type VI secretion
system (T6SS), which serves as a predatory killing device, is part of the competence
regulon in the naturally transformable pathogen Vibrio cholerae. The T6SS-encoding gene
cluster is under the positive control of the competence regulators TfoX and QstR and is
induced by growth on chitinous surfaces. Live-cell imaging revealed that deliberate killing
of nonimmune cells via competence-mediated induction of T6SS releases DNA and
makes it accessible for horizontal gene transfer in V. cholerae.

V
ibrio cholerae is a well-studied human path-
ogen that causes severe and potentially fatal
diarrhea in humans.V. cholerae is primarily
an aquatic bacterium that is often found
in association with zooplankton (1). The

molted exoskeletons of planktonic crustaceans
are primarily composed of the polymer chitin.
When growing on chitinous surfaces, V. cholerae
initiates a developmental program known as
natural competence (2, 3), which allows the
bacterium to take up free DNA from the envi-
ronment (4) using a competence-specific DNA
uptake machinery (5, 6). The competence pro-

gram is dependent on the regulatory protein
TfoX, which is produced in the presence of
chitin and chitin degradation products (4, 7–9)
(fig. S1). Natural competence is also co-regulated
by carbon catabolite repression (10) and quorum
sensing (QS) (7). QS requires autoinducers [chol-
era autoinducer 1 (CAI-1) and autoinducer 2] and
a master regulator (HapR) (11). We recently dem-
onstrated that only a subset of the known com-
petence genes (e.g., comEA and comEC) (fig. S1)
are co-regulated by QS and in a CAI-1–dependent
manner (12, 13), and we suggested that CAI-1 acts
as a competence pheromone (12). The QS and
TfoX-dependent regulator QstR links QS and
TfoX activity in the induction of competence
genes (14) (fig. S1). In this study, we demon-
strate that the type VI secretion system (T6SS)
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(15, 16) of V. cholerae is part of the competence
regulon and is expressed when the bacterium
grows on chitinous surfaces. As a consequence,
any nonimmune neighboring cells (16–18) are
killed, and the released DNA serves as trans-
forming material that enhances horizontal gene
transfer (HGT).
Tounderstand the extent of the TfoX-dependent

competence regulon, we used an RNA sequenc-
ing (RNA-seq) approach to enable an accurate
assessment of the bacterial transcriptome (19).
We studied a variant of the pandemic V. cholerae
O1 El Tor isolate A1552 (table S1), which carries an
arabinose (ara)–inducible copy of tfoX on its chro-
mosome, as the wild-type (WT) strain and grew
the bacteria in the absence or presence of ara-
binose to simulate chitin-induced expression of
TfoX (5, 13). Upon the induction of tfoX, we ob-

served substantial up-regulation of the three T6SS-
encoding gene clusters (Fig. 1A, fig. S2, and ta-
ble S2): the major or large gene cluster, which
encodes the structural components of the T6SS,
and two auxiliary clusters (17, 20), which encode
haemolysin co-regulated (Hcp) proteins. All three
clusters also encode valine-glycine repeat G proteins
(VgrG-1, VgrG-2, VgrG-3) and various effector-
immunitymodules (17). TheT6SSmachinery struc-
turally and functionally resembles intracellular
and membrane-attached phage tails (15, 21) and
forms a tubular structure composed of the two
sheathproteinsVipAandVipB (22).Upon contrac-
tion, the sheath propels an inner tube composed
of Hcp proteins and capped by a complex be-
tween the VgrG proteins and a proline-alanine-
alanine-arginine (PAAR) repeat–containing spike
protein, together with the effectors, into neighbor-

ingbacterial or eukaryotic cells (15–18,20,21,23,24).
The predatory population itself is protected
against self-destruction by the simultaneous
production of effector-compatible immunity
proteins (16–18).
The regulation of the T6SS inV. cholerae is not

well understood because the function and dy-
namics of the T6SS have primarily been studied in
nonpandemic isolates with constitutive T6SS ac-
tivity (e.g., strainsV52and2740-80) (17,20,21,23,24).
In strain V52, the enhancer-binding protein
VasH, which is encoded by the major T6SS gene
cluster (fig. S2), acts as an activator of the sigma
factor RpoN (20). VasH has no effect on the
structural genes of the major T6SS gene cluster
but solely controls the auxiliary clusters and vgrG3
(25). Although high osmolarity promotes Hcp
secretion in strain A1552, the main T6SS gene
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Fig. 1. The gene cluster encoding the type VI secretion system (T6SS) is acti-
vated by the transformation regulator TfoX. (A) RNA-seq data showing the
coverage of cDNA reads over the major T6SS gene cluster (shown on top;
VCA0105 to VCA0123 as indicated) on the small chromosome of V. cholerae. Strains tested:
WT, V. cholerae strain A1552; DhapR, A1552DhapR; and DqstR, A1552DqstR. All strains contain the TntfoX transposon (13) on their chromosome. “-” and “+”
indicate the absence and presence of tfoX induction, respectively. Scale of the y axis for each strain: 0 to 500. (B) Verification of the RNA-seq data by qRT-PCR.
The same strains as indicated in (A) were grown in the absence (-) or presence (+) of tfoX induction, and the relative expression of the indicated genes was
evaluated through qRT-PCR (y axis). The data represent the mean of three independent biological replicates (T SD, as indicated by the error bars).

mCherryGFP+mCherryGFPPh+GFP

Ph+GFP GFP+mCherryPh

Fig. 2. The T6SS is induced and assembled upon growth on chitin. Fluorescence light microscopy of chitin bead–colonizing cells. The V. cholerae
strain was engineered to carry translational fusions for both the competence protein ComEA-mCherry and the T6SS sheath protein VipA-sfGFP. From left
to right (upper row): phase contrast image (Ph), phase contrast image overlaid with the signal from the green fluorescence channel (Ph+GFP), and
merged signal from the two fluorescence channels (GFP+mCherry). Zoomed images of the boxed region are shown in the lower row. Assembled and
contracted VipA-sfGFP sheath structures are indicated by the white arrows. Scale bars: 10 mm (upper row); 2 mm (lower row).
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predator: vipA-sfgfp, comEA-mcherry  / prey: Sa5Y∆vipA gfp (whole cell)
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Fig. 4. TfoX-induced T6SS leads to the killing of neighboring cells fol-
lowedbyhorizontal gene transfer. This figure shows a time-lapse microscopy
image series showing the T6SS-dependent attack of nonimmune prey cells
followed by their rounding and lysis and the uptake of their DNA by neighboring
competent predatory cells. A vipA-sfgfp– and comEA-mCherry–carrying
V. cholerae strain (predator) was grown to high cell density under tfoX-inducing
conditions, mixed with the gfp-labeled V. cholerae strain Sa5YDvipA gfp (prey),
and spotted onto agarose pads for imaging. The white arrows and arrowheads

denote prey cells before and after attack (e.g., cell rounding), respectively, and
the black arrows indicate cell debris after lysis [visualized in the phase contrast
images (Ph; top row)]. DNA released by the prey lysis is taken up by the
competent predator, as indicated by the gray arrowheads highlighting the
redistribution of the periplasmic competence protein ComEA-mCherry (lower
row). Accumulations of the VipA-sfGFP protein and assembled and contracted
T6SS sheath structures are visible in the green channel (GFP). Scale bar: 2 mm
(indicated in the upper left image and valid for all images).

Fig. 3. TfoX-mediated expression of the T6SS leads to bacterial killing
and natural transformation. (A) Quantification of E. coli TOP10 recovery
[colony-forming units per milliliter (CFU/ml), as indicated on the y axis] after
coculturing with V. cholerae or E. coli cells on plain LB agar plates (-ara) or LB
agar plates supplemented with arabinose (+ara). The tested strains are indi-
cated below the graph and contain the arabinose-inducible copy of tfoX (TntfoX)
where indicated. The averages of three independent experiments (T SD, error
bars) are shown. Asterisks denote statistically significant differences (P < 0.001);
n.s., not significant. (B) TfoX-dependent expression of the T6SS enhances nat-
ural transformation.The indicated predatory strains are derivatives of V. cholerae

O1 El Tor A1552 (RifR) and carry TntfoX where indicated. The predator was
incubated without any prey (-) or with prey strains (+) that are derived from the
environmental isolate Sa5Y (28) and contain a KanR cassette integrated into
lacZ (DlacZ; lanes 3 and 4;T6SS-proficient) or vipA (DvipA; lanes 6 to 16; T6SS-
defective).The strains were cocultured on LB agar plates containing 0, 0.02, or
0.2% of the tfoX inducer arabinose (as indicated) before the selection of
transformants on LB plates containing both antibiotics (Rif+Kan). “#” denotes
strains that were killed by the T6SS-proficient Sa5Y strain and are thus non-
transformable.The horizontal transfer of the KanR cassette from the prey to the
predator was confirmed for randomly picked transformants (fig. S10).
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cluster is induced by only ~1.5-fold compared
with low-osmolarity conditions (26). Therefore,
Ho et al. proposed that there is an additional en-
vironmental signal that triggers the transcrip-
tion of the major cluster (including vasH) and
that VasH can then activate the expression of the
auxiliary clusters in an RpoN-dependentmanner
(15). On the basis of our RNA-seq data, we sug-
gest that the competence regulatory protein TfoX
initiates the transcription of the major T6SS clus-
ter and, thus, the auxiliary clusters (Fig. 1A, fig. S2,
and table S2).
TfoX regulates the majority of the competence

genes that encode components of the DNA up-
take machinery of V. cholerae (4–7, 13). Nota-
bly, a subset of the so-far identified competence
genes is co-regulated by QS in aHapR- andQstR-
dependentmanner (4, 13, 14) (fig. S1).We therefore
repeated theRNA-seq experiment in tfoX-expressing
hapR- and qstR-negative strains. In these mu-
tants, TfoX-dependent up-regulation of the T6SS
genes was lost (Fig. 1A, fig. S2, and tables S3 and
S4). We used quantitative reverse-transcription
polymerase chain reaction (qRT-PCR) to confirm
the TfoX-, HapR-, and QstR-dependent regula-
tion of the T6SS (Fig. 1B). Moreover, as the reg-
ulatory circuits often differ among strains, we
tested the TfoX (and HapR)–dependent expres-
sion of the T6SS genes in five different V. cholerae
O1 El Tor isolates (table S1) from South America,
Asia, and Africa (fig. S3), which were all naturally
transformable on tfoX induction (table S5).
The transcription and translation of native

tfoX requires the presence of a chitinous substrate
(4, 7–9), and we confirmed that the expression
of the T6SS genes was elevated after growth of
V. cholerae on chitin flakes (27) (fig. S4). We
also employed a chitin colonization assay (10)
to visualize the T6SS. We generated a transla-
tional fusion between superfolder green fluo-
rescent protein (sfGFP) and the main sheath
protein VipA, as previously described (23), and
used the vipA-sfgfp allele to replace the indi-
genous copy of vipA. Next we verified that VipA-
sfGFP was produced under competence-inducing
conditions (e.g., in a TfoX- and high cell density–
dependent manner) concomitantly with the peri-
plasmic competence protein ComEA (fig. S5;
details below). In accordance with earlier studies
using the T6SS hyperactive strain 2740-80 (23),
we observedboth extended and contracted sheath
structures after tfoX induction and dynamic T6SS
behavior (fig. S5).Moreover, upon growth on chitin
beads, we detected VipA-sfGFP forming extended
and contracted sheath structures, indicating that
the full T6SS gene cluster was expressed (Fig. 2).
Such chitin-induced production of T6SS sheath
structures was also observed in several other V.
cholerae O1 and non-O1 strains (fig. S6) and was
dependent on the regulator QstR and on other
structural components of the T6SS (fig. S7).
Having established that chitin and TfoX in-

duce the T6SS gene cluster in V. cholerae, we as-
sessed its functionality in an interspecies killing
assay. Strains containing the inducible copy of
tfoX exhibited significant killing behavior toward
Escherichia coli in a T6SS-dependent manner

when grown in the presence of the inducer (Fig.
3A and fig. S8).
To investigate whether competence-induced

T6SS-mediated killing affects transformation, we
cocultured theWT strain as the predator (without
and with tfoX induction) with an environmental
V. cholerae isolate as the prey [Sa5Y (28) (table S1)]
in an intraspeciesmixed-community assay. Com-
parative genomic hybridization data for strain
Sa5Y (29) confirmed that this strain lacks the
common O1 El Tor T6SS immunity genes tsiV1,
tsiV2, and tsiV3 (30). To avoid premature kill-
ing of the predator strain by the prey before it
could reach high cell density (which is required
for competence- and QS-mediated induction of
the T6SS), we inactivated the T6SS of strain Sa5Y
(table S1).
Natural transformants were readily obtained

upon TfoX-induction in predator cells (Fig. 3B
and figs. S9 and S10). These natural transforma-
tion events were fully dependent on the compe-
tence co-regulatorsHapR andQstR and on ComEA
(Fig. 3B and fig. S9), as these proteins are also
required for natural transformation when puri-
fied genomic DNA serves as the transforming
material (4, 12–14) (fig. S11). Although the acti-
vation of the T6SS system seemed to be neg-
ligible in the latter case (fig. S11), transformants
were undetectable or only rarely detectable in
T6SS-defective strains when grown in a mixed
community with strain Sa5Y (Fig. 3B and fig. S9).
A similar T6SS-dependent increase in the trans-
formation frequencywas observedwhen the pred-
ator and prey strains were cocultured on chitinous
surfaces (without artificial tfoX induction) (fig. S12).
We concluded that upon competence induction,
V. cholerae induced the T6SS and thus led to the
killing of neighboring nonimmune bacteria. Lysis
of neighboring bacteria causes release of genomic
DNA that then transforms competent predatory
cells. The enhancement of HGT in V. cholerae by

the T6SS-mediated killing of nonimmune cells
resembles bacterial fratricide described for nat-
urally competent Streptococcus pneumoniae (31).
However, in contrast to fratricide, which also pro-
motes the lysis of noncompetent sibling cells (3,31),
competence-induced T6SS-mediated killing by
V. cholerae appears to primarily target strains con-
taining noncompatible effector-immunity modules
and is contact-dependent. Earlier studies showed
that the V. cholerae O1 El Tor strain C6706 is
T6SS-silent (30) and unable to kill E. coli cells
under standard laboratory conditions (32) (as
shown in Fig. 3 for tfoX-uninduced conditions)
owing to its inability to produce structural com-
ponents of the T6SS (32). However, the tested
strain was fully resistant against the T6SS-active
strain V52, indicating that immunity is main-
tained even in the absence of T6SS activity (17, 32).
Our final goal was to visualize prey lysis and

subsequent transfer of genetic material by live-
cell fluorescence microscopy imaging. Thus, we
used a translational fusion between the compe-
tence protein ComEA and the fluorescent pro-
tein mCherry (6). We previously demonstrated
that ComEA of V. cholerae is a periplasmic pro-
tein that is highly mobile within this compart-
ment (6). Moreover, ComEA is strictly required
for DNA translocation across the outer mem-
brane of competent cells and most likely con-
tributes to the DNA uptake process by acting as a
Brownian ratchet and compacting the incoming
DNA within the periplasm (6). We therefore com-
bined the comEA-mCherry and vipA-sfGFP alleles
and incubated the resulting predator strain (after
tfoX induction) with a gfp-tagged prey strain.
Under those conditions, we observed high T6SS
activity in the predator cells and, as a conse-
quence, cell rounding and lysis of the prey (Fig.
4 and fig. S13). We also observed competent
bacteria in close proximity to lysed cells ex-
hibiting the distinctive focus formation of the
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Fig. 5. Schematic summarizing themain findings of this study. In its natural environment, V. cholerae
often colonizes the exoskeleton molts of zooplankton. Upon initial attachment (I), the bacteria form a
three-dimensional biofilm (II) on the chitinous surface, thereby reaching high cell density (HCD). Within
these biofilms, different V. cholerae strains carrying diverse and noncompatible effector-immunity
modules (shown by the different colors of bacteria) most likely form mixed communities (III). Under such
chitin-dependent and HCD conditions, V. cholerae induces its natural competence program. In this
study, we showed that the T6SS (indicated by the red arrow) is part of the competence regulon and
induced upon the growth of V. cholerae on chitin substrates. The T6SS is active against nonimmune
neighboring cells (IV), leading to their lysis (V).The DNA released by the lysed cells can be taken up by a
competent predator cell (VI), leading to its natural transformation and evolution in the case that new
DNA material is incorporated (VII).
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ComEA-mCherry protein, which is indicative of
DNA translocation into the periplasm (6) of a pred-
ator cell (Fig. 4 and figs. S13 and S14). Similar gene-
transfer events were never or only rarely observed
in the T6SS-negative strain; in the presence of
extracellular deoxyribonuclease; if the predator
lacked the outer membrane secretin protein PilQ,
which is required for efficient DNA uptake (5, 6);
or in the absence of any prey (figs. S14 and S15).
Our findings indicated that the T6SS of V.

cholerae is part of the competence regulon and
is induced on chitinous surfaces in a TfoX-,
HapR-, and QstR-dependent manner, thereby
enhancing HGT (Fig. 5). HGT plays a major
role in bacterial evolution and contributes to
the spread of antibiotic resistance cassettes and
pathogenicity islands. Moreover, because chitinous
zooplankton are thought to play an important
role in cholera transmission in endemic regions (1),
chitin-induced expression of the T6SSmight also
enhance the virulence potential of the pathogen
due to the killing of commensal bacteria within
the human gut.
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INNATE IMMUNITY

Dermal adipocytes protect against
invasive Staphylococcus aureus
skin infection
Ling-juan Zhang,1 Christian F. Guerrero-Juarez,2,3 Tissa Hata,1 Sagar P. Bapat,4

Raul Ramos,2,3 Maksim V. Plikus,2,3 Richard L. Gallo1*

Adipocytes have been suggested to be immunologically active, but their role in host
defense is unclear. We observed rapid proliferation of preadipocytes and expansion of
the dermal fat layer after infection of the skin by Staphylococcus aureus. Impaired
adipogenesis resulted in increased infection as seen in Zfp423nur12 mice or in mice given
inhibitors of peroxisome proliferator–activated receptor g. This host defense function
was mediated through the production of cathelicidin antimicrobial peptide from adipocytes
because cathelicidin expression was decreased by inhibition of adipogenesis, and
adipocytes from Camp−/− mice lost the capacity to inhibit bacterial growth.Together, these
findings show that the production of an antimicrobial peptide by adipocytes is an
important element for protection against S. aureus infection of the skin.

H
ost defense against microbial infection in-
volves the participation of several cell types.
Owing to the rapid doubling time of many
microbes, immediate protection provided
by local resident cells—such as epithelial

cells, mast cells, and resident leukocytes—is es-
sential to restrict the spread of infection during
the lag period before recruitment of additional
cells, such as neutrophils and monocytes (1, 2).
The production of antimicrobial peptides (AMPs)
by local resident cells and recruited leukocytes is
a keymechanism to limit pathogen growth (3–5).
Staphylococcus aureus is a major cause of skin

and soft-tissue infections in humans, causing both
local and systemic disease (6, 7). We observed that
a large and previously unrecognized expansion
of the subcutaneous adipose layer was evident
during the early response to S. aureus skin in-
fection (Fig. 1A). The response to infection was
confirmed with quantification of the abundance
of adipocytes (Fig. 1B and fig. S1A), observations
of an increase in lipid staining (fig. S1B), and

increased activation of the adiponectin promoter
as measured in AdipoQcre;R26R mice (Fig. 1C)
(8). Adipocytes progressively increased in size
after S. aureus infection (Fig. 1B), suggesting that
the expansion of dermal adipose tissue occurs at
least in part through hypertrophy of mature ad-
ipocytes. PREF1 and ZFP423 mark committed
preadipocytes required for adipose tissue de-
velopment and expansion (9–11). Proliferation
of these preadipocytes at the site of infection
was further confirmed with colocalization of
PREF1 and ZFP423 with proliferation markers
BrdU (Fig. 1D and fig. S1C) and Ki67 (fig. S1D).
Additionally, dermal cells isolated from S. aureus–
infected skin exhibited greater adipogenic po-
tential than that of cells isolated from the same
amount of uninfected skin, as indicated by lipid
production and induction of adipocyte markers
Adipoq and Fabp4 in response to adipocyte dif-
ferentiation medium (Fig. 1E and fig. S1E). Also
supporting the conclusion that infection results
in an increase of cells within the dermis with the
potential to differentiate into adipocytes were
observations of an increase ofmRNAand protein
for transcription factors driving preadipocyte
differentiation, includingCebpb,Pparg, andCebpa
(Fig. 1F and fig. S1, D and F) (12, 13). Peroxisome
proliferator–activated receptor–g (PPARg)–positive
cells at the infected sites were negative for CD11b
(fig. S1G), confirming that they were not myeloid
cells. To test that cell proliferationwas associated
with adipocyte formation, we examined BrdU
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incorporation within the nuclei of adipocytes
after multiple injections of BrdU (14) during the
first 3 days after infection. A significant increase
in the number of BrdU-positive nuclei was seen
within cells from S. aureus–infectedmice stained

with the adipocyte surface protein Caveolin (Fig.
1G), thus confirming that adipocytes at the site
of infection were at least partially derived from
proliferative precursors. Together, these data
showed that infection by S. aureus triggers pre-

adipocyte proliferation and expansion of local
dermal adipocytes.
Wenext testedwhether adipocyte activationwas

essential for protection against S. aureus infec-
tion using Zfp423 reporter mice and Zfp423nur12
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Fig. 1. Skin infection stimulates an increase in
dermal adipocytes. (A) Hematoxylin and eosin
staining of mouse skin injected with phosphate-
buffered saline (PBS) control (Ctrl) orS. aureus (SA).
Red brackets indicate subcutaneous adipose layer.
Scale bars, 200 mm. (B)Quantification of the number
and size distribution of Caveolin+/Perilipin+ adipo-
cytes 3 days after Ctrl or S. aureus injection (n = 3
to ~5 mice/group and 3 microscopy fields/mice).
(C) Increase of adiponectin positive cells seen by
staining for b-Gal (red) 3 days after S. aureus or
Ctrl injection in AdipoQcre;R26R mice. Wild-type
mice injectedwithS. aureus are shownas a staining
control. Scale bars, 200 mm. Nuclei were stained
with 4ʹ,6-diamidino-2-phenylindole (DAPI) (blue).
(D) Ctrl or S. aureus–infected mice (day 1) were in-
jected with BrdU 4 hours before analysis. Proliferative preadipocytes were
identified by means of yellow staining showing colocalization of PREF1 or
ZFP423 (red) and BrdU (green). Scale bars, 100 mm. (E) Dermal cells were iso-
lated from Ctrl or S. aureus (SA)–infected skin then treated with adipocyte dif-
ferentiationmedium for 5 days. Lipid production was shown byOil-Red-O (ORO)
staining.Scale bars, 200 mm. (F) RelativemRNAexpression forCebpb andPparg

(n=3mice/group) in skin afterS. aureus infection. (G) (Top) Schematic of 3-day
BrdU labeling experiments during S. aureus infection. (Left) Representative
images for caveolin (red) and BrdU (green) staining of skin sections. Arrows
indicate Caveolin+BrdU+ adipocytes. Scale bars, 50 mm. (Right) Quantification of
the number of Caveolin+BrdU+ adipocytes (n = 3~5 mice/group and 3 micros-
copy fields/mice). All error bars indicate mean T SEM; ** P < 0.01 (t test).

Fig. 2. Adipocytes are essential for host defense
against S. aureus infection. (A) b-gal staining
of the underside of Zfp423lacZ/+ skin 3 days after
injection with PBS (Ctrl) or S. aureus. Injected area
is indicated by dotted line. Scale bars, 1mm (left),
200 mm(right). (B)GFP immunostaining (red) of skin
sections from Ctrl or S. aureus–injected Zfp423GFP

mice. Scale bars, 100 mm. (C) Infected lesion size in
Zfp423nur12 or Zfp423+/+ mice (n = 7~8/group) and
(D) bacteria in adipose observed by Gram stain-
ing (dark blue). Scale bars, 100 mm. (E) Systemic
bacteremia detected 3 days after S. aureus skin
injection in spleens isolated from Zfp423nur12 mice
but not Zfp423+/+ mice (n = 3 mice/group). Scale
bars, 200 mm. (F toH) BADGEor GW9662 increased
susceptibility to S. aureus as observed by (F) in-
creased lesion size and [(G) and (H)] increased
S. aureus (CFU) from the skin calculated with
plate counting (n = 8 to ~10/group). All error bars
indicatemeanT SEM.**P<0.01, ***P<0.001 (t test).
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mice in which adipogenesis is prominently im-
pared (11, 15). Activation of Zfp423 during infec-
tion was confirmed by visualizing b-Gal staining
on the underside of skin from infected Zfp423lacZ

reporter mice (Fig. 2A) (16). Immunostaining
of infected Zfp423GFP reporter mice (17) showed
green fluorescent protein–positive (GFP+) cells
localized within infected dermal adipose tis-
sue and mostly colocalized with a fibroblast
marker [platelet-derived growth factor receptor–a
(PDGFRa)], but notwith an endothelial cellmarker
(CD31) (Fig. 2B and fig. S2, A andB). After S. aureus
infection, dermal adipose tissue in Zfp423nur12

mice expanded less than in control mice (fig.
S2C). Immunostaining with the adipocyte marker
Perilipin (PLIN) further confirmed that adipocyte
formation was reduced in the Zfp423nur12 mice
compared with control (fig. S2D). Impaired adipo-
genesis in Zfp423nur12 mice was accompanied
by increased susceptibility to S. aureus skin infec-
tion at the site injectedwith bacteria (Fig. 2, C and
D) and a subsequent systemic bacteremia that
was not detectable in controls (Fig. 2E). Increased
susceptibility to S. aureus in Zfp423nur12 mice
was associated with decreased activation of
PDGFRa+Sca1+ skin preadipocytes (fig. S2E) (18),
but not with defective leukocyte recruitment be-
cause there was no decrease in CD11b staining or
neutrophil infiltration in the skin of Zfp423nur12

mice (fig. S2F).

To complement the observations made in
Zfp423nur12 mice, we chemically inhibited adipo-
genesisbypretreatingwild-typemicewithbisphenol
A diglycidyl ether (BADGE) or GW9662, both
pharmacological inhibitors of PPARg and acute
chemical inhibitors of adipogenesis (14, 19, 20).
Similarly toZfp423nur12mice, BADGE- orGW9662-
treated mice showed decreased adipose expansion
after S. aureus infection (fig. S3A) and became
more susceptible to infection (Fig. 2, F to H, and
fig. S3B). In BADGE-treated mice, PDGFRa+Sca1+

preadipocyte numbers appeared normal (fig. S3C),
but PPARg expression decreased (fig. S3D), sug-
gesting as in a previous report (14) that inhibi-
tion of PPARg impaired dermal adipose growth by
blocking preadipocyte differentiation into adipo-
cytes rather than by inhibiting the preadipocyte
commitment process. Increased susceptibility to
S. aureus in BADGE-treatedmicewas not caused
by defective leukocyte recruitment (fig. S3E) nor
by any impaired ability of blood neutrophils to
kill S. aureus (fig. S3F). Because neutrophil func-
tion is a major factor in resisting S. aureus skin
infection (6), this finding confirmed that the in-
creased susceptibility to infection observed with
PPARg inhibitors was caused by their effect on
adipocyte formation.
3T3-L1 cells are a well-characterized primary

mouse preadipocyte line that can be induced
to differentiate into mature adipocytes (21). To

determine how adipocytes might protect against
infection, a comparison of antimicrobial pep-
tide (AMP) gene expression was done in 3T3-
L1 undifferentiated preadipocytes (pAds) and
differentiated adipocytes (Ads). This showed
that mouse cathelicidin antimicrobial peptide
(Camp) was strongly induced in Ads compared
with pAds, whereas other AMPs belonging to
the a- and b-defensin families did not show an
increase in expression (Fig. 3A). Camp mRNA
increased at day 1 after differentiation then de-
creased during later stages of differentiation
(fig. S4A). Camp expression preceded expres-
sion of adipokines Resistin (Retn), Leptin (Lep),
and Fabp4, whereas the relative expression of
another AMP, Defb14, decreased during differ-
entiation (fig. S4, B to H).
Cathelicidin protein peaked at day 2 to ~4 after

differentiation and was abundantly detectable
with Western blotting of cell extracts from differ-
entiating pAds (fig. S4I). The size of cathelicidin
detected bymeans ofWestern blot was consistent
with the mCAP18 cathelicidin precursor protein
(22). Cathelicidin was also found with Western
blotting in adipocyte-conditioned medium (Fig.
3B). Secretion of cathelicidin protein preceded
secretion of Resistin, Leptin, and FABP4 at days
2 to 4 after differentiation (Fig. 3B) and was sim-
ilar to that of Collagen type-IV (COL4A1), which
was produced 1 to 2 days after differentiation
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Fig. 3. Adipocytes produce cathelicidin antimicrobial peptide. (A) 3T3-L1
preadipocytes (pAds) were differentiated to adipocytes (Ads). Expression of
mRNA for a-defensins, b-defensins, and cathelicidin (Camp) is shown (n = 3
cultures/group). (Inset)Oil-Red-O staining. (B)Western-blottingof conditioned
media from differentiating 3T3-L1 cells. (C) Staining of 3T3-L1 cells or mouse
and human subcutaneous adipose tissue (AT) by using lipid dye (Bodipy;
green), mouse CAMP (red),Oil-red-O, or the human cathelicidin peptide LL37
(red) as indicated. Nuclei are counterstainedwithDAPI. Scale bar, 5 mm(3T3-L1)
or 50 mm(adipose tissue). (D) C57BL6mice fed with low-fat diet (LFD) or high-
fat diet (HFD) for 4 weeks, and mouse serum was collected for Western
blotting analysis by using CAMP and ApoAI antibodies. (E) Human serum

cathelicidin measured in overweight (/BMI >25) or normal-weight human sub-
jects (n = 10 subjects/group). (F) Camp mRNA expression levels were exam-
ined by quantitative reverse transcription PCR (RT-PCR) in 3T3L1 preadipocytes
treated with or without adipocyte differentiation (Ad-difM)medium and with
S. aureus–conditioned medium (SA-CM) or UV-killed S. aureus (SA). (G) Pri-
mary cultures of dermal cells isolated fromCtrl orS. aureus–injected skin were
treated with Ad-difM. Relative Camp mRNA fold induction at day 2 compared
with undifferentiated control were examined bymeans of quatitative (RT-PCR)
(left); CAMP and FABP4 protein were detected in conditioned medium by
means of Western blot (right). All error bars indicate mean T SEM; *P < 0.05,
**P < 0.01, ***P < 0.001 (t test).
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(23). Immunostaining of 3T3-L1 cells showed
cathelicidin appearing simultaneously with lipid
droplets in the cytoplasm of Ads (Fig. 3C) and
localized in the early endosome, but not in the
lysosome (fig. S4J).
To verify that cathelicidin was also produced

by human adipocytes, we evaluated cultured pri-
mary humanpreadipocyteswith reagents directed
against human cathelicidin. The CAMP gene was
strongly induced during differentiation (fig. S5A),
and Western blot showed bands consistent with
the cathelicidin precursor protein hCAP18 and a
shorter peptide (fig. S5B). This peptide appeared
larger than LL-37, the mature peptide form of
cathelicidin detected from human neutrophils
(24), thus suggesting adipocytes may have an en-
zymatic processing system differing from that
known in other cell types (25).
Cathelicidin mRNA was detected in the sub-

cutaneous fat pad from 1- to ~2-week-old mice
(fig. S6, A and B), a stage in which the tissue is
undergoing early adipogenesis (26). CampmRNA
was more abundant in white adipose tissue than
brown adipose tissue (fig. S6C). Cathelicidin pro-
tein immunostaining was detected in fat tissue
from mice and humans (Fig. 3C) and was local-
ized in the early endosomeof adipocytes (fig. S6D).
In a mouse model of diet-induced obesity, Camp
mRNA measured with quantitative polymerase
chain reaction (PCR) and cathelicidin protein
levels estimated by means of Western blot (fig.
S7, A and B) were more abundant in the subcu-
taneous fat pad from mice fed high-fat diet as
compared with low-fat diet controls. High-fat
diet increased both bone marrow adiposity and
cathelicidin protein expression in bone marrow
adipocytes (fig. S7C). Serum cathelicidin levels
were also elevated in the high-fat diet group
(Fig. 3D and fig. S7, D and E), similar to sam-

ples from overweight humans [body mass index
(BMI) > 25] (Fig. 3E). The level of cathelicidin
detected with enzyme-linked immunosorbent
assay in serum (~50 ng/ml) was well below the
amount of LL-37 necessary to inhibit S. aureus
growth, which is typically above 2 to 5mg/ml (27).
Thus, the high local expression of cathelicidin
is more likely to provide antimicrobial function
than is the small increase in systemic cathelicidin
found in obesity.
Cathelicidin mRNA production during 3T3-L1

differentiation was significantly enhanced when
S. aureus–conditioned medium or ultraviolet
(UV)–killed S. aureus was added to adipocyte
differentiation medium (Fig. 3F), revealing that
S. aureus directly enhances AMP production dur-
ing adipocyte differentiation. Similar to 3T3-L1
cells, dermal cells isolated from S. aureus–infected
skin, which were shown in Fig. 1E to exhibit high
adipogenic potential, produced CampmRNA and
abundant cathelicidin protein preceding the pro-
duction of FABP4 (Fig. 3G).
We next examined cathelicidin production

during S. aureus infection by immunostaining
infected mouse skin. Cathelicidin protein and
mRNA were strongly induced in the fat layer at
the site of infection (Fig. 4A and fig. S8A).
Cathelicidin protein colocalizedwith expression of
the adiponectin reporter b-Gal in AdipoQ-cre;R26R
mice (fig. S8B) and COL4A1 (fig. S8, C and D),
showing that cathelicidin was expressed in
adipocytes in vivo during S. aureus infection,
correlating with the increase in dermal adipo-
cytes (Fig. 1) and its expression during early
adipogenesis (Fig. 3B).
The precursor (~18 kD) and a peptide form

(5 to ~10 kD) of cathelicidin were detected in
differentiated 3T3-L1 adipocytes (Fig. 4B) and in
the cell lysate of mouse adipose tissue (Fig. S9A).

Similarly to cultured human adipocytes, themouse
adipocyte-derived cathelicidin peptide was slight-
ly larger than mature cathelicidin-related anti-
microbial peptide (CRAMP) derived frommouse
neutrophils. We tested conditionedmedium from
differentiated 3T3-L1 adipocytes and observed
that conditionedmedium that contained secreted
cathelicidin potently inhibited the growth of
S. aureus, whereas conditioned medium from
pAds that lacked cathelicidin did not (Fig. 4C).
Brefeldin-A treatment blocked cathelicidin se-
cretion from adipocytes and abolished the anti-
microbial activity of the conditioned medium
derived from adipocytes (fig. S9B). Furthermore,
extracts from wild-type mouse adipose tissue in-
hibited growth of S. aureus (Fig. 4D and fig. S9C)
and Pseudomonas aeruginosa (Fig. S9D), but
adipose tissue extracts from Camp−/− mice did
not possess antimicrobial properties. Camp−/−

mice did not differ from wild-type in their ca-
pacity to develop metabolic syndrome after
20 weeks of high-fat diet (fig. S10).
Mice in which adipose expansion was inhib-

ited showed reduced defense against S. aureus
infection, and this correlated with reduced
cathelicidin. BADGE treatment of 3T3-L1 dur-
ing differentiation inhibited Pparg and Cebpa
mRNA and blocked Camp (fig. S11A). The ex-
pression of cathelicidin was less in mice treated
with BADGE (fig. S11B) and in Zfp423nur12mice
(Fig. 4, E and F), although the expression of
cathelicidin seen in cells recruited to the site of
infection was maintained. Zfp423nur12 did not
inhibit neutrophil recruitment as seen by a sim-
ilar increase in abundance of the neutrophil
marker (Mpo) after infection (fig. S11D). As ex-
pected, Camp−/− mice showed increased sus-
ceptibility to infection (3). However, Camp−/−

mice treated with BADGE or GW9662 showed
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Fig. 4. Adipocytes kill bacteria by producing
cathelicidin. (A) CAMP immunostaining (left) of
adipose in mice infected with S. aureus. Scale bar,
100 mm. (B)Western-blotting of CAMP fromwhole-
cell extracts (WCE) or conditioned medium (CM)
from 3T3-L1 pAds or Ads. Red arrow indicates
mature peptide form, and red asterisks indicate
precursor forms of cathelicidin. Synthetic CRAMP
peptide is shown as standard for the processed
form of CAMP in neutrophils. (C) Growth curve of
S. aureus in Ctrl medium or conditioned medium
(CM) from pAd or Ad as indicated. (Inset) CAMP
immunoblot in conditioned medium. (D) S. aureus
growth in media alone (Ctrl) or with addition of
protein extracted from subcutaneous adipose tissue
from Camp+/+ or Camp−/− mice (n = 3). (E) CAMP
expression is suppressed in adipose in Zfp423-
deficient mice. Scale bars, 100 mm. (F) CampmRNA
expression in S. aureus– or PBS-injected Zfp423+/+

and Zfp423nur12 mice (n = 5 mice/group). (G)
Camp+/+ or Camp−/− mice were pretreated with
BADGE or dimethyl sulfoxide (ctrl) before infect-
ing with S. aureus and S. aureus survival in skin
measured 3 days later (n = 7 to ~10 mice/group).
All error bars indicate mean T SEM. *P < 0.05, **P <
0.01, ***P < 0.001 (one-way analysis of variance). Red brackets indicate subcutaneous adipose layer.
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no further increase in infection (Fig. 4G and
fig. S12), suggesting that the effects of BADGE
on cathelicidin production from adipocytes was
responsible for the increase in S. aureus in-
fection in vivo.
These results show that a local increase in

subcutaneous adipocytes is an important host
defense response against skin infection. This
observation is consistent with prior observa-
tions that adipocytes secrete a variety of bio-
active adipokines and cytokines that mediate
immune responses after injury (28) and now
shows that adipocytes produce an AMP that can
directly kill bacteria. Local expansion of dermal
fat produces cathelicidin in response to infec-
tion, but this response appears to decline as
adipocytes mature. The expansion of dermal fat
in response to infection may also indirectly ben-
efit immune defense by influencing other pro-
cesses such as neutrophil oxidative burst, thus
further amplifying the importance of the sub-
cutaneous preadipocyte pool in preventing in-
fections. Defective AMP production by mature
adipocytes may explain observations of elevated
susceptibility to infection during obesity and in-
sulin resistance (29). Cathelicidin has also been
shown to be proinflammatory (30). Therefore,
the production of cathelicidin by adipocytes may
also participate in the chronic, low-level inflam-
mation observed in obesity (28).
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VIRUS STRUCTURE

Structure and inhibition of EV-D68,
a virus that causes respiratory
illness in children
Yue Liu,1 Ju Sheng,1 Andrei Fokine,1 Geng Meng,1 Woong-Hee Shin,1 Feng Long,1

Richard J. Kuhn,1 Daisuke Kihara,1,2 Michael G. Rossmann1*

Enterovirus D68 (EV-D68) is a member of Picornaviridae and is a causative agent of
recent outbreaks of respiratory illness in children in the United States. We report here the
crystal structures of EV-D68 and its complex with pleconaril, a capsid-binding compound
that had been developed as an anti-rhinovirus drug. The hydrophobic drug-binding pocket
in viral protein 1 contained density that is consistent with a fatty acid of about 10 carbon
atoms. This density could be displaced by pleconaril. We also showed that pleconaril
inhibits EV-D68 at a half-maximal effective concentration of 430 nanomolar and might,
therefore, be a possible drug candidate to alleviate EV-D68 outbreaks.

P
icornaviruses constitute a large family of
small icosahedral viruseswitha singlepositive-
stranded RNA genome and an external
diameter of about 300 Å. The Enterovirus
genus includesmedically important human

pathogens, such as human rhinoviruses (HRVs),
polioviruses (PVs) and coxsackieviruses (CVs)
(table S1) (1, 2). Many of these enteroviruses (EVs)
have been well characterized structurally and
functionally (3–10). However, the species EV-D
remains poorly characterized.
An upsurge of EV-D68 cases in the past few

years has shown clusters of infections worldwide
(11). In August 2014, an outbreak of mild to se-
vere respiratory illnesses occurred among thou-
sands of young children in the United States, of
which 1116 cases have been confirmed to be caused
by EV-D68. This virus has also been associated
with occasional neurological infections (12). Al-
though EV-D68 has emerged as a considerable
global public health threat, there is no available
vaccine or effective antiviral treatment.
The capsids of EVs consist of 60 copies of each

of four different viral proteins: VP1, VP2, VP3,

and VP4 (Fig. 1A). Of these, VP1 (about 300
amino acids), VP2 (about 260 amino acids), and
VP3 (about 240 amino acids) each have a “jelly
roll” fold arranged in the capsid with pseudo T =
3 icosahedral symmetry, where T represents the
triangulation number (13). Their organization in
the capsid is similar to that of the T = 3 RNA
plant viruses, except that the three subunits re-
lated by quasi-threefold symmetry have different
amino acid sequences in picornaviruses (6, 10).
Each roughly 70–amino–acids-long VP4 mole-
cule forms an extended peptide on the internal
surface of the capsid shell. The jelly roll fold
consists of two antiparallel b sheets, which face
each other to form a b barrel with a hydrophobic
interior (Fig. 1B).
EVs have a deep surface depression (“canyon”)

circulating around each of the 12 pentameric
vertices (Fig. 1A). The canyonwas predicted to be
the site of receptor binding, because the amino
acids outside the canyon that form the external
surface of the virus were more exposed and were
shown to be accessible to neutralizing antibodies
(Fig. 1A) (10, 14). The virus thus could remain
faithful to a specific receptor molecule that binds
into the canyonwhile evading the host’s immune
system (10, 15). The prediction that the canyon
would be the site of binding to cellular receptor
moleculeswas subsequently confirmed for numer-
ous different EVs (16, 17). All of the receptor
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moleculeswere found tohave an immunoglobulin-
like structure.
A variety of small ~350-dalton hydrophobic

molecules that are inhibitors of EV infection
were shown to bind into the hydrophobic pocket
in the center of the VP1 jelly roll (18) (Fig. 1B).
They stabilize the virus (19) by filling the pocket
with a well-fitting hydrophobic molecule, there-
by inhibiting uncoating of the virus and the re-
lease of the genome into the infected cell. These
compounds also prevent viral attachment to cells
by altering the surface features of the canyon floor,
where the virus attaches to a cellular receptor
(17, 19). The floor of the canyon is formed pri-
marily by the GH loop of VP1, the connecting
residues between b-strands G and H (18).
Most infectious EVs contain a small molecule

or “pocket factor,” probably a fatty acid in the
VP1 binding pocket (7, 18, 20). Like the capsid-
binding compounds, the pocket factor presumably
stabilizes the virus by filling the VP1 hydrophobic
pocket. Thus, the virus is stabilized while being
transmitted to a new host. However, when a re-
ceptor molecule binds to the floor of the canyon,
it depresses the floor (that also forms the roof of
the VP1 binding pocket), which then squeezes
the binding pocket, probably expelling the pocket
factor (17). Thus, the attachment of the virus to
a cell surface initiates uncoating, causing the
release of the viral genome into the cell’s cytosol.
Inmost EVs that have been investigated, these

capsid-binding antiviral compounds displace the
pocket factor (e,g. polioviruses, coxsackieviruses
A or B, andmanyHRVs). The rhinovirusesHRV14
(18) and HRV3 (21) do not contain a pocket
factor, and the GH loop is displaced relative to
its position in other EVs that contain a pocket
factor, reducing the volume of the VP1 pocket.
Either neither HRV14 nor HRV3 binds a pocket
factor in vivo or it was lost during the purifica-
tion procedure. Much effort was made between
1985 and 2000 to design a compound that fits
into the VP1 pocket and would inhibit the maxi-
mum number of rhinovirus serotypes (22). The
final optimal structure was pleconaril (fig. S1),
which not only had good efficacy but was also
stable enough tomaintain good bioavailability in
clinical tests (23). However, pleconaril was not
licensed, primarily because it put women using
birth control drugs at risk of conception.
TheEV-D68prototype strain FermonCA62-1was

propagated in human rhabdomyosarcoma cells
at 33°C, which had previously been shown to
be the optimal growth temperature for EV-D68,
indicating that EV-D68 behaves much like mem-
bers of the RV-A and RV-B species that are re-
sponsible for common colds (24). The virus was
purified and crystalized as described in the sup-
plementary materials and methods. The cubic-
looking crystals had a diameter between 0.1 and
0.2mm. After soaking in glycerol, they were flash-
frozen in liquid nitrogen. X-ray diffraction data
were collected at sector 14 of the Advanced Photon
Source. The data extended to 2.0 Å resolution
andwere processedwithHKL2000 (25). The crys-
tal symmetry was I222, with two particles per
unit cell, implying that the particles were located

on a 222 symmetry position. A rotation function
(26) differentiated between the two orthogonal
possible orientations of the icosahedron. Initial
phases were calculated based on the structure of
HRV2 (27) (Protein Data Bank accession number
1FPN) after the pocket factor was removed. The
phaseswere then extended in small steps to 2.0 Å
resolution, using 15-fold averaging and solvent
flattening. A model of the structure was built
using the programCoot (28) and refinedwith the
program CNS (29). The final value of Rwork was
27.5%. Rfree is essentially the same as Rwork in the
presence of high noncrystallographic symmetry
redundancy as is the case here (table S2).
Comparison of the amino acid sequences of

EV-D68 with those of other EVs shows that VP3
has a short C-terminal a helix not present in
other EVs (fig. S2). The EV-D68 electron density
map showed that this helix decorates the north
side of the canyon in the neighboring, fivefold-
related, icosahedral asymmetric unit. As a result,
the canyon is narrower than in other EVs and
might therefore not be large enough to accom-
modate immunoglobulinlike receptors (Fig. 1C).
The BC and DE loops of VP1 are structurally

the most variable among known picornaviruses.
The EV-D68 VP1 has two disordered regions cor-
responding to residues 80 to 86 (EV-D68 num-
bering) in the BC loop and 129 to 136 in the DE

loop, both of which are near fivefold axes. These
regions harbor the neutralizing immunogen sites
NIm-IA and NIm-IB on HRV14, respectively (10)
(Fig. 1A). Thus the flexible immunogenic regions
around the fivefold axes might be an alternative
mechanism for evading host humoral immune
responses.
The electron density map of EV-D68 showed

density in the VP1 pocket (Fig. 2A). The height of
this pocket factor density was about three stan-
dard deviations above the mean of the noncrys-
tallographic symmetry averagedmap, as compared
with about five standard deviations of most of
the main-chain density. As in other EVs that
have a pocket factor, the conformation of the GH
loop of VP1, which defines the interface between
the VP1 pocket and the floor of the canyon, is
pushed into the canyon relative to the empty pocket
in HRV14 (10, 18) or HRV3 (21).
The length of the pocket factor density in the

EV-D68 map corresponded to a fatty acid with
an aliphatic chain of about 10 carbon atoms (Fig.
2B). Similarly, 12–carbon-atom-long pocket fac-
tors were observed for HRV16 (9) andHRV2 (27).
In contrast, the well-formed pocket factors in
poliovirus 1 (6, 7), coxsackievirus B3 (5), and
EV-A71 (3) corresponded to longer fatty acids
with 18, 16, and 18 carbon atoms, respectively.
Furthermore, the orientation of the pocket factor
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Fig. 1. The structure of EV-D68. (A) Diagrammatic representation of the virus. VP1, VP2, and VP3 are
colored blue, green, and red, respectively. Each pentagonal icosahedral vertex is surrounded by a canyon
colored black. The epitopes for neutralizing antibodies for the homologous HRV14 are labeled as NIm-I,
NIm-II, and NIm-III.The NIm-IA and NIm-IB sites are disordered in EV-D68. (B) TheVP1 jelly roll in EV-D68
shown as a ribbon diagram. If the b strands along the polypeptide are identified sequentially as A, B, C,….I,
then one of the sheets is composed of the antiparallel strands BIDG and the other by the antiparallel
strands CHEF. (C) Surface features of EV-D68 compared to HRV16.The canyon of EV-D68 is shallower and
narrower than the canyon of HRV16.
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tails in EV-D68, HRV16, and HRV2 is slightly
different than that of the long pocket factors of
EV-A71, poliovirus 1, and coxsackievirus B3 (Fig.
2C). The orientation is controlled in part by VP1
residue 184, which is Leu or Ile for the viruses
with small, short pocket factors and Val for
viruses with longer pocket factors (fig. S2). The
larger Leu or Ile residue pushes the pocket fac-
tor sideways. The similarity between the prop-
erties of the pocket factor in EV-D68 and that
in the HRVs might partially explain why these
viruses are less stable.
The anti–EV-D68 activity of two capsid-binding

compounds, pirodavir and BTA-188 (fig. S1), that
had significant anti-rhinovirus activity was com-
pared with pleconaril, using plaque reduction
assays in HeLa cells (Fig. 3, A and B). The half-
maximal effective concentration (EC50) value of
these two compounds was found to be compara-
ble to previous results using cytopathic effect

inhibition assays against EV-D68 (30). However,
pleconaril was found to be more potent against
EV-D68 than pirodavir and BTA-188 (Fig. 3A).
The inhibitory effect of pleconaril is similar against
EV-D68, HRV16, and HRV14, but better than
against EV-A71. It is therefore noteworthy that
pleconaril was an effective inhibitor in extensive
clinical tests for the treatment of common colds
(23, 31). Furthermore, fluorescence-based thermal
stability assays indicated that when EV-D68 was
incubatedwith pleconaril at either 10 or 50 mg/ml,
4°C higher temperatures were required to release
the RNA genome than when no pleconaril was
present (Fig. 3C and materials and methods in
the supplementary materials). Thus, pleconaril
stabilizes EV-D68 capsids, preventing the virus
from uncoating during viral entry.
The structure of EV-D68 was also determined

to 2.3 Å resolution when co-crystalized with
pleconaril (fig. S3). The crystallographic proce-

dure was the same as for the native structure
determination (materials andmethods in the sup-
plementary materials). The electron density of
the ligand inside the hydrophobic pocket was of
the same height butmuch longer than that of the
pocket factor in the native EV-D68 structure
(Fig. 4A) and could be easily fitted with the
structure of pleconaril (Fig. 4B). This demon-
strated that the native pocket factor was replaced
by pleconaril. However, the densities of the lig-
and and of the pocket factor are slightly lower
than that of the polypeptide main chain. In part
this is to be expected, because the ligand or fatty
acid pocket factor is composed primarily of only
carbon atoms as opposed to the heavier combi-
nation of carbon and nitrogen plus oxygen atoms
of the main chain. In part, the slightly lower
density of the ligand might be due to some
variations of conformation within the VP1 bind-
ing pocket.
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Fig. 2. The pocket factor. (A) One icosahedral asymmetric unit of the EV-
D68 structure, showing the Ca atom backbone for VP1, VP2, and VP3 in
marine blue, green, and red, respectively.The pocket factor electron density
outline is shown in gray. (B) Enlargement of the pocket factor density with a
fitted putative C10 fatty acid. Shown also are the amino acids lining the
pocket. (C) Comparison of the putative pocket factor structures in six

known EV structures. Shown also is the residue I184 in EV-D68 that alters
the direction of the shorter pocket factors in some of the viruses as
compared to others with longer pocket factors and a smaller residue at the
equivalent position of 184. Atoms at the head of the pocket factors and of
the VP1 residue side chains are colored red (oxygen), dark blue (nitrogen),
and yellow (sulfur).

Fig. 3. Anti-EVactivityof three capsid-binding compounds. (A) List of EC50 values (30, 32, 33). Each experimentwas performed at least three times. (B) Plot of
the percent of plaque reduction of pleconaril as a function of the log of its concentration. Error bars indicate standard deviations. (C) Release of EV-D68 genome
upon increase in temperature as monitored by Sybr green II. The experiments were done in triplicate. For each data point, the ratio between mean fluorescence
intensity and standard deviation is at least 7.6. Shown are curves fitted with a sigmoidal function for the native virus and for the virus after incubationwith pleconaril.
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Part of the VP1 GH loop (residues 212 to 215)
that forms the entrance to the VP1 pocket had
become less ordered in the EV-D68-pleconaril
complex. The Ca atom of residue 211 had moved
1.2 Å toward the inside of the pocket relative to
that of the native structure, possibly blocking the
entrance to thepocket oncepleconaril had entered
(Fig. 4C). Thus, the dynamics of theGH loopmight
be a consideration for future structure-based de-
sign of EV-D68 capsid-binding inhibitors.
A comparisonof theEV-D68–pleconaril,HRV14-

pleconaril, andHRV16-pleconaril structures showed
a similar binding mode for pleconaril in the VP1
pocket of these three viruses (fig. S4 and table
S3). This may explain why pleconaril is similarly
effective against these three EVs. To investigate
why pleconaril is more effective against EV-D68
than pirodavir or BTA-188, we performed in
silico docking experiments. The presence of a
trifluoromethyl-substituted oxadiazole moiety
in pleconaril, rather than a more hydrophilic
group in either pirodavir (ethyl carboxylate group)
or BTA-188 (O-ethyloxime group) at structurally
equivalent positions (fig. S5), probably contributes
to more favorable interactions of pleconaril with
the hydrophobic residues deep inside the VP1
pocket of EV-D68.
Our results show that the structure of EV-D68

has considerable similarities to those of the well-
studied HRVs for which pleconaril was specifi-
cally designed. We also show that pleconaril
replaces the pocket factor and is a potent in-
hibitor of EV-D68, with an EC50 value of 430 nM.
The size and location of the pocket factor lodged
in the VP1 pocket are similar to those found in
other HRVs and different from those of the
pocket factors found in poliovirus 1 and EV-A71.
This correlates with the observation that pleco-
naril is far more active when the natural pocket
factor is short, as in the HRVs and in EV-D68.
Furthermore, sequence alignment of 188 EV-D68

strains found between 1962 and 2013 indicates
that residues in VP1 that interact with pleconaril,
as identified from the complex structure, are
completely conserved, with one exception. There-
fore, pleconaril is likely to inhibit not only the
prototype strain examined here but also many
other strains. In view of the previous extensive
clinical trials that have established its safety,
pleconaril would be a possible drug candidate to
alleviate EV-D68 outbreaks.
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Fig. 4. Structure of pleconaril bound into the VP1 pocket of EV-D68. (A) Pocket factor density (gray) compared to the pleconaril density (magenta). (B)
Pleconaril (green) fitted to density in the structure of the complex. (C) Conformational change of theVP1 GH loop as a consequence of the presence of pleconaril.
The native and complex structures are shown in marine blue and baby blue, respectively. Oxygen, nitrogen, sulfur, and fluorine atoms are shown in red, dark blue,
yellow, and light green, respectively.
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PROTEIN SYNTHESIS

Rqc2p and 60S ribosomal subunits
mediate mRNA-independent
elongation of nascent chains
Peter S. Shen,1 Joseph Park,2 Yidan Qin,8,9 Xueming Li,7* Krishna Parsawar,10

Matthew H. Larson,3,4,5,6 James Cox,1,10 Yifan Cheng,7 Alan M. Lambowitz,8,9

Jonathan S. Weissman,3,4,5,6† Onn Brandman,2† Adam Frost1,7†

In Eukarya, stalled translation induces 40S dissociation and recruitment of the ribosome
quality control complex (RQC) to the 60S subunit, which mediates nascent chain
degradation. Here we report cryo–electron microscopy structures revealing that the
RQC components Rqc2p (YPL009C/Tae2) and Ltn1p (YMR247C/Rkr1) bind to the
60S subunit at sites exposed after 40S dissociation, placing the Ltn1p RING (Really
Interesting New Gene) domain near the exit channel and Rqc2p over the P-site transfer
RNA (tRNA). We further demonstrate that Rqc2p recruits alanine- and threonine-charged
tRNA to the A site and directs the elongation of nascent chains independently of mRNA or
40S subunits. Our work uncovers an unexpected mechanism of protein synthesis, in which
a protein—not an mRNA—determines tRNA recruitment and the tagging of nascent
chains with carboxy-terminal Ala and Thr extensions (“CAT tails”).

D
espite the processivity of protein synthe-
sis, faulty messages or defective ribosomes
can result in translational stalling and in-
complete nascent chains. In Eukarya, this
leads to recruitment of the ribosome qual-

ity control complex (RQC), which mediates the
ubiquitylation and degradation of incompletely
synthesized nascent chains (1–4). The molecular
components of the RQC include the AAA aden-
osine triphosphatase Cdc48p and its ubiquitin-
binding cofactors, the RING-domain E3 ligase
Ltn1p, and two proteins of unknown function,
Rqc1p and Rqc2p. We set out to determine the
mechanism(s) by which relatively rare (5) pro-
teins such as Ltn1p, Rqc1p, and Rqc2p recognize
and rescue stalled 60S ribosome nascent chain
complexes, which are vastly outnumbered by ri-
bosomes translating normally or in stages of
assembly.
To reduce structural heterogeneity and enrich

for complexes still occupied by stalled nascent
chains, we immunoprecipitatedRqc1p-boundRQC
assemblies from Saccharomyces cerevisiae strains

lacking the C-terminal RING domain of Ltn1p,
which prevents substrate ubiquitylation and
Cdc48 recruitment (1). Three-dimensional (3D)
classification of Ltn1DRING particles revealed

60S ribosomes with nascent chains in the exit
tunnel and extraribosomal densities (Fig. 1). These
extraribosomal features were resolved between
5 and 14Å and proved to be either Tif6p or RQC
components as characterized below (Fig. 1 and
figs. S1 to S7). Tif6p was not observed bound to
the same 60S particles bound by RQC factors
(figs. S1 to S3). We repeated the purification, im-
aging, and 3D classification from rqc2D cells and
computed difference maps. This analysis did not
reveal density attributable to Rqc1p but did iden-
tify Rqc2p as a transfer RNA (tRNA)–binding
protein that occupies the 40S binding surface
and Ltn1p as the elongated molecule that meets
Rqc2p at the sarcin-ricin loop (SRL) (Figs. 1 and
2 and figs. S1 to S5). Comparison of the 60S-bound
Ltn1p with reconstructions of isolated Ltn1p sug-
gests that the N terminus of Ltn1p engages the
SRL with Rqc2p and that the middle region—
which contains long HEAT/Armadillo repeats
that adopt an elongated superhelical structure—
reaches around the 60S (6). This conformation
probably positions the C-terminal RING domain
near the exit tunnel to ubiquitylate stalled nas-
cent chains [figs. S5 and S6 and (7)].
A refined reconstruction of the Rqc2p-occupied

class demonstrated that Rqc2p makes extensive
contacts with an approximately P-site positioned
(~P-site) tRNA (Figs. 1 and 2 and fig. S7). Rqc2p
has a long coiled coil that makes direct contact
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Fig. 1. Cryo-EM reconstructions of peptidyl-tRNA-60S ribosomes bound by the RQC components
Rqc2p and Ltn1p. (A) A peptidyl-tRNA-60S complex isolated by immunoprecipitation of Rqc1p. The
ribosome density is transparent to visualize the nascent chain. (B) Rqc2p (purple) and an ~A-site tRNA
(yellow) bound to peptidyl-tRNA-60S complexes. Landmarks are indicated (L1, L1 stalk; SB, P-stalk base).
(C) Ltn1p (tan) bound to Rqc2p-peptidyl-tRNA-60S complexes (B).
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with the SRL and the 60S P-stalk base (Fig. 2A).
This structure also revealed Rqc2p binding to
an ~A-site tRNA, whose 3′-CCA tail is within the
peptidyl transferase center of the 60S (Fig. 2B
and fig. S7). This observation was unexpected,
because A-site tRNA interactions with the large
ribosomal subunit are typically unstable and re-
quire mRNA templates and elongation factors
(8). Rqc2p’s interactions with the ~A-site tRNA
appeared to involve recognition between the an-
ticodon loop and a globular N-terminal domain,
as well as D-loop and T-loop interactions along
Rqc2p’s coiled coil (Figs. 2 and 3).
To determine whether Rqc2p binds specific

tRNA molecules, we extracted total RNA after
RQC purification from strains with intact RQC2
versus rqc2D strains. Deep sequencing by a new
method using a thermostable group II intron re-
verse transcriptase (9) revealed that the presence
of Rqc2p leads to an ~10-fold enrichment of
tRNAAla(AGC) and tRNAThr(AGT) in the RQC (Fig.
3A). In complexes isolated from strains with
intact RQC2, Ala(AGC) and Thr(AGT) are the
most abundant tRNA molecules, even though
they are less abundant than a number of other
tRNAs in yeast (10).
Our structure suggested that Rqc2p’s speci-

ficity for these tRNAs is due in part to direct
interactions between Rqc2p and positions 32
to 36 of the anticodon loop, some of which are
edited in the mature tRNA (Fig. 3). Adenosine
34 in the anticodon of both tRNAAla(AGC) and
tRNAThr(AGT) is deaminated to inosine (11–13),
leading to a diagnostic guanosine upon reverse
transcription (13, 14) (Fig. 3, B and C). Further
analysis of the sequencing data revealed that
cytosine 32 in tRNAThr(AGT) is also deaminated
to uracil in ~70% of the Rqc2p-enriched reads
[Fig. 3 and (15)]. Together with the structure,
this suggests that Rqc2p binds to the D-, T-,
and anticodon loop of the ~A-site tRNA, and that
recognition of the 32-UUIGY-36 edited motif ac-
counts for Rqc2’s specificity for these two tRNAs
(Fig. 3, C and D). The pyrimidine at position 36
could explain the discrimination between the
otherwise similar anticodon loops that harbor
purines at base 36.
While assessing why Rqc2p evolved to bind

these specific tRNA molecules, we considered
these observations: First, our structural and bio-
chemical data indicate that Rqc2p binds the
60S subunit after a stalled ribosome dissociates
[fig. S6 (1, 2)]. Second, stalled nascent chains accu-
mulate as higher-molecular-weight species in the
presence of Rqc2p than in its absence [Fig. 4A,
also seen in Fig. 3E of (1)]. Finally, amino acid
addition to a nascent chain can be mediated by
the large ribosomal subunit in vitro even when de-
coupled from an mRNA template and the small
subunit (16). Together, these facts led us to hypo-
thesize that Rqc2pmay promote the extension of
stalled nascent chains with alanine and threo-
nine residues in an elongation reaction that is
mRNA- and 40S-free. This hypothesis makes spe-
cific predictions. First, the Rqc2p-dependent in-
crease in the molecular weight of the nascent
chain should occur from the C terminus exclu-

sively. Second, the C-terminal extension should
consist entirely of alanine and threonine resi-
dues that start immediately at the stalling se-
quence. Finally, the alanine and threonine
extension should not have a defined sequence.
To test these predictions, we expressed a series

of reporters containing a stalling sequence [tracts
of up to 12 consecutive arginine codons, includ-
ing pairs of the difficult-to-decode CGA codon
(17)], inserted between the coding regions of green
fluorescent protein (GFP) and red fluorescent

protein (Fig. 4A). Null mutations in RQC compo-
nents or inhibition of the proteasome led to the
accumulation of nascent chain fragments that
are normally degraded inwild-type cells (Fig. 4A)
(1–4, 18). Furthermore, ltn1D and rqc2D cells have
different phenotypes: Expression of the stalling
reporter in ltn1D led to the formation and accu-
mulation of higher-molecular-weight species
that resolve as a smear ~1.5 to 5 kD above the
expected position of GFP (Fig. 4A). GFP mass-
shifted products are observable in rqc1Dltn1D

76 2 JANUARY 2015 • VOL 347 ISSUE 6217 sciencemag.org SCIENCE

Fig. 2. Rqc2p binding to the 60S ribosome and ~P-site, and ~A-site tRNAs. (A) Rqc2p contacts ~P-
and ~A-site tRNAs, the SRL, and P-stalk base ribosomal RNA (SB). (B) Rigid body fitting of tRNAs struc-
tures (ribbons) into EM densities (mesh).
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Fig. 3. Rqc2p-dependent enrichment of tRNAAla(IGC) and tRNAThr(IGU). (A) tRNA cDNA reads extracted from
purifiedRQCparticlesandsummedperuniqueanticodon,withversuswithoutRqc2p. (B)Secondarystructuresof
tRNAAla(IGC) and tRNAThr(IGU). Identical nucleotides are underlined. Edited nucleotides are indicated with asterisks
(24, 25). (C) Weblogo representation of cDNA sequencing reads related to shared sequences found in anticodon
loops (positions 32 to 38) of mature tRNAAla(IGC) and tRNAThr(IGU) (26). (D) ~A-tRNA contacts with Rqc2p at
theD-,T-, andanticodon loops. Identical nucleotidesbetween tRNAAla(IGC) and tRNAThr(IGU) are coloredas in (B)
(A, green; U, red; C, blue; G, orange) and pyrimidine, purple. Anticodon nucleotides are indicated as slabs.



double mutants, less prominent but still obser-
vable in rqc1D single mutants, but absent in all
rqc2D single and double mutants (Fig. 4A). Thus,
Rqc2p is necessary for the production of these
higher-molecular-weight GFP species.
We probed the location of the extramass along

the GFP by inserting a tobacco etch virus (TEV)
protease cleavage site upstreamof the stalling tract
(Fig. 4B). GFP resolved as a single band of the
expected size with TEV treatment, indicating
that the extra mass is located at or after the stall
sequence. To pinpoint the location of the extra
mass along the GFP, we moved the TEV cleavage
site after the R12 stalling sequence. This created
a mass-shifted GFP that was insensitive to TEV
treatment, suggesting that the post-R12 TEV cleav-
age site was not synthesized. One possible model
is that a translational frameshift occurs near the
R12 sequence, which causes the mRNA to be mis-
translated until the next out-of-frame stop codon.
We falsified this model in two ways. First, we de-
tected an Rqc2p-dependent GFP mass shift using
a shorter R4 reporter in which multiple STOP
codons were engineered in the +1 and +2 frames
following the polyarginine tract (fig. S8). Second,
we detected the Rqc2p-dependent GFP mass
shift in a construct encoding a hammerhead
ribozyme. The ribozyme cleaves the coding
sequence of the GFP mRNA, leaving a trun-
cated non-stop mRNA that causes a stall during
translation of its final codon [fig. S8 (19)]. Thus,
the GFP mass shift is located at or after the stall
sequence but cannot be explained by mRNA
translation past the stalling tract in any frame.

In order to determine the composition of the
GFPmass-shifted products, we performed total
amino acid analysis of immunopurified GFP from
strains expressing the stalling reporter. Purified
GFP from ltn1D (Fig. 4C) or rqc1D strains (fig. S9)
is enriched in alanine and threonine as com-
pared to purified GFP from double mutants with
rqc2D which do not produce extended GFP. We
then used Edman degradation to sequence TEV
release fragments after purification of the stalled
GFP reporter from the ltn1D strain. The first three
codons in the R12 sequence are CGG-CGA-CGA,
and Edman degradation suggested that the ri-
bosome stalls at the first pair of the challenging-
to-decode CGA codons (fig. S10). Following the
encoded arginine residues, rising levels of alanine
and threonine were detected at the C terminus
(fig. S10). We further characterized these frag-
ments bymass spectrometry and detected diverse
poly-Ala andpoly-Thr species ranging from5 to 19
residues, with no defined sequence (table S1). To-
gether, these observationsdemonstrate thatRqc2p
directs the elongation of stalled nascent chains
with nontemplated carboxy-terminal Ala and Thr
extensions, or “CAT tails.”
Earlier work (1) revealed that the accumula-

tion of stalled nascent chains (e.g., by deletion
of LTN1) led to a robust heat shock response
that is fully dependent on Rqc2p, although the
mechanism by which Rqc2p enabled this stress
response was unclear. We hypothesized that
CAT tails may be required for activation of heat
shock factor 1 (Hsf1p). To isolate the effect of
CAT tails in this context, we sought an rqc2

allele that could not support CAT tail synthesis
but could still bind to the 60S and facilitate
Ltn1p-dependent ubiquitylation of the nascent
chains. Rqc2p belongs to the conserved NFACT
family of nucleic acid–binding proteins (20), and
the N-terminal NFACT-N domain of Rqc2p is
22% identical to the NFACT-N domain of the
Staphylococcus aureus protein Fbp (PDB:3DOA).
Based on sequence and predicted secondary struc-
ture conservation, we fit this structure into a por-
tion of the cryo–electronmicroscopy (cryo-EM)
density ascribed to Rqc2p (figs. S11 and S12).
This modeling exercise predicts that Rqc2p’s
NFACT-N domain recognizes features of both
the P- and A-site tRNA molecules and that con-
served residues D9, D98, and R99, which have
been hypothesized to play roles in nucleic acid–
binding or –modifying reactions (20), may con-
tact the ~A-site tRNA (20) (fig. S12). An Rqc2p
variant in which these residues were mutated
to alanine (rqc2aaa) rescued 60S recognition and
the clearance of the stalling reporter almost as
effectively as wild-type Rqc2p but did not sup-
port CAT tail synthesis (Fig. 4D and fig. S12).
This CAT tail–deficient rqc2aaa allele also failed
to rescue Hsf1p transcriptional activation (Fig.
4E), indicating that CAT tailsmay promoteHsf1p
activation.
Integrating our observations, we propose the

model schematized in fig. S13. Ribosome stalling
leads to dissociation of the 60S and 40S sub-
units, followed by recognition of the peptidyl-
tRNA-60S species by Rqc2p and Ltn1p. Ltn1p
ubiquitylates the stalled nascent chain, and this
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Fig. 4. Rqc2p-dependent formation of CAT
tails. (A, B, and D) Immunoblots of stalling
reporters in RQC deletion strains. (C) Total
amino acid analysis of immunoprecipitatedGFP
expressed in ltn1D and ltn1Drqc2D strains,
n = 3 independent immunoprecipitations.
(E) Triplicate GFP levels measured with a flow
cytometer and normalized to a wild-type
control. EV, empty vector. All error bars are
standard deviations.
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leads to Cdc48 recruitment for extraction and
degradation of the incomplete translationproduct.
Rqc2p, through specific binding to Ala(IGC) and
Thr(IGU) tRNAs, directs the template-free and
40S-free elongation of the incomplete transla-
tion product with CAT tails. CAT tails induce a
heat shock response through amechanism that
is yet to be determined.
Hypomorphic mutations in the mammalian

homolog of LTN1 cause neurodegeneration in
mice (21). Similarly, mice with mutations in a cen-
tral nervous system–specific isoform of tRNAArg

and GTPBP2, a homolog of yeast Hbs1 which
works with PELOTA/Dom34 to dissociate stalled
80S ribosomes, suffer from neurodegeneration
(22). These observations reveal the consequences
that ribosome stalls impose on the cellular eco-
nomy. Eubacteria rescue stalled ribosomes with
the transfer-messenger RNA (tmRNA)–SmpB sys-
tem, which appends nascent chains with a unique
C-terminal tag that targets the incomplete pro-
tein product for proteolysis (23). Themechanisms
used by eukaryotes, which lack tmRNA, to rec-
ognize and rescue stalled ribosomes and their
incomplete translation products have been un-
clear. The RQC—and Rqc2p’s CAT tail tagging
mechanism in particular—bear both similarities
and contrasts to the tmRNA trans-translation
system. The evolutionary convergence upon dis-
tinct mechanisms for extending incomplete nas-
cent chains at the C terminus argues for their
importance in maintaining proteostasis. One ad-
vantage of tagging stalled chains is that it may
distinguish them fromnormal translation products
and facilitate their removal from the protein pool.
An alternate, not mutually exclusive, possibility
is that the extension serves to test the functional
integrity of large ribosomal subunits, so that the
cell can detect and dispose of defective large sub-
units that induce stalling.

REFERENCES AND NOTES

1. O. Brandman et al., Cell 151, 1042–1054 (2012).
2. Q. Defenouillère et al., Proc. Natl. Acad. Sci. U.S.A.

10.1073/pnas.1221724110 (2013).
3. R. Verma, R. S. Oania, N. J. Kolawa, R. J. Deshaies, eLife 2,

e00308 (2013).
4. S. Shao, K. von der Malsburg, R. S. Hegde, Mol. Cell 50,

637–648 (2013).
5. G.-W. Li, D. Burkhardt, C. Gross, J. S. Weissman, Cell 157,

624–635 (2014).
6. D. Lyumkis et al., Proc. Natl. Acad. Sci. U.S.A. 110, 1702–1707

(2013).
7. S. Shao, R. S. Hegde, Mol. Cell 55, 880–890 (2014).
8. R. Lill, J. M. Robertson, W. Wintermeyer, Biochemistry 25,

3245–3255 (1986).
9. G. E. Katibah et al., Proc. Natl. Acad. Sci. U.S.A. 111,

12025–12030 (2014).
10. D. Chu, D. J. Barnes, T. von der Haar, Nucleic Acids Res. 39,

6705–6714 (2011).
11. P. F. Agris, F. A. P. Vendeix, W. D. Graham, J. Mol. Biol. 366,

1–13 (2007).
12. F. H. C. Crick, J. Mol. Biol. 19, 548–555 (1966).
13. A. P. Gerber, W. Keller, Science 286, 1146–1149 (1999).
14. E. Delannoy et al., Plant Cell 21, 2058–2071 (2009).
15. M. A. T. Rubio, F. L. Ragone, K. W. Gaston, M. Ibba,

J. D. Alfonzo, J. Biol. Chem. 281, 115–120 (2006).
16. R. E. Monro, Nature 223, 903–905 (1969).
17. D. P. Letzring, K. M. Dean, E. J. Grayhack, RNA 16, 2516–2528

(2010).
18. S. Ito-Harashima, K. Kuroha, T. Tatematsu, T. Inada, Genes

Dev. 21, 519–524 (2007).

19. K. Kobayashi et al., Proc. Natl. Acad. Sci. U.S.A. 107,
17575–17579 (2010).

20. A. M. Burroughs, L. Aravind, RNA Biol. 11, 360–372
(2014).

21. J. Chu et al., Proc. Natl. Acad. Sci. U.S.A. 106, 2097–2103
(2009).

22. R. Ishimura et al., Science 345, 455–459 (2014).
23. S. D. Moore, R. T. Sauer, Annu. Rev. Biochem. 76, 101–124

(2007).
24. A. Gerber, H. Grosjean, T. Melcher, W. Keller, EMBO J. 17,

4780–4789 (1998).
25. K. W. Gaston et al., Nucleic Acids Res. 35, 6740–6749

(2007).
26. G. E. Crooks, G. Hon, J. M. Chandonia, S. E. Brenner, Genome

Res. 14, 1188–1190 (2004).

ACKNOWLEDGMENTS

Electron microscopy was performed at the University of Utah and
the University of California. We thank D. Belnap (University of
Utah) and M. Braunfeld (University of California, San Francisco) for
supervision of the electron microscopes; A. Orendt and the Utah
Center for High Performance Computing and the NSF Extreme
Science and Engineering Discovery Environment consortium for
computational support; D. Sidote (University of Texas at Austin)

for help processing RNA-seq data; and D. Herschlag and
P. Harbury for helpful comments. Amino acid analysis was
performed by J. Shulze at the University of California, Davis
Proteomics Core. Edman sequencing was performed at Stanford
University’s Protein and Nucleic Acid Facility by D. Winant. This
work was supported by the Searle Scholars Program (A.F.);
Stanford University (O.B.); NIH grants 1DP2GM110772-01 (A.F.),
GM37949, and GM37951 (A.M.L.); the Center for RNA Systems
Biology grants P50 GM102706 (J.S.W.) and U01 GM098254
(J.S.W.); and the Howard Hughes Medical Institute (J.S.W.).
The authors declare no competing financial interests. The
cryo-EM structures have been deposited at the Electron
Microscopy Data Bank (accession codes 2811, 2812, 6169, 6170,
6171, 6172, 6176, and 6201).

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/347/6217/75/suppl/DC1
Materials and Methods
Figs. S1 to S13
Table S1
References (27–41)

7 August 2014; accepted 14 November 2014
10.1126/science.1259724

CANCER ETIOLOGY

Variation in cancer risk among
tissues can be explained by the
number of stem cell divisions
Cristian Tomasetti1* and Bert Vogelstein2*

Some tissue types give rise to human cancers millions of times more often than other
tissue types. Although this has been recognized for more than a century, it has never been
explained. Here, we show that the lifetime risk of cancers of many different types is strongly
correlated (0.81) with the total number of divisions of the normal self-renewing cells
maintaining that tissue’s homeostasis. These results suggest that only a third of the variation
in cancer risk among tissues is attributable to environmental factors or inherited
predispositions. The majority is due to “bad luck,” that is, random mutations arising during
DNA replication in normal, noncancerous stem cells. This is important not only for
understanding the disease but also for designing strategies to limit the mortality it causes.

E
xtreme variation in cancer incidence across
different tissues is well known; for exam-
ple, the lifetime risk of being diagnosed
with cancer is 6.9% for lung, 1.08% for
thyroid, 0.6% for brain and the rest of the

nervous system, 0.003% for pelvic bone and
0.00072% for laryngeal cartilage (1–3). Some of
these differences are associatedwith well-known
risk factors such as smoking, alcohol use, ultra-
violet light, or human papilloma virus (HPV)
(4, 5), but this applies only to specific populations

exposed to potentmutagens or viruses. And such
exposures cannot explain why cancer risk in
tissues within the alimentary tract can differ by
as much as a factor of 24 [esophagus (0.51%),
large intestine (4.82%), small intestine (0.20%),
and stomach (0.86%)] (3). Moreover, cancers of
the small intestinal epithelium are three times
less common than brain tumors (3), even though
small intestinal epithelial cells are exposed to
much higher levels of environmental mutagens
than are cells within the brain, which are pro-
tected by the blood-brain barrier.
Another well-studied contributor to cancer is

inherited genetic variation. However, only 5 to
10% of cancers have a heritable component
(6–8), and even when hereditary factors in pre-
disposed individuals can be identified, theway in
which these factors contribute to differences in
cancer incidences among different organs is
obscure. For example, the same, inheritedmutant
APC gene is responsible for both the predispo-
sition to colorectal and small intestinal cancers
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in familial adenomatouspolyposis (FAP) syndrome
patients, yet cancers occur much more commonly
in the large intestine than in the small intestine
of these individuals.
If hereditary and environmental factors cannot

fully explain the differences in organ-specific can-
cer risk,howelse can thesedifferencesbe explained?
Here, we consider a third factor: the stochastic
effects associatedwith the lifetimenumber of stem
cell divisions within each tissue. In cancer epide-
miology, the term “environmental” is generally
used to denote anything not hereditary, and the
stochastic processes involved in the development
and homeostasis of tissues are grouped with ex-
ternal environmental influences in an uninforma-
tive way. We show here that the stochastic effects
of DNA replication can be numerically estimated
and distinguished from external environmental
factors. Moreover, we show that these stochastic
influences are in fact the major contributors to
cancer overall, often more important than either
hereditary or external environmental factors.
That cancer is largely the result of acquired

genetic and epigenetic changes is based on the
somatic mutation theory of cancer (9–13) and
has been solidified by genome-wide analyses
(14–16). The idea that the number of cells in a
tissue and their cumulative number of divisions
may be related to cancer risk, making themmore
vulnerable to carcinogenic factors, has been pro-
posed but is controversial (17–19). Other insight-

ful ideas relating to the nature of the factors
underlying neoplasia are reviewed in (20–22).
The concept underlying the current work is

that many genomic changes occur simply by
chance during DNA replication rather than as a
result of carcinogenic factors. Since the endog-
enous mutation rate of all human cell types ap-
pears to be nearly identical (23, 24), this concept
predicts that there should be a strong, quantitative
correlation between the lifetime number of divi-
sions among a particular class of cells within each
organ (stem cells) and the lifetime risk of cancer
arising in that organ.
To test this prediction, we attempted to iden-

tify tissues in which the number and dynamics
of stem cells have been described. Most cells in
tissues are partially or fully differentiated cells
that are typically short-lived and unlikely to be
able to initiate a tumor. Only the stem cells—
those that can self-renew and are responsible
for the development and maintenance of the tis-
sue's architecture—have this capacity. Stem cells
often make up a small proportion of the total
number of cells in a tissue and, until recently,
their nature, number, and hierarchical division
patterns were not known (25–28). Tissues were
not included in our analysis if the requisite pa-
rameters were not found in the literature or if
their estimation was difficult to derive.
Through an extensive literature search,we iden-

tified 31 tissue types in which stem cells had been

quantitatively assessed (see the supplementary
materials). We then plotted the total number of
stem cell divisions during the average lifetime of
a human on the x axis and the lifetime risk for
cancer of that tissue type on the y axis (Fig. 1)
(table S1). The lifetime risk in the United States
for all included cancer types has been evaluated
in detail, such as in the Surveillance, Epidemiol-
ogy, and End Results (SEER) database (3). The
correlation between these two very different
parameters—number of stem cell divisions and
lifetime risk—was striking, with a highly positive
correlation (Spearman’s rho = 0.81; P < 3.5 × 10−8)
(Fig. 1). Pearson’s linear correlation 0.804 [0.63
to 0.90; 95% confidence interval (CI)] was equiv-
alently significant (P < 5.15 × 10−8). One of the
most impressive features of this correlation was
that it extended across five orders of magnitude,
thereby applying to cancers with enormous differ-
ences in incidence. No other environmental or in-
herited factors are known to be correlated in this
way across tumor types. Moreover, these correla-
tionswere extremely robust; when the parameters
used to construct Fig. 1 were varied over a broad
range of plausible values, the tight correlation re-
mained intact (see the supplementarymaterials).
A linear correlation equal to 0.804 suggests

that 65% (39% to 81%; 95% CI) of the differences
in cancer risk among different tissues can be ex-
plained by the total number of stem cell divisions
in those tissues. Thus, the stochastic effects of
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Fig. 1. The relationship between the number of stem cell divisions in the lifetime of a given tissue and the lifetime risk of cancer in that tissue.
Values are from table S1, the derivation of which is discussed in the supplementary materials.
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DNA replication appear to be the major contrib-
utor to cancer in humans.
We next attempted to distinguish the effects of

this stochastic, replicative component from other
causative factors—that is, those due to the exter-
nal environment and inherited mutations. For
this purpose, we defined an “extra risk score”
(ERS) as the product of the lifetime risk and the
total number of stem cell divisions (log10 values).
Machine learning methods were employed to
classify tumors based only on this score (see the
supplementary materials). With the number of
clusters set equal to two, the tumors were clas-
sified in an unsupervised manner into one clus-
ter with high ERS (9 tumor types) and another
with low ERS (22 tumor types) (Fig. 2).
The ERS provides a test of the approach de-

scribed in this work. If the ERS for a tissue type is
high—that is, if there is a high cancer risk of that
tissue type relative to its number of stem cell
divisions—then one would expect that environ-
mental or inherited factors would play a rela-
tively more important role in that cancer’s risk
(see the supplementary materials for a detailed
explanation). It was therefore notable that the
tumors with relatively high ERS were those with
known links to specific environmental or hered-
itary risk factors (Fig. 2, blue cluster). We refer to
the tumors with relatively high ERS as D-tumors
(D for deterministic; blue cluster in Fig. 2) be-
cause deterministic factors such as environmental
mutagens or hereditary predispositions strongly
affect their risk. We refer to tumors with rela-
tively low ERS as R-tumors (R for replicative;
green cluster in Fig. 2) because stochastic factors,
presumably related to errors during DNA repli-
cation, most strongly appear to affect their risk.

The incorporation of a replicative component as
a third, quantitative determinant of cancer risk
forces rethinking of our notions of cancer causa-
tion. The contribution of the classic determinants
(external environment and heredity) to R-tumors
is minimal (Fig. 1). Even for D-tumors, however,
replicative effects are essential, and environmental
and hereditary effects simply add to them. For ex-
ample, patients with FAP are ~30 times as likely
to develop colorectal cancer than duodenal cancer
(Fig. 1). Our data suggest that this is because there
are ~150 times as many stem cell divisions in the
colon as in the duodenum. The lifetime risk of
colorectal cancer would be very low, even in the
presence of an underlying APC gene mutation, if
colonic epithelial stem cells were not constantly
dividing.A relatedpoint is thatmicewith inherited
APCmutations display the opposite pattern: Small
intestinal tumors are more common than large in-
testinal tumors. Our analysis provides a plausible
explanation for this striking difference between
mice andmen; namely, inmice the small intestine
undergoesmore stem cell divisions than the large
intestine (see the supplementary materials for the
estimates). Another example isprovidedbymelano-
cytes and basal epidermal cells of the skin, which
are both exposed to the same carcinogen (ultra-
violet light) at the identical dose, yet melanomas
aremuch less common thanbasal cell carcinomas.
Our data suggest that this difference is attributable
to the fact that basal epidermal cells undergo a
higher number of divisions thanmelanocytes (see
the supplementary materials for the estimates).
The total number of stem cells in an organ and
their proliferation rate may of course be influenced
by genetic and environmental factors such as
those that affect height or weight.

In formal terms, our analyses show only that
there is some stochastic factor related to stem cell
division that seems to play a major role in cancer
risk. This situation is analogous to that of the
classic studies of Nordling and of Armitage and
Doll (10, 29). These investigators showed that the
relationship between age and the incidence of can-
cer was exponential, suggesting that many cellular
changes, or stages, were required for carcinogen-
esis. On the basis of research since that time, these
events are now interpreted as somatic mutations.
Similarly, we interpret the stochastic factor under-
lying the importance of stem cell divisions to be
somatic mutations. This interpretation is but-
tressed by the large number of somatic mutations
known to exist in cancer cells (14–16, 30).
Our analysis shows that stochastic effects as-

sociated with DNA replication contribute in a
substantial way to human cancer incidence in
the United States. These results could have im-
portant public health implications. One of the
most promising avenues for reducing cancer
deaths is through prevention. How successful can
such approaches be? The maximum fraction of
tumors that are preventable through primary
prevention (such as vaccines against infectious
agents or altered lifestyles) may be evaluated
from their ERS. For nonhereditary D-tumors,
this fraction is high and primary prevention could
make a major impact (31). Secondary prevention,
obtainable in principle through early detection,
could further reduce nonhereditary D-tumor–
related deaths and is also instrumental for re-
ducing hereditary D-tumor–related deaths. For
R-tumors, primary prevention measures are not
likely to be very effective, and secondary preven-
tion should be the major focus.
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MUTAGENESIS

Smoking is associated with mosaic
loss of chromosome Y
Jan P. Dumanski,1,2* Chiara Rasi,1,2 Mikael Lönn,3 Hanna Davies,1,2 Martin Ingelsson,4

Vilmantas Giedraitis,4 Lars Lannfelt,4 Patrik K. E. Magnusson,5 Cecilia M. Lindgren,6,7

Andrew P. Morris,6,8 David Cesarini,9 Magnus Johannesson,10 Eva Tiensuu Janson,11

Lars Lind,11 Nancy L. Pedersen,5 Erik Ingelsson,2,11 Lars A. Forsberg1,2*

Tobacco smoking is a risk factor for numerous disorders, including cancers affecting
organs outside the respiratory tract. Epidemiological data suggest that smoking is a
greater risk factor for these cancers in males compared with females. This observation,
together with the fact that males have a higher incidence of and mortality from most
non–sex-specific cancers, remains unexplained. Loss of chromosome Y (LOY) in blood cells
is associated with increased risk of nonhematological tumors. We demonstrate here that
smoking is associated with LOY in blood cells in three independent cohorts [TwinGene:
odds ratio (OR) = 4.3, 95% confidence interval (CI) = 2.8 to 6.7; Uppsala Longitudinal
Study of Adult Men: OR = 2.4, 95% CI = 1.6 to 3.6; and Prospective Investigation of the
Vasculature in Uppsala Seniors: OR = 3.5, 95% CI = 1.4 to 8.4] encompassing a total of
6014 men. The data also suggest that smoking has a transient and dose-dependent
mutagenic effect on LOY status. The finding that smoking induces LOY thus links a
preventable risk factor with the most common acquired human mutation.

T
obacco smoking killed ~100 million people
during the 20th century and is projected to
kill ~1 billion people during the current
century, assuming that the current fre-
quency of smoking is retained (1, 2). Lung

cancer is the prime cause of cancer-associated
death in relation to smoking. However, smoking
is also a risk factor for tumors outside the respi-
ratory tract, and these aremore common inmales
than females [hazard ratio inmales: 2.2, 95% con-
fidence interval (CI) = 1.7 to 2.8; in females: 1.7,
95% CI = 1.4–2.1] (2). Moreover, males have a
higher incidence and mortality from most non–

sex-specific cancers, disregarding smoking sta-
tus, and this fact is largely unexplained by known
risk factors (3, 4). A recent analysis of noncancer-
ous blood cells revealed that a male-specific chro-
mosomal aberration, acquired mosaic loss of
chromosome Y (LOY), is associated with an in-
creased risk of nonhematological tumors among
aging males (5).
Here, we analyzed possible causes of LOY by

studying 6014 men from three independent pro-
spective cohorts—TwinGene,n=4373 (6, 7);Uppsala
Longitudinal Study of Adult Men (ULSAM), n =
1153 (8); and Prospective Investigation of the
Vasculature in Uppsala Seniors (PIVUS), n = 488
(9)—from which comprehensive epidemiological
records are available (tables S2 to S4). We in-
cluded the following environmental, lifestyle, and
clinical factors in the analyses: smoking, age, hy-
pertension, exercise habits, diabetes, body mass
index, low-density lipoprotein cholesterol, high-
density lipoprotein cholesterol, education level,
and alcohol intake. We also included genotyping
quality as a confounder in the regression analy-
ses, to adjust for possible influence of experi-
mental noise. Similar definitions of factors were
used in all cohorts, as outlined in tables S2 to S5
and described in detail in the materials and
methods section of the supplementary mate-
rials. Estimation of LOY was based on single-

nucleotide polymorphism (SNP)–array data using
the 2.5MHumanOmni and HumanOmniExpress
beadchips in the ULSAM and PIVUS/TwinGene
studies, respectively (fig. S1). The estimation of
the degree of mosaicism and scoring of LOY was
undertaken using the continuous median logR
ratio (mLRR-Y) estimate, calculated from SNP-
array data as the median of the logR ratio of all
SNP probes within themale-specific part of chro-
mosome Y (MSY), as described previously (5). An
mLRR-Y estimate close to zero indicates a nor-
mal chromosome Y state, whereas more nega-
tive mLRR-Y values denote an increasing level
of blood cells with LOY. To facilitate compar-
isons between the three cohorts, we corrected the
mLRR-Y values for all participants, using cohort-
specific correction constants, as explained in the
supplementary materials (figs. S1 and S2).
LOY was by far the most common postzygotic

mutation found in the three cohorts. The age
range at sampling in ULSAM and PIVUS was
70.7 to 83.6 years and 69.8 to 70.7 years, respec-
tively, and we found LOY in 12.6% of ULSAM
participants and 15.6% of PIVUS participants
(figs. S3 and S4). The age range at sampling in
TwinGene was 48 to 93 years, and the frequency
of LOY in the entire cohort was 7.5% (fig. S5).
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Fig. 1. The association between smoking status
and the level of LOY (i.e., mLRR-Y) in three inde-
pendent cohorts. In all cohorts, these unadjusted
analyses indicate that the current smokers (Yes)
(table S5) had a significantly higher degree of
mosaic LOY in blood, compared with noncurrent
smokers (No), composed of never-smokers and pre-
vious smokers. ***P<0.001; *P<0.05 (Kolmogorov-
Smirnov tests:TwinGene,D =0.15, P = 1.131× 10–11;
ULSAM,D = 0.15, P =0.0006; PIVUS,D = 0.23, P =
0.0203). The definitions used for LOY scoring and
the entire ranges of mLRR-Ydata observed in each
cohort are shown in figs. S3 to S5.
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However, in TwinGene participants aged 70 years
or older, 15.4% had LOY, which is similar to the
LOY frequency in the other cohorts in the same
age range. In TwinGene participants younger than
70 years, only 4.1%were affected byLOY. Thresholds
forLOYscoring, at the lower99%confidence limit of
the distributions of experimental mLRR-Y variation
(TwinGene=–0.1324,ULSAM=–0.1024, andPIVUS=
–0.1182), were used for frequency calculations, as ex-
plained in the supplementary materials and figs.
S3 to S5. At this degree ofmosaicism, ~10% of the
analyzed nucleated blood cells from each sample
are affected by LOY. Mosaic LOY in blood detected
with SNParrayswas validatedusingwhole-genome
next-generation sequencing (NGS) in 100 random
participants in theULSAMcohort. Therewas 100%
concordance in LOY scoring between results from
SNP array and NGS data (5).
We found a strong association between smok-

ing and LOY status in the three independent
cohorts. Current smokers had a significantly
higher degree of LOYmosaicism, compared with
nonsmokers andpast smokers, inunadjustedmod-
els (Fig. 1) and in the multivariable models adjust-
ing for the above-mentionedpotential confounders
(table S1, analysis of covariance: TwinGene F(1,1666) =
45.4, P = 2.225 × 10–11; ULSAM F(1,968) = 17.6, P =
2.984× 10–5; PIVUSF(1,385) = 9.1,P=0.0028). Apart
from smoking, the only other factor significantly
associated with LOY was age, which was ob-
served in TwinGene, with higher degree of LOY
in older participants. The age range in ULSAM
and PIVUSwas narrower (see above), whichmay
explain why age had no effect on LOY in these
regression models (tables S1 and S5). To assess
the risk of LOY in blood cells of smokers, we used
logistic regression adjusting for the same confound-
ers as in table S1. Participants were LOY-scored
as 1 or 0 before these analyses based on the con-
tinuousmLRR-Y estimate, using the same thresh-
old as for the estimations of LOY frequencies—i.e.,
the lower 99% CIs of the experimentally induced
mLRR-Y variation (figs. S3 to S5). The adjusted
odds ratio (OR) estimates from logistic regres-
sions were highest in TwinGene (OR = 4.3, 95%
CI = 2.8 to 6.7), followed by PIVUS (OR= 3.5, 95%
CI = 1.4 to 8.4) and ULSAM (OR = 2.4, 95% CI =
1.6 to 3.6). The corresponding unadjusted ORs
are given in table S6. Based on these calculations,
we estimate that current smokers in the studied
cohorts had a 2.4 to 4.3 times greater risk of dis-
playing LOY compared with nonsmokers. Fur-
thermore, among the current smokers in the large
TwinGene cohort,we founda strongdose-response
effect with more LOY in heavy smokers—i.e.,
smokerswith LOYhad been smoking significant-
ly more pack-years compared to smokers with-
out LOY (Fig. 2C).
Our results suggest that the association be-

tween smoking and LOY is valid for current
smokers only (Fig. 2, A and B). Previous epi-
demiological studies showed that smoking ces-
sation at any age is associated with dramatically
reduced death rates. For smokers who quit at 25
to 34 years of age, survival was nearly identical
with those who had never smoked (2, 10). We
analyzed the level of LOY after smoking cessa-

tion in the ULSAM and the TwinGene cohorts by
using LOY data in past regular smokers (table S5).
No difference in LOY frequency between never-
smokers andpreviously regular smokerswas found
(Fig. 2, A and B). One possible explanation for
these results is that the previous smokers with
LOY died off faster than the rest of the cohort.
Another, and perhaps more likely, explanation is
that LOY is induced and sustained by smoking
and that LOY is a dynamic and reversible process.
Whether the LOY induced by smoking plays a

direct role in cancer is unclear. One hypothesis is
that smoking is clastogenic—that is, it induces
many chromosomal abnormalities, including an
incidental loss of the Y chromosome. In this sce-
nario, LOY would be a neutral passenger muta-
tion and a reporter of a general tendency of
chromosome missegregation in mitosis, which
is enhanced by smoking and associatedwith risk
for cancer and mortality. A second hypothesis is
that LOY in blood cells is a causative factor in
cancer development, possibly through effects on
tumor immunosurveillance (11). We conducted a
preliminary test of this hypothesis by investi-
gating possible functional consequences of LOY
in sorted blood cells from three ULSAM survivors
scored with LOY and still alive at the age of 91
years. We sorted cells from three compartments
(granulocytes, CD4+ T-lymphocytes, and CD19+
B-lymphocytes) in subjects that displayed LOY in
earlier serial analyses of whole blood, performed

at four time points during two decades (fig. S6).
The three subjects were free from cancer diag-
noses at the time of blood collection at 91 years.
The data from these experiments are tantalizing
because (i) the percentage of cells with LOY dif-
fered between different compartments of the he-
matopoietic system, and (ii)ULSAM-1412 suggests
that LOY might be an oligo-clonal process, be-
cause cells derived from myeloid and some (but
not all) lymphoid progenitors display LOY. These
preliminary results support the second hypothe-
sis. If LOYwere aphenotypicallyneutral passenger
mutation, one would expect that LOY cells would
be randomly distributedwithin all components of
the hematological system. It was recently shown
that LOY status of blood cells is associated with a
higher risk for all-causemortality aswell as ahigher
risk for nonhematological cancers and that it can
beconsideredasabiomarkerofmale carcinogenesis
(5). We hypothesized that a disrupted tumor-
immunosurveillance in LOY-affected cells could
help explain the connection between LOY status
of noncancerous blood cells and risk for tumors
in other tissues (5, 11). These results also support
the second hypothesis and the increasingly recog-
nized view that chromosomeY carriesmany vital
functions in biological processes beyond sex de-
termination and sperm production (12–16).
Our results are consistent with a previously

described dynamic nature of expanding-contracting
noncancerous cell clones in blood affected with
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Fig. 2. Differences in degree of LOY between different smoking categories within TwinGene (A)
and ULSAM (B), as defined in table S5. In TwinGene (A), there was a significant difference between
four smoking categories [analysis of variance (ANOVA): F(3,4137) = 22.2, P = 3.028 × 10–14], and results
frompost hoc analysis adjustingP values formultiple testing using a Tukey post hoc test are displayed. In
ULSAM (B), there was also a significant difference between three smoking categories (ANOVA; F(2,1107) =
12.2, P = 5.812 × 10–6), and post hoc analysis is shown. In both cohorts, the current smokers had a
significantly higher degree of LOYcompared with all other categories.The average degree of LOY in the
previously regular smokers was not significantly different from the average degree of LOY in the never-
smokers in both cohorts. (C) A dose-response effect within current smokers in TwinGene, with men
smoking the most pack-years also being associated with higher degree of LOY, as defined in fig. S5
(Kolmogorov-Smirnov test: D = 0.2244, P = 0.0010).
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mosaic genetic aberrations—i.e., it appears that
the relative frequency of cells from a cell clone
can first increase and then decrease later in life
(5, 17, 18). In the present analyses, LOY was de-
tected in ≥10% of blood cells from about 15% of
elderlymales in three cohorts (figs. S3 to S5). The
cell clones with LOYwere likely detectable in our
analyses because they are enriched due to an
increased proliferative potential as a consequence
of LOY, which is in agreement with chromosome
Y containing tumor suppressor genes. Recent
analysis of >8200 tumor-normal pairs suggest
that two genes (ZFY and UTY, from the male-
specific part of Y) have properties of tumor
suppressors (19). Interestingly, both genes have
homologs on chromosome X and escape X inac-
tivation (19, 20). Moreover, other analyses of var-
ious tumor collections show that chromosome Y
is lost from numerous types of tumors in fre-
quencies ranging from 15 to 80%of cases (21–24).
Thus, counting both LOY in noncancerous blood
clones and in transformed tumor cells, nullisomy
Y is among the most common, if not the most
common, humanmutation. The results presented
here suggest that this aneuploidy, affecting 1.6%
of the genome, is likely induced by smoking.
In conclusion, we show that LOY is more com-

mon in current smokers compared with non-
current smokers in three cohorts (Fig. 1 and table
S1), that the effect from smoking on LOY is dose
dependent, and that this effect appears to be
transient, as it disappears after smoking cessa-
tion (Fig. 2). Epidemiological observations sug-
gest that smoking could be a greater risk factor
for cancer outside the respiratory tract in males
compared with females (2, 4, 10). Moreover, males
have a higher incidence andmortality frommost
sex-unspecific cancers (3, 4). Themolecularmecha-
nisms behind these observations are not well
understood, butLOY, being amale-specific, smoking-
induced risk factor, could provide a missing link
and help explain these sex differences.
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Lysosomal signaling molecules regulate
longevity in Caenorhabditis elegans
Andrew Folick,1 Holly D. Oakley,2,3 Yong Yu,2,3 Eric H. Armstrong,4 Manju Kumari,5*
Lucas Sanor,2 David D. Moore,1,6 Eric A. Ortlund,4 Rudolf Zechner,5 Meng C. Wang1,2,3†

Lysosomes are crucial cellular organelles for human health that function in digestion and recycling
of extracellular and intracellular macromolecules.We describe a signaling role for lysosomes that
affects aging. In the worm Caenorhabditis elegans, the lysosomal acid lipase LIPL-4 triggered
nuclear translocalization of a lysosomal lipid chaperone LBP-8, which promoted longevity by
activating the nuclear hormone receptors NHR-49 and NHR-80.We used high-throughput
metabolomic analysis to identify several lipids in which abundance was increased in worms
constitutively overexpressing LIPL-4. Among them, oleoylethanolamide directly bound to LBP-8
and NHR-80 proteins, activated transcription of target genes of NHR-49 and NHR-80, and
promoted longevity in C. elegans.These findings reveal a lysosome-to-nucleus signaling pathway
that promotes longevityandsuggest a functionof lysosomesassignalingorganelles inmetazoans.

L
ysosomes contain acid hydrolytic enzymes,
digesting macromolecules taken up by en-
docytosis and recycling dysfunctional cel-
lular components during autophagy (1).
Lysosomal deficiency is associated with

human diseases. For example, loss of human
lysosomal acid lipase, LIPA, results in severe sys-
temic metabolic malfunction known as infantile
Wolman disease (2). Here, we explored how lyso-
somes might generate signaling molecules that
regulate aging by influencing nuclear transcription.

We analyzed aCaenorhabditis elegans longevity-
promoting lipase, LIPL-4, which has sequence
and functional similarities with human LIPA
(fig. S1). Lipid hydrolase activitywas decreased in
lipl-4(tm4417) loss-of-functionmutants at pH 4.5
but not at pH 7.4 (Fig. 1A). FLAG-tagged LIPL-4
protein was localized to intestinal lysosomes
(Fig. 1, B to D, and fig. S2). Increased lipl-4 expres-
sion is associated with longevity (3). A transgenic
strain (lipl-4 Tg) that constitutively expressed lipl-4
in the intestine had 55% mean life-span increase
compared with wild-type (WT) animals (Fig. 1E
and table S1) and delayed age-related decline of
physical activity (fig. S3A). Constitutive expression
of LIPL-4 without the signal peptide (lipl-4 Tg no
SP), which was not targeted to the lysosome,
caused little extension of life span (fig. S4 and
table S1), which suggests that the lysosomal activ-
ity of LIPL-4 is essential for its longevity effect.
To elucidatewhether lipid signals are affected by

the LIPL-4 lipase, we examined fatty acid–binding
proteins (FABPs) that are intracellular lipid chap-
erones shuttling lipid molecules between cellular
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Fig. 1. Lysosomal lipid chaperone is increased in long-lived
worms. (A) The amount of free fatty acids (FFAs) liberated
from [3H]triolein is significantly decreased in the lipl-4(tm4417)
loss-of-function mutant compared with wild-type (WT) at pH =
4.5 but not at pH=7.4. *P<0.05, Student’s t test. (B toD) Adult
worms (raxEx20[ges-1p::lipl-4::3xFLAG]) were stained with
antibodies against FLAG and LMP-1. LIPL-4 colocalizes with
LMP-1, an established protein marker of lysosomes (18). Scale
bar, 10 mm. (E) Mean life span is increased 55% in lipl-4 Tg
worms (raxIs3[ges-1p::lipl-4::sl2gfp]) compared with WT. P <
0.0001, log-rank test. (F) lbp-8mRNA amounts were increased
in lipl4 Tg compared with WT but not in the transgenic strain
overexpressing lipl-4 that lacks the signal peptide for lysosomal
expression (lipl-4 Tg no SP). Error bars represent standard
deviation (SD). **P<0.001, Student’s t test. (G to I) Adult worms
(raxEx31[lbp-8p::lbp-8::3xFLAG]) were stained with antibodies
against FLAG and LMP-1. LBP-8 colocalizes with LMP-1 in
intestinal lysosomes. Scale bar, 10 mm.
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Fig. 2. Lysosomal lipid chaperone promotes longevity. (A to F) Adult worms expressing LBP-8::3xFLAG
were stained with FLAG-specific antibody and 4′,6-diamidino-2-phenylindole (DAPI). More LBP-8 nuclear
staining in lipl-4 Tg versus control worms. Scale bar, 10 mm. (G) Quantification of the percentage of nuclei
positive for LBP-8::3xFLAG staining. n = 100. (H) The lbp-8(rax1) loss-of-function mutation reduces mean life-
span extension in lipl-4 Tg by 46% (P < 0.0001) but has no effect on the life span of WT (P > 0.05). Log-rank
test. (I) Mean life span is increased 30% in lbp-8 Tg (raxIs4[lbp-8p::lbp-8::sl2gfp]) compared with WT. P <
0.0001, log-rank test.
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Fig. 3. Nuclear receptors act in lysosomal longevity signaling.
(A and B) With adult-only RNAi inactivation of nhr-49 or with the
nhr-80(tm1011) loss-of-function mutation, the mean life spans of
lipl-4 Tg and WT are not significantly different. P > 0.5, log-rank
test. (C) IncreasedmRNA amount of NHR-49 target gene acs-2 is
suppressed by the nhr-49(nr2041) or nhr-80(tm1011) loss-of-
function mutation in lipl-4 Tg, and is absent in lipl-4 Tg no SP. (D)
acs-2 mRNA amount is increased in lbp-8 Tg but not in the
transgenic strain expressing lbp-8 without the N-terminal NLS
(lbp-8 Tg noNLS). (E) IncreasedmRNAamount of lbp-8 in lipl-4 Tg
is suppressed by the nhr-49(nr2041) or nhr-80(tm1011) mutant.
Error bars represent SD. **P < 0.01 by Student’s t test; ##P < 0.01
by two-way analysis of variance (ANOVA).
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Fig. 4. OEA activates nuclear receptors and promotes longevity. (A)
Increased levels of arachidonic acid (AA), w-3 arachidonic acid (w-3 AA), dihomo-
g-linoleic acid (DGLA), and OEA in lipl-4 Tg compared with WT. *P < 0.05, **P <
0.001, Welch’s t test. (B) Decreased fluorescence derived from binding of 1-
anilinonaphthalene-8-sulfonic acid (1,8-ANS) to LBP-8 by increasing OEA, AA,
DGLA, and w-3 AA competition. OEA has higher binding affinity than the other
lipidsbya factorof 3. (C) lbp-8mRNAamountsare increased inWTsupplemented
with OEA or the OEA analog, but not AA, DGLA, or w-3 AA, **P <0.01, Student’s t
test. (D and E) mRNA amounts of lbp-8 and acs-2 are increased by OEA analog

supplementation in WT, but not in the nhr-49(nr2041) or nhr-80(tm1011)mutant.
**P < 0.01, Student’s t test. ##P < 0.01, two-way ANOVA. (F) The intrinsic fluo-
rescence intensity of GST-NHR-80 fusion proteins is decreased with increasing
concentration of OEA [dissociation constant (Kd) of the binding reaction, 7.8 T

4.1 mM]. R2 is the coefficient of determination. (G) Supplementation of the OEA
analog increases mean life span in WT, but not in lipl-4 Tg or lbp-8 Tg. **P < 0.01,
log-rank test. (H) Mean locomotion velocity is increased in WT treated with the
OEAanalogat 18 days of age. ***P<0.0001, Student’s t test. Error bars, SD. Error
bars represent SD in (A) to (E), and in (H), standard error of the mean.
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compartments for different functions (4, 5). Of
the nine C. elegans FABP homologs, only mRNA
amounts of lbp-8were increased in lipl-4 Tg ani-
mals, but not in the lipl-4 Tg no SP strain (Fig. 1F).
A green fluorescent protein (GFP) reporter strain
showed that lbp-8 was exclusively expressed in
the intestine (fig. S5A). Both FLAG- and mCherry-
tagged LBP-8 proteins were predominantly lo-
calized to intestinal lysosomes (Fig. 1, G to I, and
fig. S5, B to J).
We also detected partial nuclear localization of

LBP-8 in the intestine, which was enhanced in
lipl-4 Tg animals (Fig. 2, A to G, and fig. S6, A to
F). LBP-8 contains an N-terminal nuclear local-
ization signal (NLS) (fig. S6G) andwas present in
both cytoplasmic and nuclear fractions of total
worm lysate (fig. S6H). Both RNA interference
(RNAi)–mediated depletion of LBP-8 and a new-
ly isolateddeletionmutant, lbp-8(rax1), suppressed
the life-span extension in lipl-4 Tg animals without
affecting WT life span (Fig. 2H, fig. S7, and table
S1). Thus, LBP-8 appears to be required for LIPL-4
lysosomal activity to confer longevity.
We found that a transgenic strain (lbp-8 Tg)

constitutively expressing lbp-8 had a 30% increase
in mean life span compared with WT animals
(Fig. 2I and table S1) and improvedmaintenance
of physical activity in old age (fig. S3B). However,
a transgenic strain that constitutively expresses
LBP-8 lacking NLS (lbp-8 Tg no NLS) was ex-
cluded from nuclei and showed little or no life-
span extension (fig. S8 and table S1). Thus, LBP-8
may function as a lysosomal lipid chaperone
transducing lipid signals to the nucleus.
To test whether lysosomal signals might in-

fluence nuclear transcription, we screened sev-
eral transcription factors implicated in longevity
regulation (6–11). Nuclear hormone receptors
nhr-49 and nhr-80, previously demonstrated to
physically interact (10), were both required for
lipl-4– and lbp-8–mediated longevity. RNAi-
mediated inactivation of nhr-49 in adult worms
shortened the life span of WT worms but also
completely suppressed longevity extension in
lipl-4 Tg and lbp-8 Tg worms (Fig. 3A, fig. S9A
and table S1). The loss-of-function mutation
nhr-80(tm1011) abrogated longevity extension
without affecting the life span of WT worms
(Fig. 3B, fig. S9B, and table S1). Neither nhr-49
nor nhr-80 is required for dietary restriction–
induced longevity (6, 12), which suggests that
the LIPL-4–mediated longevity mechanism may
act independently of dietary restriction. Concor-
dantly, the longevity extensions by lipl-4 Tg and
eat-2(ad1116), a genetic model of dietary restric-
tion in C. elegans (13), were additive (fig. S10).
acs-2 encodes an acyl-CoA synthetase required

for mitochondrial b-oxidation and is a target
gene of NHR-49 (11). acs-2 transcription was
increased more than 15-fold in lipl-4 Tg animals;
this effect was dependent on nhr-49 and nhr-80,
and absent in the lipl-4 Tg no SP strain (Fig. 3C).
Transcription of acs-2 was also increased more
than 10-fold in lbp-8 Tg but not in lbp-8 Tg no
NLS animals (Fig. 3D). Thus, LIPL-4–induced
activation of NHR-49 and NHR-80 can be re-
produced by nuclear action of LBP-8. Transcrip-

tional increase of lbp-8 by lipl-4 Tg was in turn
mediated by NHR-49 and NHR-80 (Fig. 3E).
To identify lipid molecules that might func-

tion in this lysosome-to-nucleus lipid signaling,
we performed high-throughput metabolomic
profiling analyses on WT and lipl-4 Tg worms.
Among 352 metabolites detected, 71 had sig-
nificantly altered abundance in lipl-4 Tg ani-
mals (table S2). Long-chain fatty acids and their
derivatives are likely binding partners of FABPs
(4). Thus, we focused our analysis on three C20
fatty acids—arachidonic acid, w-3 arachidonic acid,
and dihomo-g-linolenic acid—and oleoylethanol-
amide (OEA), an N-acylethanolamine fatty acid
derivative (Fig. 4A and table S2). In fluorescence-
based binding assays, all four lipids bound to
LBP-8, and the binding affinity of OEA for LBP-8
was 3 times that of the fatty acids (Fig. 4B).
Next, we tested the effects of the four lipids on

transcription when directly applied to WT adult
worms. We also used an OEA analog, KDS-5104,
that is more resistant to hydrolysis than OEA
(14). Only OEA and its analog were sufficient to
increase the transcription of lbp-8 in WT worms,
and the analog exerted a stronger effect (Fig. 4C).
After 3 hours of treatment with the OEA analog,
transcription of lbp-8 and acs-2 was increased
more than 4- and 7-fold above the control levels,
respectively (Fig. 4, D and E). This effect was
abrogated in thenhr-49(nr2041) or nhr-80(tm1011)
mutant (Fig. 4, D and E). Thus, accumulation of
OEA in response to LIPL-4 may act to promote
transcription via NHR-49/NHR-80.
To test whether OEA directly binds to NHR-49

or NHR-80, or both, we measured intrinsic flu-
orescence changes of glutathione S-transferase
(GST)–NHR fusion proteins in the presence of
OEA. OEA binding significantly decreased the
fluorescence intensity of the NHR-80 fusion pro-
tein in a dose-dependent manner [equilibrium
dissociation constant (Kd) of 7.8 mM] (Fig. 4F).
In a differential protease-sensitivity assay, chymo-
trypsin digestion of [35S]NHR-80 in the presence
of the OEA analog resulted in protease-resistant
fragments of approximately 45 and 35 kD (fig.
S11), which indicated direct binding between
NHR-80 and the OEA analog. However, no bind-
ing was detected between NHR-49 and OEA or
the OEA analog (fig. S12). Thus, NHR-80 appears
to act as a direct nuclear receptor of OEA and
NHR-49 may function as a cofactor of NHR-80.
N-Acylphosphatidylethanolamine–specific phos-

pholipase D (NAPE-PLD) mediates OEA synthesis
(15). InC. elegans,nape-1 andnape-2 encodeNAPE-
PLD (16). The nape-1(tm3860) loss-of-function
mutation suppressed the life-span extension in
lipl-4 Tg and lbp-8 Tg by half (fig. S13 and table
S1). Additionally, a loss-of-function mutant lipl-4
(tm4417) reduced the longevity of lbp-8 Tg by 68%
(fig. S14), which supports the possibility that LIPL-4
activity promotes the generation of longevity-
promoting OEA carried by LBP-8.
Direct treatment of WT worms with the OEA

analog prolonged life span (Fig. 4G and table S1)
and improved physical activity maintenance in
aged animals (Fig. 4H). In contrast, neither lipl-4
Tg nor lbp-8 Tg life span was affected by OEA

analog supplementation (Fig. 4G and table S1),
which suggests that OEAmay promote longevity
by the same mechanism as occurs in lipl-4 Tg
and lbp-8 Tg animals. Note that OEA supplemen-
tation decreased life span in the nhr-80(tm1011)
mutant (fig. S15 and table S1), which indicated
that OEA requiresNHR-80 to promote longevity,
and it can have detrimental effects in the absence
of NHR-80. Thus, OEA may act as a lipid mes-
senger to transduce lysosome-to-nucleus signaling
in promoting longevity.
Overall, our studies suggest that bioactive lipid

messengers and lipid chaperones link lysosomal
activity and nuclear transcription to promote
longevity. All the components of this lysosome-
to-nucleus signaling pathway are well conserved
in mammals. Notably, mammalian peroxisome
proliferator–activated receptor a is activated by
OEA (17),whereasNHR-80 ishomologous tomam-
malian HNF4, which suggests that different nu-
clear receptors bind the same ligands despite
divergent ligand-binding domains. Considering
that FABPs are quite promiscuous in ligand bind-
ing (4), there may be other lipid molecules bind-
ing to LBP-8 and functioning in this longevity
pathway.

REFERENCES AND NOTES

1. C. Settembre, A. Fraldi, D. L. Medina, A. Ballabio, Nat. Rev. Mol.
Cell Biol. 14, 283–296 (2013).

2. A. D. Patrick, B. D. Lake, Nature 222, 1067–1068 (1969).
3. M. C.Wang, E. J. O’Rourke, G. Ruvkun, Science 322, 957–960 (2008).
4. M. Furuhashi, G. S. Hotamisligil, Nat. Rev. Drug Discov. 7, 489–503

(2008).
5. J. Storch, B. Corsico, Annu. Rev. Nutr. 28, 73–95 (2008).
6. J. Goudeau et al., PLOS Biol. 9, e1000599 (2011).
7. C. Kenyon, J. Chang, E. Gensch, A. Rudner, R. Tabtiang, Nature

366, 461–464 (1993).
8. S. Ogg et al., Nature 389, 994–999 (1997).
9. S. H. Panowski, S. Wolff, H. Aguilaniu, J. Durieux, A. Dillin,

Nature 447, 550–555 (2007).
10. P. P. Pathare, A. Lin, K. E. Bornfeldt, S. Taubert, M. R. Van Gilst,

PLOS Genet. 8, e1002645 (2012).
11. M. R. Van Gilst, H. Hadjivassiliou, A. Jolly, K. R. Yamamoto,

PLOS Biol. 3, e53 (2005).
12. B. N. Heestand et al., PLOS Genet. 9, e1003651 (2013).
13. B. Lakowski, S. Hekimi, Proc. Natl. Acad. Sci. U.S.A. 95,

13091–13096 (1998).
14. G. Astarita et al., J. Pharmacol. Exp. Ther. 318, 563–570 (2006).
15. J. Fu et al., J. Biol. Chem. 282, 1518–1528 (2007).
16. M. Lucanic et al., Nature 473, 226–229 (2011).
17. J. Fu et al., Nature 425, 90–93 (2003).
18. G. Hadwiger, S. Dour, S. Arur, P. Fox, M. L. Nonet, PLOS ONE 5,

e10161 (2010).

ACKNOWLEDGMENTS

We thank H. Y. Mak and A. Antebi for providing strains; A. Dervisefendic
and H. Jen for experimental support; N. Timchenko, J. Wang, Z. Yu,
and D. Chow for instrumental support; H. Dierick, C. Herman,
H. Zheng, F. Xia, S. Rosenberg, and H. Zoghbi for critical reading
of the manuscript; P. P. Metoyer for scientific editing. Supported by
NIH grants T32GM008602 (E.H.A.), R01DK095750 (E.A.O.),
T32HD055200 (A.F.), F30AG046043 (A.F.), R00AG034988
(M.C.W.), and R01AG045183 (M.C.W.); Ellison New Scholar Award
(M.C.W.); Welch Chair in Science (Q-0022) (D.D.M.); European
Research Council Advanced Grant (R.Z.); and Fondation Leducq
(R.Z.). Requests for materials should be addressed to M.C.W.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/347/6217/83/suppl/DC1
Materials and Methods
Figs. S1 to S16
Tables S1 and S2
References (19–23)

16 July 2014; accepted 13 November 2014
10.1126/science.1258857

86 2 JANUARY 2015 • VOL 347 ISSUE 6217 sciencemag.org SCIENCE

RESEARCH | REPORTS



2 JANUARY 2015 • VOL 347 ISSUE 6217   87SCIENCE   sciencemag.org/products  

LIFE SCIENCE TECHNOLOGIES
NEW PRODUCTS

 Produced by the Science/AAAS Custom Publishing Office

Magnetic Beads  
MagSi-Direct provides a convenient and 
efficient way to attach virtually any bio-
molecule to nanoscopic paramagnetic 
beads. It is particularly suited for exploit-
ing interactions between a biomolecule 
and its binding partners. With MagSi-
Direct, you can start with a molecule of 
interest, attach magnetic beads to it, 
and then use a magnet to isolate that 
molecule from any desired reaction mix-
ture, together with any other molecules, 
complexes, or even intact cells to which 
the starting molecule has bound. In ef-
fect, the starting molecule is converted 
into a magnetic affinity reagent, or “bait,” 
which can be used to purify, isolate, or 
characterize the partners with which it 
interacts. MagSi-Direct beads attach to 
the starting molecule via strong coordi-
nate bonds between the surface of the 
bead and any electron donating group 
on your molecule (carboxyl, amide, 1°, 2°, 
3° amine, hydroxyl, phosphate, halogen, 
etc). Molecular orientation is non-specif-
ic and random.  
AMS Biotechnology
For info: +44-(0)-1235-828200
www.amsbio.com/magnetic-beads.aspx  

Ultrasafe High-Pressure Reactor 
PressureSyn is a state-of-the-art, 125 mL 
working volume high-pressure reactor 
that uniquely combines outstanding 
performance, ease of use, and the 
highest level of operational safety for 
users. PressureSyn reactors provide 
an ideal tool for stirred, or non-stirred, 
high-pressure applications including 
hydrogenations, carbonylations, catalyst 
screening, and polymerizations. 
The standard safety features of 
PressureSyn include a bursting disk 
and a pressure relief valve. PressureSyn 
reactors feature a unique bracket and key operated locking 
system ensuring easy assembly. However, this novel clamping 
arrangement also prevents the clasp from being disassembled 
while the reactor is still under pressure. Each reactors locking 
collar has a unique key which ensures only that key can be used 
to open that specific individual reactor. With customer safety 
paramount, each individual PressureSyn reactor is tested to 170 
bar, witnessed and certified by Zurich Insurance, and is rated for 
use up to a maximum pressure of 100 bar and temperature of 
200°C. 
Asynt
For info: +44-(0)-1638-781709
www.asynt.com/product/pressuresyn   

Electronically submit your new product description or product literature information! Go to www.sciencemag.org/products/newproducts.dtl for more information.

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations 
are featured in this space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any 
products or materials mentioned is not implied. Additional information may be obtained from the manufacturer or supplier.

High-Performance Liquid 
Chromatography System
A new high-performance liquid chro-
matography (HPLC) system has been 
designed from the ground up to provide 
new levels of performance, productivity, 
and usability when used as a standalone 
system or with the latest mass spec-
trometers. The monolithic case contains 
an instrument that combines the rugged-
ness of an integrated system with the 
flexibility and serviceability of a modular 
system. Vanquish stands about 25% 
lower than comparable modular stacks 
for safety and convenience in the labora-
tory. Central to the Vanquish concept 
is the new family of Accucore Vanquish 
UHPLC columns, specially designed to 
optimize performance. The new columns 
feature 1.5 µm solid core particles utiliz-
ing Core Enhanced Technology to take 
full advantage of the Vanquish system’s 
1,500 bar (22,000 psi) maximum pump 
pressure and flow rate up to 5 mL/min 
for ultrashort diffusion path lengths and 
highly efficient separations.
Thermo Fisher Scientific
For info: 800-556-2323
www.thermoscientific.com/vanquish

Automated Electrophoresis 
System
The new LabChip GX Touch and GXII 
Touch electrophoresis systems auto-
mate conventional gel electrophoresis, 
eliminating the need for manual sample 
preparation. The LabChip GX Touch 
and GXII Touch reduce hands-on time 
and simplify data generation via a user 
friendly operator touch screen. The 
LabChip platform provides the data and 
throughput necessary to perform ef-
fective nucleic acid quantification and 
protein characterization. The LabChip 

GX system can enhance genomics research process by precisely 
quantifying nucleic acids. The GXII Touch system helps to acceler-
ate the development of biotherapeutic drugs by automating the 
protein characterization process. The LabChip GXII Touch system’s 
rapid reporting of multiple proteins’ critical quality attributes can 
support customer needs throughout the product life cycle. The Lab-
Chip Touch platform’s top differentiator is its ability to perform elec-
trophoresis in microfluidic channels. The LabChip GX Touch system 
provides rapid, quantifiable data for pre- and post-polymerase 
chain reaction sample analysis, which is critical for next generation 
sequencing and genomics workflows. 
PerkinElmer
For info: 800-762-4000
www.perkinelmer.com/labchipsystems

Paraffin Section Flotation Bath
A new paraffin section flotation bath 
makes the manipulation and placement 
of paraffin wax sections onto glass 
slides both simple and efficient. With 
its user-friendly design and optimized 
performance, it builds on the success 
of Electrothermal’s original appliance 
and continues the brands legacy of 
robust, safe, and efficient laboratory 
equipment. The Paraffin Section 
Flotation Bath benefits from a PTFE 
black interior, which provides high 
contrast for easy viewing of samples. 
Virtually maintenance-free and simple to 
clean, it delivers ultimate ease of use and 
reliability. The bath also has improved 
heat-up rates (raising 2.25 L of water to 
a nominal temperature of 45°C in just 
40 minutes), and enhanced temperature 
stability of ± 0.5˚C. These improved 
levels of control also prevent overheating 
and lower the risk of damaging samples. 
Users can not only prepare slides for 
viewing in a shorter timeframe, but can 
have upmost confidence in the safe 
handling of their biological materials. 
Bibby Scientific
For info: +44-(0)-1785-812121 
www.bibby-scientific.com
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This is the start of something big.

Introducing Science Advances – the new, online-only, open-access journal from Science

and AAAS. Find out how you can be among the first authors published at scienceadvances.org.



Certain antibody therapies have
demonstrated the potential for directing a

patientís own immune system against tumors.
Further advances in this area will depend
upon a detailed understanding of the tumor
microenvironment and characterization of
the location and status of immune cells and
their interaction with tumor cells. This will
requiremethods that provide phenotyping
of immune and cancer cells combined with
information about their spatial relationship
in tumor regions.Additionally, a deeper
understanding of the signaling cascades
active in immune recognition of cancers is
crucial.During this webinar,we will discuss
the bringing together of multiplexed
ˇuorescent immunohistochemistry, advanced
microscopy techniques, and bioinformatics,
and how these are now enabling new insights
into cancer biology and immunology.

Untangling the tumor
microenvironment
Illuminating the complex interactions
and functions of immune cells

During the webinar
viewers will learn about:

ï Cutting-edge research targeting the
B-cell receptor signaling pathway
that has recently demonstrated
therapeutic promise

ï Methods that can provide in
depth information on cancer
phenotypes, including simultaneous
immunohistochemistry of multiple
biomarkers,multiplexed imaging,
single cell quantitative analysis, and
automated phenotyping

ï How host-tumor interaction analysis
in breast cancers could form the ba-
sis for assays to guide therapy and
monitor response.

Speakers

Scott J. Rodig,M.D., Ph.D.
Dana-Farber Cancer Institute
Boston,MA

Edward C. Stack, Ph.D.
PerkinElmer
Hopkinton,MA

View Now! webinar.sciencemag.org

Webinar
Now Available for On-Demand Viewing!

Recorded Live On: December 10, 2014

@SciMagWebinars

Webinar sponsored by

Brought to you by the
Science/AAAS Custom

Publishing Office
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Learn more and conduct your job search

the easy way.

● Search thousands of job postings

● Create job alerts based on your criteria

● Get career advice from our Career Forum experts

● Download career advice articles and webinars

● Complete an individual development plan at “myIDP”

Target your job search using relevant resources

on ScienceCareers.org.



HUMAAAN PROTEOME

Interested in the human proteome?

Order a free copy of this poster to

discover how leading scientists from the

Human Protein Atlas project have

mapped the complete human proteome

using Triple A Polyclonals. Today we

provide over 17,000 antibodies, which

target more than 75% of the human

protein coding genes, to researchers

worldwide.

Triple A Polyclonals offer advanced

levels of specificity, reproducibility and

versatility.

™Learn more today and request your free poster

copy at atlasantibodies.com/proteome-poster
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Shandong

University

of

Technology

Recruits

for

High-end

Talents

Globally

Founded in 1956 and located in the cradle of Ancient Qi

Culture-Zibo City of Shandong Province, Shandong University

of Technology is a provincially prioritized university with a focus

on science and engineering. They cover eight fields of learning,

such as engineering, science, economics, management,

literature, law, history and pedagogy. It also holds the name of

Shandong Provincial Featured University of Applied Talents

Cultivation.

I.Disciplines of Recruitment

Mechanical Engineering, Agricultural Engineering, Chemical

Engineering and Technology, Mechanics, Materials Science

and Engineering, Power Engineering and Engineering

Thermophysics, Instruments Science and Technology, Food

Science and Engineering, Electric Engineering, Electronic

Science and technology, Information and Communication

Engineering, Control Science and Engineering, Computer

Science and Technology, Civil Engineering, Surveying and

Mapping technology, Transportation Engineering, Architecture,

Mining Engineering, Textile Engineering, Biology, Economics,

Management Science and Engineering, Mathematics, Physics,

Law, Literature and other disciplines.

II.Requirements and Treatment

(1). for the leading personnel who holds the post of professor or

equivalent position at renowned university from home and abroad, the university will

provide a 50,000-1,200,000 RMBs annual salary plus 1,000,000 settling-in allowance

and housing of 273m2 . Start-up funding will be offered according to the research work.

(2). for the academic leader who achieved outstanding performance with high academic

influence in certain area, the university will provide a 400,000-600,000 RMBs annual

salary plus 500,000 settling-in allowance and housing of 248m2 , a reasonable research

funds will be offered as well.

(3). for excellent young talents with doctorate, the university will provide

300,000-500,000 RMBs settling-in and housing allowance. Start-up funding will be

50,000-100,000 RMBs for science and engineering, and 30,000-50,000 RMBs for

humanities and social science. An associate professor treatment will be offered within 3

years after the talents work in the university.

III.The university will provide support if the talents accord with condition of

applying National Thousand Talent Program or Taishan Scholar Program and the

applicants will enjoy the same treatment.

IV.Contact Information

Tel:+86-533-2782311/2781219

E-mail: rshch@sdut.edu.cn

The Center for Quantitative Biology (CQB) and Peking-Tsinghua

Center for Life Sciences (CLS) at Peking University jointly open for

applications for faculty positions at all ranks.

We seek for creative individuals in all areas of qua ntitative biology,

with emphases on (but not limited to):

(1) Systems biology;

(2) Synthetic biology;

(3) Computational biology/Bioinformatics;

(4) Disease mechanism and drug design from system biology perspective;

(5) Development of qua ntitative methods and technology.

CQB (http://cqb.pku.e du.cn/) is dedicated to research and education

at the interface between the traditionally more qua ntitative disciplines

(such as mathematics, physical sciences, engineering, computer

science) and the biological sciences. CLS (http://www.cls.edu.cn/) is

a center of excellence to support and nurture creative research of long

lasting impact.

Application materials (with cover letter, summary of research

interests, CV and less than 5 representative publications, all

in a single PDF file) should be sent to Ms. Wei Xiao

(gsmkyb@pku.edu.cn), to whom you should also ask your

references to send in their recommendation letters.

JOINT Faculty Positions

Joint Faculty Positions at

the Center forQuantitative Biology and

Peking-Tsinghua Center for Life Sciences

Southwest Jiaotong University, P.R.China

Anticipates YourWorking Application

Southwest Jiaotong University (SWJTU), founded in 1896, situates itself in Chengdu, the provincial capital of Sichuan.

It is a national key multidisciplinary “211” and “985 Feature” Projects university directly under the jurisdiction of the

Ministry of Education, featuring engineering and a comprehensive range of study programs and research disciplines

spreading across more than 20 faculties and institutes/centers. Boasting a complete Bachelor-Master-Doctor education

system with more than 2,500 members of academic staff, our school also owns 2 first-level national key disciplines, 2

supplementary first-level national key disciplines (in their establishment), 15 first-level doctoral programs, 43 first-level

master programs, 75 key undergraduate programs, 10 post-doctoral stations and more than 40 key laboratories at national

and provincial levels.

Our university is currently implementing the strategy of “developing and strengthening the university by introducing and

cultivating talents”. Therefore, we sincerely look forward to your working application.

More information available at http://www.swjtu.edu.cn/

I. Positions and Requi rements

A.High-level Leading Talents

It is required that candidates be listed in national top talents programs such as Program of Global Experts, Top Talents

of National Special Support Program, “Chang Jiang Scholars”, China National Funds for Distinguished Young

Scientists and National Award for Distinguished Teacher.

Candidates are supposed to be no more than 50 ye ars old. The limitation could be extended in the most-needed areas of

disciplinary development.

Candidates who work in high-level universities/institutes and reach the above requi rements are supposed to be no more

than 45ye ars old.

B. Young Leading Scholars

Candidates are supposed to be listed in or qua lified to apply for the following programs:

DEFG��JF� ���N�FJP ��NJ� �F�SJG� T����F�

D��S ��� ��NJ� �F�SJG� �� EFG��JF� Y�S��F� YN����G T����F��T����F� ��� YN����G�J� ��� ��NJ� �F�SJG��

DY��SJ�S ��NJPFG��J ��� G�S ���S��SJG ��NG� Y����F��

Candidates should have good team spirit and leadership, outstanding academic achievements, broad academic vision and

international cooperation experience and have the potential of being a leading academic researcher.

C. Excellent Young Academic Backbones

Candidates under 40 years old are expected to graduate from high-level universities/institutes either in China or other

countries. Those who are professors, associate professors and other equa l talents from high-level universities/institutes

overseas could be employed as professors and associate professors as well.

D. Excellent Doctors and Post Doctoral Fellows

Candidates under 35 years old are supposed to be excellent academic researchers from high-level universities either in

China or other countries.

II. Treatments

The candidates will be provided with competitive salaries and welfares that include settling-in allowance, subsidy of

rental residence, start-up funds of scientific research, assistance in establishing scientific platform and research group as

well as international-level training and promotion . As for outstanding returnees, we can offer further or specific

treatments that can be discussed personally.

III . Contact us:

Contacts: Ye ZENG &Yinchuan LI Telephone number: 86- 28- 66366202 Email: talent@swjtu.edu.cn

Address: Human Resources Department of SWJTU, the western park of high-tech zone, Chengdu, Sichuan, P.R.China,

611756

http://www.swjtu.edu.cn/

���������	
��
Key Laboratory of Bone Marrow Stem Cells, Jiangsu Province

The Key Laboratory of Bone Marrow Stem Cells (KLBMSC), Jiangsu Province, at Xuzhou

Medical College, Xuzhou, China (http://www.xzmc.edu.cn) is seeking applications for a

full-time tenure-track position at academic ranks of Assistant, Associate or Full Professor

level. Highly motivated and talented individuals with demonstrated accomplishments in, but

not limited to, the following fields are encouraged to apply: hematology, hematopoietic

and/or leukemia stem cells, graft-versus host disease (GVHD), endothelial progenitor and/or

endothelial cells.

Applicants must have a PhD and/or MD degree and postdoctoral experience in relevant field.

Meanwhile, applicants must have strong research capabilities as demonstrated by

publications in high-impact journals and can use cutting-edge approaches involving

transplantation mice model, knock-out mice, flow cytometry, immunofluorescence and

confocal microscopy to conduct the following-related studies: 1) GVHD, 2) endothelial

progenitor/endothelial cells and 3) leukemia stem cells.

KLBMSC, headed by Prof. Kailin Xu, was approved in 2014 with major research areas being

GVHD, endothelial progenitor cells and leukemia stem cells. Currently, KLBMSC has been

established a series of excellent platforms including animal model platform (conditional

knock-out mice), pathology platform, cell culture and protein platform, etc. Meanwhile,

researchers from KLBMS have been chairing 19 National Natural Science Foundation of

China (NSFC) and 20 provincial foundations in recent three years.

The College and KLBMSC provide a very supportive research environment with excellent

resources conducive to developing a successful research program. Qualified candidates will

receive a comprehensive package including competitive salary, medical insurance and other

benefits.

Interested individuals should submit a detailed letter of expression of interest or research

proposal, CV, list of publications, and three reference letters to: rsc@xzmc.edu.cn and

lihmd@163.com. For further information, please contact Professor Kailin Xu, Director, Key

Laboratory of Bone Marrow Stem Cells, Jiangsu Province, at lihmd@163.com or Mr.

Yuan-Dong Li, Department of HR, Xuzhou Medical College, at rsc@xzmc.edu.cn.

Tenure-Track positions at the Assistant/Associate/Full Professor level in

Key Laboratory of Bone Marrow Stem Cells, Jiangsu Province,

Xuzhou Medical College
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Assistant Professor (Tenure Track)

of Engineering of Synthetic Systems

The Department of Chemistry of the Faculty of Science at the Uni-

versity of Basel (www.chemie.unibas.ch) and the Department of

Biosystems Science and Engineering (www.bsse.ethz.ch) at ETH

Zurich invite applications and nominations for the above-menti-

oned assistant professorship. The position will be jointly hosted by

both institutions in the framework of the National Center of Com-

petence in Research (NCCR) ÒMolecular Systems EngineeringÓ

(www.nccr-mse.ch). The location of both Departments in Basel,

the heart of the BioValley area, provides excellent opportunities

for collaborations within this strong life science research commu-

nity at the academic, clinical, chemical, and pharmaceutical level.

Collaborations within the NCCR ÒMolecular Systems BiologyÓ are

essential and collaborations in other important networks, such as

SystemsX.ch (www.systemsx.ch), are strongly encouraged.

The successful candidate should have a strong experimental

background in the engineering of in vitro and/or in vivo (typi-

cally bacterial) systems with advanced novel functionalities

such as compartmentalized reaction cascades, communica-

tion and transport across compartmental boundaries, cellular

orthogonalization strategies, or applied chassis design. Ideally,

the candidate should have a strong background in disciplines

such as chemistry and (bio)molecular engineering. The assis-

tant professor will be a member of the Faculties of both host

departments. The ideal candidate should have demonstrated

success in obtaining support for independent research projects

and a strong publication record reflecting innovative, interdisci-

plinary, and collaborative approaches to engineering synthetic

systems.

The successful candidate will be expected to teach undergra-

duate level courses (German or English) and graduate level

courses (English) in Chemistry, Biotechnology, and in the

newly to be established courses in Molecular Systems Engi-

neering.

This assistant professorship has been established to promote

the careers of younger scientists. The University of Basel has

an established program for career progression allowing promo-

tion to associate and full professor upon successful evaluation.

Please submit your application together with a curriculum

vitae, a list of publications, and a statement on future teaching

and research activities no later than 28 February 2015 to

Prof. Dr. Jörg Schibler, University of Basel, Dean of the

Faculty of Sciences, Klingelbergstrasse 50, 4056 Basel,

dekanat-philnat@unibas.ch. When applying electronically,

do only send one PDF file. The University of Basel is an equal

opportunity and family friendly employer and is further res-

ponsive to the needs of dual career couples. We specifically

encourage women to apply.

For further information, please contact: Prof. Dr. Thomas Ward,

Head, Department of Chemistry, E-mail: thomas.ward@unibas.ch.

Assistant Professor (Tenure Track)

of the Synthesis of Functional

Modules

The Department of Chemistry of the Faculty of Science at

the University of Basel (www.chemie.unibas.ch) invites appli-

cations and nominations for the above-mentioned assistant

professorship. The department is located in Basel, the heart

of the BioValley area providing excellent opportunities for col-

laborations within this strong life science research community

at the academic, clinical, chemical and pharmaceutical level.

The assistant professor will also be a member of the Basel-

based Department of Biosystems Science and Engineering

(www.bsse.ethz.ch) at ETH Zurich and of the recently granted

National Center of Competence in Research (NCCR) “Molecu-

lar Systems Engineering” (www.nccr-mse.ch). Collaborations

within the NCCR are essential, and collaborations in other

important networks are strongly encouraged.

The successful candidate should have a strong background in

the synthesis and exploitation of complex molecular systems.

Areas of particular interest include: molecular prosthetics,

non-equilibrium systems, hierarchical self-assembly, cross-

regulation, systems chemistry, self-repair etc. Having a strong

background in chemistry, the future colleague is expected to

interact with biologists with the ultimate goal of assembling

molecular systems whose functionality approaches that of cells.

Furthermore, candidates should have demonstrated success

in obtaining support for independent research projects and a

strong publication record reflecting innovative, interdisciplinary,

and collaborative approaches.

The selected candidate will be expected to participate in

teaching Chemistry (all levels of the BSc, MSc and PhD pro-

grams), and in the newly to be established courses in Molecu-

lar Systems Engineering.

This assistant professorship has been established to promote

the careers of younger scientists. The University of Basel has

an established program for career progression allowing promo-

tion to associate and full professor upon successful evaluation.

Please submit your application together with a curriculum

vitae, a list of publications, a statement on future teaching

and research activities no later than 28 February 2015 to

Prof. Dr. Jörg Schibler, University of Basel, Dean of the

Faculty of Sciences, Klingelbergstrasse 50, 4056 Basel,

dekanat-philnat@unibas.ch. When applying electronically,

do only send one PDF file. The University of Basel is an equal

opportunity and family friendly employer and is further res-

ponsive to the needs of dual career couples. We specifically

encourage women to apply.

For further information, please contact: Prof. Dr. Thomas Ward,

Head, Department of Chemistry, E-mail: thomas.ward@unibas.ch.
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Assistant Professor (Tenure Track)

of Biosystems Engineering

The Department of Biosystems Science and Engineering

(www.bsse.ethz.ch) at ETH Zurich invites applications for the

above-mentioned assistant professorship. The department

is located in Basel, the heart of the BioValley area providing

excellent opportunities for collaborations within this strong

life science research community at the academic, clinical and

pharmaceutical level. Its main research thrust is the under-

standing and engineering of biological systems for medical or

chemical purposes, which generates numerous opportunities

for interactions. The assistant professor will also be a member

of the Department of Chemistry at the University of Basel

(www.chemie.unibas.ch) and of the newly established National

Center of Competence in Research (NCCR) ÒMolecular Sys-

tems EngineeringÓ (www.nccr-mse.ch).

The successful candidate is experimentally working on the

engineering of biomolecular systems for the design of complex

molecular factories or/and the control of cellular systems. Ide-

ally, he or she should have a strong background in disciplines

like molecular engineering, molecular cell biology, genetics,

chemistry, and be interested in engineering synthetic and/or

cellular systems. Furthermore, candidates should have demons-

trated success in obtaining support for independent research

projects and a strong publication record reflecting innovative,

interdisciplinary, and collaborative approaches to identify and

engineer important biomolecular systems. Collaborations within

the NCCR ÒMolecular Systems EngineeringÓ, are essential and

collaborations in other important networks, such as SystemsX.ch

ÒThe Swiss Initiative in Systems BiologyÓ (www.systemsx.ch),

are encouraged.

The educational goal of the Department of Biosystems Science

and Engineering is to teach students at both the undergraduate

and graduate levels by integrating expertise and knowledge

from biologists, chemists, physicists, engineers, computer

scientists and mathematicians, along with industrial collabo-

rators. The new assistant professor will be expected to teach

undergraduate level courses (German or English) and graduate

level courses (English) in Biotechnology and in the newly to be

established courses in Molecular Systems Engineering.

This assistant professorship has been established to promote

the careers of younger scientists. The initial appointment is for

four years with the possibility of renewal for an additional two-

year period and promotion to a permanent position.

Please apply online at www.facultyaffairs.ethz.ch

Applications should include a curriculum vitae, a list of pub-

lications, and a statement of future research and teaching

interests. The letter of application should be addressed to the

President of ETH Zurich. The closing date for applications

is 28 February 2015. ETH Zurich is an equal opportunity and

family friendly employer and is further responsive to the needs

of dual career couples. We specifically encourage women to

apply.

International Search for Academic
Positions of Assistant Professor or above

The University of Macau is a leading higher education
institution in Macao, with English as its working language.
In recent years, the University has made great progress in
various areas, with increasing international recognition of
its excellence in teaching, research and community service.
The Times Higher Education World University Rankings
2014/2015 ranks the University among the world’s top 300
universities. With the beautiful new campus (20 times larger
than the old one) becoming fully operational, the launch of
Asia’s largest residential college system, the establishment
of new faculties, and the increasing numbers of students
and faculty members recruited from around the world,
UM possesses great potential and provides exciting new
possibilities for growth and development.

We plan to develop a strong team of top-notch scholars to
help us realize our vision. Applications are therefore invited
from those with excellent academic achievements in the
following disciplines:

* Business and Management
* Education
* Law
* Liberal Arts and Humanities
* Social Sciences
* Mathematics, Sciences and Engineering
* Health Sciences
* Chinese Medicines

Remuneration and appointment rank offered will be
competitive and commensurate with the successful
applicants’ academic qualiUcation, current position and
professional experience. The current local maximum income
tax rate is 12%but is effectively around 5% - 7%after various
discretionary exemptions.

For details about the above open positions and related
information, please visit the following websites:

Job vacancy website: http://www.umac.mo/vacancy
University website: http://www.umac.mo
Macao government website: http://www.gov.mo

Further particulars about the job openings are available at
http://www.umac.mo/vacancy. Kindly apply online through
the E-application system. Applications will be accepted
until the positions are Ulled. Applicants may consider their
applications not successful if they were not invited for an
interview within 3 months of application.

Human Resources Offce
University of Macau,

Av. da Universidade, Taipa, Macau, China
Website: https://isw.umac.mo/recruitment;

Email: vacancy@umac.mo
Tel: +853 8822 8578; Fax: +853 8822 2412

The effective position and salary index are subject
to the Personnel Statute of the University of Macau
in force. The University of Macau reserves the
right not to appoint a candidate. Applicants with
less qualification and experience can be offered
lower positions under special circumstances.

***Personal data provided by applicants will be kept
confdential and used for recruitment purpose only***
**Under the equal condition of qualifcations and

experience, priority will be given to the Macao Permanent
Residents**
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Requisition Number -1504BR

Rochester Institute of Technology

Director of Carlson Center for

Imaging Science
RIT seeks a visionary and dynamic leader to serve as the Director of the Chester

F. Carlson Center for Imaging Science, an interdisciplinary and experiential

research and education center dedicated to advancing the technical frontiers of

imaging science.

Required Minimum Qualifications - The successful candidate must have:

An earned doctorate, with significant research experience related to•

imaging science

Demonstrated strong management, leadership, communication, and•

advocacy skills

The ability to facilitate a broad research portfolio that encompasses the many•

dimensions of imaging science, fostering and encouraging collaboration with

other academic disciplines

An appropriate candidate may be appointed at the level of full professor

with tenure.

Required Minimum Education Level: PhD

Required Application Documents:

Curriculum Vitae or Resume•

Cover Letter•

List of References•

HOW TO APPLY: Apply online at

http://apptrkr.com/555968

search openings, then Keyword search 1504BR.

RIT provides reasonable accommodation to applicants with disabilities, veterans or

wounded warriors where appropriate. If you need reasonable accommodation for

any part of the application and hiring process, please contact the Human Resources

office at 585-475-2424 or email your request to Careers@rit.edu. Determinations on

requests for reasonable accommodation will be made on a case-by-case basis.

Associate Professor/Professor – Virology
Cornell is a community of scholars, known for intellectual rigor and
engaged in deep and broad research, teaching tomorrow’s thought
leaders to think otherwise, care for others, and create and disseminate
knowledge with a public purpose.

The Department of Microbiology and Immunology at the Cornell
University Ithaca Campus (http://www.vet.cornell.edu/microbiology/)
seeks applicants for a tenure-track position at the level of Associate
Professor/Professor.

Applicants should have a Ph.D., D.V.M., M.D., or equivalent degree and
an established research program with vigorous extramural funding. We
are interested in individuals whose primary focus is in virology or viral
pathogenesis and who have developed an exceptional career in science.
Areas of research interest include human and/or animal viral pathogens
and their interaction with hosts. Candidates who can leverage the
department’s strength in studies of intracellular pathogens and in
immunology would be particularly welcome.

Applications should be submitted to https://academicjobsonline.org/
ajo/jobs/5200, where further details can be found. The committee will
begin evaluating completed applications on January 15, 2015 until a
suitable applicant is identified. Administrative questions can be e-mailed
to mi-facultysearch@cornell.edu, or you can contact the Chair of the
Search Committee, Dr. Colin Parrish, at crp3@cornell.edu.

Cornell University is an innovative Ivy League university and a great
place to work. Our inclusive community of scholars, students and staff
impart an uncommon sense of larger purpose and contribute creative
ideas to further the university's mission of teaching, discovery and
engagement. Located in Ithaca, NY, Cornell's far-flung global presence
includes the medical college's campuses on the Upper East Side of
Manhattan and in Doha, Qatar, as well as the new CornellNYC Tech
campus to be built on Roosevelt Island in the heart of New York City.

Diversity and Inclusion are a part of Cornell University's heritage.
We're an employer and educator recognized for valuing AA/EEO,

Protected Veterans, and Individuals with Disabilities.
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The Department of Biological Sciences at the University of Alabama invites applications for a tenure-
track faculty position at the rank of Assistant/Associate Professor in Integrative Ecoimmunology. We
seek applicants whose research focuses on mechanisms driving changes in host physiology and behavior
in response to parasites or pathogens under ecologically relevant contexts. Applicants should use
broadly integrative approaches including, but not limited to, molecular, cellular, and physiological
methods to characterize host immune responses, hormonal modulation of immune responses, disease
susceptibility in a social context, parasite/pathogen manipulation of host behavior and physiology, and
life history evolution. Candidates that utilize field-based approaches and/or laboratory-based
investigations using model or non-model systems are encouraged to apply. The successful candidate will
be expected to establish an extramurally funded and internationally recognized research program in
Ecoimmunology. Teaching responsibilities will include basic undergraduate courses in biology,
immunology, and graduate courses in the successful candidateÕs area of expertise.

Candidates must have a Ph.D. in the Biological Sciences or related field, postdoctoral (or equivalent
job) experience, demonstrated excellence in research, and a commitment to excellence in teaching and
the training of undergraduate and graduate students. Queries regarding additional details should be
addressed to the chair of the search committee: Dr. Ryan L. Earley at rlearley@as.ua.edu

To apply, go to https://facultyjobs.ua.edu, complete the online application (Job #0809244), and
upload: (1) an application letter with a list of three to five references (including contact information);
(2) CV; (3) statement of research interests and goals; and (4) statement of teaching interests and
philosophy. Letters of reference will be requested by the search committee as appropriate. Consideration
of applications will begin 1 December 2014, and will continue until the position is filled. Prior to hiring,
the final candidate will be required to pass a pre-employment background investigation. The anticipated
start date is August 16, 2015.

Additional information about the Department of Biological Sciences and this available position can be
found on our website at http://bsc.ua.edu. Applications from women and members of traditionally
under-represented groups in Biology are especially encouraged.

ASSISTANT/ASSOCIATE PROFESSOR

Integrative Ecoimmunology

The University of Alabama is an equal-opportunity educational institution/employer.

Assistant Professor
Otorhinolaryngology: Head & Neck Surgery

The Department of Otorhinolaryngology: Head
and Neck Surgery at the Perelman School of
Medicine at the University of Pennsylvania
seeks candidates for an Assistant Professor
position in the tenure track.

The successful applicant will have experience in
the feld of airway epithelial biology with a focus
on live cell imaging. Responsibilities include real
time recordings using fuorescent dyes of intra and
extracellular pH changes, NO production, calcium
fux, airway surface liquid hydration, chloride
fux as well as in vitro recordings of mucociliary
transport and ciliary beat frequency. Additionally,
experiments investigating interactions between
respiratory pathogens and airway epithelium
are expected to be performed. The successful
applicant will be expected to obtain extramural
research support, contribute to collaborative
research efforts and participate in the instruction
of medical and graduate students. Applicants
must have an Ph.D. and/or M.D. degree and have
demonstrated excellent qualifcations in education
and research.

We seek candidates who embrace and refect diversity
in the broadest sense. The University of Pennsylvania is
an EOE. Minorities/Women/Individuals with disabilities/
Protected Veterans are encouraged to apply.

Apply online at: https://www.med.upenn.edu/
apps/faculty_ad/index.php/g329/d3778



FACULTY POSITIONS

ALL RANKS

CANCER AND STEM CELL BIOLOGY

The Duke-NUS Graduate Medical School Singapore (Duke-NUS) invites
applications from outstanding physician-scientists and scientists for tenure
track positions with a focus in the area of cancer and/or stem cell biology.
We seek internationally competitive applicants, especially those with expertise
in proteomics, stem cells, cancer, genomics, and/or Precision or Translational
Medicine. Scientists with existing programs that are translational in nature are
especially encouraged to apply.

Duke-NUS is a global partnership between Duke University in the United
States and the National University of Singapore. Our faculty are expected to
establish extramurally funded translational or basic science research programs
and to participate in medical education. Applicants should have a PhD, MD, or
equivalent and a record of outstanding promise or achievement. New recruits
will work alongside existing faculty and trainees with strong programs in
cancer signaling, genomics, bioinformatics, cell biology, and stem cell biology.
Opportunities also exist for translational studies in collaboration with
world-class clinical services including the Singapore General Hospital and
National Cancer Centre Singapore, as well as other Research Institutes and
Universities across the island.

Faculty positions at Duke-NUS include full salary support and generous
start-up funding, to be supplemented by competitive grant awards.

For full consideration, interested candidates should submit, by
1 March, 2015, a cover letter, curriculum vitae, a summary of research
accomplishments and outline of future plans.

Assistant Professor candidates should also arrange for three letters of reference
to be forwarded to:

S. Tiong ONG, Chair,
Faculty Search Committee
Program in Cancer and Stem Cell Biology
Duke-NUS Graduate Medical School Singapore
8 College Road, Singapore 169857
email: hr@duke-nus.edu.sg

Partner in Academic Medicine

The Insttut Pasteur (Paris, France) announces an internatonal

call forgroup leaderpositons in thefeldofquanttatvebiology

andmodeling in developmental systems. Successful applicants

will be integrated into the cutting edge interdisciplinary

environment ofered by an internatonally renowned insttute

combining fundamental and translatonal research, in an

atractve locaton in central Paris, in close proximity to other

major research centers. Candidateswith both an experimental

and theoretcal background, using quanttatve approaches

and willing to develop multdisciplinary projects related to

developmental processes are encouraged to apply.

Successful junior candidates [1] will be appointed with a

permanent positon, and as head of a group of 6 people.

These groups will be created for a period of 5 years and may

thereafer compete for a full research group.

Successfulmid-career and senior candidateswill be appointed

with a permanent positon, and as head of a research group of

8 to 12 people. The groups will be created for 10 years (mid-

term evaluaton at 5 years) with the possibility of renewal.

Candidates should send their formal applicatons by E-mail to

the Director of Scient8c Evaluaton, Prof. Alain Israël, at the

Insttut Pasteur (qubimo@pasteur.fr).

Applicaton deadline: February 6, 2015

Short-listed candidates will be contacted for interview.

Applicants should provide the following (in order) in a single

pdf Fle:

Abrief introductory leter ofmotvaton, including the name1.

of theproposedgroup. Candidates areencouraged to contact

the head of the Search Commitee Francois Schweisguth

(fschweis@pasteur.fr) or the head of the Department of

Developmental & Stem Cell Biology Shahragim Tajbakhsh

for queries (shaht@pasteur.fr).

A Curriculum Vitae and a full publica&on list.2.

A descrip&on of past and present research ac&vi&es (up to 63.

pages with 1.5 spacing; Times 11 or Arial 10 font size).

The proposed research project (up 6 pageswith 1.5 spacing;4.

Times 11 or Arial 10 font size).

Junior candidates [1] should also provide:

The names of 3 scientists from whom letters of5.

recommenda&on can be sought, together with the names

of scien&sts with a poten&al confict of interest fromwhom

evalua&ons should not be requested.

[1] Ins&tut Pasteur is an equal opportunity employer. Junior

group leaders should be less than 8 years afer PhD at the &me

of submission (Dec 31, 2014). Women are eligible up to 11 years

afer their PhD if they have one child and up to 14 years afer

their PhD if they have two or more children.

Group Leader Positions in
Quantitative Biology and Modeling

The Infosys Foundation has endowed Visiting
Professorships in Mathematics and Physics at
the Indian Institute of Science (IISc). The purpose
of these Professorships is to bring distinguished
scientists in the broad areas of Physical and
Mathematical Sciences to the IISc campus for
collaborative research interactions.

Visiting Professors are expected to spend a total
of one year at IISc; visits can be spread out over
a period of 4 years. The remuneration package
for these Visiting Professorships is internationally
competitive.

If you are interested in this Professorship, please
contact a facultymember at IISc whowill then take
the process forward. If you would like to nominate
a distinguished Physicist or Mathematician for this
Professorship, please send a nomination to the
Chairman, Division of Physical andMathematical
Sciences, Indian Institute of Science by e-mail
(ichair@admin.iisc.ernet.in).

THE INFOSYS CHAIR VISITING

PROFESSORSHIPS

Indian Institute of Science, Bangalore, India
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Ph.D.s. Science connects you with more scientists

win academia than any other publication.

Produced by the Science/AAAS Custom Publishing Office.

Managing an academic research group means

keeping an eye on long-term goals, funding

agency priorities, and publication plans.

Faculty members also train students and

postdoctoral fellows. PIs must match people

to projects in a way that gets the group to its

goals while encouraging its members to mature

as scientists. This feature discusses strategies

and tips for research program management.
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POSITIONS OPEN

FACULTY POSITION in
Musculoskeletal Sciences and Engineering

The Division of Musculoskeletal Sciences, Depart-
ment of Orthopaedics and Rehabilitation at The Penn-
sylvania State University College of Medicine is seeking
applications for a faculty Position in Musculoskeletal
Sciences or Engineering. This tenure-track or tenured
appointment will be at the rank of ASSISTANT, AS-
SOCIATE, or FULL PROFESSOR and in the area
of musculoskeletal sciences or engineering. This posi-
tion includes a highly competitive salary and significant
startup funding.
The successful candidate should have a Ph.D. in a

biological science or engineering field relevant to mus-
culoskeletal science and a strong record of research ac-
complishment. Applicants for Assistant Professor should
demonstrate a strong potential for obtaining extramural
research funding while applicants for Associate Professor
or Professor should have an active extramurally funded
research program.
This is a unique opportunity to join a well-established,

highly interactive research group consisting of engi-
neers, material, clinical, and basic scientists focusing on
musculoskeletal research. This appointment will include
a primary appointment in the College of Medicine and
a secondary appointment in an appropriate department
at Penn State_s University Park campus.
The Penn State College of Medicine is located in

Hershey, Pennsylvania and offers a highly desirable life-
style and an affordable cost of living in close proxim-
ity to many metropolitan areas including Baltimore,
Washington, D.C., Philadelphia, and New York City.
Applications will be accepted until the position is filled.

Applicants should submit their curriculum vitae and the
names of at least three references. Apply to job #54895
at website: http://apptrkr.com/553763.
Campus Security Crime Statistics: For more about

safety at Penn State, and to review the Annual Security
Report which contains information about crime sta-
tistics and other safety and security matters, please go
towebsite: http://www.police.psu.edu/clery/, which
will also provide you with detail on how to request a hard
copy of the Annual Security Report.

Penn State is an Equal Opportunity/Affirmative Action Em-
ployer, and is committed to providing employment opportunities
to minorities, women, veterans, disabled individuals, and other pro-
tected groups.

USDA AGRICULTURAL RESEARCH
SERVICE

The USDA, Agricultural Research Service, Plant Ge-
netics Research Unit in Columbia, Missouri, is seeking
a RESEARCH GENETICIST (Plants), at GS-12/13
grade level (Announcement Number ARS-D15E-0019A)
salary range /69,497 - /107,434. The research focus
of the position is to provide solutions to problems lim-
iting maize productivity and utilization. The applicant
is expected to develop molecular genetic resources for
improving genetic analysis in maize, characterization,
and manipulation of genetic resources for maize through
the application of molecular, quantitative, and statis-
tical genetics, and bioinformatics-based strategies, and
to increase our understanding of the genetic basis of
traits of importance to maize productivity. The scien-
tist is expected to provide leadership within teams on
aspects of computational genetics, quantitative genetics,
genomic, and bioinformatics approaches and resources.
Research will include collaboration with other agency
scientists and with scientists in academia and private
industry as needed to accomplish objectives. United
States citizenship is required. For information on the
research program and/or position, contactM. J. Oliver,
research leader, at telephone: 573-882-9645 or at
e-mail: mel.oliver@ars.usda.gov. For further infor-
mation, and complete application instructions, go
to website: https://www.usajobs.gov/GetJob/
ViewDetails/389187800. Applications must be re-
ceived by January 16, 2015. USDA/ARS is an Equal
Opportunity Provider and Employer.

POSITIONS OPEN

The new Center for Research on Environmental Dis-
ease, College of Medicine, University of Kentucky is
seeking candidates for several faculty positions at the
ASSISTANT/ASSOCIATE/PROFESSOR (tenure-
track and tenured) levels with 12-month appointment.
Applicants are sought in the broad area of environ-
mental disease. Applicants should submit their curric-
ulum vitae to Dr. Xianglin Shi, professor and director,
Center for Research on Environmental Disease to
e-mail: xshi5@email.uky.edu. Review of applications
will begin immediately and continue until the positions
are filled.
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Everything I knew about college 

came from the movies. On my very 

first day, overwhelmed with the 

sights and sounds of being on a real 

college campus, I wandered toward 

the comforting aroma of barbecue. 

Mesmerized by all the activity, I fell 

into a 6-foot construction trench 

that was inches from the source 

of the smell: a fire pit where a fra-

ternity was grilling meat to recruit 

new pledges. 

It wasn’t the last hole I’d find 

myself in during college, but all 

the others were less literal. As the 

months turned into semesters, I 

got a classic case of too much fun 

and too little class time. At the end 

of my second year, my major pro-

fessor sat me down and said, “You 

are never going to graduate unless 

something big changes.”  

Teen pregnancy, alcoholism, trou-

ble with the law—my family had 

done it all. I wanted to break free from old Poffenroth 

habits—which, I realized, I had been slipping toward, un-

wittingly. But it wasn’t until I entered my graduate pro-

gram in conservation ecology that I felt I was on the right 

path. My conservation work gave me something bigger 

than myself to strive for. It exposed me to passionate and 

dedicated people. I had positive role models to inspire me, 

but I struggled to fit the new me into my old family. 

Over dinners I wanted to discuss Emerson and 

Dawkins, while my family wanted to discuss soap operas 

and game shows. One Thanksgiving, I decided to invite 

over a few school friends who could not be with their far-

away families. As we sat for dinner, my family gravitated 

toward our large, mahogany table that still bore the scars 

of one of my mom’s china-breaking tantrums. My college 

friends sat at a rented table. I lingered, hoping the mat-

ter would be decided for me, but there were two open 

chairs after everyone else was seated, one at each table. 

I knew my choice was consequen-

tial. I chose the place I felt most 

comfortable, where I could most 

be myself: nestled with my new 

family of college friends.

My liberation through science 

has brought me joy, frustration, 

excitement, and adventure. I have 

been shot at while doing fieldwork 

in the remote Warner Mountains 

of California (although the shoot-

ers were actually aiming for quail). 

I’ve had wine with former Vice 

President Al Gore and dinner with 

nature activist Paul Watson. I have 

eaten my weight in olives along 

the coast of Spain while writing a 

book. I’ve stepped over cobras in 

Marrakech, Morocco, and looked 

out over the Adriatic Sea during a 

cyclone in Croatia. Science made 

all that possible. 

Today, my job is to get people 

excited about science. I specialize 

in teaching nonmajor courses, in megalecture classes with 

several hundred students per section. My class may be one 

of few opportunities they have in their lives to learn about 

such vital topics as global climate change, sustainability, 

and human biology. In a single year, I can reach nearly 

2000 students. 

There are benefits to being your family’s first college 

graduate. You can get out of doing things you don’t want 

to do by saying you have to study. Even when you’re wrong, 

they assume you’re right. Today, 17 years after I fell in that 

hole, I feel less like the family outcast and more like an ex-

plorer who carved a new path. I’ve redefined, for the better, 

what it means to be a Poffenroth. ■

Mary Pof enroth is a full-time lecturer at San Jose State 

University in California. For more on life and careers, 

visit www.sciencecareers.org. Send your story to 

SciCareerEditor@aaas.org. IL
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“My liberation through 
science has brought me joy, 

frustration, excitement, 
and adventure.”

My liberation through science

I 
always knew I would go to college—which, when I think about it, is a little strange, because 

I come from a family in which no one had ever gone to college. Born to a teen mom, I was 

adopted at birth by my maternal grandmother, a high school graduate, and her second 

husband, an eighth-grade dropout who die d of alcohol-induced cirrhosis when I was a year old. 

My adoptive parents were the Poffenroths and so I, too, am a Poffenroth, the youngest of five 

siblings and the only one to graduate from high school.

By Mary Poffenroth
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