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L
ong before I dreamed of becoming a scientist, 

I wondered why Earth was teeming with life, 

while Mars was a barren, rocky outpost and 

Venus was shrouded in a dense atmosphere. 

Somewhere, I read that comets were the reason. 

Strike a rocky planet with one volatile- and or-

ganic-rich comet and an Earth-like environment 

results. Two comets produce a Venus. No comets: Mars. 

Of course, this theory was 

far too simple to explain the 

differences in the evolution 

of the inner planets, but no 

one had ever explored com-

ets up close to know how 

they might alter a planet’s 

composition and history—

until now. Last month, af-

ter many years of planning 

and a decade in transit, the 

European Space Agency’s 

spacecraft Rosetta reached 

Comet 67P/Churyumov-

Gerasimenko, surveyed 

landing sites, and deployed 

its probe, Philae, to execute 

the first-ever soft landing 

on a comet’s surface (see 

the News story, p. 1442). 

To put into perspective 

how long Rosetta’s 6.4-

billion-km journey to 67P 

took, its launch 10 years 

ago with an Ariane 5 rocket 

from French Guiana lagged 

the launch of Facebook by 

a month but beat the debut of the iPhone 1 by 3 years. 

Much of the world held its breath while Philae made 

its descent and then bounced in the microgravity 

before landing in a less-than-ideal locale for recharg-

ing its solar panels. Although it was disappointing 

that the tools designed to anchor the lander to 

the comet did not function as designed, the mission 

is still likely to achieve most if not all of its objec-

tives, providing important new information on how 

comets have contributed to the evolution of the solar 

system. Just last week, we learned that the isotopic 

ratio of water on comet 67P differs from that found 

on Earth, ruling out comets from the Kuiper Belt 

as having delivered water to our planet. For this 

historic first, we are happy to select the Rosetta 

mission as Science’s Breakthrough of the Year for 2014.

A description of this year’s Breakthrough, along with 

an impressive list of runners-up and other milestones 

of 2014, can be found on p. 1442. This year’s selections 

also include something new: results of an online poll in 

which visitors to Science’s website voted for their favor-

ite advances. As it turns out, the Rosetta mission fin-

ished third as the “People’s Choice.” First place went to 

a dramatic feat of synthetic 

biology: the “engineering” 

of two novel nucleic ac-

ids in the bacterium Esch-

erichia coli, thus expanding 

the genetic alphabet in a 

living organism by a whop-

ping 50%. Next in line was 

a spectacular demonstra-

tion that the transfusion of 

blood from young mice to 

old mice reverses aging in 

both muscles and brain—

effectively a fountain of 

youth. Already this concept 

is in clinical trials for treat-

ing Alzheimer’s patients. 

Is it surprising that voters 

ranked the year’s achieve-

ments differently from our 

writers and editors? Not 

at all. Scientific research is 

such a huge and multifac-

eted enterprise, and any at-

tempt to reduce it to a list of 

greatest hits is bound to be 

somewhat subjective. Very 

few years can boast a single result that stands decisively 

out from the pack. As Stephen Jay Gould said about 

evolutionary history, rewinding the tape and starting 

all over again might yield a very different result.

There were some 2014 breakdowns, unfortunately. A 

pair of discoveries vaporized as fast as they appeared: 

an alleged method for generating pluripotent stem cells 

(STAP cells) from ordinary cells; and the premature 

claim that signals detected by the South Pole telescope 

BICEP2 indicated cosmic inflation during the early uni-

verse, just after the Big Bang. But alas, leading this list 

is the global response to the Ebola epidemic in West Af-

rica: too little, too late. We hope that this tragedy galva-

nizes efforts by all to stop its spread in the coming year.

– Marcia McNutt

Breakthrough to our origins

Marcia McNutt

Editor-in-Chief 

 Science Journals

EDITORIAL

10.1126/science.aaa4569

 “Much of the world held its 
breath while Philae made its 

descent…”
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PubPeer fights to conceal users
DETROIT, MICHIGAN |  The postpublication 

peer-review website PubPeer has moved 

to quash a subpoena from a scientist who 

wants to unmask some of its anonymous 

users. In October, cancer researcher 

Fazlul Sarkar of Wayne State University in 

Detroit, Michigan, filed a defamation suit 

against the users, who pointed out possible 

image irregularities in some of his papers. 

He claims their suggestions of mis conduct 

caused the University of Mississippi 

to rescind a tenured job offer and has 

subpoenaed PubPeer for identifying 

information. Lawyers representing the site 

now hope to convince a judge that Sarkar’s 

claim of defamation is invalid. With their 

10 December motion to quash the sub-

poena, they submitted an affidavit from 

an expert in scientific image analysis, who 

also found “strong evidence” of image 

irregularities. http://scim.ag/pubpeer

New biodiversity institute
WASHINGTON, D.C. |  The Smithsonian 

Institution announced last week that it 

will launch a virtual biodiversity genomics 

institute to help capture and catalog all 

the DNA from Earth’s flora and fauna. 

With the goal of raising $100 million over 

the next decade, the Smithsonian’s zoo; 

natural history museum; and conservation, 

environmental, and tropical research labs 

will expand their efforts to collect and store 

frozen tissue samples, as well as sequence 

and analyze their DNA. “The Smithsonian is 

one of the very few institutions around the 

world that are able to do this,” says Erich 

Jarvis, a neurobiologist at Duke University 

in Durham, North Carolina, who coordi-

nated the sequencing of the genomes of 

48 bird species. http://scim.ag/DNAdiversity

NEWS
I N  B R I E F

“
The text went from weak to weaker to weakest 

and it’s very weak indeed.

”Sam Smith, chief of climate policy for the World Wildlife Fund, on last 

week’s contentious U.N.  climate negotiations in Peru.

A
rchaeologists and Native American tribes are 

protesting legislation to approve a controver-

sial land exchange between the federal govern-

ment and a copper mining company. Language 

inserted into the Senate’s defense spending bill, 

passed last week, would transfer 980 hectares 

of Arizona’s Tonto National Forest to the company 

Resolution Copper Mining, which seeks to open a mine 

there. The land has remained essentially unchanged 

since the Hohokam people lived there more than 

500 years ago, and it contains rare Apache archaeological 

sites of value to researchers as well as places sacred to 

local Native American tribes. It’s right next door to a clif  

where Apache warriors plunged to their deaths rather 

than be taken by the U.S. Cavalry. The bill states that 

the land will be transferred 60 days after an environ-

mental impact statement has been completed. But some 

archaeologists say that this language prejudges the en-

vironmental review, sidestepping the standard approval 

process. The bill now awaits President Barack Obama’s 

signature, and archaeologists think there is little chance 

of changing or removing the rider. http://scim.ag/landswap

Planned mine threatens Apache archaeology

Arizona’s Apache Mountain may 

soon overlook a copper mine.

Published by AAAS

 o
n 

D
ec

em
be

r 
20

, 2
01

4
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
D

ec
em

be
r 

20
, 2

01
4

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

http://www.sciencemag.org/
http://www.sciencemag.org/


SCIENCE   sciencemag.org

P
H

O
T

O
S

: 
(T

O
P

 T
O

 B
O

T
T

O
M

) 
C

A
R

L
O

S
 R

E
N

E
 P

E
R

E
Z

; 
©

 N
O

R
B

E
R

T
 W

U
/

S
C

IE
N

C
E

 F
A

C
T

IO
N

/
C

O
R

B
IS

19 DECEMBER 2014 • VOL 346 ISSUE 6216    1435

Climate talks yield modest deal
LIMA |  After 2 weeks of negotiations 

(plus 33 hours of overtime), delegates 

from nearly 200 nations have signed an 

agreement to reduce their greenhouse 

gas emissions. The Lima Accord repre-

sents the first time that developed and 

developing countries have all pledged 

to cut emissions. But many believe the 

agreement is toothless, in that it doesn’t 

set firm, legally binding requirements for 

reductions and fails to provide a global 

metric for measuring progress. The 

accord, finalized 14 December, will form 

the basis of the next round of climate 

negotiations in 2015 in Paris, where 

delegates hope to reach a binding global 

agreement to stem climate change.

Sundarbans soiled by oil
MONGLA, BANGLADESH |  Nearly 350,000 

liters of oil spilled into the world’s larg-

est mangrove forest last week after a 

tanker collided with another vessel. The 

spill occurred near the Chadpai Wildlife 

Sanctuary, part of the 140,000-hectare 

Sundarbans—a mangrove-rich UNESCO 

World Heritage Site known for its excep-

tional biodiversity. The site is one of the 

country’s three sanctuaries for the threat-

ened Irrawaddy and Ganges river dolphins. 

Experts are concerned about the spill’s 

ecological consequences, especially for the 

Ganges river dolphin, because the accident 

occurred within the least disturbed part of 

its range. http://scim.ag/sundarspill

NEWSMAKERS

Three Q’s
A U.S. National 

Academies committee 

issued a new report 

last week on the post-

doctoral experience. 

Neurologist Gregory 

Petsko of Weill Cornell 

Medical College in New 

York City, who chaired 

the committee, told Science how its recom-

mendations might be implemented.

Q: The report says that the postdoc is specifi -

cally for training researchers, and not for 

other careers. Is this a fair reading?

A: Exactly. We CANNOT, in my opinion, 

train too many [science, technology, engi-

neering, and math] Ph.D.s. … But we can 

have too many people just defaulting into 

postdoc positions who don’t need to do so. 

Q: If postdoc training is advanced research 

training, does that mean there should be at 

least a rough equivalence between the num-

ber of postdocs trained and the number of 

research positions available?

A: Maybe, but that’s not for us to say. … 

But it’s certainly true that in a properly 

functioning labor market, there would be 

more of an equivalence than there is now.

Q: How would we achieve that equivalence?

A: The simplest way is to raise the mini-

mum postdoctoral salary, thereby reducing 

demand until supply and demand are 

more nearly equal. I’m hoping all funders 

will look at that seriously.

Full interview at http://scim.ag/PetskoInt.

Beauty products blemish Antarctica

S
cientists have found trace contaminants from sunscreens, skin products, and 

medicines in Antarctica’s coastal waters—apparently from nearby research 

facilities. After previous studies detected pollutants, including fuels and flame 

retardants, some research bases sought to limit their environmental impact. 

But researchers from the University of Canterbury in New Zealand found new 

contaminants, at concentrations similar to those measured in cities, in a large swath 

of McMurdo Bay near the U.S. McMurdo Station and New Zealand’s Scott Base. The 

contaminants, which showed up in clams, fish, and sea urchins, “are endocrine-

disrupting chemicals and may impair organismal health,” says ecotoxicologist Da 

Chen of Southern Illinois University in Carbondale. The two agencies that run the 

bases say they strive to leave as small an environmental footprint as possible. 

An ice floe in 

McMurdo Sound.

BY THE NUMBERS

1
Rank of Facebook’s study 

on secretly manipulating users’ 

emotions via their news feeds, 

according to Altmetric’s analysis of 

most shared papers of 2014.

$400
thousand

Size of a new grant from the 

MacArthur Foundation to expand 

the website Retraction Watch 

into a comprehensive database of 

retracted papers.

88.7%
Portion of the Darwin Awards 

for idiotic behavior won by men, 

according to a study in The BMJ.

Published by AAAS
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By Adrian Cho

D
ysfunctional, broken, in complete dis-

array: That’s how numerous insiders 

describe the United States’ research 

effort in fusion, which aims to gen-

erate energy using the same process 

that powers the sun. A rift has opened 

between officials in the Department of En-

ergy’s (DOE’s) Fusion Energy Sciences (FES) 

program and the research community it sup-

ports. Many scientists say program officials 

operate opaquely, but the community itself 

has a reputation for being unmanageable. 

The discord has muddled an effort to 

draw up a strategic plan for the program, 

due in Congress next month, and it could 

jeopardize the program’s already strained 

$505 million annual budget. “When you 

have to fight for every dollar, it makes it very 

difficult when you can’t even produce a stra-

tegic plan,” says a Democratic Senate staffer, 

who calls the planning effort “a failure.” 

The fusion program has come under in-

tense budget pressure as officials scrounge 

to pay for the U.S. share of ITER, the gar-

gantuan international experiment to show 

that controlled fusion can produce more en-

ergy than it consumes. Now under construc-

tion in France, ITER cost the United States 

$199 million in 2014, and DOE officials esti-

mate that its total cost to the United States 

will be at least $3.9 billion (Science, 18 April, 

p. 243). With ITER squeezing the rest of 

the program, many researchers say that 

Edmund Synakowski, DOE’s associate direc-

tor for FES, and his staff exclude them from 

the decision-making process. “He’s not a 

great believer in getting input from the com-

munity,” says François Waelbroeck, a theorist 

at the University of Texas, Austin. Syna-

kowski says he’s “always a phone call away.” 

But he emphasizes that his role is “to make 

the tough calls when they need to be made.”

The disconnect in the fusion program 

contrasts with the approach taken in other 

research programs run out of DOE’s $5.1 bil-

lion Office of Science, in which the associate 

directors strive to guide their communities 

to develop realistic plans for themselves. 

For example, a few years ago the U.S. high-

energy physics community was perceived as 

fragmented. So, urged by leaders in DOE’s 

office of high-energy physics, researchers 

held a 2-year-long series of meetings that 

informed the ad hoc Particle Physics Proj-

ect Prioritization Panel (P5), which drew up 

a road map for the U.S. program (Science, 

30 May, p. 955). Such a consensus plan “is a 

great example of what you want to see,” says 

a Republican Senate staffer.

But Synakowski and FES officials aim 

to write the plan for their community. In 

January, after years of prodding, Congress 

demanded that FES draw up the strategic 

plan that is due next month. In April, DOE 

officials asked the Fusion Energy Sciences 

Advisory Committee (FESAC) to form an ad 

hoc panel to provide input—but not to actu-

ally develop the plan. That committee held 

two 3-day community meetings. 

The panel’s report, presented to FESAC on 

10 October, looked forward 10 years under 

various tight budget levels. It called for im-

mediately shutting down one of three large 

fusion devices, or tokamaks, in the United 

States—the Alcator C-Mod at the Massa-

chusetts Institute of Technology (MIT) in 

Cambridge—reviving a 2012 DOE plan for 

shuttering the facility, which Congress re-

versed. One of two other facilities—the Na-

tional Spherical Torus Experiment (NSTX) 

at the Princeton Plasma Physics Laboratory 

(PPPL) in New Jersey and the DIII-D toka-

mak at General Atomics in San Diego, Cali-

fornia—might be shut down after 5 years. 

Such closures would enable researchers to 

start preliminary work on a bigger device, 

dubbed the Fusion Nuclear Science Facility 

(FNSF), which would develop the materials 

and components needed to extract energy 

from the plasma in a practical power plant.

Even before the report was out, re-

searchers railed against it. The panel in-

cluded no one from General Atomics, MIT, 

or PPPL, they noted. Synakowski says such 

exclusions were necessary to avoid con-

flicts of interest. Other conflicts of interest 

left only nine of FESAC’s 20 members eli-

gible to vote on the report. Only six voted 

to accept it. 

Complicating matters, Synakowski soon 

put the kibosh on several of the report’s rec-

ommendations. On 27 October, at a meeting 

of the American Physical Society in New Or-

leans, he told researchers that work toward 

A researcher works on the inside of the 

doughnut-shaped tokamak at the Princeton 

Plasma Physics Laboratory.

ENERGY RESEARCH 

U.S. fusion effort melts down
Scientific community battles with its federal office

As ITER spending grows …
… spending on domestic research has stag-
nated, barely keeping up with inflation.

Domestic DOE request
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By Jeffrey Mervis and David Malakoff

I
n Congress, clout still counts. Once the 

political shenanigans ended and the 

dust settled, the $1 trillion 2015 federal 

budget approved by Congress last week 

demonstrates that a few lawmakers can 

still make their voices heard. In a year 

in which Congress had no new money to 

play with, that fact was good news indeed 

for NASA and the National Science Founda-

tion (NSF).

Those agencies received healthy raises 

thanks in large part to the work of retiring 

Representative Frank Wolf (R–VA) and Sena-

tor Barbara Mikulski (D–MD). The two se-

nior appropriators, who chair the spending 

panels that oversee NASA and NSF in each 

body of Congress, have traditionally pro-

tected those agencies. (Mikulski also chairs 

the full Appropriations Committee in the 

Senate, a position she will relinquish in the 

new Congress.) And this year their views 

prevailed in protracted budget negotiations 

that narrowly averted both another govern-

ment shutdown and an extension of a spend-

ing freeze in effect since the 2015 fiscal year 

began on 1 October.

Researchers had braced for the worst af-

ter a budget deal struck last year allowed 

for essentially no growth in the discretion-

ary portion of the 2015 budget, which funds 

most science agencies. Against that back-

drop, many research agencies did surpris-

ingly well, although the largest, the National 

Institutes of Health, faces an essentially flat 

budget (see table, p. 1438).

One notable winner was NASA’s 

$5.15 billion science office. Congress re-

jected the White House’s proposal for a $179 

million cut and instead awarded it a $93 

million raise, to $5.24 billion. The biggest 

impacts of that $272 million turnaround 

are an additional $70 million to continue 

operations of SOFIA, an infrared telescope 

mounted on a Boeing 747 that NASA had 

proposed grounding, and $100 million to 

accelerate planning for a multibillion-dollar 

mission to Jupiter’s Europa moon, which 

some researchers believe could harbor life 

in oceans beneath its icy shell.

Legislators also rejected a proposed 

$25 million cut to the Hubble Space Tele-

scope program and added back $27 million 

to fund education and public outreach activi-

ties carried out by individual missions. Mars 

exploration also got a boost, as did planning 

for WFIRST, an infrared survey telescope. 

Even so, some space science programs 

may feel a squeeze as NASA reshuffles money 

to accommodate Congress’s wishes. “There 

may not be any big losers, but some activi-

ties will take a hit,” notes Joel Parriott, head 

of public policy for the American Astronom-

ical Society (AAS) in Washington, D.C. The 

agency may not be able to advance smaller 

Discovery-class space probes (which must 

cost less than $425 million) and somewhat 

RESEARCH FUNDING

Science agencies make gains 
despite tight U.S. budget 
NASA, NSF among 2015 winners in difficult year

the multibillion-dollar FNSF was off the 

table and that in the next 10 years it would 

be premature to shut off NSTX or DIII-D. 

Still, he says the report and previous FESAC 

studies will inform the plan DOE will de-

liver to Congress next year.

Some observers say fusion physicists are 

to blame for failing to make tough choices 

for themselves. In 2012, DOE asked a panel 

of researchers to decide which of the three 

big tokamaks to close if budgets required it. 

The panel refused to choose, acknowledges 

Robert Rosner, a theorist at the University 

of Chicago in Illinois who chaired it. How-

ever, that study was requested after DOE 

announced it intended to shutter the MIT 

facility. “Being told to take the closure of the 

MIT machine as a fait accompli completely 

rubbed people the wrong way,” he says.

Regardless of who is to blame, the dys-

function could cause “sponsor fatigue” in 

the higher levels of DOE and at the White 

House, says Raymond Fonck, a physicist at 

the University of Wisconsin, Madison. “In 

spite of our messianic vision of what we’re 

going to do for energy, there are other things 

on the federal docket,” he says. Recent bud-

get numbers suggest fatigue has already set 

in. For fiscal year 2015, which began on 1 

October, DOE requested $266 million for 

domestic fusion work, $39 million less than 

the previous year. But Congress reversed 

those cuts and boosted spending on the do-

mestic program to $318 million (see right). 

Some observers say that the only way to 

save the domestic fusion program is to pull 

the United States out of ITER—as Senate 

budgetmakers have threatened to do. Others 

say fusion research is a bad fit for the Office 

of Science and should be moved into its own 

applied research program within DOE.

Barring such radical moves, FES offi-

cials and researchers must get beyond their 

current impasse. Some observers say that 

means Synakowski must go. “Until there’s 

a leadership change at FES, they can’t work 

together,” says the Democratic Senate aide. 

“They hate each other so much.” The Re-

publican Senate aide is more optimistic: “I 

genuinely believe Ed is trying, so I would 

never say that he can’t resurrect himself.”

Synakowski and researchers agree on one 

thing: The current planning effort should 

be the first step. Researchers “desperately 

want” to expand it into a community-based 

effort like particle physicists’ P5 report, says 

Steven Zinkle, a physicist at the University 

of Tennessee, Knoxville, and a planning 

panel member. Synakowski says he’s setting 

up a series of workshops. Still, he sees their 

purpose as identifying scientific opportu-

nities, not “making challenging choices.” 

Those divergent views sound like a recipe 

for further friction. ■

NASA got $100 million to plan 

a mission to Europa that the 

agency is worried it can’t afford.

Published by AAAS
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larger New Frontiers missions as quickly as 

it would like, for instance. And it may have 

to reshuffle funding dedicated to operating 

and analyzing data from existing missions. 

Earth science was the only one of NASA’s 

six major science programs that didn’t get 

any extra help from legislators. Congress 

accepted the White House’s plan for a 

$54 million cut, to $1.77 billion. Mikulski 

had proposed a $60 million boost in her 

version of the NASA spending bill, and 

Parriott is “a little surprised that the Sen-

ate gave up” on her plan. Still, earth sci-

ence researchers are pleased that the final 

bill didn’t include House of Representa-

tives proposals to terminate or restrict 

some earth observation missions, which 

are unpopular with many Republicans.

NASA has long resisted the Europa mis-

sion as too expensive when a Mars sample 

return mission is also in the works. But 

two of Europa’s staunchest supporters sit 

on Wolf ’s spending panel, and they have 

convinced their boss that the mission de-

serves his support.

“It’s inevitable that we will find life in 

another world. And when we do, the most 

likely place to find it first is in the oceans 

of Europa,” says Representative John 

Culberson (R–TX), who will succeed Wolf. 

For Representative Adam Schiff (D–CA), 

the Europa funds are a boon for NASA’s Jet 

Propulsion Lab in Pasadena, which is in his 

district, and a message to his party’s leader, 

President Barack Obama. “Each year we’ve 

had to beat back proposals from the admin-

istration to cut funding,” Schiff says. “This 

is the most resounding statement yet that 

NASA science is a crown jewel” that needs 

to be fully funded in the president’s upcom-

ing 2016 budget request to Congress.

A bipartisan coalition also reversed a 

White House plan to remake NASA’s educa-

tion activities. The agency has traditionally 

allowed mission scientists to run their own 

education and outreach programs in paral-

lel with agency-wide programs. The admin-

istration tried unsuccessfully to end that 

practice last year as part of a government-

wide reshuffling of science education, a 

move that Congress rejected. This year the 

administration requested only $15 million 

for mission-based activities, but Mikulski 

added $27 million, essentially restoring the 

account to its pre-2014 level.

For advocates of SOFIA, the good news 

comes with a caveat. The Senate’s proposal 

to spend $87 million would have allowed sci-

entists to keep upgrading the telescope, ex-

ploiting a key advantage of a ground-based 

instrument. But the final $70 million allo-

cation likely means no such improvements, 

notes Joshua Shiode, an AAS policy fellow. 

While Congress served NASA with a long 

list of demands, it gave NSF considerable 

flexibility to apply its $172 million increase 

across research directorates. That’s a trib-

ute to the respect for NSF’s leadership that 

Mikulski and Wolf have shown over the 

years. But legislators were not entirely 

hands-off. Representative Chaka Fattah (D–

PA), the top Democrat on Wolf ’s spending 

panel, helped protect the agency’s request 

to double its investment in neuroscience 

spending as part of the administration’s 

BRAIN Initiative. Wolf made sure that the 

education directorate received enough of a 

boost to disseminate lessons learned about 

improving science in elementary and sec-

ondary schools. And NSF received $3 mil-

lion for a new program to attract more 

minority students into science at all levels, 

although Mikulski had proposed a much 

more costly initiative that would have given 

historically black colleges a major role.

When Republicans take control of the 

Senate in January, Mikulski will lose much 

of her clout. But her likely successor on both 

the full Appropriations Committee and the 

subcommittee that funds NASA and NSF, 

Senator Thad Cochran (R–MS), is also a 

big NASA booster and traditionally a sup-

porter of university-based research as well. 

In the House, Wolf ’s retirement has opened 

the door for Culberson, who sees assuming 

the gavel as an opportunity “to restore the 

NASA that I remember as a kid growing up 

in Houston.”  

Culberson says his twin priorities are 

“space exploration and scientific research.” 

His ability to achieve those goals will be 

tested in the fight over the 2016 budget, which 

promises to be long and bitter. But Culberson 

is also confident that he can deliver.

“I want to make sure that scientists have 

what they need,” he says. “And if anybody 

tells me about a hole in NASA’s budget, I will 

plug it.” ■

With reporting by Eric Hand.

Pluses and minuses in budget numbers game
Many U.S. science agencies will see increases over 2014 levels

that exceed the president’s 2015 request. (Figures are in billions of dollars.)

INSTITUTIONS                                               2014        2015 REQUEST            2015 FINAL             % CHANGE

National Institutes of Health 29.934 30.134 30.084 0.5%

National Science Foundation 7.172 7.255 7.344 2.4%

Research 5.809 5.807 5.934 2.1%

Education 0.847 0.890 0.866 2.2%

DOE Office of Science 5.066 5.111 5.071 0.1%

Basic Energy 1.712 1.807 1.733 1.2%

Bio/Environmental 0.610 0.628 0.592 –3.0%

Fusion 0.505 0.416 0.468 –7.3%

High Energy Physics 0.797 0.744 0.766 –3.9%

Nuclear Physics 0.569 0. 594 0.595 4.6%

ARPA-E 0.280 0.325 0.280 0.0%

NIST 0.850 0.900 0.864 1.6%

USGS 1.032 1.073 1.045 1.3%

NASA 17.647 17.641 18.010 2.1%

Science office 5.151 4.972 5.245 1.8%

Earth science 1.826 1.770 1.770 –3.1%

Planetary science 1.345 1.280 1.437 6.8%

Astrophysics 0.668 0.607 0.684 2.4%

Heliophysics 0.654 0.669 0.662 1.2%

USDA Agricultural Research 1.122 1.104 1.178 5.0%

NIFA 1.277 1.336 1.289 0.9%

AFRI 0.316 0.325 0.325 2.8%

NOAA Research 0.427 0.462 0.446 4.4%

DOD Basic Research 2.166 2.017 2.278 5.2%

DOD Medical Research 1.553 0.655 1.731 11.5%

DHS S&T 1.222 1.072 1.071 –12.4%

EPA S&T 0.759 0.764 0.735 –3.2%
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By Ann Gibbons

F
rom Lipizzaners that perform precise 

airs to Thoroughbreds that race neck 

and neck and Clydesdales that haul 

beer wagons, today’s horses are all 

descendants of wild animals tamed 

some 5500 years ago on the steppes of 

Asia. Now, genomes from an ancient stal-

lion and mare reveal how domestication 

transformed the horse genome, resulting in 

the beautiful and powerful animals of to-

day—but also leaving horses with flaws of 

personality and health not found in their 

wild ancestors.

By comparing the ancient genomes with 

modern ones, a team of researchers got a 

before-and-after look at horse domestica-

tion. That allowed them to identify the genes 

that endowed modern breeds with speed, 

strength, the ability to learn, and a pano-

ply of coat patterns. The work, published 

this week in the Proceedings of the National 

Academy of Sciences, also reveals the ge-

netic toll of millennia of inbreeding, says 

lead author Ludovic Orlando, a geneticist 

at the Natural History Museum of Denmark 

in Copenhagen. “Modern horses have accu-

mulated more deleterious mutations than 

horses used to [have] in the wild,” he says. 

In the past, geneticists had no way to 

unravel the effects of domestication on the 

horse genome, because horses lack living 

wild relatives to serve as genetic proxies 

for their wild ancestors. (Przewalski’s horse 

from Mongolia was once thought to repre-

sent the predomestic animal, but more re-

cently researchers have suspected it is not 

a direct ancestor of modern breeds, and it 

lacks the diversity to reveal horses’ genetic 

history.)

To sample DNA from predomesticated 

horses, researchers needed to go back in 

time. Co-author and molecular biologist 

Beth Shapiro of the University of Cali-

fornia, Santa Cruz, traveled to Siberia to 

gather bits and pieces of animals preserved 

in permafrost, including bones from a 

stallion and a mare radiocarbon dated to 

16,000 and 43,000 years old, respectively. 

Working in separate labs, Shapiro and 

Orlando teased out high-quality sequences 

from these bones. They compared the an-

cient genomes with those of five breeds 

of living horses, as well as a donkey and 

a Przewalski’s horse. As suspected, the 

Przewalski’s horse turned out to be a dis-

tant cousin, rather than a direct ancestor, 

of domesticated horses. 

To identify genes that were favored dur-

ing domestication, Orlando’s team looked 

for genes that came in diverse forms in the 

ancient horses but were winnowed to just 

one or two forms in modern breeds, pre-

sumably thanks to selection by breeders. 

The researchers produced a conservative 

catalog of 125 genes, including a group in-

volved in development of muscles, joints, 

balance, and coordination. Multiple genes 

needed for the development of the cardiac 

system and metabolism also changed, as 

did genes for behavior, the response to fear, 

and learning. This fits with the expecta-

tion that ancient people chose more docile, 

trainable horses, Orlando says. 

In many cases, humans appear to have 

chosen among naturally occurring varia-

tions. For example, alleles that give mod-

ern racehorses their edge show up in the 

ancient horses, too, as do several versions 

of the ZFAT gene, which helps determine 

a horse’s height at its withers (shoulders).

But sometimes domestication has fa-

vored novel versions of genes. Genes associ-

ated with facial shape in Arabians and coat 

color in all breeds were not found in either 

ancient horse. “What I really like about this 

is it’s getting to the heart of what humans 

are selecting for: We are really obsessed 

with color and novelty,” notes evolutionary 

biologist Greger Larson of the University of 

Oxford in the United Kingdom. 

That obsession is still on view with 

horses with “leopard spots”—white coats 

with dark spots, such as those in Ap-

paloosas. A separate ancient DNA study 

published this month suggests that some 

ancient breeders prized this rare pattern: 

DNA from horse bones from an Early 

Bronze Age site in Turkey shows that the 

leopard spot allele was unusually common 

there, according to work published in the 

Philosophical Transactions of the Royal So-

ciety B. But the Bronze Age breeding also 

spread a troubling genetic defect. Animals 

that inherit copies of the allele from both 

parents are night-blind, which makes them 

nervous and timid, especially in the dark. 

Domestication had other hidden costs. 

An apparently selected gene linked to mus-

cle strength is associated with muscular 

dystrophy in humans and may also cause 

disease in horses. Those costs likely arose 

because in creating animals with desirable 

traits, breeders chiefly mated similar horses 

to each other. Such inbreeding made it 

more difficult for natural selection to weed 

out harmful mutations and allowed bad 

traits to hitchhike along with favored ones. 

The team scanned the ancient and mod-

ern horse genomes for changes in specific 

sites where mutations are usually harmful 

or even deadly in mammals. Domesticated 

horses had far more potentially harmful 

mutations at those nucleotide sites than an-

cient horses. 

Human breeding might not have been 

the source of the population bottlenecks, 

Larson and others point out. Climate change 

or the movement of small herds around the 

world could also cause inbreeding. Either 

way, every horse breeder has long known 

that for all their beauty and power, horses 

can be fragile. Now we know why. ■

Thousands of years of breeding 

have made domesticated horses 

trainable, like this one in Mongolia.

ANCIENT DNA 

The thoroughly bred horse
Genomes from ancient horses show the genetic changes 
wrought by domestication—and their costs

Published by AAAS
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By Lizzie Wade

A 
pioneering effort to show that pre-

serving tropical biodiversity can pay 

big dividends is in danger of shutting 

down. Costa Rica’s new government is 

reviewing a previous administration’s 

plan to save the National Bio diversity 

Institute (INBio) from crippling debt and 

has revoked some of its government con-

tracts. Just as INBio is trying to transform 

itself to achieve a more stable future, it may 

succumb to the financial problems that have 

plagued the institute for a decade.

INBio was founded in 1989 to inventory 

all of Costa Rica’s biodiversity. Its financing 

was based on contracting with pharmaceu-

tical companies and others that hoped to 

prospect for medicines and other chemicals 

in the country’s plethora of species. Set up 

as a nongovernmental organization (NGO), 

INBio promised a model for how developing 

countries could make money by conserving 

and exploring their biodiversity. “INBio was 

the poster child for chemical ecology and 

conservation,” says Jon Clardy, a biologi-

cal chemist at Harvard University who has 

worked with INBio in the past.

But it inspired criticism in Costa Rica. 

Many scientists and academics, especially 

those based at the University of Costa Rica 

(UCR) in San Pedro, worried that corpora-

tions would take unfair advantage of Costa 

Rica’s natural resources. Others felt that a 

national institute of biodiversity should be 

run by the state. Still, a string of Costa Ri-

can presidents heartily supported INBio as 

it cut deals with companies such as Merck 

and succeeded in cataloging about 28% of 

the country’s biodiversity.

Yet the corporate fees collected for grant-

ing access to INBio’s collection turned out 

to be insufficient to cope with the financial 

squeeze that followed. “The strength of the 

opposition never became visible until INBio 

got really weak. And by weak, what I mean 

is that they began to run out of money,” says 

ecologist Daniel Janzen of the University of 

Pennsylvania, a co-founder of INBio who 

maintains close ties.

INBio’s current crisis can be traced back 

to 2000, when the institute opened IN-

Bioparque, a biodiversity theme park that 

aimed to attract tourists. INBio borrowed 

$7 million to build the park. But “you don’t 

go to Costa Rica to go to Disney World,” Jan-

zen says. The money earned by INBioparque 

and the institute’s bioprospecting contracts 

never came close to covering the new debt. 

Although the park is a popular educational 

destination for Costa Rican families and 

schools, “from a financial standpoint, it was 

a failure,” says Rodrigo Gámez, co-founder of 

INBio and president of its board of directors.

After loans for the park came due, 

INBio negotiated a bailout in 2013 in which 

the Costa Rican government would buy 

INBioparque’s land and transfer INBio’s 

sample collections to the National Museum 

of Costa Rica in San José. Relieved, INBio 

began planning to pivot toward a new busi-

ness strategy based on environmental con-

sulting at home and abroad.

But after UCR professor Luis Guillermo 

Solís was elected president of Costa Rica, 

the new administration balked at the deal. 

Patricia Madrigal, vice minister of environ-

ment, estimates that between purchasing 

INBioparque’s land and assuming responsi-

bility for INBio’s collections, the deal would 

cost the government nearly $18 million U.S. 

dollars, at a time when the country has ad-

opted austerity measures to deal with a fi-

nancial crisis. Her office recently concluded 

a review of the purchase on INBioparque’s 

land, but the judgment remains under wraps.

The bailout “has taken us by surprise, finan-

cially and logistically,” Madrigal says. 

Gámez points out that Madrigal is a long-

time critic of INBio; after the bailout was 

announced last year, she co-wrote an op-

ed against the deal with biologist Vivienne 

Solís, the new president’s sister. Gámez 

sees “a clear intention to shut down the 

institution” in other government actions, 

notably the decision by Madrigal’s office 

to revoke INBio’s eligibility to administer 

funds awarded to Costa Rica by the United 

Nations Development Programme’s Global 

Environment Facility Small Grants Pro-

gramme. That cuts off one of INBio’s few 

remaining revenue streams. Madrigal says 

the move is part of a larger anticorruption 

campaign and that no private organization 

will be allowed to administer international 

grants awarded to Costa Rica from now on. 

Madrigal underlines that she has no in-

tention to close the institute, nor the power 

to do so, because it is not a federal agency. 

“There is no spirit of persecution against 

INBio,” she says. 

But Janzen has come to believe that set-

ting up INBio as an NGO was a mistake that 

left it vulnerable to political whims and un-

stable funding. If INBio survives by transfer-

ring its collection and park into government 

hands, it may become something closer to 

the public-private hybrid Janzen now envi-

sions. But it won’t be the INBio that he and 

Gámez founded and that conservationists 

had looked to with hope. As it stands, “it’s a 

tossup whether an institution that’s hit that 

hard can stay alive,” Janzen says. ■

COSTA RICA

Celebrated biodiversity 
institute faces financial crisis
New government rethinks plan to take over INBio’s 
money-losing theme parks

Curator Manuel 

Zumbado examines 

part of INBio’s massive 

specimen collection.

Published by AAAS

 o
n 

D
ec

em
be

r 
20

, 2
01

4
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/


NEWS   |   IN DEPTH

19 DECEMBER 2014 • VOL 346 ISSUE 6216    1441SCIENCE   sciencemag.org

D
A

T
A

: 
N

IH

By Jocelyn Kaiser

I
n the late 1990s, U.S. researchers try-

ing to understand the complex web of 

factors that shape child development 

and health came up with an ambi-

tious idea. They would follow 100,000 

children from before birth to age 21, 

generating an unprecedented trove of bio-

logical specimens and data on everything 

from chemical exposures to psychosocial 

influences. In 2000, Congress embraced the 

initiative, known as the National Children’s 

Study (NCS). President Bill Clinton boasted 

it would “provide critical information” for 

preventing and curing disease.

Last week, however, that dream died 

hard. Putting an end to years of organiza-

tional struggles and cost concerns, the Na-

tional Institutes of Health (NIH) pulled the 

plug on the NCS. The idea is still worthy, 

an outside review panel told NIH Director 

Francis Collins, but the project, which has 

already cost $1.2 billion, is too flawed to be 

carried out in a tight budget environment. 

Collins announced he is immediately dis-

mantling the NCS, but will redirect some 

of its $165 million in funding for 2015 to 

related research. “This is not killing the 

study,” Collins said at a 12 December meet-

ing of the NIH Advisory Committee to the 

Director (ACD). “It is discontinuing a study 

in the form that had been previously con-

templated. But it is opening up a much 

broader array of scientific horizons to try 

to accomplish those goals, which we all 

strongly agree are worthwhile.” 

Researchers involved with the NCS since 

its inception are not surprised. “The origi-

nal idea was brilliant. … But I think [it] was 

the right decision under the circumstances,” 

says pediatrician Philip Landrigan of the 

Icahn School of Medicine at Mount Sinai in 

New York City, one of the researchers who 

proposed the NCS in the late 1990s. “It’s a 

bittersweet moment,” says pediatrician and 

epidemiologist Nigel Paneth of Michigan 

State University in East Lansing, a former 

NCS investigator.

In its original form, the NCS was envi-

sioned as the largest longitudinal study 

of its kind ever undertaken in the United 

States. Planners decided to enroll 100,000 

children before birth and investigate a 

range of hypotheses developed by hun-

dreds of scientists. To assemble a repre-

sentative sample, they planned to recruit 

pregnant women by knocking on doors 

of randomly selected households in about 

100 U.S. counties. The U.S. project aimed 

to collect more detailed data and more 

specimens than similar studies now under 

way in Europe and Japan. 

In 2007, funding ramped up for the first 

NCS centers, called the Vanguard sites, 

which eventually enrolled 5700 children 

for pilot studies. The recruitment plan 

proved too cumbersome, however, so the 

NCS tested other approaches. By 2012, 

costs were still rising. NIH decided to close 

the 40 NCS sites at academic institutions 

and bring in a few large contractors to run 

the project. The changes sparked an up-

roar from researchers, who argued that the 

new design would compromise the study’s 

goals (Science, 11 January 2013, p. 133). 

Congress then called for a review by the 

Institute of Medicine (IOM) and National 

Research Council (NRC). That panel’s June 

2014 report concluded that the NCS had 

great potential, but found problems with 

its design and management. Collins re-

sponded by putting the NCS on hold and 

asking a working group of the ACD for 

advice.

In a report released last week, that group, 

co-chaired by Philip Pizzo and Russ Altman 

of Stanford University in Palo Alto, Cali-

fornia, agreed with the need to study how 

exposures early in life affect health. But it 

concurred with the IOM/NRC panel that 

there are numerous problems with the 

NCS and that the project’s cost would run 

into the billions. Despite years of planning, 

for example, “there is no protocol” for the 

study, Pizzo said, and developing one could 

take 18 to 24 months.

Reviewers also concluded that the exist-

ing plan for the NCS does not take into ac-

count new science, such as the role of the 

microbiome in health. Nor does it envision 

making use of new technologies such as so-

cial media and electronic medical records 

that could bring down costs.

The working group agreed with the IOM/

NRC report that the study’s management 

team lacks appropriate scientific expertise. 

The working group’s conclusion: The NCS, 

“as currently outlined, is not feasible.”

Collins agreed. NIH will immediately 

close the NCS program office, which has 

about 25 staff members, and phase out con-

tracts for the Vanguard Study and other 

work. But the agency will make existing 

Vanguard data and biospecimens available 

to outside researchers.

One bright spot, Collins notes: The 2015 

omnibus spending bill approved by Con-

gress last week includes specific language 

allowing NIH to redistribute NCS funds 

to institutes for related activities. “That,” 

Paneth says, “would be a very positive out-

come” of an otherwise sobering experience. ■

BIOMEDICAL RESEARCH 

Ambitious children’s study 
meets disappointing end
After 14 years and $1.2 billion spent, design and 
management troubles topple National Children’s Study

Rise and fall of the National 
Children’s Study

2000

Congress requests large, long-term child 

health study

2003

NCS Program Office established at NIH

2004

Scientists dream big: The NCS will recruit a 

representative sample of 100,000 pregnant 

U.S. women by knocking on doors in about 

100 U.S. counties

2007

Congress approves $70 million to 

launch study

2008

IOM endorses sampling plan, but recom-

mends pilot tests

2009

Recruitment begins at academic Van-

guard Study sites

2009

NCS director replaced after study’s esti-

mated cost balloons to up to $6.9 billion, 

more than twice original estimate

2012

To save money, contractors take over 

40 academic study sites

June 2014

IOM/NRC report finds design, 

management problems

December 2014

NIH director cancels study
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T
his year’s breakthrough captured 

the public’s imagination with a se-

ries of hard-won pictures, beamed 

to Earth from a place beyond Mars. 

First: an image of a spindly, three-

legged thing, framed against the 

blackness of space, falling toward 

a comet nearly as black. Would 

the little Philae lander survive its 

descent to 67P/Churyumov-Gerasimenko?

Soon, other pictures arrived. One revealed 

the dusty surface where Philae initially, and 

briefly, touched down. The lander, equipped 

with harpoons, screws, and reverse thrust-

ers that didn’t work, failed to gain purchase 

in the surprisingly hard comet crust, and 

so it rebounded in the barely-there gravity. 

Then came some disorienting, ominous im-

ages. Philae appeared to have come to rest 

on its side, far from its intended landing 

spot, in the shadows of a cliff.

Comets are sintered lumps of dust, 

ice, and organic molecules and do not 

contain rocks per se. Nevertheless, 

Philae was caught in a hard place, next 

to something that looked very much like 

a rock. With too little sunlight to recharge 

its batteries, the lander had a feverish 

57 hours to gather data before it expired. 

Philae’s anthropomorphized Twitter ac-

count mawkishly narrated its final mo-

ments. “I’m feeling a bit tired, did you get all 

my data? I might take a nap,” it said.

Whatever data Philae did manage to re-

turn will be significant, not least because 

67P is just the seventh place beyond Earth 

explored by a lander. (Venus, Mars, the 

moon, Saturn’s moon Titan, and two aster-

oids are the others.) Yet the importance of 

the landing was largely emotional and sym-

bolic. Mission managers have suggested 

that 80% of the overall science return would 

come from Philae’s mother ship, Rosetta, 

which reached the comet in August and has 

been orbiting it ever since, scrutinizing it 

from as close as 10 kilometers away. That 

broader achievement, and the cornuco-

pia of information it is yielding, are what 
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Rosetta’s short-lived lander grabbed the headlines, but the ongoing 
orbital mission is the real news for science  By Eric Hand

Comet rendezvous
ongoing 

2014
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Comet 67P/Churyumov-

Gerasimenko has begun 

to emit jets of water vapor 

that is unlike the water 

found in Earth’s oceans.
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rior. “Rosetta will be far more impressive in 

terms of advancing our science than Deep 

Impact,” he says.

The Rosetta orbiter is not just about see-

ing; it also sniffs. The Rosetta Orbiter Spec-

trometer for Ion and N e u t r al A n a ly s i s 

(ROSINA) has beenaiming its spectrometers 

at the gas molecules in 67P’s thin 

halo of an atmosphere, 

called the coma. 

In addition to de-

tecting expected 

gases such as wa-

ter, methane, and 

hydrogen, it has started to find rarer spe-

cies, including formaldehyde and hydrogen 

cyanide. Getting the list of comets’ primor-

dial ingredients is important because many 

scientists think comets helped jump-start 

life on early Earth with an infusion of water 

and organic molecules.

ROSINA has the sensitivity to detect iso-

topes, too. In one of the most important 

mission results so far, published online on 

10 December in Science, the ROSINA team 

found an exceptionally high ratio of heavy 

hydrogen (deuterium) to regular hydrogen. 

Because this D-to-H ratio is so much higher 

than that found in Earth water, it suggests 

that comets like 67P—part of a group that 

hails from the Kuiper belt, a region beyond 

Neptune—could not have played a ma-

jor role in delivering water to Earth. The 

high ratio also buttresses the classical view 

of where the two main groups of comets 

formed. In this view, Kuiper belt comets 

like 67P formed beyond Neptune before be-

ing flung farther out into the Kuiper belt 

by the gravitational influence of Jupiter. 

Other comets, with lower D-to-H 

ratios, formed closer to the sun. 

There, solar system dynamics gave 

them an even bigger push, strong 

enough to scatter them out to an 

even more distant solar suburb 

known as the Oort cloud.

Rosetta has its limitations. 

It struggles to detect complex 

chains of organic molecules, such as amino 

acids, especially on the comet’s solid sur-

face. As a result, it is unlikely to tell scien-

tists conclusively whether the organics at 

the comet’s surface are the pristine ingre-

dients that 67P started with, or products of 

chemical reactions sparked by earlier close 

encounters with the sun. That’s why mis-

sion scientists are disappointed that Philae 

was unable to perform its most ambitious 

experiment: drilling a sample from below 

the comet’s surface and baking it in an 

oven for analysis.

Mission managers haven’t completely 

ruled out trying again. As 67P approaches 

the sun, more light will fall on Philae’s 
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Science is celebrating as 2014’s Break-

through of the Year.

Merely getting the €1.4 billion mission to 

the comet was a massive undertaking for 

the European Space Agency. After launch in 

2004, flight engineers put Rosetta through 

a decade of orbital tricks: Mars and Earth 

were used as gravitational slingshots to 

bring the spacecraft in line with the com-

et’s elliptical 6.5-year orbit. When Rosetta 

caught up with 67P, the comet was still far 

from the sun and cold. As it plunges sun-

ward, its subsurface ice deposits have be-

gun to sublimate, powering jets of gas and 

dust. Peak activity should come in August 

2015 at perihelion, when the comet is half-

way between the orbits of Earth and Mars. 

By watching the jets develop and change, 

scientists can learn how comets are altered 

each time they approach the sun. Then, by 

subtracting those processes, they can turn 

back the clock and understand how comets 

formed some 4.5 billion years ago.

Much of Rosetta’s power comes from its 

ability to inspect the comet at close range 

for months on end. The half-

dozen or so previous missions to 

comets were all flybys that were 

over in hours. Another ballyhooed 

flyby of an icy body—NASA’s New 

Horizons mission to Pluto—will 

whiz past the dwarf planet on 

14 July 2015. At its closest, New 

Horizons will pass Pluto at a dis-

tance of 10,000 kilometers, close enough to 

make out mountain-sized features (with a 

camera resolution of 12 kilometers per 

pixel). By contrast, Rosetta’s camera can 

discriminate between objects just centi-

meters apart. Already, Rosetta has tracked 

arcs of dust emerging from active jets.

“The breakthrough is yet to come, and it 

will come from having the orbiter stay with 

the comet,” says Michael A’Hearn, a plane-

tary scientist at the University of Maryland, 

College Park. A scientist on two of Rosetta’s 

instruments, A’Hearn was also the princi-

pal investigator for Deep Impact, a NASA 

comet flyby that in 2005 lobbed a projectile 

into the comet Tempel 1 to probe its inte-

rior. “Rosetta will be far more

terms of advancing our scien

Impact,” he says.

The Rosetta orbiter is not j

ing; it also sniffs. The Rosetta

trometer for Ion and N e u

(ROSINA) has beenaiming its

at the gas molecule

halo of an

ca

In

tec

gase

ter

People’s choice
Visitors to Science’s website 

picked their top breakthroughs 

of 2014. The results:

Rosetta will continue to orbit 

and study 67P throughout 2015.

For more on the 
Breakthrough of 
the Year, including 
a video and a 
podcast, go to 
http://scim.ag/
breakthru14.

ON OUR WEBSITE

Giving life a bigger genetic 

alphabet 34% 

Young blood fixes old 32%

Comet rendezvous 17%

Cells that might cure diabetes 11%

An easy cure for hepatitis C 6%

Since 1996, Science’s writers 

and editors have assembled the 

Breakthrough of the Year section 

by holding meetings, revising lists, 

and even installing a suggestion jar 

in the office kitchen. This year, we 

decided to give the public a say. In 

November, we posted our “long list” of 

19 breakthrough candidates online at 

www.sciencemag.org and let visitors 

vote on them for 2 weeks. In December, 

we took the top five semifinalists and 

posted them for a second, weeklong 

round of voting.

A science-themed horserace en-

sued. The Rosetta comet mission—

which was making headlines worldwide 

as the voting began—finished the first 

round with a healthy lead, garnering 

more than 16% of the 24,947 votes 

cast. Next came “Young blood fixes old” 

with 11% of the votes, followed by “Cells 

that might cure diabetes” with 10%.

In the second round, things got 

interesting. “Young blood” took an 

early lead and looked like a shoo-in. 

But in a late surge, “Giving life a bigger 

genetic alphabet” pulled even with 

the rejuvenated mice. The two results 

ran neck and neck in the final stages 

of voting, but the expanded genetic 

alphabet pulled ahead and won by a 

nose. The Rosetta mission—Science’s 

own choice—finished third. Kudos 

to all contestants, and thanks to 

everyone who cast a vote.

solar panels. In its last tweet, the lander 

raised the possibility of a resurrection. 

“My #lifeonacomet has just begun @ESA_

Rosetta. I’ll tell you more about my new 

home, comet #67P soon… zzzzz.” Regardless 

of whether Philae wakes up, Rosetta’s life 

at comet 67P has indeed just begun—and it 

heralds a new age of comet science. ■

1

2

3

4

5
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Small, disk-shaped 

robots that maneuver 

in formation are 

just one example 

of the year’s 

progress in self-

organizing machines.

1444    19 DECEMBER 2014 • VOL 346 ISSUE 6216 sciencemag.org  SCIENCE

Robots are getting better all the time at 

working with humans, but this year several 

teams demonstrated that these machines 

can also work together, without human 

supervision. At a time when roboticists 

are still struggling to improve how well 

individual robots sense their surround-

ings and respond to new situations, letting 

teams of robots execute their own missions 

may seem premature. But after years of 

work, researchers have come up with new 

software and interactive robots capable of 

cooperating on rudimentary tasks.

In one study, a thousand robots the size 

of U.S. quarter coins came together like 

a marching band to form squares, letters, 

and other 2D formations. The sheer scale 

required cheap, easy-to-run robots that 

could efficiently sense where other robots 

were. In another project, 10 quadcopters 

radioed their locations to one another and 

adjusted their paths to avoid collisions and 

fly in formation, creating a rotating circle. 

A third group of robots, inspired by termites, 

was programmed to build simple struc-

tures cooperatively by sensing progress 

and inferring what the next step needed 

to be. In yet another experiment, a fleet 

of robotic boats performed relatively sophis-

ticated group maneuvers, albeit under 

the command of a central computer that 

tracked them with a special camera system.

So far, all the collaborative robots rely 

on relatively crude, local information about 

their environment and one another, but 

both they and their sensors are improv-

ing rapidly. More, and increasingly 

impressive, cooperative feats 

undoubtedly lie ahead. 

–Elizabeth Pennisi

er 
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Feathers were widespread even among dinosaurs, such as 

Kulindadromeus, that were not closely related to birds. 
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Cooperative ‘bots’ don’t need a boss

Published by AAAS
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Youth serum for real?
This year, in work with profound implica-

tions for aging, researchers showed that 

blood or blood components from a young 

mouse can rejuvenate an old mouse’s 

muscles and brain. If the results hold 

up in people—an idea already in testing—

factors in young blood could offer the 

antidote to aging that humanity has sought 

as far back as Juan Ponce de León’s quest 

for the Fountain of Youth.

These findings grew out of strange-

sounding experiments dating back 150 

years, in which researchers sew together 

the skins of two mice to join their 

circulation. In the early 2000s, the 

approach was revived to study stem 

cells. Researchers found that when they 

connected the circulation of young and old 

mice, the muscle stem cells in the old mice 

were better able to regenerate muscle.

Work published in 2014 strengthened the 

evidence that something in young blood can 

reverse multiple signs of aging. One group 

studied a factor isolated from young mouse 

blood called GDF11, which had already been shown to rejuvenate the heart. They 

found that it can also boost the muscle strength and endurance of an old mouse 

and spur neuron growth in the brain. Another team reported that young blood, 

or even cell-free blood plasma, bolsters an aging mouse’s spatial memory.

Now, in the first clinical trial, 18 middle-aged and elderly Alzheimer’s patients 

are receiving injections of plasma donated by young adults. By this time next year, 

we may know if young blood can fight one of the most feared diseases of aging. 

–Jocelyn Kaiser 

OLD

BLOOD

YOUNG

BLOOD
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The birth of birds
It took a lot to turn lumbering cousins 

of Tyrannosaurus rex into agile hum-

mingbirds and graceful swans. This year, 

evolutionary biologists figured out the 

mode and tempo of the spectacular evolu-

tionary transition from dinosaurs to birds.

Their analyses top off 2 decades of 

fossil discoveries, primarily in China, 

showing that birdlike innovations—

particularly feathers—emerged repeatedly 

among dinosaurs, well before the first 

birds appeared. Feathers, it seems, were 

not just for flying, but also for insulation, 

display, or possibly balance.

In 2014, several groups compiled and 

analyzed data on many dinosaur and early 

bird fossils as well as on extant birds, 

to see when other birdlike traits actu-

ally appeared. One study compared 850 

morphological traits among 150 species; 

another measured the thickness of leg 

bones of 426 species. They discovered that 

the dinosaurs that ultimately gave rise to 

birds steadily got smaller and finer boned 

over time.

Once the bird body plan crystallized, 

new avian species arose quite rapidly, 

probably because their small size enabled 

them to find food and shelter that their 

larger kin could not exploit. Birds took 

off, but their dinosaur ancestors had given 

them a running start. –Elizabeth Pennisi 

Old mice thrive when their 

circulatory systems are linked 

with those of younger mice, 

for reasons not yet clear.

2
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Cells that might 
cure diabetes
Since the discovery of human embry-

onic stem (ES) cells, researchers have 

hoped to wield them against disease. 

The quest has been frustratingly 

slow. For more than a decade, for 

example, labs all over the world 

have sought to turn ES cells into 

cells of the pancreas called β cells. 

β cells respond to rising blood sugar 

by making insulin, a hormone that 

allows cells to take up and use glucose. 

An autoimmune attack that kills 

β cells leads to type 1 diabetes; replac-

ing them with lab-grown cells might 

provide a cure.

This year, researchers came closer 

than ever to that goal, when two 

groups published methods for grow-

ing cells that resemble human β cells. 

Chips that mimic the brain
John von Neumann may have finally met his match. Nearly 70 years ago, the 

Hungarian-born polymath sketched out the basic design of modern com-

puters, with separate processing, memory, and control units. But this year, 

computer engineers at IBM and other companies rolled out a promising 

alternative: the first large-scale “neuromorphic” chips, designed to process 

information in ways more akin to living brains.

Chips based on von Neumann’s architecture excel at carrying out sequences of 

logical operations, such as those that underlie spreadsheets and word processors. 

But they struggle with tasks that integrate vast amounts of data, such as vision.

Our brains take a very different approach. Individual neurons communicate 

with thousands of their neighbors through chemical signals, enabling the 

brain to process lots of information in parallel. Different brain regions also 

specialize for greater efficiency.

The brain’s network of 100 billion cells linked by 100 trillion synapses still 

dwarfs anything neuromorphic chips can muster. But IBM’s new TrueNorth 

chip includes 5.4 billion transistors and 256 million “synapses,” and the com-

pany is working to tile multiple TrueNorths together to build more complex 

networks. In the future, brainlike processors could transform fields such as 

machine vision and environmental monitoring, integrating real-time data 

from sensors from around the globe. –Robert F. Service

“Neuromorphic” chips 

inspired by networks 

of brain cells may excel 

at data-intensive tasks 

such as vision.

Early artists blew red pigment 

over their hands to create this 

cave art on the island of Sulawesi 

at least 40,000 years ago.

BREAKTHROUGH OF THE YEAR   |   RUNNERS-UP2014

4

Published by AAAS



19 DECEMBER 2014 • VOL 346 ISSUE 6216    1447SCIENCE   sciencemag.org

P
H

O
T

O
: 

D
O

U
G

L
A

S
 M

E
L

T
O

N

Europe’s cave art has a rival
For decades, visitors have marveled at the prehistoric 

graffiti that fills the Maros caves on the island of 

Sulawesi, Indonesia: hand stencils outlined in mouth-

blown red paint, mixed with pictures of rare “pig-deer” 

in red and mulberry hues. This year they evoked an 

extra measure of wonder. Scientists discovered that 

the images, thought to be about 10,000 years old, are 

actually four times older—at least as ancient as the 

famous cave art in Europe.

The finding could rewrite the history of a key stage 

in the development of the human mind. People in 

Africa engraved geometric designs on chunks of hema-

tite and on ostrich eggshells as early as 78,000 years 

ago. But symbolic art first seemed to blossom between 

35,000 and 39,000 years ago in Europe, where artists 

painted vivid representations of rhinos, horses, lions, 

and women, notably at Chauvet Cave in France. Some 

archaeologists argued that the European creative 

explosion reflected a new leap in human abilities, 

but others thought the capacity for symbolic expres-

sion had already developed in Africa, before modern 

humans left that continent to populate the world.

The new dates in Indonesia end Europe’s monopoly 

on early symbolic art. By measuring the radioactive 

decay of uranium in small stalactitelike growths that 

formed atop the paintings, Australian and Indonesian 

researchers found that the oldest hand stencil is at 

least 39,900 years old and the animal paintings at 

least 35,400. If the numbers are accurate, they suggest 

that humans in Indonesia independently invented 

symbolic art as early as Europe’s cave painters did—

or that modern humans were already sophisticated 

artists when they spread out of Africa starting about 

60,000 years ago. –Ann Gibbons

One approach works with both ES cells 

and so-called induced pluripotent stem 

cells—reprogrammed cells that can be 

made from a patient’s skin cells. The 

recipe is complex, and it takes 7 weeks 

to convert stem cells into the insulin-

producing cells. But researchers can grow 

200 million of the β-like cells in a 500-ml 

flask—in theory, enough to treat a patient. 

The other method takes 6 weeks and 

can produce one β-like cell for every two 

ES cells at the start.

To use the cells to treat type 1 diabe-

tes, researchers need to develop ways of 

protecting them from the autoimmune 

reaction that kills β cells in the first place. 

Meanwhile, the grown-to-order cells give 

scientists an unprecedented chance to 

study diabetes in the lab. Researchers have 

already started to compare β cells made 

from skin cells of healthy subjects with 

those made from patients with diabetes, 

hoping to pinpoint the key differences. 

–Gretchen Vogel

Human pancreatic β cells made 

in the lab produce enough insulin 

(green) to cure a diabetic mouse 

2 weeks after transplant. 

Published by AAAS
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Everywhere on Earth, the genetic code at 

the heart of living things consists of the 

same four genetic letters. Everywhere, 

that is, except in a flask of Escherichia 

coli bacteria on a lab bench in south-

ern California. There, researchers this year 

engineered the bacteria to incorporate two 

additional letters into their genetic alpha-

bet. In addition to the natural nucleotides, 

in which G pairs with C and A pairs with 

T, the bacterial DNA includes a novel pair: 

X and Y.

Researchers around the globe had 

already devised several pairs of “unnatural” 

nucleotide bases that, in the test tube, could 

fit within DNA’s double helix. They also 

managed to get DNA’s copying machine, an 

enzyme known as DNA polymerase, to copy 

some of these new pairs. But no one had 

ever made it all happen inside living 

organisms—until this year.

For now, the new letters in the E. coli 

DNA don’t code for anything, but in 

principle, researchers could use them 

to create designer proteins that include 

“unnatural” building blocks: amino acids 

beyond the 20 encoded by the bases in 

normal DNA. Researchers have previously 

used genetic tricks to do that with natu-

ral DNA. But adding the new X-Y combo 

should make the process far easier. That 

could be a godsend for makers of medicines 

and materials. And perhaps not the only 

one: This year, in a parallel effort to tailor 

DNA, synthetic biologists also modified its 

chemistry to create novel catalysts.

Eventually, the expanded genetic code 

Memory is notoriously malleable. Our 

recollections fade and take on new 

meanings; sometimes we remember 

things that never even happened. But 

just what is happening in our brain 

as memories are remodeled remains 

mysterious.

Recently, however, scientists have 

started to grasp and tinker with 

memory’s physical basis. Last year, in 

work evocative of films such as Eternal 

Sunshine of the Spotless Mind and 

Inception, researchers discovered ways 

to manipulate specific memories in mice 

using optogenetics, a powerful technique 

that can trigger nerve cells in animals’ 

brains by zapping them with beams of 

laser light. In a series of experiments, 

they showed that they could delete exist-

ing memories and “incept” false ones.

This year, researchers went even fur-

ther: switching the emotional content 

of a memory in mice from bad to 

good and vice versa. Under the laser, 

for example, male mice that had once 

associated a certain room with being 

shocked were tricked into acting as 

though they had once met friendly 

female mice there instead.

Whether the mice in these experi-

ments actually experienced vivid false 

memories or just a fuzzy sense of 

pleasure or fear is unclear. Nor is it 

clear whether the findings apply to the 

tricks of memory so familiar to people. 

Long-sought therapeutic advances, such 

as treatments for post-traumatic stress 

disorder, could remain far off. One thing 

is certain, however: Once considered 

beyond scientific dissection, memory is 

finally starting to yield its secrets. 

–Emily Underwood 

Manipulating 
memory

By zapping the brain 

cells of mice with 

light, researchers 

can create, erase, or 

alter memories.

Giving life a bigger 
genetic alphabet
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Scorecard for 2014
Every year, the Breakthrough staff 
picks scientific developments likely 
to make news in the coming months. 
The numbers of bars show how last 
year’s forecasts fared; those for 2015 
are on page 1450.

SPACE GHOSTS  

Last year, physicists with IceCube, a mas-

sive neutrino detector deep in the ice at the 

South Pole, spotted high-energy neutrinos 

from beyond our solar system. But could 

IceCube track enough to pinpoint their mys-

terious sources? We predicted the IceCube 

team would release search results this year, 

and in November, it did—but didn’t nail down 

any obvious sources.

CLINICAL GENOMES  

Tests that sequence a patient’s protein-

coding DNA (the exome) or entire genome 

to uncover disease-causing glitches are fast 

becoming routine for rare disorders. Whole 

genome or exome sequencing to identify 

tumor mutations remains largely a research 

endeavor, however.

COSMIC HISTORY, WITH A TWIST

We predicted that cosmologists mapping the 

afterglow of the big bang might spot swirls 

that would be a telltale sign that in the first 

sliver of a second the universe underwent an 

exponential growth spurt called inflation. In 

March, one team claimed just such a sight-

ing, but by September another had shown 

that the signal may be entirely spurious (see 

breakdown runners-up, p. 1451).

BYE-BYE, CHIMPS?  

Chimpanzees still live in U.S. research labs, 

but efforts continue to grant them “legal 

personhood”—and the right to be free. The 

Nonhuman Rights Project lost all three of the 

lawsuits it launched last year to try to free 

four New York chimps—including two lab 

chimps—from captivity. This year, it appealed 

each case and now has its sights set on the 

state’s highest court.

Expanded DNA
6 nucleotides, 

3 base pairs

Expanded RNA
6 nucleotides
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The rise of the CubeSat
A decade ago, CubeSats were just educational tools, a way for university students 

to place a simple Sputnik in space. Now these 10-centimeter boxes, built with 

off-the-shelf technology and costing hundreds of thousands of dollars rather than 

hundreds of millions, have taken off. More than 75 were launched this year, a 

record. What’s more, the little boxes are starting to do real science.

Increased and affordable access to space is driving much of the boom. 

CubeSats can hitch a ride on commercial or government rockets carrying bigger 

spacecraft, or they can be pushed out the door of the International Space Station. 

The rapid-fire launch rate is encouraging something never before seen in space: 

risk-taking. Designers can tolerate a failure or two and quickly get back in the 

game. As technology advances, they can also swap in better solar panels, batter-

ies, or processors.

Private money has taken notice, funding companies such as Planet Labs, which 

is monitoring Earth with a swarm of perennially replaced CubeSats. Their small 

telescopes take pictures with relatively poor spatial resolution—a few meters—but 

at frequent intervals. Spy agencies may not be seduced, but Planet Labs’ data are 

plenty useful for monitoring deforestation, urban development, and river changes.

Coming up next: CubeSats that talk to one another while taking measurements. 

Among other things, such CubeSat constellations will be able to cover more area, 

faster, or monitor Earth’s surface in several wavelengths at once. If they work, 

CubeSats will have demonstrated not only that small is beautiful, but also that the 

whole is greater than the sum of its parts. –Eric Hand

could also serve a more academic 

pursuit, enabling researchers to test 

whether bacteria equipped with the 

excess letters might evolve novel skills 

not found in their wild kin. That may 

sound like a scenario for a dystopian 

techno-thriller, but the researchers 

say there’s no need to worry: Because 

unnatural DNA letters don’t exist 

outside the lab, any bacterial escap-

ees would not be able to replicate 

their artificially expanded genetic 

instructions and pass them on to their 

offspring. –Robert F. Service

Two Earth-observing CubeSats 

(dark oblong objects) shoot from a 

satellite deployment device on the 

International Space Station.
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ARCTIC SEA ICE

As the world heats up, so does research 

into far-reaching consequences of shrink-

ing Arctic sea ice. Sea ice loss is already 

known to amplify warming in the region, as 

the open ocean absorbs more energy from 

the sun. But what impact the warming 

Arctic has on lower latitude weather—and 

whether it is to blame for some of the 

weather extremes of the past decade, from 

Asian monsoons to European winters—

is still hotly debated. Identifying long-

distance connections within the complex 

dynamics of atmospheric circulation is no 

easy task. This year, scientists proposed a 

few patterns to watch, including large-scale 

Rossby waves and the polar jet stream. In 

2015, expect efforts to pin down how they 

might exert an Arctic influence on weather 

thousands of miles south.

SOLAR SYSTEM 

ENCOUNTERS

The year of the comet came 

in 2014. But 2015 is apt to be 

the year of the dwarf planet. In 

March, NASA’s Dawn spacecraft 

will arrive at Ceres, the largest 

object in the asteroid belt and 

one that contains a surprising 

amount of ice. Four months 

later, in July, NASA’s New Hori-

zons spacecraft will speed past 

Pluto in a brief but momentous 

encounter. The two icy bodies 

are twins of a sort. In 2006, 

the International Astronomical 

Union upgraded Ceres from an 

asteroid to a dwarf planet and 

demoted Pluto from a planet to 

a dwarf. Some scientists have 

proposed that both objects were created 

when icy cometesimals clumped together 

in the outer reaches of the solar system, 

then wound up in wildly different places, 

perhaps tossed there by the gravitational 

shenanigans of a roving Jupiter. The two 

missions should go a long way toward 

sorting out the origin stories.

LHC RESTART

Next spring, the Large Hadron Collider 

(LHC) at CERN, the European particle 

physics laboratory near Geneva, Switzer-

land, will power up after 2 years of repairs. 

In July 2012, the LHC blasted out the 

Higgs boson, the last piece in physicists’ 

standard model of the known particles. 

But some researchers say that if accel-

erator-based particle physics is to have a 

future, the massive machine will have to 

discover something beyond the tried-

and-true standard model. Now the LHC is 

back for another try, at energies expected 

to be nearly twice as high as in the first 

run. Look to see whether the LHC finally 

reaches its design energy—and whether, 

in the next few years, it discovers new 

mysteries to sustain the field.

COMBINED IMMUNOTHERAPY

Cancer immunotherapy, Science’s 

Breakthrough of 2013, continues to surge 

as clinical researchers amass evidence 

that the immune system can be a power-

ful ally against tumors. One big focus 

now is mixing and matching treatments: 

combining two novel immunotherapies, 

for example, or an immune strategy with a 

targeted drug, radiation, or chemotherapy. 

Dozens of clinical trials are under way—

ranging from a phase I study in melanoma 

that combines the recently approved 

immunotherapy drug ipilimumab with 

another treatment that slows blood vessel 

growth, to a phase III trial testing whether 

ipilimumab and chemotherapy outperform 

chemotherapy alone in treating lung cancer. 

The results could make it easier for oncolo-

gists to match treatments to patients. But 

potential toxicity of the new strategies 

remains a concern.

This year, an Ebola outbreak that 

began in the remote Guinean village 

of Meliandou grew into a widespread 

epidemic that has alarmed the entire 

world. Outpacing efforts to contain 

it, the virus has ravaged Guinea and 

neighboring Liberia and Sierra Leone, 

creating a public health breakdown 

that Margaret Chan, director-general 

of the World Health Organization 

(WHO), described as “likely the 

greatest peacetime challenge that the 

United Nations and its agencies have 

ever faced.”

Ebola outbreaks have flared every 

few years since the virus was first 

identified in 1976. Yet until now, con-

tainment efforts derailed all outbreaks 

within a few months and kept them 

mostly remote and local, limiting the 

total number of cases to only 2500 or 

so. This time around, the virus spread 

across borders and through crowded 

cities, taking advantage of shaky health 

systems and a slow, uncoordinated 

international response to grow into an 

epidemic that has sickened more than 

18,000 people and killed nearly 7000 

so far, with isolated cases as far afield 

as Spain and the United States. “I won-

der whether one person in the world 

could say that he or she predicted this 

outbreak,” says Bertrand Draguez, the 

medical director for Doctors Without 

Borders (MSF) in Brussels. Its future 

course is equally unpredictable.

After the first case in Meliandou 

in December 2013, it took 3 months 

for health officials to realize an Ebola 

outbreak was under way. MSF quickly 

sent in teams, and by late March, the 

virus had spread to four districts in 

Guinea, and Liberia and Sierra Leone 

had suspected cases. “We are facing an 

epidemic of a magnitude never before 

seen,” MSF warned on 31 March. But 

over the next month and a half, the 

outbreak waned and even Guinea’s 

president declared the situation “well 

in hand.”

By mid-June, however, the number 

of cases in the three countries had sky-

rocketed to 504, surpassing the largest 

previous outbreak. MSF announced it 

no longer had enough staff to keep up 

Areas to watch in 2015
Science is a moving target. In addition to looking back on achievements of the 
previous year, the Breakthrough staff also hazards a few informed guesses about 
developments likely to make news in months to come.

Breakdown of 
the year: Ebola

BREAKTHROUGH OF THE YEAR2014

Combination therapies that help harness T cells and other 

immune cells in the cancer fight are a key area to watch.

Published by AAAS
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Breakdown runners-up
Unfortunately, there’s always more 

than enough bad news to fill this 

category. A few of this year’s notable 

flaps, stumbles, and reverses. 

STEM CELLS MADE EASY?

Rarely has so dazzling a claim gone down 

in flames so quickly. In January, research-

ers from Japan and the United States 

published what purported to be an easier, 

more powerful new method for turning 

adult cells into stem cells. But within 

3 weeks, online commentators spotted 

questionable images in the two papers. 

Doubts multiplied as other labs around the 

world tried and failed to repeat the feat. 

Lead author Haruko Obokata was found 

guilty of misconduct, Nature retracted 

the papers, and in a tragedy that shook 

the field, one co-author took his own life. 

Officials in Japan radically reorganized the 

RIKEN institute where most of the work 

was done, cutting staff from more than 

500 to 250.

GLIMPSE OF CREATION?

In March, cosmologists working with a 

specialized telescope at the South Pole 

called BICEP2 claimed they had spotted 

in the afterglow of the big bang a sure 

signal that the newborn universe had 

undergone a bizarre growth spurt known 

as inflation. Others suggested the signal 

could have come from dust within our 

own galaxy, and in September, research-

ers with the European Space Agency’s 

Planck spacecraft showed that most or 

all of it probably does. The two teams are 

working on a joint analysis, but the bold 

claim seems unlikely to hold up.

LAWMAKERS VERSUS NSF

Is the science committee for the U.S. 

House of Representatives broken or 

simply doing its job as watchdog? The 

U.S. research community watched 

with dismay this year as the commit-

tee, led by Representative Lamar Smith 

(R–TX), pummeled the National Science 

Foundation and other federal science 

agencies at hearings, in press releases, 

and with subpoenas and legislation. Smith 

says he’s making sure the government 

spends tax dollars wisely. His actions have 

captured headlines, but many scientists—

remembering the bipartisan, big-picture 

policy discussions that used to be the 

panel’s bread and butter—might prefer a 

return to quiet obscurity.

with the spread. Wobbly health care sys-

tems in the three countries—which long 

had suffered from political instability, cor-

ruption, and staggering poverty—began 

to collapse. Overwhelmed clinics had no 

beds for the sick, who returned home and 

infected others.

The problem still drew little inter-

national attention until two American 

missionary health care workers became 

infected in late July. On 8 August, WHO 

declared the epidemic a “public health 

emergency of international concern.” 

A month later, U.S. President Barack 

Obama announced that 

the country would send 

in 3000 military troops to 

help, millions of dollars 

of aid poured in, and an 

aggressive push emerged 

to develop Ebola drugs 

and vaccines.

Finger-pointing esca-

lated in lockstep with 

the case counts. WHO 

and the international 

community took too long to act. No one 

effectively coordinated responses. Local 

governments played ostrich, fudged case 

reports, and imposed counterproduc-

tive quarantines. Frightened health care 

workers stayed away from work. Affected 

communities attacked aid workers and 

ostracized survivors. Sick people refused 

to go into isolation or divulge their 

contacts. Some cultures resisted changing 

dangerous burial practices.

Over and above those factors, the 

region’s permeable borders and extensive 

transportation routes have complicated 

contact tracing and expanded the epidem-

ic’s reach. More vexing still, the sudden 

surges of patients in ever-changing locales 

have meant a constant shortage of trained 

doctors, nurses, janitors, ambulance driv-

ers, and gravediggers.

Although Liberia has 

recently made progress 

in some places, Draguez, 

who recently visited 

10 Ebola treatment units 

MSF runs in the three 

affected countries, says 

the end is nowhere in 

sight. “We have to keep 

on going with the same 

level of energy for 6 or 

8 or even 12 months,” 

he warns. Already the Ebola epidemic 

of 2014 has made it starkly clear that 

we must move steadily and aggressively 

against this virus, or it will continue to 

teach us lessons we do not want to learn. 

–Jon Cohen

Overwhelmed by Ebola in August, Monrovia converted this primary school classroom 

to an isolation ward. The health care worker is disinfecting a corpse. 

“I wonder whether 
one person in the 
world … predicted 
this outbreak.”
Bertrand Draguez, 

Doctors Without Borders

Published by AAAS
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By Jon R. Lorsch 1 *, Francis S. Collins 2, 

Jennifer Lippincott-Schwartz 3, 4   

Technologies and policies can improve authentication

CELL BIOLOGY

Fixing problems with cell lines

concerns, developing corrective measures 

for cell line misidentification and contami-

nation warrants renewed attention.

Since the 1960s, more than 400 widely 

used cell lines worldwide have been shown 

to have been misidentified ( 2,  3). Cells origi-

nally thought to have been derived from 

one tissue type have later been found to be 

from a different tissue. In some cases, even 

the species of the cells has been misidenti-

fied. A 2011 study of 122 different head and 

neck cancer cell lines revealed that 37 (30%) 

were misidentified ( 4). Analyses of a variety 

of tissue culture collections and cells sent to 

repositories for curation and storage from 

labs in the United States, Europe, and Asia 

suggest that at least 15% of cell lines are mis-

identified or contaminated ( 4,  5).

Misidentified cell lines can create prob-

lems at many levels of biomedical research. 

For example, studies using just two misiden-

tified cell lines were included in three grants 

funded by the U.S. National Institutes of 

Health (NIH), two clinical trials, 11 patents, 

and >100 papers ( 6). Nonetheless, the need 

for validation and accurate reporting of cell 

line identity does not appear to be widely rec-

ognized by researchers; a 2013 study found 

that fewer than half of cell lines were unam-

biguously identified in published studies ( 7).

A number of factors contribute to the prob-

lems of cell line misidentification and con-

tamination. For example, inadvertently using 

a pipette more than once when working with 

different cell lines in culture can lead to cross 

contamination. If the contaminating cell line 

divides more rapidly than the original cells, it 

can quickly dominate the population, chang-

ing the identity of the culture. This event 

often goes undetected because cells from dif- IL
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espite the important role of cell 

culture in the study of biology and 

medicine, evidence has accumulated 

that cell lines are frequently mis-

identified or contaminated by other 

cells or microorganisms. This can 

be a substantial problem in many fields, 

such as cancer research, where drugs are 

initially tested using a cell line 

derived from the targeted type 

of tumor ( 1). If a drug is tested 

on the wrong cell line, research can lead to 

unreliable results, and discovery of effective 

treatments can be delayed. Even in basic re-

search, use of mistaken cell lines can hinder 

progress because of variations in cell behav-

ior among different cell types. Given these 

POLICY

PERSPECTIVES
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ferent sources can be morphologically simi-

lar (see the photo). Cultured cells can also 

become contaminated with mycoplasma, vi-

ruses, or other microbes, which can alter the 

cells’ behavior. Recent analyses suggest that 5 

to 10% of cell culture studies have used cells 

contaminated with mycoplasma ( 8,  9). Cell 

lines in culture can also change over time 

without any external contamination. As they 

grow in the lab generation after generation, 

cells can undergo chromosomal duplications 

or rearrangements, mutations, and epigene-

tic changes that alter their phenotypes. Given 

these factors, in the absence of preventative 

steps, cell line alteration is inevitable and po-

tentially problematic.

Concerned scientists and research organi-

zations have made efforts to deal with this 

problem. In 2007, the NIH issued a Guide 

Notice ( 10) drawing attention to the mis-

identification of cell lines and calling on 

the reviewers of grants and manuscripts to 

pay special attention to this issue. Despite 

these efforts, the problem appears to have 

persisted. The time and cost required for 

authenticating cell lines likely has been a 

barrier to widespread adoption of best prac-

tices. Shortcomings in training also play a 

role, as do sociological issues. For example, 

it is hard for both individual scientists and 

their fields to accept that their work could 

be called into question because the wrong 

cell line was used. For some researchers, the 

problem may even seem insignificant in the 

context of their specific research focus; after 

all, all animal cells have microtubules, mo-

tor proteins, and ribosomes, which may lead 

some scientists to feel that the particular cell 

type they are studying is irrelevant. These 

issues may help explain why, even after the 

misidentification of a cell line has been made 

public, researchers often continue to publish 

work attributing the line to its misidentified 

source [reviewed in ( 11)].

So what more can we do to address this 

problem? We believe the biomedical research 

community—including funding agencies, 

scientific societies, journals, reagent suppli-

ers, and investigators themselves—needs to 

give greater focus to the problem of cell line 

misidentification and must work together to 

develop new ways to address the complex 

issues associated with it. A multipronged 

strategy that combines additional research, 

alteration of practices, improved training, 

and investment in the development of new 

technologies will be necessary.

Some research institutes are urging all 

their scientists to fingerprint new cell lines 

as soon as they arrive in the lab and peri-

odically thereafter. Fortunately, the cost 

of validating cell lines is falling thanks to 

improvements in testing techniques. One 

method, using short tandem repeat (STR) 

analysis to identify DNA sequences unique 

to a cell line, is now widely available. This 

approach is inexpensive and rapid, and 

there are online databases that allow STR 

fingerprints to be compared to verify cell 

line identity. For example, ATCC has an STR 

database of all of its human cell lines. Al-

though it can authenticate commonly used 

human cell lines, STR cannot distinguish 

many lines from other species, and it lacks 

the resolution needed to identify most ge-

netic changes. It is also a technique that is 

usually done in core facilities rather than 

routinely by individual researchers, which 

presents a barrier to frequent use. Thus, we 

still need technological improvements to ad-

dress these problems.

For its part, the NIH is considering several 

approaches to help catalyze improvements 

in identifying cell lines and maintaining 

their integrity. First, grant applicants may 

be required to provide information on how 

they intend to address concerns about the 

identity of their cell lines, the composition 

of their key reagents, and contamination 

of their cells, similar to the model organ-

ism—sharing plans that are already included 

in NIH grant applications. Standards and 

suggested best practices will be developed 

with the help of academic and industrial 

researchers, the professional societies, and 

other organizations and government agen-

cies, such as the American Society for Cell 

Biology, the Global Biological Standards 

Institute, and the U.S. National Institute of 

Standards and Technology.

The NIH is also considering investing 

in development of improved technologies 

for cell culture studies, including faster, 

cheaper, and easier methods for the valida-

tion of cell lines and inexpensive, defined, 

and controllable media for cell growth. 

These are areas where reagent suppliers 

and equipment manufacturers will also 

need to play a role. In addition, the NIH is 

exploring funding studies to determine the 

extent to which variables such as cell type 

and genetic drift affect the reproducibility 

and generalizability of biomedical research 

results. Recently, several components of 

the NIH launched an initiative to help uni-

versities and other organizations enhance 

training in good laboratory practices ( 12), 

an effort in which the professional societies 

could also be instrumental. Given the global 

nature of the cell line authentication prob-

lem, the NIH will engage additional funding 

agencies in the United States and around 

the world to develop concerted approaches 

to address these and other problems related 

to reproducibility in cell culture studies and 

overall rigor of experimental design in life 

sciences research ( 13).

The journals and their reviewers also have 

an important role to play; they can ensure 

that authors include in published manu-

scripts data on cell line quality and identity, 

as well as details about key reagents used 

in their studies. Some journals have already 

adopted guidelines and checklists to help 

make sure these goals are achieved ( 14), 

and we urge widespread adoption of these 

standards. Of course, the authors themselves 

are ultimately responsible for authenticating 

their cell lines as rigorously and carefully as 

possible and for training the next generation 

of scientists to do the same.

If all of these groups work together, we are 

confident that the reproducibility and rigor 

of cell culture studies done will improve.          ■ 
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Similar cells, different species. Monkey cells (red) 

and human cells (green) growing together in culture. 

1Director, National Institute of General Medical Sciences, 
Bethesda, MD 20892, USA. 2Director, National Institutes of 
Health, Bethesda, MD 20892, USA. 3President, American Society 
for Cell Biology, Bethesda, MD 20814, USA. 4National Institute 
of Child Health and Human Development, Bethesda, MD 20892, 
USA. *Corresponding author. E-mail: jon.lorsch@nih.gov 10.1126/science.1259110

Published by AAAS



INSIGHTS   |   PERSPECTIVES

1454    19 DECEMBER 2014 • VOL 346 ISSUE 6216 sciencemag.org  SCIENCE

          E
ndogenous retroviruses are footprints 

left by past retroviral infections that 

have incorporated viral elements into 

our genomes ( 1). They constitute an 

important component of our virome, 

the collective genomes from viruses 

peacefully inhabiting our body ( 2). These 

viruses are part of a larger community of 

commensal and symbiotic microorgan-

isms. The most studied members of this 

microbiota are commensal bacteria colo-

nizing mucosal organs, including the gut 

( 3). Besides breaking down food and gen-

erating nutrients, gut commensals impede 

the growth of pathogens and stimulate im-

mune system development, including the 

production of antibodies by intestinal and 

systemic B cells ( 4,  5). On page 1486 of this 

issue, Zeng et al. ( 6) show that endogenous 

retroviruses can also mobilize B cells to 

rapidly produce antibodies against patho-

genic antigens.

Protein antigens usually elicit antibody 

production by B cells through a T cell–de-

pendent pathway that involves B cell–T cell 

interaction in lymphoid follicles ( 7). En-

gagement of the B cell receptor (BCR) by 

discrete protein epitopes, as well as the pro-

duction of B cell–stimulating factors by T 

cells, trigger the differentiation of follicular 

B cells into long-lived memory B cells and 

plasma cells that produce protective immu-

noglobulin G (IgG) antibodies ( 8).

Carbohydrate antigens predominantly 

activate a T cell–independent pathway that 

involves extrafollicular B cells positioned 

in the marginal zone of the spleen ( 9). In 

the presence of extensive BCR cross-linking 

by large polysaccharides called type-2 TI 

(TI-2) antigens ( 10), these B cells rapidly 

differentiate into short-lived plasma cells 

that secrete protective IgM and some IgG 

antibodies ( 11). Despite recent advances 

( 12), the mechanism whereby TI-2 antigens 

activate marginal zone B cells without help 

from T cells remains poorly understood.

Zeng et al. discovered that BCR cross-link-

ing by TI-2 antigens activates an intracellu-

lar signaling cascade that includes Bruton’s 

tyrosine kinase (BTK) and the transcrip-

tion factor nuclear factor κB (NF-κB). NF-

κB transcribes endogenous retroviral DNA, 

and the resulting viral RNA can activate B 

cells through two distinct but complemen-

tary pathways. In one pathway, the viral 

RNA triggers an RNA sensor called retinoic 

acid–inducible gene–1 (RIG-I) and its down-

stream adaptor mitochondrial antiviral sig-

naling (MAVS). In the other pathway, the 

viral RNA is reverse transcribed into DNA, 

which triggers a DNA sensor called cyclic 

GMP-AMP synthase (cGAS). This protein 

catalyzes the synthesis of cyclic GMP-AMP 

(cGAMP), which in turn binds and activates 

the stimulator of interferon genes (STING). 

Ultimately, signals from these sensors pro-

mote the activation and expansion of an-

tigen-specific B cells, which subsequently 

differentiate into antibody-secreting plasma 

cells (see the figure).

Help from endogenous retroviruses ap-

pears to be restricted to B cell responses 

against TI-2 antigens such as capsular poly-

saccharides from Streptococcus pneumoniae 

and Pneumovax, a commercial vaccine 

against S. pneumoniae. Whether these ret-

roviruses help both follicular and extrafol-

licular B cells indiscriminately or specifically 

target the latter remains unclear. Extrafollic-

ular marginal zone B cells and B-1 cells are 

innate-like B cells that specialize in mount-

ing “professional” responses to TI-2 anti-

gens ( 13). Thus, marginal zone B cells and 

B-1 cells may constitute the main recipient 

of adjuvant-like signals from endogenous 

retroviruses. In this regard, it remains to be 

investigated whether marginal zone B cells 

and B-1 cells have elevated basal amounts of 

endogenous retroviruses. Should that be the 

case, these viruses may contribute to the pre-

activation state that characterizes both mar-

ginal zone B cells and B-1 cells and accounts 

for their readiness against blood-borne and 

mucosal antigens ( 9).

Although TI-2 antigens stimulate a rapid 

burst of antibody production, they do not 

efficiently induce long-term immunologi-

cal memory, as seen with antigens that 

stimulate a T cell–dependent pathway of 

B cell activation. In addition, TI-2 antigens 

are poorly immunogenic in infants and 

certain immunodeficient patients. Several 

strategies circumvent these limitations. 

Conjugation of TI-2 antigens with proteins 

or Toll-like receptor agonists enhances sys-

temic but not mucosal antibody responses. 

Antigen

BCR

BTK

NF-κB

Nucleus
Genes

(activation, proliferation)

RNA sensor

DNA sensor

Marginal sinus

Marginal zone

White pulp

B cell activation, 
proliferation and IgM 

secretion

B cell

TI-2 
antigen

Central 
arteriole

Endogenous 
retrovirus RNA

Mobilized virome. Circulating TI-2 antigens are presented by macrophages and dendritic cells to B cells in the 

marginal zone of the spleen. Extensive cross-linking of the BCR by TI-2 antigens activates a signaling cascade that 

leads to transcription of endogenous retroviral DNA. The resulting viral RNAs either activate the RNA sensor pathway 

(through RIG-1 and MAVS) or become reversed transcribed into DNAs that trigger the DNA sensor pathway (involving 

cGAS and STING). Adjuvant-like signals from both sensors induce the activation and expansion of B cells and their 

differentiation into antibody-secreting plasma cells.
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Silent retroviruses present in the human genome help B 
cells launch a rapid response to pathogenic antigens
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The latter may benefit from adjuvant-like 

signals generated by viral elements ( 14), in-

cluding endogenous retroviruses. Even un-

der steady-state conditions, the continuous 

stimulation of mucosal B cells by commen-

sal antigens might increase the expression 

of endogenous retroviruses.

Similar to bacterial polysaccharides, car-

bohydrates linked to large viral glycoproteins 

may generate TI-2–like B cell responses ( 15). 

Given that certain viral infections stimulate 

the expression of endogenous retroviruses, 

adjuvants containing endogenous retroviral 

sequences may enhance both the magni-

tude and breadth of neutralizing antibody 

responses to viruses, including HIV. Thus, 

a full understanding of our virome may 

catalyze more efficient strategies to enhance 

protective humoral responses. However, tar-

geting these viruses with vaccines should be 

approached with caution, as certain endog-

enous retroviruses could precipitate or accel-

erate the development of autoimmunity and 

cancer as well as the spreading of a preex-

isting HIV infection. In this context, defin-

ing the “virotype” of each individual may be 

preferable to defining how individual viral 

strains regulate the immune response. Indi-

vidual virotypes would define a distinct set 

of endogenous retroviruses that share target 

cells, sensors, and downstream transcription 

factors in an individual ( 2).

The study by Zeng et al. is a reminder that 

the virome is an integral part of our genetic 

identity. Thus, deciphering human virotypes 

may help elucidate the interindividual differ-

ences than cannot be explained solely by ge-

netic mutations. Together with the bacterial 

microbiome, the retrovirome likely shapes 

both the magnitude and quality of the im-

mune response. Future advances in our un-

derstanding of host-virome relationships are 

bound to generate new insights into the role 

of these peaceful genome inhabitants in in-

fection, vaccination, inflammatory disease, 

autoimmunity, and cancer.            ■ 
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      L
ife today depends on the chemical 

activity of proteins. Scientists have 

attempted for decades to understand 

their intricate structures and diverse 

chemical activities and to emulate 

their properties by design. However, 

designing structured polypeptide chains—

a prerequisite for creating functional pro-

teins—has proven extremely challenging. 

Recent years have seen progress in the de-

sign of folded proteins in aqueous solution 

( 1) and of proteins that are catalytically ac-

tive ( 2), but the design of membrane pro-

teins remains in its infancy ( 3). A landmark 

study by Joh et al. on page 1520 of this issue 

( 4) meets two major challenges in the quest 

to engineer new proteins: the design of a 

folded membrane protein that performs a 

biomimetic function.

By the time of the last universal common 

ancestor of all life on Earth, some 3.5 bil-

lion years ago, a tripartite division of labor 

had emerged among life’s macromolecules, 

with DNA assuming the role of information 

repository, proteins providing catalytic ac-

tivity, and RNA mediating between them. 

All three require defined three-dimensional 

structures to fulfill their biological roles. 

But whereas nucleic acids fold spontane-

ously and recover their structure robustly 

after denaturation, protein folding is a com-

plicated process that is easily derailed; after 

denaturation, proteins typically aggregate 

and have to be degraded and resynthesized.

Rapid advances in engineering nucleic 

acids have made genetic engineering a 

routine technology, with a broad range of 

applications and predictable outcomes. 

Engineering proteins, on the other hand, 

turned out to be an altogether more diffi-

cult proposition due to what has become 

known as the protein folding problem: How 

does an amino acid sequence determine a 

protein’s structure?

Two aspects in particular have made 

this problem intractable. First, most amino 

acid chains do not have a folded structure. 

This may seem counterintuitive, because 

the chains we typically encounter are those 

of natural proteins, and most of these are 

folded. However, screens of polypeptide li-

braries have shown that fewer than one in 

a billion exemplars is folded. Second, for 

the few chains that fold, the free energy of 

folding is equivalent to just a few hydrogen 

bonds. Most folded proteins are thus ener-

getically quite close to the unfolded state—a 

fact illustrated by the disruption that heat 

shocks of just a few degrees above normal 

growth temperature can cause. Because 

What I cannot create, 
I do not understand

A designed ion channel. The ability to reproduce a biological activity in a designed membrane protein, reported 

by Joh et al., is an essential step in establishing that the underlying principle is understood, as stated succinctly in 

Richard Feynman’s well-known dictum of the title.

By Andrei N. Lupas 

A designed protein transports ions across a membrane
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structure is a prerequisite for chemical ac-

tivity, protein engineering is still caught up 

in this problem.

Although a general solution to the pro-

tein folding problem would greatly help 

design, solutions for simplified cases ( 1, 

 5), such as for short, idealized, or repeti-

tive polypeptide chains, have nonetheless 

allowed the field to move forward. Incor-

pration of sequence patterns conserved in 

evolution has also been very helpful, as has 

the use of naturally occurring protein frag-

ments as building blocks. Successful design 

efforts have not only replicated some natu-

ral folds and enzymatic activities, but also 

generated new folds and catalytic activities 

( 1,  2). As in the well-known dictum by Rich-

ard Feynman, “What I cannot create, I do 

not understand,” successful design is also a 

powerful way to show that a design prin-

ciple has been understood.

One of the best model systems for pro-

tein design is the coiled coil, a fibrous fold 

formed by two or more helices in parallel 

or antiparallel orientation curved around 

a central axis ( 6). Coiled-coil helices pack 

along seams of residues that form regular, 

geometrically defined interactions; they 

thus have repetitive sequences of low com-

plexity. They become structured at shorter 

lengths (often 25 to 30 residues) than do 

globular folds (typically more than 70 resi-

dues) and are more stable. Uniquely among 

proteins, their structure can be described by 

parametric equations (the Crick equations) 

( 7), and can thus be computed (rather than 

simulated, a vastly more laborious process) 

( 4,  5,  8– 10). Recent studies, including that 

by Joh et al., substantially extend the range 

of engineered coiled-coil forms ( 4,  9,  10).

Huang et al. ( 9) designed antiparallel 

bundles of three and four helices that de-

part from the common coiled-coil sequence 

periodicity of seven residues by having 18- 

and 11-residue periodicities, respectively, 

and are unusually stable. The authors also 

built a parallel pentameric coiled coil, 

which marks a transition from bundles 

with tightly packed cores to barrels enclos-

ing a central, solvent-accessible channel.

The interhelical interactions in coiled-

coil barrels involve two seams of residues 

(rather than one, as in bundles) and are 

hence harder to design. Thomson et al. ( 10) 

classify these complex seams into three 

types according to their geometry and show 

that they have understood the principles 

governing one type by designing penta-, 

hexa-, and heptameric barrels. On the ba-

sis of experiments demonstrating differen-

tial chemical accessibility of the channels 

formed by such barrels ( 11), they highlight 

their potential as catalysts.

These channels also have a clear poten-

tial for transmembrane solute transport 

( 12). Joh et al. now illustrate this by build-

ing a membrane-embedded coiled coil that 

contains two Zn2+ binding sites close to 

its ends. By design, the coiled coil (called 

Rocker) oscillates dynamically between two 

states, such that when Zn2+ is bound at one 

site, it is released at the other. By further 

designing the binding sites such that they 

can either coordinate zinc ions or hydrogen 

ions, but not both, Joh et al. ensure that 

these ions are transported in opposite di-

rections. Indeed, they show that Rocker can 

translocate three to four hydrogen ions in 

one direction for every Zn2+ ion in the other, 

even against a pH gradient (see the figure). 

An extensive characterization of the struc-

ture and activity of this synthetic antiporter 

proves the accuracy with which all design 

goals have been met.

The study of Joh et al. convincingly 

breaks several barriers in protein engi-

neering: taking protein design from the 

solvent into the membrane, aiming for 

dynamic properties rather than for stabil-

ity, and achieving an advanced biomimetic 

function from first principles, without re-

course to screening or directed evolution. 

The work opens up exciting new avenues 

for membrane protein engineering, given 

that most membrane proteins are helical 

bundles and that Grigoryan and Degrado 

( 13) have provided a general extension of 

the Crick equations to these structures. It 

should not be overlooked, however, that 

extending these advances to other protein 

folds remains a challenge.          ■
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          H
ow do electric fields affect enzymatic 

processes? Binding and crystallo-

graphic studies have shown that 

electrostatic interactions are impor-

tant in the substrate-binding step 

that initiates enzyme catalysis. How-

ever, for the subsequent steps, experimental 

data have been limited. The study of elec-

tric field effects on the transition state was 

therefore largely restricted to theory ( 1). On 

page 1510 of this issue, Fried et al. ( 2) use 

a recently developed technique to quantify 

the electrostatic contribution to the rate-

limiting step of an enzymatic reaction. They 

show that the local electric field accelerates 

the reaction, a finding that is likely to apply 

to other catalytic reactions.

The authors exploit the vibrational Stark 

effect (VSE), which results from the per-

turbation of molecular vibrational energy 

levels by the electric field. This effect is 

particularly strong for the stretching modes 

of carbonyls and nitriles, which exhibit di-

pole moments along their bond axes. When 

such probes are incorporated into proteins 

through binding of additional ligands or 

chemical modification of amino acid side 

chains, the frequency shifts induced by lo-

cal electric fields can be determined by in-

frared (IR) spectroscopy ( 3– 7).

Using this technique, Fried et al. study the 

enzyme ketosteroid isomerase (KSI), which 

catalyzes the isomerization of a group of ke-

tosteroids to their conjugated isomers ( 8,  9). 

The reaction cycle involves an enolate inter-

mediate and is associated with substantial 

changes of the dipole moment of the keto 

group (see the figure). KSI has one of the 

highest known unimolecular rate constants 

in biochemistry. Despite extensive study ( 9), 

the mechanistic basis for this high rate and 

specifically the role of electrostatics remain 

matters of debate.

The KSI enzyme also binds 19-nortestos-

terone (19-NT), but this ketosteroid cannot 

react owing to the position of the C=C dou-

ble bond. Nevertheless, the C=O group of 

19-NT adopts essentially the same position 

in the active site and experiences the same 

More than    
fine tuning

By Peter Hildebrandt 

Local electric fields 
accelerate an enzymatic 
reaction
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“…Rocker can translocate 
three to four hydrogen ions 
in one direction for every 
Zn2+ ion in the other, even 
against a pH gradient…”
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The catalytic power of local electric fields. (A) In the KSI enzyme, the ketosteroid 

substrate is first transformed into an enolate intermediate, followed by conversion to the 

conjugated product. Fried et al. show that the local electric field in the enzyme plays a key 

role in this reaction by stabilizing an increased dipole moment of the C=O group in the 

transition state and thereby lowering the activation barrier between the substrate and the 

enolate intermediate. (B) The structure of the active site of a KSI-inhibitor complex (Protein 

Data Bank accession no. 1OH0) shows the C=O group of the inhibitor and the key amino 

acids involved in the catalytic process ( 8).

hydrogen bond interactions as a reactive 

substrate. Hence, as for reactive substrates, 

the C=O bond of the bound 19-NT may be 

elongated, resembling a putative transition-

state structure (see the figure). In this sense, 

the C=O group of 19-NT is an ideal probe 

for the electric field environment in the first 

step of the catalytic reaction.

Fried et al. used IR difference spectros-

copy to identify the C=O stretching mode 

of the bound 19-NT on the background 

of protein signals. When 19-NT is bound 

to the wild-type (WT) enzyme, the C=O 

stretching frequency is drastically down-

shifted compared to the value measured for 

19-NT in water. To translate this frequency 

shift into electric field strength, the au-

thors carried out calibration experiments 

on 19-NT in different solvents. The analysis 

provided a linear correlation between the 

C=O stretching frequency of 19-NT and the 

electrostatic field.

The authors next examined the frequency 

shifts of the 19-NT keto function in differ-

ent mutants of the enzyme. Substitutions 

for amino acids in the active site led to 

smaller downshifts with respect to water 

as compared to the WT protein. These find-

ings confirm that the formation of the eno-

late is the rate-limiting step of the catalytic 

cycle. They also show that the local electric 

field stabilizes an increased dipole moment 

of the C=O group in the transition state, 

thereby reducing the energy barrier for the 

formation of the enolate intermediate (see 

the figure). Assuming that similar electric 

fields act on the C=O function in the ground 

and transition state, the authors determine 

a ~70% electrostatic contribution to the 

lowering of the activation barrier in the WT 

enzyme compared to the uncatalyzed reac-

tion in solution.

By reporting quantitative experimental 

data on the electrostatics of the rate-lim-

iting step—including the contribution of 

the crucial hydrogen bond interactions—

the study is important not only for un-

derstanding the enzymatic mechanism of 

KSI ( 9). It may also help to elucidate other 

enzymatic processes involving the attack 

at polar functional groups. It is very likely 

that the electric field–dependent accelera-

tion of elementary reactions is a general 

concept in biological catalysis and perhaps 

also in chemical catalysis, as suggested, for 

instance, for zeolite-based catalytic reac-

tions ( 10).

Fried et al.’s methodology for determin-

ing the local electric field is not restricted to 

enzymatic reactions. VSE spectroscopy may 

also be applied to other processes involving 

proteins, particularly those that take place 

at or in membranes and thus under the in-

fluence of additional external electric fields. 

Here, the key question is how changes of 

the transmembrane potential can modulate 

local electric fields to steer or initiate spe-

cific processes. Use of model membranes 

assembled on gold electrodes may allow 

VSE spectroscopy to be extended to trans-

membrane proteins; this setup enables con-

trol of the transmembrane potential and 

ensures increased sensitivity of surface-

enhanced infrared absorption for signal 

detection ( 11).            ■
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          D
iffuse intrinsic pontine glioma 

(DIPG) is an incurable pediatric 

brain tumor. About 80% of these 

tumors contain mutations in genes 

that encode histones (H3.3 or H3.1) 

( 1,  2), proteins that package DNA 

into chromatin. These mutations, which 

change lysine 27 to methionine (K27M), 

are believed to sequester Polycomb repres-

sive complex 2 (PRC2), which normally 

represses gene expression through histone 

methylation (see the figure). In the absence 

of PRC2, genes that should be silent are 

expressed, which is thought to drive cell 

transformation ( 3– 5). However, the precise 

role of histone mutations in tumorigenesis 

is unclear, and strategies to target the muta-

tions remain elusive. As reported by Funato 

et al. on page 1529 of this issue ( 6), as well 

as by Hashizume et al. ( 7), models of K27M-

mutant DIPG can be used to elucidate the 

mechanisms of transformation and to iden-

tify new approaches to therapy.

Funato et al. created a model of DIPG 

by differentiating human embryonic stem 

cells into neural progenitor cells, and then 

transducing them with a viral vector car-

rying the gene encoding H3.3K27M. The 

use of embryonic stem cell–derived neural 

progenitors to model this type of glioma 

is noteworthy, as the precise cell of origin 

for the disease is not known [although a 

neural progenitor has been proposed as a 

candidate ( 8)]. Remarkably, H3.3K27M ex-

pression was mitogenic only in neural pro-

genitors derived from embryonic stem cells, 

and not in undifferentiated embryonic stem 

cells or astrocytes derived from these cells. 

This suggests that the histone mutation is 

oncogenic only in the appropriate cell type.

In studying how H3.3K27M promotes 

tumorigenesis, Funato et al. found that 

the histone mutation alone was not suffi-

what cellular context, may be required for 

the development of high-grade DIPG.

Although K27M mutant tumors are ini-

tiated in neural progenitors, they have an 

expression profile that resembles the neural 

plate–neural rosette stage, which precedes 

the emergence of neural progenitor cells. 

Based on this, the authors suggest that the 

K27M mutation acts in part by promoting 

dedifferentiation to a more primitive, stem-

like state. In particular, the authors found 

that expression of the stem cell–associated 

genes LIN28B, PLAG1, and PLAGL1 is up-

regulated by H3.3K27M, and that reducing 

expression of these genes inhibits tumor 

cell growth.

Funato et al. also carried out a small-

molecule drug screen and discovered that 

antagonists of menin are potent inhibitors 

of tumor growth. Menin was originally de-

scribed as a tumor suppressor in patients 

with multiple endocrine neoplasia type 1, 

a disorder characterized by benign tumors 

in the parathyroid, pancreas, and pituitary 

glands. It also functions as an oncogenic 

For pediatric glioma, 
leave no histone unturned

Histone methylation and tumor growth. K27M histone mutants sequester PRC2, allowing loci that are normally 

repressed to be activated. Mutant histones cooperate with other mutations [those that inhibit TP53 expression or 

increase the activity of platelet-derived growth factor receptor A (PDGFR-A)] to promote tumorigenesis. A demethylase 

inhibitor restores repressive histone marks and blocks tumor growth. Me, methylation

Examining histone mutations points to possible 
therapies for a lethal brain tumor
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cient to transform neural progenitor cells 

into tumors. Only when progenitors also 

expressed an activated form of platelet-

derived growth factor receptor A and 

lacked the TP53 tumor suppressor could 

they give rise to gliomas after injection into 

the brainstem of mice. Moreover, even with 

all three genetic alterations present, the 

tumors grew slowly and lacked histologi-

cal features of high-grade glioma (necro-

sis and vascular proliferation). Although a 

subset of K27M mutant human DIPGs are 

low-grade ( 9), these observations raise the 

question of what additional mutations, or 
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cofactor in hematologic malignancies con-

taining mixed-lineage leukemia (MLL) gene 

fusions ( 10). In both disorders, menin acts 

by regulating MLL-mediated histone meth-

ylation ( 11,  12), which may explain why 

inhibitors of menin counteract the onco-

genic effects of K27M mutations. Although 

the role of menin in DIPG is unclear, these 

studies suggest it may be an important 

therapeutic target.

Hashizume et al. took a different ap-

proach to identify therapies for K27M-

mutant DIPG. They hypothesized that the 

global loss of histone methylation induced 

by the K27M mutation (and the resulting 

sequestration of PRC2) is critical for tumor 

maintenance. The authors used patient-

derived DIPG cell lines (established from 

biopsies and passaged in vivo) to evaluate 

the effects of a K27 demethylase inhibitor 

on tumor cells. Treatment of H3.3K27M-

mutant DIPG cells with this inhibitor in-

creased H3K27 methylation and decreased 

cell growth. By contrast, treatment of cells 

harboring wild-type H3.3 or a different his-

tone mutation (H3.3G34R/V) had little ef-

fect. This suggests that global loss of H3K27 

methylation may be the primary mecha-

nism of K27M-driven gliomagenesis and 

raises the possibility that demethylase in-

hibitors may be valuable therapeutic agents 

for the disease.

The discovery of K27M mutations was an 

important step forward in understanding 

DIPG and promises to yield new approaches 

to treating the disease. The studies of Funato 

et al. and Hashizume et al. take us closer to 

that goal, creating models that can be used 

to study DIPG biology and demonstrating 

that these models can be useful for identi-

fying therapies. It will be interesting to see 

whether these therapies synergize with one 

another, or with focal radiation, the stan-

dard of care for children with DIPG. Given 

the dismal prognosis associated with this 

disease, there will be strong incentive to 

move them forward into clinical trials.          ■
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          N
anovesicles known as exo-

somes are secreted from a 

variety of cell types and cir-

culate in biological fluids 

such as urine and plasma. 

These exosomes “hijack” 

membrane components and cy-

toplasmic contents of these cells 

and play an important role in in-

tercellular communication, often 

inducing physiological changes 

in recipient cells by transferring 

bioactive lipids, nucleic acids, and 

proteins ( 1). These tiny vesicles 

also have been implicated in a 

number of human diseases, in-

cluding cancer, and are becom-

ing an appreciated fundamental 

aspect of tumor progression and 

metastasis ( 2). Recently, Melo 

et al. ( 3) showed that exosomes 

from breast cancer cells transfer 

microRNAs (miRNAs) to normal 

cells and stimulate them to be-

come cancerous. This potentially 

expands the mechanisms by 

which cancer spreads and may 

provide opportunities to develop 

exosome-based diagnostics and 

therapies.

Many physiological processes 

involve exosomes, such as cell growth, neu-

ronal communication, immune response ac-

tivation, and cell migration, and in the case 

of cancer, may transfer angiogenic proteins 

or oncogenes from one cell to another ( 4– 7). 

Thus, analyzing the macromolecules har-

bored by exosomes could have important 

diagnostic and therapeutic implications. Ex-

perimental evidence shows that exosomes 

mediate interactions between cancer and 

normal cells. For example, exosomes secreted 

by breast cancer cells inhibit exosome release 

from the normal counterparts. These cancer 

exosomes may trigger extracellular acidity 

in which cancer cells (but not healthy cells) 

can survive and which activates hypoxia-

dependent angiogenesis during tumor devel-

opment ( 1). Exosomes  can also induce drug 

resistance of cancer cells by sequestering 

chemotherapeutic agents (8); and can stimu-

late metastasis ( 2).

Interestingly, exosomes contain messen-

ger RNA (mRNA) and miRNA that can be 

transferred to other cells and regulate gene 

expression of the target cell ( 9). Likewise, 

miRNAs are present in apoptotic bodies 

(small membrane vesicles that are pro-

duced by cells undergoing programmed cell 

death) ( 10), or they are in the plasma, as-

sociated with Argonaute2 (AG02), the key 

effector protein of a miRNA-mediated gene 

silencing mechanism ( 11). However, miR-

NAs detected in human serum and saliva 

are mostly concentrated inside exosomes 

( 12). Virally encoded miRNAs are also 

found in exosomes, indicating how onco-

genic viruses could manipulate the tumor 

microenvironment ( 13).
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MiRNA biogenesis. MiRNAs combine with AGO2 and other proteins 

in an RNA-induced silencing complex (RISC) to repress the translation 

of target mRNAs.
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The dysregulation of certain miRNAs has 

been associated with cancer-forming (on-

cogenic) events and has been identified in 

numerous types of human cancers. Fabbri 

et al. ( 14) detected nine miRNAs, including 

the oncogenic miRNAs (oncomiRs) miR-21, 

miR-27b, and miR-29a, in nanovesicles de-

rived from supernatants of lung cancer cell 

lines, but not from normal cells. This sug-

gests a cancer-specific pattern of secreted 

miRNAs. In particular, Fabbri et al. found 

that tumor-secreted miR-21 and miR-29a 

can bind to toll-like receptors (TLRs), mu-

rine TLR7 and human TLR8, to induce pro-

tumoral inflammation that leads to tumor 

growth and metastasis.

Melo et al. ( 3) reveal a role of exosomes in 

cell-independent miRNA biogenesis that af-

fects cancer progression. The authors show 

that only exosomes derived from cancer cells, 

but not those derived from normal cells, 

contain key enzymes involved in miRNA bio-

genesis such as Dicer, TAR (trans-activation 

response) RNA-binding protein (TRBP), and 

AGO2 (see the first figure). The exosomes 

also contain the membrane protein CD43, 

which plays a role in accumulating Dicer in 

cancer exosomes. The study also shows that 

Dicer-containing cancer exosomes process 

precursor miRNAs into mature miRNAs 

(including oncomiRs) over time, and upon 

encounter with normal human mammary 

epithelial, cells induces them to become 

cancerous. Healthy mammary human epi-

thelial cells formed tumors when they were 

injected into mice that were treated with 

cancer exosomes. Moreover, miRNAs in the 

cancer exosomes inhibited the expression of 

their respective mRNA targets—phosphatase 

and tensin homolog [(PTEN), a tumor sup-

pressor protein] and the transcription factor 

homeobox D10 (HOXD10)—in the recipient 

epithelial cells. The authors suggest a possi-

ble temporal oncogenic “field effect” induced 

by cancer exosomes that recruits surround-

ing normal cells to become tumorigenic. The 

tantalizing results of Fabbri et al. and Melo 

et al. merit further investigation in immuno-

competent mouse models.

The findings of Fabbri et al. and Melo et 

al. could be harnessed to design exosome-

based cancer diagnostics and therapeutics. 

For example, using exosomes as biomark-

ers in early cancer diagnosis and prognosis 

might involve detecting the presence of Dicer 

and mature miRNAs in bodily fluids, which 

could serve as an additional cancer bio-

marker without requiring an invasive tissue 

biopsy. Given the role of oncomiRs such as 

miR-21 in cancer initiation, progression, and 

maintenance (15), the findings suggest a new 

route for anticancer therapy in targeting the 

malicious exosomes (see the second figure). 

For example, Dicer could be silenced directly 

in cancer cells by small interfering RNA. Al-

ternatively, Dicer concentration within the 

cancer exosomes could be reduced by block-

ing CD43 expression in tumor cells with a 

specific monoclonal antibody. This may re-

duce further processing of oncomiRs from 

taking place within the exosomes. Another 

possibility for therapeutic intervention could 

be exosome mimetics containing antimiRs 

or miRNA sponges that either capture the 

incoming oncomiRs in the recipient cells or 

fuse with the cancer exosomes and neutralize 

them while still in circulation.

Gone are the days of considering exo-

somes as mere “garbage cans” for the cell. 

We have entered the very early and exicit-

ing stage of understanding how cancer 

cells might use exosomes as drones to as-

semble and transport a menacing cargo 

of oncomiRs. Hopefully, evaluation of this 

phenomenon will spur the development of 

cancer therapies and broaden our under-

standing of how cancer spreads.          ■
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Targeting cancer exosomes. Three possible therapeutic scenarios are shown for targeting tumor-derived exosomes within a cancer cell (A), in a normal recipient cell (B), 

or in the circulation (C).

10.1126/science.aaa4024 IL
L

U
S

T
R

A
T

IO
N

: 
C

. 
B

IC
K

E
L

/
S
C
IE
N
C
E

Published by AAAS



19 DECEMBER 2014 • VOL 346 ISSUE 6216    1461SCIENCE   sciencemag.org

–30% –25% –20% –15% –10% –5% 0%

GCM results Downscaling results

5% 10% 15% 20% 25% 30%

A B

          T
echniques to downscale global cli-

mate model (GCM) output and pro-

duce high-resolution climate change 

projections have emerged over the 

past two decades. GCM projections 

of future climate change, with typical 

resolutions of about 100 km, are now rou-

tinely downscaled to resolutions as high as 

hundreds of meters. Pressure to use these 

techniques to produce policy-relevant infor-

mation is enormous. To prevent bad deci-

sions, the climate science community must 

identify downscaling’s strengths and limita-

tions and develop best practices. A starting 

point for this discussion is to acknowledge 

that downscaled climate signals arising 

from warming are more credible than those 

arising from circulation changes.

The concept behind downscaling is to 

take a coarsely resolved climate field and 

determine what the finer-scale structures 

in that field ought to be. In dynamical 

downscaling, GCM data are fed directly 

to regional models. Apart from their finer 

grids and regional domain, these models 

are similar to GCMs in that they solve Earth 

system equations directly with numerical 

techniques. Downscaling techniques also 

include statistical downscaling, in which 

empirical relationships are established be-

tween the GCM grid scale and finer scales 

of interest using some training data set. The 

relationships are then used to derive finer-

scale fields from the GCM data.

Decision-makers as well as scientists in 

other fields are using downscaled data for 

regional adaptation planning ( 1). Unfor-

tunately, the reliability of the information 

produced by downscaling is often only 

loosely evaluated, if at all. Meanwhile, some 

within the climate science community 

dismiss downscaling ( 2,  3), rightly point-

ing out problems with its application, but 

also casting doubt on cases where it does 

add value. What can realistically be discov-

ered about climate change at spatial scales 

smaller than GCM grid spacing?

GARBAGE IN, GARBAGE OUT. Climate sci-

entists doubt the quality of downscaled 

data because they are all too familiar with 

GCM biases, especially at regional scales. 

These biases may be substantial enough to 

nullify the credibility of downscaled data. 

For example, biases in certain features of 

atmospheric circulation are common in 

GCMs ( 4) and can be especially glaring at 

the regional scale.

Consider the case of the jet stream, a 

major circulation feature that brings win-

ter storms to the Northern Hemisphere 

mid-latitudes. All GCMs simulate the jet 

stream, but in many of them, its position 

is only approximately right. Suppose that 

a particular GCM’s mid-latitude jet stream 

is positioned directly over a mountain-

ous region of interest, whereas in real-

ity, the jet stream is usually found to the 

north of the region. (In other words, the 

GCM has a circulation bias.) When that 

GCM is used to simulate climate change, 

its circulation signals in the region will 

inappropriately reflect changes in the 

GCM’s jet stream. A particular downscal-

ing technique might faithfully reproduce 

smaller scale circulation processes associ-

ated with these changes, such as channel-

ing of flow around the region’s mountains 

and through its mountain passes. These 

downscaled circulation signals may even 

appear to be realistic. However, the GCM 

signal being downscaled is linked to a 

large-scale circulation feature that is not 

usually found in that region in the real 

world. In this case, the precision and ap-

parent physical meaning of the downscaled 

signals are without value. This is an exam-

ple of the “garbage in, garbage out” argu-

ment at the heart of scientific criticism of 

downscaling ( 3).

Projecting regional change

Modeling regional climate change. Simulated snowfall changes (%) over the North American Great Lakes region by 2050 to 2060 are shown for two cases. (A) Results from CCSM 

(Community Climate System Model), a global climate model (GCM). (B) Results when the GCM output is downscaled with the Weather Research and Forecasting (WRF) dynamical model 

( 6). In the GCM, snowfall decreases because anthropogenic warming causes a smaller fraction of precipitation to fall as snow. When the GCM is downscaled, snowfall also generally 

decreases, but with substantial spatial variations. In particular, in areas affected by lake effect snow, the snowfall decrease is almost nonexistent in the regional simulation. Because the 

lake effect snow can only occur when the lake is unfrozen, a warming climate enhances the likelihood of lake effect snow, largely canceling out the general snow decrease due to a warmer 

atmosphere. Changes are calculated by differencing the 2050 to 2060 future period and the 1979 to 2001 historical period ( 6).
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How accurate are regional projections of climate change 
derived from downscaling global climate model results?
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SIGNAL IN, SIGNAL OUT. For-

tunately, there are regional-

scale anthropogenic signals 

in the GCMs that are not con-

taminated by regional biases. 

The best example might be the 

models’ direct thermodynamic 

responses to anthropogenic 

forcing, most notably warming. 

Warming signals arise from 

hemispheric- to global-scale 

processes ( 5). Water vapor, 

cloud, and surface albedo feed-

backs, as well as the ocean’s 

relatively slow heat uptake, 

are the main factors that shape 

warming and its spatial dis-

tribution. In stark contrast to 

the circulation example above, 

there are generally no a priori reasons for 

excluding a particular GCM’s projection 

of warming at any scale, including the re-

gional scale. It is thus legitimate to ask how 

that GCM warming signal would be distrib-

uted across a region when regional climate 

dynamics are taken into account through 

downscaling, and how that warming might 

affect regional dynamics. This is not “gar-

bage in, garbage out,” but rather “signal in,” 

and potentially, “signal out.”

Downscaling does not always produce 

outcomes significantly different from the 

driving GCM, but in areas of complex coast-

lines, intense topography, and variations 

in surface type, regional climate dynamics 

can profoundly influence how warming sig-

nals are distributed across the landscape, 

and how warming signals, in turn, affect 

regional climate. For example, Gula and 

Peltier recently downscaled a GCM climate 

change simulation dynamically in the Great 

Lakes region of North America ( 6). As ex-

pected in a warming climate, the GCM proj-

ects more precipitation falling as rain rather 

than snow, with snowfall decreasing by 15 

to 30% (see the figure, panel A). Snowfall 

also decreases overall in the regional model, 

but along the fringes of the Great Lakes, the 

changes are almost negligible (see the fig-

ure, panel B). The reason is the region’s fa-

mous lake effect snow, which happens when 

cold air masses in winter storms become 

laden with evaporative moisture from still-

unfrozen lakes and dump that excess mois-

ture as snow on adjacent land areas. The 

lake effect is greatly weakened when the 

Great Lakes freeze. In the future, the lakes 

are likely to be unfrozen for a larger frac-

tion of the winter, so lake effect snow is pos-

sible for more of the winter. In areas where 

the lake effect operates, this largely cancels 

out the overall snow decrease caused by a 

warming climate.

These dynamics are not captured in the 

GCM. But like the most credible features 

of GCM climate change signals, they have 

discernible physical origins rooted in basic 

thermodynamics. Here, downscaling takes 

a GCM signal shaped by processes much 

larger than the region itself and then in-

troduces appropriate spatial structure, thus 

increasing the signal in some places and de-

creasing it in others, depending on regional 

climate dynamics.

DOES IT MATTER? The appropriate test of 

downscaling’s relevance is not whether it 

alters paradigms of global climate science, 

but whether it improves understanding of 

climate change in the region where it is ap-

plied. The snowfall example above meets 

that test. In many places, such fine spatial 

structures have important implications for 

climate change adaptation. In the urban ar-

eas of the United States and Canada most 

affected by lake effect snow, infrastructure 

and water resource planning must proceed 

very differently if lake effect snow is not 

projected to decrease significantly.

Another recent study further illustrates 

the implications of spatial detail. When 

Kumar et al. downscaled GCM output over 

India ( 7) they found that the high elevation 

headwaters of the Ganges River warmed by 

a further 1.0°C by 2100 beyond the warm-

ing projected by the GCM. The reason is 

that well-understood snow albedo feedback 

effects are not resolved by the GCMs. The ef-

fects of this locally elevated warming include 

advances in snowmelt timing for the Ganges 

watershed and enhanced evaporative water 

losses, affecting water resources and water 

quality for hundreds of millions of people.

In many other regions with complex 

coastlines and topography (see the photo), 

downscaling would deepen scientific un-

derstanding of climate change. Over half 

the world’s population lives within 200 

km of a coast ( 8), and a similar number 

depends on streamflow from 

mountains for freshwater ( 9). 

For these communities, down-

scaling offers better informa-

tion about climate change than 

is available from GCMs alone.

NO SIGNAL UNANALYZED. 

The “garbage in, garbage out” 

problem associated with GCM 

circulation biases underscores 

the need for the climate mod-

eling community to continue 

to reduce those biases. In the 

meantime, however, demand 

will continue for information 

on local circulation changes 

and their effects on local pre-

cipitation. A minimum require-

ment for production of such information is 

that that only those GCMs whose circula-

tion is reasonably realistic in the region of 

interest be used for downscaling. Even in 

this case, the downscaled changes must be 

analyzed to determine whether they are 

credible. If they are not, then the original 

GCM output, however coarse and imper-

fect, likely represents the current limits of 

scientific understanding.

Downscaling results can be interpreted 

with higher confidence when it comes to 

the warming dimension of climate change. 

In cases where credible mechanisms exist 

to explain spatial variations in warming or 

a warming-related variable in downscaled 

data, this information will be useful for lo-

cal planning or interdisciplinary research 

based on downscaled data. The resulting 

confidence in regional warming patterns 

should facilitate understanding of climate 

change impacts on water resources, eco-

systems, fire, public health, transportation, 

and agriculture.        ■  
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T
he goal of the Digital 

Einstein Papers is to 

provide free online ac-

cess to The Collected 

Papers of Albert Ein-

stein ( 1). This ongoing 

series of print archives cur-

rently consists of about 1000 

writings, drafts, speeches, 

notebook and diary entries, 

lectures, notes, and calcula-

tions—both published and 

unpublished. It also contains 

Einstein’s correspondence: 

some 12,500 letters written by 

him and some 16,500 letters 

written to him. Altogether, 

the collection contains about 

30,000 unique documents, 

comprising a written legacy 

comparable in size to that 

of Napoleon Bonaparte, 

twice that of Charles Darwin 

and Gottfried Leibniz, and 

several times that of Isaac 

Newton and Galileo Galilei, 

as noted by Diana Kormos 

Buchwald, the current direc-

tor of the Einstein Papers 

Project, which publishes the 

print volumes ( 2).

While marveling at the 

scope, expert presentation, and astonishing 

accessibility of the newly digitized papers, I 

can’t help but recall a comment by Einstein 

himself, who wrote the following aphorism 

to a friend in 1930: “To punish me for my 

contempt of authority, Fate has made me an 

authority myself ( 3).”

From the time he published the general 

theory of relativity in 1915, and especially 

after its astronomical corroboration in 1919, 

Einstein knew the historical value of even 

his casual jottings. Indeed, he donated the 

manuscript of his comprehensive exposi-

tion of general relativity to the Hebrew 

University of Jerusalem for the university’s 

official opening in 1925.

 The Collected Papers of Albert Einstein 

was launched in the United States in the 

1980s in collaboration with the Albert Ein-

stein Archives at the Hebrew University of 

Jerusalem. Originally based at Boston Uni-

versity, in 2000 the project moved to the 

California Institute of Technology, where 

Einstein worked as a visiting professor in 

the early 1930s. The first printed volume 

appeared in 1987. Today, there are 13 vol-

umes, with companion volumes that contain 

English translations. The current collection 

spans Einstein’s life and career up to 1923. A 

14th volume will be published in the spring 

of 2015, and many more are promised. The 

forthcoming volumes will cover the last 

three decades of his life, which included 

his emigration from Germany to the United 

States, World War II, and the evolution of 

nuclear weapons.

Thus far, about 7000 pages, representing 

2900 unique documents with dates up to 

1923, have been digitized. The contents of 

each new printed volume will be added to 

Einstein online

DIGITAL ARCHIVES

The Digital Einstein Papers

Princeton University Press. 

Launched 5 December 2014; 

einsteinpapers.press.

princeton.edu
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the online archive roughly 2 

years after publication.

Navigating the site is easy 

and intuitive, whether you 

wish to read each volume like 

a printed book or go straight 

to a document listed in the 

contents page. Equally effort-

less is the advanced search 

facility, which permits the 

user to search a chosen vol-

ume or all 13 volumes for 

every reference to, say, “light 

quanta” or Einstein’s close 

friend, physicist Paul Ehren-

fest. Still more impressive is 

the way the documents are 

linked. At the click of the 

mouse, each document head-

ing takes the user to either 

the original version or a high-

quality English translation, 

and hyperlinked footnotes 

take the user to the docu-

ment’s specific record at the 

Einstein Archives Online ( 4). 

In addition, documents can 

be printed out as hard cop-

ies. It is difficult to imagine 

what more could be required, 

even by the most specialized 

researcher. The new online 

archive seems to embody 

Einstein’s celebrated remark 

“Everything should be made as simple as 

possible, but not simpler.”

But did Einstein actually say these 

words? If you search the archive with the 

phrase “as simple as possible,” you obtain 

five results—none of which references this 

remark. In fact, it seems that no reliable 

source for it has been located by scholars 

( 5). Perhaps it will be addressed in some au-

thoritative, dismissive footnote of a future 

volume of The Collected Papers.  
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The body never lies

       W
ith the advent of reality television 

and the popularity of science-

themed shows and museum ex-

hibits, it is becoming increasingly 

common for the general public 

to observe things that used to be 

reserved for trained members of specific 

professions: surgeries, crime scene investiga-

tions, and the like. However, even for people 

accustomed to the relatively gory images 

and seemingly realistic procedures they see 

on television, the new book by pathologist 

Judy Melinek and writer T. J. Mitchell may 

come as somewhat of a shock. This book, 

entitled Working Stiff: Two Years, 262 Bod-

ies, and the Making of a Medical Examiner, 

purports to bring the audience into the real 

world of a medical examiner, as opposed to 

the polished and sanitized Hollywood ver-

sion. This is not a story for the faint of heart, 

and the reader may find it gut-wrenching in 

some sections and heartbreaking in others.

The book begins during Melinek’s time 

as a surgery resident, overworked and ter-

rified that she will make a fatal mistake in 

her sleep-deprived state. Ultimately, she 

switches career paths, leaving her sur-

gery residency for one in pathology, where 

the work hours are more manageable and 

the patients will “still be dead tomorrow.” 

Melinek goes on to complete a fellowship in 

forensic pathology at the medical examiner’s 

office in New York City.

In a large urban setting such as New York 

City, there is never a shortage of work for 

a medical examiner, and every day there 

are autopsies to be done. Death by natural 

causes, accidents, suicide, and murder are 

each given a chapter in the book, gradually 

progressing from the relatively benign to the 

increasingly macabre.

In addition to her role as a pathologist, we 

learn that Melinek also serves as part of the 

forensic investigation team and is often the 

first point of contact for bereaved relatives. 

The latter role becomes especially poignant 

when we learn of the tragic suicide of Me-

linek’s father, a psychiatrist. At times, the 

reader feels as though the elder Melinek’s 

ghost is watching over her as she counsels 

the families of the deceased.

There is more to this book than the regu-

lar life of a medical examiner, however. As 

it happens, Melinek began her fellowship in 

New York City in the summer of 2001, so she 

was there to witness one of the darkest chap-

ters in the city’s history. The bodies of the al-

most 3000 people killed in the 9/11 terrorist 

attacks all had to be processed by the medical 

examiner’s office. Unsurprisingly, the chapter 

devoted to these events is the longest one in 

the book and also the most difficult to read. 

The authors talk about the challenge of iden-

tifying victims of whom only small fragments 

had been recovered. In these cases, Melinek 

recorded what little details were available—a 

rim of lavender toenail polish, a gold tooth, 

an engraved wedding ring—which, together 

with DNA analysis, would be used to deter-

mine each victim’s identity. The most com-

pelling part of this chapter is the palpable 

sense of horror and despair felt by those han-

dling the victims’ remains.

Overall, this book admirably accomplishes 

its goal, showing the reader what it’s really 

like to be a medical examiner. Whether this 

is something that you can handle is up to 

you to decide.   

Working Stiff

Two Years, 262 Bodies, and the 

Making of a Medical Examiner

Judy Melinek and 

T. J. Mitchell

Scribner, 2014. 266 pp.

By Yevgeniya Nusinovich 

The reviewer is on staf  at Science Translational Medicine, 
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T
he blockbuster film Interstellar is a 

stirring defense of space exploration 

and of our trust in science to get hu-

manity out of trouble. This ambitious 

movie weaves complex ideas from 

physics—including relativity, quan-

tum gravity, and higher-dimensional space—

into the very fabric of its narrative. With a 

running time of just under 3 hours, the film 

manages to tell a gripping story while still 

getting most of its science right.

Interstellar is set in a near future when 

blight has destroyed most of the world’s 

crops and food is becoming scarce. The hu-

man population has declined precipitously, 

and humans are in danger of dying out 

within a generation or two. But a ray of hope 

comes from space. A wormhole has appeared 

near Saturn, and a small group of NASA sci-

entists plan to use it to find habitable planets 

that could serve as humanity’s next home.

Wormholes are not new to science fiction, 

and although there is no scientific evidence 

that they exist, they are rooted in various so-

lutions to Einstein’s theory of general relativ-

ity. They also conveniently solve the science 

fiction author’s problem of how to transport 

characters across vast interstellar—or inter-

galactic—distances in a relatively short time.

The accuracy of science in the film owes 

much to one of its executive producers, 

theoretical physicist Kip Thorne, who has 

coauthored technical papers on the possi-

bility of traversable wormholes ( 1,  2). But 

credit must also go to director Christopher 

Nolan, who was committed to maintaining 

a scientifically plausible story line. One ex-

ample of this collaboration is described in 

Thorne’s wonderfully entertaining compan-

ion book The Science of Interstellar. It arose 

when Nolan informed Thorne that the plot 

required a planet where 1 hour spent on the 

surface would equal 7 years on Earth. This, 

according to Nolan, was “non-negotiable.” 

While at first skeptical, Thorne ultimately 

calculated that such a planet could theoret-

ically exist if it were orbiting close enough 

Finding our 
place among 
the stars

FILM

By Salman Hameed 

The reviewer is in the School of Cognitive Science, Hampshire 

College, Amherst, MA 01002, USA.        E-mail: shameed@

hampshire.edu  
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Interstellar

Christopher Nolan, Director

Paramount Pictures, 2014. 

169 minutes.

on planets in another galaxy, and baseball 

seems to be the sport of choice even in or-

bital colonies. This is all the more surpris-

ing because the movie itself is a result of an 

international collaboration.

Although Interstellar does not have the 

philosophical sophistication of 2001: A 

Space Odyssey, it is still a unique and am-

bitious film that does not shy away from 

complex sociological and scientific ideas. 

Despite its grim premise, the film’s message 

is ultimately one of faith in science and hu-

man ingenuity. As agricultural insecurity 

and resource scarcity become realities in 

our own 21st-century world, I can’t help but 

hope that the film’s main character is right 

when he states, “We are going to find the 

way—we always have.”  
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Melting Away

A Ten-Year Journey Through 

Our Endangered Polar Region

By Camille Seaman

Princeton Architectural Press, 2014, 160 pp.

        CAMILLE SEAMAN TRAVELED to the Arctic for the first 

time in 1999 on a whim. Captivated by its stark beauty 

and inspired by her Native American heritage, she went 

on to become an expedition photographer aboard a 

number of scientific vessels and commercial ships, visit-

ing both the Arctic and Antarctic regions for months at 

a time over the next decade. Seaman’s new book docu-

ments the changing polar landscape and the creatures 

that call these regions home in a series of compelling 

photographs. The book also features a number of short 

essays that describe her personal journey as a photogra-

pher and advocate for the environment. 

10.1126/science.aaa3325

and simulations that helped inspire the im-

ages will serve as data in one or more forth-

coming technical papers.

One of the best features of the book is its 

coding system for chapters and subsections 

into “T” for truth, “EG” for educated guess, 

and “S” for speculation. For example, much 

of Gargantua’s anatomy is based on broadly 

accepted theories in physics and, as such, 

this section is labeled with a “T.” The visu-

alization of what one might see inside the 

black hole, however, is firmly speculative 

and labeled with an “S.”

Clearly, the movie is based in good sci-

ence; however, it is not without its issues. 

For example, it decidedly lacks a sense of 

wonder and curiosity that one would expect 

to see in a story about exploring new worlds. 

Similarly, in the imagined future of the film, 

there seems to be a noticeable lack of inter-

nationalism. American flags are fluttering 

to a supermassive black hole that was rotat-

ing close to the maximum speed allowed by 

physics. Whether moving humanity to this 

world is a good idea or not is a separate 

question, but science allows the possibility 

for such a planet to exist.

Although wormholes are still in the realm 

of theory and speculation, supermassive 

black holes do exist and are often found at 

the centers of galaxies. In chapters 8 and 9, 

Thorne describes the science that inspired 

the visual depiction of the black hole in 

the film. Recalling the first time he saw the 

film’s black hole—Gargantua—he writes, 

“What a joy it was when I first saw these im-

ages! For the first time ever, in a Hollywood 

movie, a black hole and its disk depicted as 

we humans will really see them when we’ve 

mastered interstellar travel.” The results 

are spectacular to behold in the movie, and 

Thorne informs the reader that the models 

INSIGHTS   |   BOOKS

BOOKS IN BRIEF

The Science of Interstellar

Kip Thorne

Norton, 2014. 

336 pp.  
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context are therefore not only evolution-

arily implausible but also not necessary to 

explain their origin. 

Gerald Mayr

Senckenberg Research Institute and Natural History 
Museum Frankfurt, Ornithological Section, D-60325 

Frankfurt am Main, Germany. 
E-mail: gerald.mayr@senckenberg.de
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Response
MAYR QUESTIONS THE plausibility of our 

hypothesis that structural color signal-

ing was the initial selective advantage 

in the evolution of pennaceous feath-

ers. Our hypothesis is grounded in the 

accepted phylogenetic framework for 

theropods, which shows that pennaceous 

feathers evolved before flight (1–3). We 

thus disagree with Mayr’s suggestion that 

non-avian, nonflying theropods such as 

oviraptorosaurs inherited pennaceous 

feathers from their flying ancestors.

Mayr argues that the loss of feather vane 

integrity in flightless birds indicates 

that pennaceous feathers evolved for the 

purpose of flight. However, according to 

Prum (4), the reduced integrity of the vane 

in most flightless birds is a variation of the 

original ancestral pennaceous feather.

Mayr then argues that signaling feath-

ers are localized, whereas in modern birds 

pennaceous feathers cover the entire body. 

Yet human visual capability strongly dif-

fers from that of birds, and biologically 

relevant optical cues are not restricted 

to the plumage that attracts our eye (5). 

Furthermore, the first known non-avian 

dinosaurs with planar feathers exhibited 

them in limited density only on prominent 

portions of the body (2), consistent with a 

signaling function.

We agree with Mayr that the “wing-

assisted incline running” hypothesis (6) 

would provide an aerodynamic context 

for the evolution of pennaceous feathers, 

but the feathers evolved long before the 

potential for such behavior. Solitary planar 

feathers on the anterior extremities could 

have been gradually added, with respect 

to more sophisticated signaling, and at 

the same time incrementally forming 

lift-generating surfaces: the prerequisite 

for the transitory stages that resulted in 

active flight.

Finally, Mayr points out that signaling 

feathers are “almost always” restricted to 

one sex, making an initial signaling function 

difficult to explain. However, intrasexual 

communication is not fully understood, 

especially in females (7). We should also 

context to streamline the body and form 

lift-generating surfaces. Based on the 

occurrence of essentially modern-type 

pennaceous feathers in a number of flight-

less non-avian theropod (“beast-footed”) 

dinosaurs, Foth et al. recently proposed 

that these feathers originated in a context 

other than flight (1). In their Perspective 

“Beyond the rainbow” (24 October, p. 

416), M.-C. Koschowitz et al. argue that 

vaned feathers evolved for signal-

ing with structural coloration. 

This hypothesis is, however, 

highly implausible 

from an evolutionary point of view.

In most flightless birds, the feather 

vanes lose their integrity, which indicates 

that pennaceous feathers evolved to serve 

aerodynamic functions. In extant birds, 

signal feathers are usually restricted to 

small portions of the plumage, which 

further challenges the hypothesis that 

pennaceous feathers mainly evolved for 

display reasons. Moreover, display feathers 

often do not have a pennaceous structure, 

but form loose feather  bunches or elaborate 

ornamental structures. Display feathers are 

almost always restricted to one sex, usually 

the males. If pennaceous feathers mainly 

evolved to serve display purposes, why do 

female birds have exactly the same basic 

feather morphologies as the males?

Even if some theropods with penna-

ceous feathers can be shown to have been 

primarily flightless, the “wing-assisted 

incline running” hypothesis provides an 

aerodynamic context for the evolution of 

feathers in nonflying animals with limbs 

adapted for running (2). Hypotheses for 

their evolution in a nonaerodynamic 

Edited by Jennifer Sills

LETTERS

Retraction
IN OUR REPORT “Polymerase exchange 

during Okazaki fragment synthesis 

observed in living cells” (1), a collab-

oration between the Allemand 

and Michel labs, we performed 

single-molecule microscopy 

experiments to describe the 

replisome dynamics during 

replication in Escherichia 

coli. We deduced polymerase 

exchange from the variation of 

spot intensity with time, inter-

preted as specific DNA binding 

and unbinding of fluorescently 

tagged components of the replisome. 

Our recent attempts to repeat these 

experiments have failed, and we now 

realize that several issues invalidate the 

original analyses, including sampling 

errors, skewed statistical analysis, and 

miscalculations. The real ratio of signifi-

cant replisomes (two distinct replisomes 

per cell) is much less important than 

stated in the Report, whereas the back-

ground (spots due to unbound proteins) is 

higher. We therefore retract the Report. We 

apologize to the scientific community for 

any loss of time and resources caused by 

this publication.

Giuseppe Lia,1 Bénédicte Michel,2,3* 

Jean-François Allemand4,5,6*
1Catanzaro, 88100, Italy. 2CNRS, Centre de 

Génétique Moléculaire, UPR3404, Gif-sur-Yvette 
F-91198, France.  3Université Paris-Sud, F-91405 

Orsay, France.  4Laboratoire de Physique Statistique, 
Ecole Normale Supérieure (ENS), UMR 8550 

CNRS, Universités Pierre et Marie Curie and Paris 
Diderot, Département de Physique, 75231 Paris 

Cedex 05, France.  5Département de Biologie, Institut 
de Biologie de l’Ecole Normale Supérieure, UMR 

8542 CNRS, 75231 Paris Cedex 05, France.  6Institut 
Universitaire de France (IUF) 75005, Paris, France. 

*Corresponding authors. E-mail: benedicte.michel@
cgm.cnrs-gif.fr (B.M.) allemand@lps.ens.fr (J.-F.A.)
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On the origin 
of feathers
FEATHERS ARE ONE of the most character-

istic evolutionary novelties of birds, and 

until recently a broad consensus existed 

that typical vaned feathers (pennaceous 

feathers) evolved in an aerodynamic 

Caudipteryx dinosaurs were f ight-

less yet had pennaceous feathers.
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take into account that display structures 

such as pennaceous feathers make species 

recognizable to other species.

We emphasize that feathers did not 

“evolve for” something; rather, their for-

tuitous appearance was associated with a 

selective advantage, which resulted in their 

retention. We argue that their original selec-

tive advantage was in signaling, not flight.

Marie-Claire Koschowitz,1,2* 

Markus Lambertz,3 Christian Fischer,2 

P. Martin Sander1,4

1Division of Paleontology, Steinmann Institute for 
Geology, Mineralogy and Paleontology, Rheinische 
Friedrich-Wilhelms-Universität Bonn, 53115 Bonn, 

Germany. 2Institute for Zoology and Anthropology, 
Department of Morphology, Systematics and 

Evolutionary Biology with Zoological Museum, 
Georg-August-Universität Göttingen, 37073 

Göttingen, Germany. 3Institut für Zoologie, 
Rheinische Friedrich-Wilhelms-Universität Bonn, 

53115 Bonn, Germany. 4Dinosaur Institute, Natural 
History Museum of Los Angeles County, Los 

Angeles, CA 90007, USA.

*Corresponding author. E-mail: m.koschowitz@
uni-bonn.de
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ERRATA
Erratum for the Perspective: “Mathe-
matical models for emerging disease” by 
A. Dobson, Science 346, aaa4792 (2014). 

Published online 19 December 2014; 10.1126/

science.aaa4792

Erratum for the Report: “Proton-catalyzed, 
silane-fueled Friedel-Crafts coupling of 
fl uoroarenes” by O. Allemann et al., Science 
346, aaa4609 (2014). Published online 12 De-

cember 2014; 10.1126/science.aaa4609

TECHNICAL COMMENT 
ABSTRACTS

Comment on “A 12-million-year 

temperature history of the tropical 

Pacific Ocean”

Ana Christina Ravelo, Kira Trillium Lawrence, 

Alexey Fedorov, Heather Louise Ford

Zhang et al. (Reports, 4 April 2014, p. 84) 

interpret TEX
86

 and U
37

K' paleotemperature 

data as providing a fundamentally new 

view of tropical Pacific climate during 

the warm Pliocene period. We argue 

that, within error, their Pliocene data 

actually support previously published 

data indicating average western warm-

pool temperature similar to today and a 

reduced zonal gradient, referred to as a 

permanent El Niño–like state.

Full text at http://dx.doi.org/10.1126/

science.1257618

Response to Comment on “A 

12-million-year temperature history of 

the tropical Pacific Ocean”

Yi Ge Zhang, Mark Pagani, Zhonghui Liu

Contrary to our conclusions, Ravelo et al. 

argue that our TEX
86

-based sea surface 

temperature (SST) records do not conflict 

with the supposition of “permanent El 

Niño–like” conditions during the early 

Pliocene. We show that the way Ravelo 

et al. treat the existing temperature data 

perpetuates an inaccurate impression of 

cooler Pacific warm-pool SSTs and low 

equatorial temperature gradients in 

the past.

Full text at http://dx.doi.org/10.1126/

science.1257930
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Comment on “A 12-million-year
temperature history of the tropical
Pacific Ocean”
Ana Christina Ravelo,1* Kira Trillium Lawrence,2 Alexey Fedorov,3 Heather Louise Ford4

Zhang et al. (Reports, 4 April 2014, p. 84) interpret TEX86 and UK0
37 paleotemperature

data as providing a fundamentally new view of tropical Pacific climate during the warm
Pliocene period.We argue that, within error, their Pliocene data actually support previously
published data indicating average western warm-pool temperature similar to today
and a reduced zonal gradient, referred to as a permanent El Niño–like state.

E
ven small changes (≤1°C) in absolute trop-
ical sea surface temperatures (SSTs) have
implications for climate conditions both re-
gionally (1) and globally, including climate
sensitivity to greenhouse gases (2). Thus,

it is crucial to obtain accurate tropical SST

estimates during the warm early Pliocene [5.0
to 3.5 million years ago (Ma)], when atmospheric
CO2 concentrations and extratropical tempera-
tures were, on average, higher than pre-industrial
values. SST reconstructions, based on planktonic
foraminifera Mg/Ca and biomarker proxy UK 0

37 ,
indicate two key features of the tropical Pacific
(3): average Western Equatorial Pacific (WEP)
warm-pool SSTs (4, 5) similar to today and a
reduced (but not absent) zonal equatorial SST
gradient (4–6). We compile tropical Pacific SST
data (4, 6, 7, 8–12) (Table 1) and show, contrary to
claims made by Zhang et al. (7), that their low-
resolution (1 sample per >100,000 years) records,

only appropriate for a cursory characterization of
average Pliocene conditions, are largely consist-
ent with previously published data.
The only published data representing the

central WEP warm pool is from site 806 (Table
1 and Fig. 1) and indicate average early Pliocene
SSTs cooler than today (13): –0.03°C for Mg/Ca,
–1.10°C for TEX86, and –0.66°C for UK 0

37. Because
absolute SST estimates are calibration depen-
dent (14–17), a better approach compares proxy
measurements and shows that average Pliocene
values (0.70 for TEX86, 3.45mmol/mol forMg/Ca,
and 0.99 for UK 0

37 ) are similar to core-top values
(0.70 for TEX86, 3.43 mmol/mol for Mg/Ca,
and 0.98 for UK 0

37 ). Within calibration errors of at
least T1°C (14–17), all proxies concur that the
differences between Pliocene and core-top SSTs
are negligible (+0.08°C for Mg/Ca, +0.04°C for
TEX86, and +0.26°C for UK 0

37 ). U
K 0
37 is saturated at

29°C (17), but Mg/Ca and TEX86 should detect
warmer SSTs if they existed; although potential
biases (e.g., changing seawater Mg/Ca and sub-
surface glycerol dialkyl glycerol tetraether (GDGT)
lipid production) need further study, at this point
neither Mg/Ca nor TEX86 data provide solid evi-
dence of average warm-pool SSTs substantially
warmer than today. Average Pliocene TEX86

SSTs at site 1143 (9°N) of 29.7°C can be explained
by an expanded, but not warmer, central warm
pool (3); expansion of the tropics during global
warming is documented by 21st-century obser-
vations (18) and future (19) and Pliocene model
simulations (20).
Focusing on long-term smoothed trends,

Zhang et al. (7) argue that the Pliocene warm
pool was substantially warmer relative to today
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Table 1. Summary of tropical Pacific SSTdata. All available data between 3.5 and 5.0 Ma were used to calculate the average Pliocene value, and all available
data between 5.0 and 12.0Mawere used to calculate the average lateMiocene value.Modern data are fromSimpleOceanData Assimilation average and standard
deviation, calculated from the monthly SSTdata from 1958 to 2007 (13). Core-top values come from the site location or from nearby sites when available. The
calibrations used to calculate SSTs were Dekens et al. (16) using the [CO3

2-] dissolution correction for theMg/Ca data, Müller et al. (17) for U37
K 0
, and Kim et al. (15)

for TEX86. Dashed lines indicate a lack of published data.

 o
n 

D
ec

em
be

r 
20

, 2
01

4
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
D

ec
em

be
r 

20
, 2

01
4

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

D
ec

em
be

r 
20

, 2
01

4
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
D

ec
em

be
r 

20
, 2

01
4

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/


but in fact show that it was warmer relative to
the Quaternary (which includes Pleistocene glacial
intervals). Their approach contrasts with a large
body of published work, including modeling
(20, 21) and observational (5, 8) studies, that
compare Pliocene conditions to a modern base-
line. This difference in approach is a source of
misinterpretation of the TEX86 data (7, 22). If one
considers TEX86 variability, instead of the mean,
their approach still misses the profound impor-
tance of the data. From 3.5 to 5.0 Ma, TEX86 var-
iability is within the T2.5°C calibration error with
minima andmaxima straddling the core-top value;
this is in stark contrast to CO2 and climate records
fromoutside thewarmpool inwhich even discrete
glacial minima are generally higher than core-
top and Pleistocene interglacial values (3).

Unlike the WEP warm pool, the East Equato-
rial Pacific (EEP) cold tongue was substantially
warmer than today during the Pliocene (Fig. 1).
This mean state with a reduced zonal SST gra-
dient is referred to as “permanent El Niño-like
conditions” and is supported by many data types
(5, 23). This term does not imply a lack of varia-
bility nor that mean state changes are due to the
dynamics that generate interannual ElNiño events
(3). Rather, it highlights that, like anElNiño event,
small changes in the zonal gradient inducemajor
changes in atmospheric circulation with far-field
effects. The term “El Padre” is also used to dif-
ferentiate this Pliocene state from the dynamical
El Niño–Southern Oscillation pattern. The Zhang
et al. (7) data support previous work showing a
reduced zonal gradient during the Pliocene.

At EEP site 850, TEX86 SSTs are cooler than
UK 0

37 SSTs (7); a similar cold bias occurs at site
1241 (Fig. 2A), due to subsurface production of
crenarchaeota GDGTs (11). A shallow cool ther-
mocline can explain this cold bias: TEX86 ap-
parently records depth-integrated temperature
rather than SST. The cold bias likely changed as
the thermocline shoaled (24) or as ecosystem
structure changed (11) since 5 Ma. At WEP site
806 (Fig. 2B), higher Pleistocene UK 0

37 andMg/Ca
compared to TEX86 SSTs may be due to prob-
lems with Mg/Ca (7) and/or a cold bias in TEX86

that was diminished in the Pliocene when the
tropical thermocline was deeper (4, 23–25). Even
if regional calibrations can statistically circumvent
the TEX86 cold bias in the modern ocean (14),
they cannot be expected to provide accurate

1467-a 19 DECEMBER 2014 • VOL 346 ISSUE 6216 sciencemag.org SCIENCE

Fig. 1. Spatial pattern of average Pliocene temperature anomalies. (A) Map showing location of sites with published SSTdata used in this comment, overlain
on amap ofmodernSSTs. (B) Average Pliocene (3.5 to 5.0Ma) SSTs plotted for each site and each proxy alongwith themodern annual average SST (13) andwith
SSTestimatesmade on core tops. (C) SSTanomaly calculated as the average Pliocene valueminusmodern annual average SSTandminus the core-top estimate
of SST. In (B) and (C), error bars reflect calibration errors: T2.5°C for TEX86 SST (15), T1.4°C forMg/CaSST (16), and T1.0°C for U37

K0 (17). See Table 1 for a summary
of the calculations.
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SST estimates as subsurface temperatures changed
through the Pliocene (4, 23–25). Zhang et al.’s
TEX86 data reflect theWEP-EEP depth-integrated
temperature difference, but their ability to quan-
tify the surface temperature gradient is tenuous.
To quantify changes in EEP SSTs, we exclude

TEX86 data (at sites 850 and 1241) because of the
clearly documented severe cold bias (11) (Fig. 2A)
compared with other available EEP records

(e.g., UK 0
37 ). All EEP records show Pliocene SSTs

warmer than today (Figs. 1B and 2B). The Zhang
et al. (7) equatorial data indicate a mean Pliocene
WEP-EEP difference of 1.5°C, in agreement with
previously published data (Fig. 2C). Given the
profound importance of tropical SST, and the
fact that biases of all proxy types require ad-
ditional study, a conservative approach that iden-
tifies convergence among data records, and does

not overinterpret the importance of divergent
records, is warranted.
The new data (7) confirm previous Pliocene

data but provide evidence ofMiocene warm-pool
temperatures warmer than today (Table 1). Lea
(22) states that “the TEX86 data support previous
evidence that the warm pool responds strongly
to radiative forcing,” but in fact, the warm pool
was warmer in the late Miocene than in the

SCIENCE sciencemag.org 19 DECEMBER 2014 • VOL 346 ISSUE 6216 1467-a

Fig. 2. Tropical Pacific SST records extending from 5 Ma to present. (A)
SST records from all sites that have both U37

K0 and TEX86 data: WEP site 806
(7), EEP cold tongue site 850 (7), and Eastern warm-pool site 1241 (11). Solid
lines are the modern SSTat each site, and dashed lines are the SST limit for
the U37

K0 proxy.The cold bias of TEX86 is apparent at all sites but is less severe
at site 806where the thermocline is deepest. (B) All records from theWEPand
EEP cold tongue excluding site 850 TEX86 data because of the severe cold bias
due to subsurface production of GDGTs. See Table 1 for references. (C) WEP –

EEP SSTdifference calculated by interpolating and resampling all records to

50K resolution and subtracting them from each other.The smoothed curves
are generated using a locally weighted least squares (0.25 smoothing
parameter) method: (black dots and thick black curve) available Mg/Ca and
U37
K0 data published before Zhang et al. (7) [WEP site 806 (4) minus the

average of EEP sites 846 (6), 847 (4, 8), and U1338 (10)]; (red dots) new
Zhang et al.WEP site 806 TEX86 minus EEP site 850 U37

K0; (thin colored lines)
different combinations of previously published data from WEP and EEP
sites. WEP site 806 U37

K0 data are saturated and therefore are not used to
calculate east-west SSTdifference.
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Pliocene, whereas partial pressure of CO2 was
not (26). The new TEX86 data highlight the im-
portance of future research aimed at solving this
paleoclimate enigma.
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O
ur awareness of the global nature of 

major problems facing our planet is 

relatively new and demands global 

responses for which neither the sci-

entific community nor the general 

public is well prepared. To meet such 

global challenges requires the engagement 

of people and their leaders from diverse 

cultures and experiences. While many sec-

tors of society must become involved, the 

scientific community has a special role in 

preparing for these challenges. It is impos-

sible to consider here all of the 

roles of scientists and engineers 

in this transformation, whether 

advancing knowledge of nature, 

translating new insights into in-

novations, or educating future 

generations. But few would dis-

agree that in the long term, discovery and 

innovation are central to effectively meeting 

these challenges. Yet it is often difficult to 

link discovery and innovation to their im-

pact because of the years of development 

required before a discovery matures to a 

level that can be adopted on a global scale. I 

highlight below how some organizations are 

planning to accelerate the transition from 

discovery to innovation to address some of 

the great challenges facing society. As an il-

lustration, I discuss the history of the tran-

sition from discovery to innovation at the 

molecular level in life sciences. At the end, 

I comment on how further convergence of 

physical, mathematical, engineering, and 

social sciences with life sciences will accel-

erate innovation.

The world will be considerably changed 

by mid-century, but in ways not yet fully 

clear. Within the lifetime of our children and 

grandchildren, Earth will have around 9 bil-

lion inhabitants, and each person will need to 

be fed from a square of arable land about 130 

meters on each side (1). Inequities in stan-

dards of living between developed and many 

underdeveloped countries will continue to 

diminish as the result of modern trade poli-

cies and technology, increasing demand for 

food, energy, and better health care. Increas-

ing connections across the global economy 

and the expansion of knowledge capital are 

driving a wave of global entrepreneurs, with 

emerging nations like India and China show-

ing how innovation-based growth can en-

able the movement of hundreds of millions 

of people into the global middle class. But as 

the world is calling for more consumption, 

we are facing global warming, with increas-

ing accumulation of heat-retaining gases 

and further stress on environments. 

DISCOVERY AND TECHNOLOGY, 

ENTREPRENEURSHIP, AND INNOVATION

Society probably has never been more un-

certain about the prospect of a better future. 

While scientific discovery and technologi-

cal innovation have enabled innumerable 

advances, many view the global challenges 

facing us as products of past advancements 

in science. It is true that scientific advances 

and the innovations and corresponding eco-

nomic growth they have generated are con-

tributors to the global climate challenge we 

must now overcome. This climate change 

is connected to, and can increase, the chal-

lenges of poverty and disease. In spite of 

these concerns, innovation-based growth 

that will enable the movement of hundreds 

of millions into the global middle class is a 

given with which we must wrestle. These 

facts have led to some skepticism in the 

developed world about whether continued 

advancement of technology will contribute 

to a better future. 

I believe that some of the concerns 

about applications of advances in life sci-

ences, such as the adoption of genetically 

modified organisms (GMOs) and other new 

technologies, have their source in this skep-

ticism. But I am more convinced than ever 

that the only avenue to a better future is 

continued advancements of science that are 

wisely applied to society. Science-based in-

novation is tied to the problem, but it is also 

central to the solution. 

Discovery and innovation are means by 

which science can affect society. But it is 

important to recognize that innovation is 

not solely the discovery of new 

knowledge or the invention of 

new materials, processes, or 

devices. The National Innova-

tion Initiative that led to the 

America Competes Act has a 

useful definition: Innovation is 

the “intersection of discovery, invention and 

insight leading to the creation of social and 

economic value.” The connection between 

discovery and economic growth has never 

been more apparent. It is widely accepted 

that innovation is at the heart of economic 

growth, accounting for approximately half of 

its expansion over the past 50 years (2). This 

relationship drives much of the public inter-

est in funding science and the education of 

students in many nations, which increases 

the capacity to solve global problems. 

The “classical” view in the process of 

translating science and technology for so-

ciety is that scientists “discover,” engineers 

“invent,” and entrepreneurs “innovate.” 

In the past, scientists viewed these three 

stages as belonging to properly separated 

worlds. Vannevar Bush’s 1945 treatise 

Science: The Endless Frontier, which led to 

the creation of our modern research uni-

versities, argued that basic research was 

the “pacemaker” of technological advance, 

and therefore investment in research 

would inevitably yield innovation. 

True enough, but to be efficient, the pro-

cess requires great attention and nurturing. 

Historically, many universities have had 

faculties of scientists and engineers with 
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Fig. 1. Cluster of high-tech and related organizations on the boundaries of MIT (source, MIT).

the objective of integrating discovery and 

invention and educating students in both 

activities. However, the presence of entre-

preneurs on many campuses and the edu-

cation of students in this subject are recent 

developments. For example, Ed Roberts of 

the Massachusetts Institute of Technology 

(MIT) notes that historically, a third of all 

MIT alumni have started companies over 

their 30- to 40-year careers (3). The surpris-

ing change in the past decade is that now a 

third of MIT alumni start companies within 

10 years of leaving the campus. Recent 

graduates of other universities both here 

and abroad are also engaging in such entre-

preneurial activities. In many cases, these 

startup companies integrate skills that accel-

erate innovation by combining discovery, in-

vention, and entrepreneurship into a team. 

Recently, Rafael Reif, president of MIT, sug-

gested an educational need to expand these 

experiences from alumni to students in sci-

ence and engineering. This interest in inte-

grating entrepreneurship with training in 

technology further highlights the relation-

ship between discovery and the economy 

and the willingness of many public and pri-

vate research institutes to contribute to eco-

nomic growth. If discovery is to come to the 

aid of our great global challenges in climate 

change, poverty, and disease, we have no 

choice but to become much better at linking 

discovery, innovation, and entrepreneurship. 

Universities and research institutions are 

engines of innovation because they are the 

major source of discovery, new technology, 

and scientifically trained people. Technol-

ogy companies arise on the boundaries of 

universities for many reasons: Translation of 

the science is accelerated by the recruitment 

of recently trained personnel and by consul-

tation with academic scientists involved in 

discovery and invention; the literal proximity 

of basic and applied scientists with entrepre-

neurs fosters conversations and collabora-

tions, accelerating the translation process. 

This is plainly illustrated in a schematic of 

the area around MIT in Cambridge, Massa-

chusetts, called the Kendall Square Cluster 

(Fig. 1). The buildings shown in yellow are on 

the MIT campus along the Charles River, and 

around MIT are a large number of high-tech 

companies. Every blue box is a biopharma 

company, green is energy, orange is infor-

mation technology/data, and red is venture 

capital. Similar clusters are found around 

campuses in California, Ohio, and many 

other locations. This immediate proximity of 

research institutions, high-tech companies, 

and venture capital highlights the fact that 

even in this age of the Internet and rapid 

transport, local interactions are still vital. 

Leaders across the world recognize this and 

are establishing research institutes to stimu-

late local innovation. 

LIFE SCIENCES REVOLUTIONS 

The history of advances in life sciences at the 

molecular level and the resulting innovation 

provides an excellent illustration of discov-

ery and innovation. This history begins in 

1953, when Watson and Crick announced the 

structure of DNA and deduced how genetic 

information is transmitted when cells divide. 

This single event, which extended Darwin’s 

theory of evolution and Mendel’s discovery of 

the transmission of genes, took life sciences 

into a new realm. Just as Newton’s principles 

were the first general statement of the physi-

cal mechanistic laws of nature, the discovery 

of the structure of DNA was the first mecha-

nistic explanation of inheritance in terms of 

physical laws. The importance of this anal-

ogy is that Newton’s principles appeared 

some 200 years before Watson and Crick. 

Much of the technology of our contemporary 

economy is built on the laws of Newton. In 

contrast, life science at the molecular level is 

very new and will take centuries to mature as 

an economic force in society. 

After the discovery of the structure of 

DNA, the next 10 years of molecular biol-

ogy were highlighted by the research of the 

great French biologists Jacob and Monod, 

who discovered the steps in the flow of in-

formation from DNA to proteins through 

the intermediate of RNA (Fig. 2). This 

discovery, along with the elucidation of the 

genetic code, established how informa-

tion in DNA is transferred within the cell 

to synthesize cellular proteins and thus 

other components. 

Another decade passed, during which 

scientists in academic institutions around 

the world, motivated by curiosity about the 

Published by AAAS
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secrets of the gene, investigated biology at 

the molecular level. This produced three 

advances in the mid-1970s that changed so-

ciety: recombinant DNA, DNA sequencing, 

and chemical synthesis of DNA. In theory 

and then practice, these discoveries empow-

ered scientists to use all of the complexities 

of billions of years of evolution to innovate in 

the creation of new genes and organisms. In 

the mid-1970s, for the first time in history, life 

sciences became a synthetic science, much as 

chemistry had more than a century earlier. 

Biotechnology, as an innovative industry, 

arose at this time to translate the new science 

into products for meeting global needs. The 

first of these innovations was in health care, 

where replacement of animal insulin with 

human insulin benefited diabetics. This was 

followed by new vaccines, new types of treat-

ments for previously untreatable diseases, 

and even control of the progression of AIDS 

by combinations of drugs. It was clear at the 

earliest stages of biotechnology that 

it would also contribute to providing 

new sustainable food sources, energy 

sources, and materials. 

The initial appearance of biotech-

nology in the late 1970s and early 

1980s signaled the transition from 

the first revolution in life sciences, 

the discovery of the structure of 

DNA, to the second revolution, the 

sequencing of the human genome 

(Fig. 3). This initiative began in the late 

1980s and early 1990s and was completed 

in the early 2000s, with the draft sequence 

in 2001 and the complete sequence in 2003. 

There have been many innovations from 

the human genome initiative; for example, 

insights into the genetic causes of cancer 

and other chronic diseases. However, an of-

ten overlooked byproduct of this effort was 

the development of inexpensive and rapid 

technology to sequence DNA. With such in-

expensive sequencing, we will shortly have 

in our computers the sequences of billions 

of genes from most species on our planet, 

from the plant, microbial, and animal king-

doms. These genes contain a record of 4 

billion years of evolution from shortly af-

ter Earth’s surface cooled to current times. 

Some of these genes allow organisms to 

metabolize an extensive set of compounds 

for energy, others render cells resistant to 

pathogens and toxic compounds, and oth-

ers mediate communication with other or-

ganisms to live in a symbiotic relationship. 

When you picture this vast storehouse 

of diverse genes with novel functions as 

a resource for further synthesis of new 

organisms with innovative capacities, you 

get a glimpse of society’s future. 

THE NEXT REVOLUTION: CONVERGENCE

What is the next revolution in life sciences? 

Many think that an important part of the 

blueprint for future innovations is the inte-

gration, or convergence, of other disciplines 

with life science. I was fortunate to co-chair, 

with Tom Connelly of DuPont Corporation, 

a 2009 National Academy of Sciences re-

port entitled A New Biology for the 21st 

Century. The report emphasized the im-

portance of the convergence of life sciences 

with engineering, physical, mathematical, 

and computational sciences in meeting fu-

ture challenges. 

Susan Hockfield, MIT president emeri-

tus, relates this revolution to a historical 

advance: “Physicists gave engineers the 

electron, and they created the IT revolution. 

Biologists gave engineers the gene, and 

together they will create the future.”

Note the two parts of this statement. First 

it acknowledges that recent advances in life 

sciences have prepared the stage for rapid 

innovation. In contrast to biologists leading 

engineers in their research and innovation 

with genes, biologists “gave” the “gene,” thus 

empowering engineers in life sciences. The 

statement also indicates that it is important 

that biologists and engineers integrate, and 

together they will create the future. Thus, 

convergence encompasses engineers and 

physical scientists applying their knowl-

edge and tools to problems in life science 

in their own professional domains. An ex-

ample would be developing new statistics, 

thermodynamics, and chemistry to explain 

the origins of life, or developing new com-

putational tools and computer cores to de-

tect signals in vast amounts of clinical data. 

Convergence is also the collaboration of life 

scientists with engineers and physical and 

computational scientists. Hence, the emerg-

ing thrust of convergence recognizes 

the current value and future promise 

of expanding engagement of these 

diverse disciplines in life sciences to 

meet societal challenges. 

Convergence is beginning to be rec-

ognized in the funding of new U.S. na-

tional initiatives, such as in synthetic 

biology, nanotechnology, and most 

recently in the Presidential BRAIN Ini-

tiative. However, these small but im-

portant initiatives are insufficient to capture 

the promise of convergence. I outline below 

examples of areas in which larger investment 

in convergence may have great impact.

Climate change and a future population 

of 9 billion are a volatile combination for 

food security. In meeting this challenge, 

adaptation of plants to a broader range 

of environments is critical to increase the 

amount of arable land and distribute pro-

duction to locations where it is needed to 

reduce hunger. This should be possible 

with modern genetic technology and the 

consideration of agricultural environments 

I P
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RNA

DNA

Protein

Inactive repressor

Active repressor

Inducer

Fig. 2. The original operon model of Jacob and Monod, as proposed for the regulation of the lac genes of E. coli in 1961 [modified from (4)].

Physicists gave engineers the 
electron, and they created the IT 
revolution. Biologists gave engineers 
the gene, and together they will 
create the future.
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as an ecosystem. Accomplishing this calls 

us to face the question of the adoption 

of GMO technology. This technology has 

proven itself safe and effective in increas-

ing the productivity of agriculture over the 

past decades. It has now spread beyond 

a small number of companies and is be-

ing developed to improve the nutritional 

content of plants and protect against rap-

idly spreading pathogens destroying local 

crops. In a 2013 article (6), Technology Re-

view posed the question, “Can we meet the 

global food challenge without widespread 

adoption of GMO plants?” The answer, in 

my opinion, is “no.” 

An important opportunity for meeting 

the energy challenge of replacing fossil 

hydrocarbons with a sustainable source is 

the production of transportation fuels from 

biomass. As was obvious from the begin-

ning of discussions of alternative energy 

sources, corn grain, which is used in animal 

and human nutrition and thus expensive, 

cannot in the long term be the biomass 

used in this process. To make a real impact 

on the energy challenge, many integrated 

innovative systems need to be developed 

in which plants are designed specifically 

to be used as biomass, microorganisms are 

designed for conversion of this biomass to 

hydrocarbon-type compounds, and manu-

facturing processes are engineered for ef-

ficient production and distribution. The 

engineering of integrated synthetic biol-

ogy and manufacturing processes is rap-

idly advancing to make this a reality. For 

example, bio-based polymers are beginning 

to replace hydrocarbon-based polymers in 

many consumer products (7). 

C o n v e r g e n c e w i l l a l s o h e l p m e e t o u r 

e n v i r o n m e n t a l c h a l l e n g e s . C o n v e r g e n c e 

s t r a t e g i e s c o u l d h e l p u s d e v e l o p b e t t e r 

monitoring for changes in ecosystems and 

then expand ecosystem engineering to re-

duce further damage and restore ecosys-

tem functions. Part of this promise is the 

application of DNA sequencing to analyze 

the range of microorganisms in healthy and 

damaged environments. These organisms 

are the foundation of the food chain, and 

shifts in their population will eventually 

drive change through the surrounding envi-

ronment. Another part is the development 

of imaging and detection systems that will 

report in real time about changes in an eco-

system. In many cases, it will be as easy to 

collect a lot of information in parallel about 

an environment as making a measurement 

of a few constituents. Over time, synthesis 

of this information can provide profound 

insights that are actionable.

Increasing the quality of health care in 

a cost-effective fashion is dependent upon 

using information technology and advances 

in life sciences and medicine to assess, 

inform, and modify lifestyles and better 

treat individuals. The development of bio-

technology is the first step along this path. 

Merging media, personal communication 

tools, and the application of medical data 

to the point of care of individual patients 

are other important advances. Innovation 

along these lines will require a broad con-

vergence of social, mathematical, physical, 

and engineering sciences with the medical, 

regulatory, and financial communities. For 

example, if we could use modern genomic 

technology at the stage of diagnosis t o 

d i s t i n g u i s h c a n c e r s t h a t w i l l p r o g r e s s 

to lethality from those that are indolent, 

i t w o u l d b o t h i m p r o v e c a n c e r c a r e a n d 

reduce costs. 

The promise of convergence is depen-

dent upon continued investment in basic 

science and translation of the resulting 

discoveries into innovations. This will not 

happen without expansion of current pub-

lic/private partnerships, with the public 

sector funding more of the basic research 

and the private sector funding more of the 

translational activities. Increase in invest-

ment by public agencies needs to happen 

now. Some of this investment should focus 

on training the next generation of scientists 

and engineers. In furthering convergence, 

this generation of students and fellows 

would benefit from enhanced communica-

tion and collaboration with one another 

during training in multidisciplinary envi-

ronments. Another issue that needs to be 

considered is the limited research funds for 

engineering and computational scientists 

to investigate life sciences outside of Na-

tional Institutes of Health (NIH) support, 

as many scientists from these domains feel 

unappreciated by NIH’s application and re-

view processes. Government investments in 

research in many countries, including the 

United States, have fallen in purchasing 

power over the past decade. This will result 

in a slowing of growth in innovation and 

the economy in the future. 

To meet oncoming global challenges, we 

will need to better link discovery, innova-

tion, and entrepreneurship. In the past, we 

simply assumed that they would converge 

as a matter of course, but given their im-

portance, the linkages should be considered 

more closely. In parallel with strengthen-

ing these linkages, we will need stronger 

cross-discipline integration via the conver-

gence model, joining the life, engineering, 

social, and physical sciences into common 

pursuits. This means convergence on both 

fronts, across the sciences as well as be-

tween science and implementation. I end 

with the following question: “Can we meet 

future global challenges without such con-

vergence?” I think the answer is “no.” 
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By Phillip A. Sharp1 and Alan I. Leshner2

E
very strong organization should sit 

back every 10 years and reflect on 

where it is, where it’s going, and how 

it can best serve its constituents in 

the future. The world is changing, and 

as “the voice of science,” we at AAAS 

want to make sure that the organization is 

maximizing its usefulness to the scientific 

community and the broader society.

AAAS is in excellent shape from every 

perspective, making this an ideal time to 

look forward to the next decade and beyond. 

Over the past 3 years, we have surveyed our 

members, clients, readers, and others, and 

it has become clear that the next iteration 

of AAAS must do two things: It must adopt 

a “digital first” mindset to become a mul-

timedia, multiplatform science communica-

tion enterprise, rather than a print-centric 

publisher, and it must listen to its members 

and undertake activities that better serve 

their needs.

The AAAS Transformation Initiative, an-

Trellis, the scientific community’s new 

communication platform, will debut in 2015. 

 Plan to transform AAAS moves 

full steam ahead

Through a long-range, strategic initiative, AAAS is becoming a 

more member-focused, digitally oriented organization.

nounced last spring, has completed its ini-

tial planning goals, and we are now moving 

ahead with strong momentum. Further, the 

AAAS Board has put funding in place to 

enable this transfor-

mation to be carried 

out over the next 5 

years, and results will 

start becoming out-

wardly visible within 

months.

The new, online-

only, open-access jour-

nal Science Advances 

will debut in Febru-

ary, significantly in-

creasing the volume of high-quality research 

published by AAAS. Spanning science, tech-

nology, engineering, mathematics, and the so-

cial sciences, the new digital publication will 

be a primary focus for new publisher Kent 

Anderson, who joined AAAS last month, and 

Editor-in-Chief Marcia McNutt. 

All of the Science journals are also un-

dergoing a complete digital reorganization, 

under the direction of Robert Covey, in the 

newly created position of digital media of-

ficer, and McNutt. The process involves a 

far-reaching redesign of the Science web-

sites and other changes to ensure that all 

content is created with the Web foremost 

in mind.

AAAS is also now beta-testing a new 

science communication platform, Trellis, 

which will become available to the scientific 

community within the coming year. This 

novel online networking platform will better 

enable participants to connect across disci-

plines, affiliations, 

and geographies to 

communicate and 

work together more 

effectively. Areas of 

activity will include 

discipline-crossing 

topics such as food, 

water, and energy; 

“meta-issues” affect-

ing the lives of scien-

tists more broadly; or 

newly emerging areas of research. 

On the membership front, work is un-

der way to expand AAAS membership by 

threefold, starting with scientists in both 

the academic and private sectors and even-

tually reaching out to the general science-

interested public. Under the direction of 

a Chief Membership Officer to be hired in 

the coming months, the association is mar-
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shaling its considerable resources in areas 

where members have told us they would 

like more support and involvement, includ-

ing advocacy, networking, career support, 

and volunteering. 

A key part of AAAS’s mission involves 

advocating on Capitol Hill and at the state 

level for sustainable funding for R&D and 

the responsible use of science in policy.  

Staff are developing mechanisms to give 

members many more opportunities to join 

AAAS in these efforts to speak up for sci-

ence. For example, a members-only website, 

to be launched in 2015, will allow members 

to advocate for research funding and poli-

cies that impact the research community.  It 

will provide detailed analyses of S&T legis-

lation, legislative alerts about pending votes 

or amendments of concern, and mecha-

nisms for contacting policy-makers.

Drawing from expertise across the As-

sociation, AAAS is ramping up and better 

integrating its offerings for scientists at 

all stages of their careers. The demand for 

these resources is high: A free AAAS web-

inar called “Thinking Outside the Lab” 

drew over 6000 registrants, and the career 

planning tool called myIDP has 68,000 

registered users. Future offerings will in-

clude more career-related webinars, a 

specialized career portal, and networking 

opportunities for members at local meet-

ings as well as the AAAS Annual Meeting. 

This is a time of great creativity and 

problem-solving at AAAS. It is also the 

beginning of a fundamental culture shift 

within the organization, to wholeheartedly 

embrace a digital-first, member-focused ap-

proach.  AAAS culture must also become 

more amenable to innovation, which we are 

encouraging by setting up a small office to 

explore and develop new business concepts 

and other kinds of partnerships. 

The Transformation Initiative and the in-

stitutional culture change that drives it will 

be greatly facilitated by the arrival of Rush 

D. Holt, Ph.D., as AAAS’s new chief execu-

tive officer. Holt, who was a practicing re-

search physicist and teacher before serving 

eight terms in the U.S. House of Represen-

tatives, will join AAAS this coming Febru-

ary. He will be the ideal next staff leader 

for the association because of his broad 

understanding of science and of the issues 

relating science and the rest of society. ■

1Chair of the AAAS Board; Institute Professor, Massachusetts 
Institute of Technology; and Faculty Member of the Koch 
Institute for Integrative Cancer Research and Department 
of Biology.  2AAAS Chief Executive Of  cer and Executive 
Publisher, Science.

By Michaela Jarvis, 

in Marrakech, Morocco

E
dmund Aienebyona’s idea could re-

duce maternal and infant mortality. 

Behaylu Abreha’s could support the 

production of animal feed using less 

land and less water. Felipe Varea’s 

could provide a way to easily and 

cheaply detect outbreaks of poisonous “red 

tide” algae. All three of these science- and 

technology-based innovations could pro-

vide jobs and development opportunities in 

the young entrepreneurs’ home countries 

of Uganda, Ethiopia, and Chile, while im-

proving the lives of people in those coun-

tries and beyond. 

Yet, each of the ideas needs a support 

network and funding to become a reality.

Cultivating that type of support network 

was the impetus behind this year’s Global 

Innovation through Science and Technol-

ogy (GIST) Tech-I Competition, held 18 to 

21 November in Marrakech, Morocco. Ini-

tially developed by the U.S. Department of 

State and organized and run by AAAS, the 

competition brought together 30 young en-

trepreneurs from 23 developing countries. 

Eighteen mentors—recruited by AAAS from 

the front lines of industry, governmental 

and nongovernmental funding agencies, 

and science and technology advancement 

organizations—provided a much-needed 

forum and training ground for the young 

innovators.

“In developing countries, most innova-

tive minds are silenced. There’s no platform 

to carry your voice,” said Zambian entrepre-

neur Muchu Kaingu, whose mobile applica-

tion project aims to “sort out chaos in our 

communities” by organizing and automat-

ing the business activities of merchants, 

from inventory to pricing to profits. “The 

human element that the mentors provide, 

someone to say if you’re on the right track, 

is really important.”

“You always love your ideas; you’re pas-

sionate about them,” said Alim Khamitov, 

who is developing a remotely controlled 

system to cut down on apartment burglar-

ies in his native Kazakhstan, “so you need 

input from others. I come here for the expe-

rience, to take advantage of the expertise of 

people in industry. I like the environment, 

A training ground for innovation
Young entrepreneurs honed their ideas for serving developing 

societies, at the GIST Tech-I Competition administered by AAAS.

Cynthia Ndubuisi of Nigeria earned second place in the GIST Tech-I Competition’s idea category. P
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the ecosystem. You can’t feel the same thing 

in Kazakhstan, not even with your team.”

The GIST competition began in 2011 as 

one of the initiatives implemented by the 

U.S. Department of State to support inno-

vation in the developing world, at the di-

rection of President Barack Obama. Since 

its inception, participants, who apply for 

the program and are invited to be finalists 

through an extremely competitive multi-

step selection process, have generated $80 

million in revenue by commercializing their 

innovations, according to U.S. State Depart-

ment calculations. 

“Scientists and engineers have long been 

seen as speaking a universal language,” said 

AAAS Chief International Officer Vaughan 

Turekian, “but globally, more and more en-

trepreneurs are tapping into science and 

technology to promote innovation and eco-

nomic growth.”

T h i s y e a r ’ s G I S T T e c h - I C o m p e t i t i o n, 

which was orchestrated by Jennifer Roder-

ick and Cristine Geers of the AAAS Inter-

national Office, was held at the 5th Global 

Entrepreneurship Summit in Marrakech, 

where Vice President Joseph R. Biden made 

a speech at the opening ceremony about 

fostering entrepreneurship to drive growth 

and create jobs.

“When I travel [in Africa and the Middle 

East] and the entire developing world,” 

Biden said, “I see young people with limit-

less promise to make not only their coun-

tries but the whole world better.”

“Fostering entrepreneurship is not just 

about crafting the right economic policy, 

or developing the best educational curri-

cula. It’s about creating an entire climate in 

which innovation and ideas flourish.”

In 4 days of training and competition, 

this year’s 30 young entrepreneurs worked 

through exercises designed to help them 

define and validate their ideas, target their 

markets, and “pitch” their business proposi-

tions. Itzam De Gortari, CEO for a business 

acceleration organization that identifies and 

cultivates promising Mexican tech startups, 

led sessions emphasizing the entrepreneurs’ 

need to focus on the business realities of 

bringing an idea into the market. “There is 

no innovation without finding the proper 

need,” he said. “Most startups fail because 

they didn’t develop their markets, not be-

cause they didn’t develop their products.”

Questioning the assumptions the GIST 

participants had about their innovations 

caused them to adjust their approaches 

and even their products, some of them 

significantly. 

“One thing I really enjoyed was when we 

had to draft the persona of our customer,” 

said Nigerian Cynthia Ndubuisi—whose 

project brings waste cassava peels to farm-

ers for healthy livestock feed—referring to 

an important part of the training that fo-

cused on defining the customer. “That really 

helped, because in just doing that, it simpli-

fied things so that I can speak to any inves-

tor about my business. It made me really 

think about what my customer wants, and 

how to get to them.” 

Mentor Matthew Graham Dyor, CEO at 

Payboard and former managing director at 

the Microsoft Accelerator powered by Tech-

stars, called his involvement in GIST Tech-I 

an opportunity to give back as “part of the 

code of entrepreneurship.”

“We want to help these young entrepre-

neurs have a better, more realistic under-

standing of what they’ve got going, so that 

they can translate a passion into an interna-

tional business that can get customers and 

investors,” Dyor said.

In addition to the support network, the 

mentoring, the refined perspective on their 

businesses, and the camaraderie with peers 

from around the world, the innovators had 

a chance to win funding. Thirteen winners 

took home a total of $68,500 in cash prizes 

awarded on the quality and presentation of 

their business propositions, and a number of 

the contestants said that simply having par-

ticipated in a program supported by the U.S. 

Department of State and AAAS will create 

more opportunities. At least one competitor, 

Ndubuisi, was approached in Morocco by a 

representative of the U.S. Agency for Inter-

national Development, which provides eco-

nomic assistance in support of U.S. foreign 

policy objectives.

Whatever the exact benefits provided by 

the program, both young entrepreneurs 

and mentors expressed commitment to 

maintain the important network they had 

established in Morocco, and the young en-

trepreneurs pledged to bring what they had 

learned back to their home countries.

“I can serve as a mirror for someone else 

who has an idea,” said Pavel Santos, of the 

Dominican Republic, who is working on a 

computer platform that assesses learning 

style to customize online education, “not to 

put that idea away, but to make it a reality.”  ■

2014 GIST Tech-I finalists and mentors
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PHOTOCHEMISTRY

Using ozone below may 
conserve it above 
The accumulation of laughing gas 

in the atmosphere isn’t a laughing 

matter: Nitrous oxide (N
2
O) is a 

powerful greenhouse gas and a 

depleter of ozone. The manufac-

ture of nylon releases substantial 

N
2
O as a byproduct during prepa-

ration of the precursor adipic 

acid. Hwang and Sagadevan 

now demonstrate an alternate 

route to adipic acid that involves 

treating cyclohexane with ozone 

under concurrent ultraviolet 

irradiation, generating no N
2
O. 

RESEARCH

Thus, ironically, the application 

of ozone as a chemical reagent 

could ultimately help conserve its 

concentration in the atmosphere. 

— JSY 

Science, this issue p. 1495

CANCER THERAPY 

Drug resistance, 
up close and personal 
Cancer therapies that target 

specific genetic mutations driving 

tumor growth have shown 

promising results in patients; 

however, the response is often 

short-lived because the tumors 

acquire new mutations that 

render them resistant to these 

therapies. Complicating matters, 

the mechanism of resistance 

can vary from patient to patient. 

To identify drugs most likely to 

be effective against resistant 

tumors, Crystal et al. established 

cell lines from the tumors of indi-

vidual patients after resistance 

occurred and performed a drug 

screen and genetic analysis on 

the cultured cells. This strategy 

successfully identified drug com-

binations that halted the growth 

of resistant tumor cells both in 

culture and in mice. In the future, 

pharmacological profiling of 

patient-derived cells could be an 

efficient way to direct therapeutic 

choices for individual cancer 

patients. — PAK

Science, this issue p. 1480

PALEOCEANOGRAPHY

A brief hiccup in deep 
ocean circulation 
During the last interglacial 

period, Antarctic Bottom Water 

(AABW) formation slowed mark-

edly. This densest ocean water 

sinks to the bottom of the sea, 

and its production helps to flush 

the oceans and eventually to 

recycle the carbon dioxide (CO
2
) 

that forms from sinking organic 

matter back into the atmo-

sphere. If the AABW production 

rate decreases, then CO
2
 accu-

mulates at depth, potentially 

causing a corresponding drop in 

atmospheric CO
2
 concentration. 

Hayes et al. found evidence, in 

the form of a uranium spike, in 

deep sea sediments that such 

a slowdown in AABW forma-

tion occurred ~127,000 years 

ago, which may have caused 

the atmospheric CO
2
 minimum 

observed at that time. — HJS  

Science, this issue p. 1514

IMMUNE TOLERANCE 

For the immune system, 
silence is golden 
For the immune system, balance 

is key. Immune cells must learn 

to eliminate invading pathogens 

but tolerate self. A cell type 

called regulatory T cells (Tregs) 

help to maintain this balance, 

but how they do so, particularly 

in humans, is unclear. Maeda et 

al. now report that Tregs “silence” 

T cells with modest reactivity to 

Edited by Melissa McCartney and Margaret Moerchen
I N  SC IENCE  J O U R NA L S

CONSERVATION 

Success for Europe’s 
large carnivores? 

D
espite pessimistic forecasts, 

Europe’s large carnivores are making 

a comeback. Chapron et al. report 

that sustainable populations of 

brown bear, Eurasian lynx, gray wolf, 

and wolverine persist in one-third of main-

land Europe. Moreover, many individuals 

and populations are surviving and increas-

ing outside protected areas set aside for 

wildlife conservation. Coexistence along-

side humans has become possible, argue 

the authors, because of improved public 

opinion and protective legislation. — AMS

Science, this issue p. 1517

Platinum-rich edges start the growth 
of metal-alloy nanoparticles   
Gan et al., p. 1502

Education efforts lead 

to an increase in European 

brown bear populations. 
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self. After culture with Tregs, the 

silenced T cells proliferated very 

little and produced almost no 

cytokines in response to antigen. 

The authors then examined T 

cells from healthy donors and 

from people with an autoimmune 

disease. Only healthy donors 

harbored silenced T cells, sug-

gesting that if silencing goes awry, 

autoimmunity may result. — KLM

Science, this issue p. 1536

EARTH MAGNETOSPHERE 

How trans-polar arcs 
transpire above 
Auroral arcs within the polar cap 

are a visual marvel, and they may 

also indicate trapped energetic 

plasma in Earth’s magneto-

sphere. Fear et al. combined 

simultaneous observations of 

both the aurora and signatures 

of the trapped plasma in Earth’s 

magnetotail to demonstrate one 

recent instance of this phenom-

enon. Some researchers have 

proposed that flux generated by 

magnetic reconnection might get 

trapped in the magnetotail lobe, 

but the standard magnetosphere 

model does not predict it. This 

study confirms the idea by taking 

advantage of a period when the 

interplanetary magnetic field 

points northward, a state not yet 

well understood. — MMM

Science, this issue p. 1506

Edited by Kristen Mueller 

and Jesse Smith
IN OTHER JOURNALS

NETWORK BIOLOGY

Meeting the demands of 
a complex network
Cells face intense metabolic 

demands. Meeting these 

demands requires genes to 

interact in complex networks. 

But what happens to these 

networks when the participat-

ing genes acquire mutations? 

To find out, Bajić et al. compu-

tationally mapped how genes 

that regulate cellular metabo-

lism interact in yeast lacking 

specific metabolic enzymes or 

in yeast that had accumulated 

neutral mutations (mutations 

that did not affect their overall 

fitness).  Their model predicted 

that deleting specific genes 

would lead to alternative enzy-

matic reactions and rewired 

signaling pathways, depend-

ing on the degree of network 

connectivity. In the case of 

neutral mutations, their model 

suggested that network rewiring 

would occur along with a loss 

of plasticity. Experimental data 

supported these predictions. 

— LMZ     

Genome Biol. Evol. 10.1093/
gbe/evu255 (2014).

PROTEIN DESIGN 

Building transmembrane 
zinc transporters 
The ability to design proteins 

gives insight into the relation 

between a protein’s fold and 

its function and also provides 

a path to custom proteins 

for bioengineering applica-

tions. Impressive strides have 

been made in the design of 

soluble proteins, but designing 

membrane proteins remains a 

challenge. Joh et al. achieve a 

milestone by designing a trans-

membrane Zn2+ transporter 

(see the Perspective by Lupas). 

The protein comprises four 

helices: Two tightly interacting 

pairs form a weaker interface 

that facilitates the transport of 

Zn2+ with concomitant reverse 

transport of protons. — VV

Science, this issue p. 1520; 
see also p. 1455

IMAGING 

Look, pathologists! 
No lens!  
Imaging entire human tissues 

with a light microscope requires 

stitching 500+ images together 

— a digitization process largely 

confined to advanced laborato-

ries. Greenbaum et al. developed 

a lens-free microscope based on 

low-cost holographic technol-

ogy, which enables fields 

of view a hundredfold 

larger than conventional 

technology allows. 

This tool employs a 

small chip and allows 

for three-dimensional 

focusing through thick 

tissue samples. The 

team imaged human 

cancer cells, abnormal 

cells in Pap smears, 

and sickle cells in 

whole-blood smears 

with sufficient resolu-

tion and contrast for 

clinical diagnosis. With 

its high resolution and 

speedy readout, the new 

platform could benefit 

pathology labs world-

wide. — MLF

Sci. Transl. Med. 6, 
267ra175 (2014).

ANCIENT DNA

Document DNA shows agriculture’s course

F
inding a good source of ancient DNA can be tough, due 

to weathering and bacterial contamination. But parch-

ment—made from livestock hides—offers an abundant, 

well-preserved, and often dated source of DNA, report 

Teasdale et al. The researchers worked with a 2-cm-square 

piece, but have so refined their sequencing technique that it 

only requires a tiny sliver of parchment; they hope eventually to 

do nondestructive testing. These data, they note, can  reveal the 

history of agriculture over the past 700 years. — EP

Philos. Trans. R. Soc. London Ser. B, 10.1098/rstb.2013.0379(2014).

Parchment—a rich 

source of ancient DNA

Aurora displays such as these over 

Alaska reflect plasma processes in 

Earth’s magnetosphere
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PROTEIN EVOLUTION 

Controlling the state of 
dynamic proteins
Small molecules that change 

the oligomeric state of proteins 

by binding to a site distant from 

the interface are called allo-

steric. They often act by taking 

advantage of intrinsic protein 

dynamics and stabilizing a 

particular conformation of the 

protein. Perica et al. show that 

mutations can similarly act at 

a distance to change protein 

conformation. They identified 

11 mutations in an RNA- binding 

protein that determine whether 

it is stable as a dimer or a tetra-

mer. Examination of ancestral 

sequences showed that the 

allosteric mutations are part of 

a downhill adaptation to lower 

environmental temperatures. 

This mechanism for modulating 

the oligomeric state is probably 

common in evolution. — VV

Science, this issue p. 1479

CANCER EPIGENETICS 

Modeling brain cancer 
from stem to stern 
Diffuse intrinsic pontine gliomas 

(DIPGs) are aggressive brain 

tumors primarily affecting chil-

dren. Because the tumors arise 

in the brainstem, which controls 

many vital functions, they 

cannot be surgically excised 

and are often fatal. To study 

the pathogenesis of DIPGs—in 

particular, the role of a histone 

H3.3 mutation that occurs in 

70% of cases—Funato et al. 

developed a new tumor model 

(see the Perspective by Becher 

and Wechsler-Reya). They first 

directed the differentiation of 

embryonic stem cells into neural 

progenitor cells. They then intro-

duced a specific combination 

of genes, including the mutant 

histone gene, and found that 

this caused the progenitor cells 

to acquire features charac-

teristic of cancer cells. During 

this oncogenic transformation, 

the cells reverted to a more 

primitive differentiation state 

and displayed altered histone 

marks at several key regulatory 

genes. — PAK

Science, this issue p. 1529; 
see also p. 1458

HUMORAL IMMUNITY 

Endogenous retroviruses 
trigger B cells 
Scattered across our genome 

are endogenous retroviruses 

(ERVs), ancient “footprints” 

of previous viral infections. 

Scientists do not fully under-

stand their functions, but Zeng 

et al. now report a role for ERVs 

in mobilizing a particular type of 

B cell–driven immune response 

in mice (T cell–independent, 

TID), which is usually mounted 

in response to viral capids or 

bacterial polysaccharides (see 

the Perspective by Grasset and 

Cerutti). Immunizing mice with 

a model TID antigen elicited an 

increase in ERV RNA and DNA 

in the cytoplasm of B cells. 

Innate immune receptors that 

recognize cytoplasmic nucleo-

tides then triggered signaling 

cascades that resulted in the 

production of immunoglobulin 

M. — KLM

Science, this issue p. 1486;
 see also p. 1454

ELECTRON TRANSFER

Big impact from 
a well-placed shake 
Since the advent of ultrashort 

laser pulses, chemists have 

sought to steer reaction tra-

jectories in real time by setting 

particular molecular vibrations 

in motion. Using this approach, 

Delor et al. have demonstrated 

a markedly clear-cut influence 

on electron transfer prob-

abilities along the axis of a 

platinum complex. The complex 

comprised donor and acceptor 

fragments—which respectively 

give and take electrons upon 

ultraviolet excitation—bridged 

together by triply bonded carbon 

chains linked to the metal center. 

By selectively stimulating the 

carbon triple-bond stretch vibra-

tion with an infrared pulse, the 

authors could induce substantial 

changes in the observed elec-

tron transfer pathways between 

the fragments. — JSY

Science, this issue p. 1492

CATALYSIS 

Dispersing catalytic gold 
as widely as possible
In order to maximize the activity 

of precious metals in catalysis, it 

is important to place the metal on 

some support with a high surface 

area (such as a zeolite) and to 

maintain the metal as small clus-

ters or even atoms to expose as 

much metal as possible. The lat-

ter goal is more readily achieved 

with oxides of reducible metals 

such as cerium or titanium than 

with the aluminum and silicon 

oxides that make up most zeolites 

and mesoporous oxides. Yang et 

al. show that sodium and potas-

sium can stabilize gold along 

with hydroxyl and oxo groups to 

create highly active catalysts for 

the water-gas shift reaction at low 

temperatures, a reaction that can 

be useful in applications such as 

fuel cells. — PDS

Science, this issue p. 1498

NANOMATERIALS 

Nanoparticle growth 
starts at the edges
The high activity of precious 

metals such as platinum for 

reactions that occur in fuel cells 

can be enhanced by alloying with 

metals such as nickel and cobalt 

to form shaped nanoparticles, 

where platinum is concentrated 

at the corner and edge sites. 

Gan et al. used a combination 

of high-resolution imaging and 

modeling to follow the forma-

tion of octadedral nanoparticles 

of these alloys with increasing 

growth times. A platinum-rich 

phase with an extended mor-

phology forms initially and 

becomes the edges and corners 

for the particles, and the alloy-

ing metals deposit to fill in the 

facets. — PDS

Science, this issue p. 1502

BIOPHYSICS 

Stark influence on 
reaction rates 
Enzymes accelerate chemical 

processes by coaxing molecules 

into just the right reactive states. 

Fried et al. now elucidate the 

way the enzyme ketosteroid 

isomerase pushes its substrate 

toward product through exertion 

of a local electric field (see the 

Perspective by Hildebrandt). 

First the authors calibrated the 

shifts in molecular vibrational 

frequencies, known as Stark 

shifts, that fields of varying 

strength impose on a substrate 

analog; then they measured 

the vibrational spectrum of 

that compound in the enzyme’s 

active site. The experiment 

uncovered an unusually strong 

field that the local enzyme 

structure directed to the precise 

spot where the substrate would 

react. — JSY

Science, this issue p. 1510; 
see also p. 1456

GENE EXPRESSION 

Promoters tune gene 
expression noise  
Although cells in a tissue are 

genetically identical and appear 

the same, they often exhibit 

variability in their patterns of 

gene expression. Organisms 

may need this to prepare for 

exposure to varying environ-

mental stresses. Using the tools 

of synthetic biology, Jones et 

al. construct a wide range of E. 

coli promoters in which the key 

molecular parameters (such as 

protein binding and unbinding 

rates) are systematically varied 

and compare the resulting 

expression noise to parameter

-free model predictions. This 

work demonstrates that 

Edited by Melissa McCartney and Margaret Moerchen
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expression noise is a tunable 

parameter, with different gene- 

regulatory architectures giving 

rise to different, but predictable, 

patterns of expression noise. 

— BAP

Science, this issue p. 1533

PROTEIN DESIGN

Designing activity 
at an interface 
Enzymes are proteins that 

are the workhorses of the 

cell. Designing enzymes with 

new functions that are also 

manifested in living systems 

could be extremely valuable in 

bioengineering and synthetic 

biology applications. However, 

enzyme design is a challenging 

task and so far has mainly been 

restricted to repurposing natural 

enzymes and to in vitro systems. 

Song and Tezcan started with a 

monomeric redox protein and 

introduced mutations that cause 

it to assemble into a tetramer 

with catalytic zinc ions in its 

interfaces. This protein assembly 

displayed β-lactamase activity, 

the primary mechanism of anti-

biotic resistance, and enabled 

E. coli cells to survive ampicillin 

treatment. — VV

Science, this issue p. 1525

CLIMATE CHANGE

Can regional climate 
change be predicted?
Global climate models (GCMs) 

provide broad-brushstroke 

projections of future climate. 

These projections lack the 

resolution required to under-

stand and respond to regional 

changes. “Downscaling” 

methods use GCM results as the 

starting point to model regional 

climate change. Hall explains 

that researchers and planners 

interested in regional adapta-

tion planning should interpret 

results from such downscaling 

with care: Climate warming pat-

terns can often be downscaled 

with confidence, but changes 

in atmospheric circulation are 

much harder to capture. — JFU

Science, this issue p. 1461

CANCER

Menacing exosomes 
spread cancer
Exosomes are tiny vesicles 

released from cells that carry 

proteins, lipids, and nucleic acids:  

cargo that can affect the biology 

of recipient cells. In a Perspective, 

Anastasiadou and Slack highlight 

recent studies that reveal how 

these vesicles act as vehicles 

to spread cancer.  Exosomes 

that are released by cancer cells 

harbor oncogenic microRNAs 

(miRNAs), proteins involved in 

miRNA biogenesis, and miRNAs 

that induce inflammatory condi-

tions that support tumor growth 

and metastasis.  Such cancer 

exosomes cause normal cells to 

form tumors in animal studies. 

The findings could guide the 

development of exosome-based 

diagnostics and therapies for 

cancer. — LDC

Science, this issue p. 1459

IMMUNOLOGY

Stopping inflammation 
after infection
In response to microbes, 

innate immune cells activate 

the transcription factor NF-κB, 

resulting in pro-inflammatory 

cytokine release. Once an infec-

tion has been resolved, NF-κB 

signaling must be inhibited to 

prevent excessive inflamma-

tion and tissue damage. Tanaka 

et al. found that this feedback 

inhibition requires the chaperone 

protein HSP70, which enabled 

the breakdown of the NF-κB 

subunit p65 in dendritic cells. 

HSP70-deficient dendritic cells 

produced more pro-inflammatory 

cytokines than did wild-type cells, 

and HSP70-deficient mice had 

more sustained inflammatory 

responses to bacterial infection 

than did wild-type mice. — JFF

Sci. Signal. 7, ra119 (2014).
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self. After culture with Tregs, the 

silenced T cells proliferated very 

little and produced almost no 

cytokines in response to antigen. 

The authors then examined T 

cells from healthy donors and 

from people with an autoimmune 

disease. Only healthy donors 

harbored silenced T cells, sug-

gesting that if silencing goes awry, 

autoimmunity may result. — KLM

Science, this issue p. 1536

EARTH MAGNETOSPHERE 

How trans-polar arcs 
transpire above 
Auroral arcs within the polar cap 

are a visual marvel, and they may 

also indicate trapped energetic 

plasma in Earth’s magneto-

sphere. Fear et al. combined 

simultaneous observations of 

both the aurora and signatures 

of the trapped plasma in Earth’s 

magnetotail to demonstrate one 

recent instance of this phenom-

enon. Some researchers have 

proposed that flux generated by 

magnetic reconnection might get 

trapped in the magnetotail lobe, 

but the standard magnetosphere 

model does not predict it. This 

study confirms the idea by taking 

advantage of a period when the 

interplanetary magnetic field 

points northward, a state not yet 

well understood. — MMM

Science, this issue p. 1506
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IN OTHER JOURNALS

NETWORK BIOLOGY

Meeting the demands of 
a complex network
Cells face intense metabolic 

demands. Meeting these 

demands requires genes to 

interact in complex networks. 

But what happens to these 

networks when the participat-

ing genes acquire mutations? 

To find out, Bajić et al. compu-

tationally mapped how genes 

that regulate cellular metabo-

lism interact in yeast lacking 

specific metabolic enzymes or 

in yeast that had accumulated 

neutral mutations (mutations 

that did not affect their overall 

fitness).  Their model predicted 

that deleting specific genes 

would lead to alternative enzy-

matic reactions and rewired 

signaling pathways, depend-

ing on the degree of network 

connectivity. In the case of 

neutral mutations, their model 

suggested that network rewiring 

would occur along with a loss 

of plasticity. Experimental data 

supported these predictions. 

— LMZ     

Genome Biol. Evol. 10.1093/
gbe/evu255 (2014).

PROTEIN DESIGN 

Building transmembrane 
zinc transporters 
The ability to design proteins 

gives insight into the relation 

between a protein’s fold and 

its function and also provides 

a path to custom proteins 

for bioengineering applica-

tions. Impressive strides have 

been made in the design of 

soluble proteins, but designing 

membrane proteins remains a 

challenge. Joh et al. achieve a 

milestone by designing a trans-

membrane Zn2+ transporter 

(see the Perspective by Lupas). 

The protein comprises four 

helices: Two tightly interacting 

pairs form a weaker interface 

that facilitates the transport of 

Zn2+ with concomitant reverse 

transport of protons. — VV

Science, this issue p. 1520; 
see also p. 1455

IMAGING 

Look, pathologists! 
No lens!  
Imaging entire human tissues 

with a light microscope requires 

stitching 500+ images together 

— a digitization process largely 

confined to advanced laborato-

ries. Greenbaum et al. developed 

a lens-free microscope based on 

low-cost holographic technol-

ogy, which enables fields 

of view a hundredfold 

larger than conventional 

technology allows. 

This tool employs a 

small chip and allows 

for three-dimensional 

focusing through thick 

tissue samples. The 

team imaged human 

cancer cells, abnormal 

cells in Pap smears, 

and sickle cells in 

whole-blood smears 

with sufficient resolu-

tion and contrast for 

clinical diagnosis. With 

its high resolution and 

speedy readout, the new 

platform could benefit 

pathology labs world-

wide. — MLF

Sci. Transl. Med. 6, 
267ra175 (2014).

ANCIENT DNA

Document DNA shows agriculture’s course

F
inding a good source of ancient DNA can be tough, due 

to weathering and bacterial contamination. But parch-

ment—made from livestock hides—offers an abundant, 

well-preserved, and often dated source of DNA, report 

Teasdale et al. The researchers worked with a 2-cm-square 

piece, but have so refined their sequencing technique that it 

only requires a tiny sliver of parchment; they hope eventually to 

do nondestructive testing. These data, they note, can  reveal the 

history of agriculture over the past 700 years. — EP

Philos. Trans. R. Soc. London Ser. B, 10.1098/rstb.2013.0379(2014).

Parchment—a rich 

source of ancient DNA

Aurora displays such as these over 

Alaska reflect plasma processes in 

Earth’s magnetosphere
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NEUROSCIENCE 

Neuronal function 
requires the real deal 
Brain slice experiments are a 

mainstay of modern neurosci-

ence: They allow scientists to 

probe the molecular details of 

the brain while keeping brain 

architecture intact. Scientists 

usually bathe these slices in 

artificial cerebrospinal fluid (CSF) 

instead of CSF obtained from 

humans. This typically works well, 

but neurons in brain slices are 

often quieter than those in intact 

brains. However, when Bjorefeldt 
et al. replaced articial CSF with 

real human CSF, they observed 

a neuronal activity boost. 

Pyramidal neurons exhibited 

lower action potential thresholds 

and their excitability increased. 

The authors hypothesized that 

endogenous neuromodulating 

substances in the human CSF 

increased the excitability of the 

nerve cells. — PRS 

J. Physiol. 10.1113/
jphysiol.2014.284711 (2014). 

PALEOBIOLOGY

Parasites are rising 
with the seas
Extrapolating from the fossil 

record, the prevalence of aquatic 

parasites should grow along 

with the extent of anthropo-

genic climate change. Huntley 

et al. quantified the abundance 

of pits in nearly 4000 mollusk 

shells from Holocene Pearl River 

(China) delta sediments. Pitting 

is caused by trematodes, or 

flatworms. Trematode prevalence 

over the course of ~10,000 years 

was highest just after the onset 

of sea-level rise and lowest during 

maximum flooding. Although a 

number of variables can change 

with sea-level rise, parasite 

prevalence was not statistically 

explained by changes in salinity or 

host abundance. — NW

Proc. Natl. Acad. Sci. U.S.A 10.1073/

pnas.1416747111 (2014).

EDUCATION

Translating clicks 
into efficiency 
As the number of web-based 

resources for science education 

increases, evaluation of these 

websites remains limited.  In 

order to enhance learning experi-

ences, website managers should 

know how to draw an audience, 

provide an optimal user experi-

ence, and assess any learning 

that has taken place.  Using their 

own website as an example, 

Goldsmith et al. describe how 

this evaluation can be done 

using clickstream analytics.  

Specifically, the authors deter-

mined where their audience came 

from and what content they did 

or did not use.  With this informa-

tion, website managers can better 

allocate their resources to fit 

their users’ needs, making online 

science education efforts more 

targeted and efficient. —MM

    Ecosphere 5, 131 (2014). 

MATERIALS SCIENCE

The right combination 
of additives
The formation of ceramic-based 

materials and composites 

occurs in nature under mild 

conditions, aided by a range 

of organic additives.  With this 

template in mind, Bawazer et 

al. explored whether a com-

bination of organic molecules 

could be used to make quan-

tum dot assemblies under 

similar conditions.  To discover 

the right mix, they turned to 

combinatorial methods paired 

with genetic algorithms.  The 

recipes that showed the highest 

fluorescence intensity became 

the basis for the next set of 

experiments. These converged 

on products that fluoresced 

after 7 days, and in all three, the 

same set of four additives was 

conserved. – MSL

Adv. Mater. 10.1002/
adma.201403185 (2014).

PUBLIC HEALTH

The socioeconomics 
of good sanitation
Diarrheal diseases caused by 

poor sanitary conditions are a 

leading cause of childhood mor-

tality worldwide. In Sub-Saharan 

Africa, improved sanitation 

has been particularly difficult 

to implement in rural areas, 

where the cost to install a latrine 

toilet is nearly $190. In a survey 

of 2000 rural households in 

Benin, where nearly 95% of the 

country lacks access to proper 

sanitation, Gross and Günther 

found that as much as 50% of 

the country could have access 

to latrines if their cost could be 

reduced to $50 each. However, 

the survey also found that cost 

is not the only socioeconomic 

factor contributing to poor 

sanitation, and that sanitation 

promotion programs should 

focus on the health security and 

protection provided by latrines 

as further reasons to install 

them.  — NW

Water Resourc. Res. 50, 8314 (2014).

STEM CELLS

Better cloning through expression

O
ne method of generating pluripotent cells for 

cloning is to transfer the nucleus of a differenti-

ated cell into an oocyte (egg cell) that has had 

its nucleus removed, a procedure known as 

somatic cell nuclear transfer (SCNT). However, 

very few SCNT embryos develop to term. To investi-

gate why, Matoba et al. compared gene expression in 

embryos produced by in vitro fertilization (IVF) and 

SCNT. They found that SCNT but not IVF embryos 

repressed certain regions of DNA. Removing this 

repression enhanced the efficiency of SCNT, suggest-

ing that the expression of one or more of these genes 

is important for cellular reprogramming. — MDC 

Cell 159, 884 (2014).

Scientists used somatic 

cell nuclear transfer to 

clone Dolly the sheep
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understanding how neurons work
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INTRODUCTION: Evolution and design of 

protein complexes are frequently viewed 

through the lens of amino acid mutations 

at protein interfaces, but we showed previ-

ously that residues distant from interfaces 

are also commonly involved in the evolu-

tion of alternative quaternary structures. 

We hypothesized that in these protein 

families, the difference in oligomeric state 

is due to a change in intersubunit geom-

etry. The indirect mutations would act by 

changing protein conformation and dy-

namics, similar to the way in which alloste-

ric small molecules introduce functional 

conformational change. We refer to these 

substitutions as “allosteric mutations.”
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RATIONALE: In this work, we investigate 

the mechanism of action of allosteric mu-

tations on oligomeric state in the PyrR 

family of pyrimidine operon attenuators. 

In this family, an entirely sequence-con-

served helix that forms a tetrameric inter-

face in the thermophilic ortholog (BcPyrR) 

switches to being solvent-exposed in the 

mesophilic ortholog (BsPyrR). This results 

in a homodimeric structure in which the 

two subunits are clearly rotated relative to 

their orientation in the tetramer. What is 

the origin of this rotation and the change 

in quaternary structure? To dissect the role 

of the 49 substitutions between BsPyrR 

and BcPyrR, we used ancestral sequence 

reconstruction in combination with struc-

tural and biophysical methods to identify 

a set of allosteric mutations that are re-

sponsible for this shift in conformation. 

We compared the conformational changes 

introduced by the mutations to the pro-

tein motion during allosteric regulation by 

guanosine monophosphate (GMP).

RESULTS: We identified 11 key mutations 

controlling oligomeric state, all distant 

from the interfaces and outside ligand-

binding pockets. We confirmed the role of 

these allosteric mutations by engineering 

a shift in oligomeric state in an inferred 

ancestral PyrR protein (intermediate in 

sequence between the extant orthologs). 

We further used the inferred ancestral 

states and their mutants to show that the 

allosteric mutations are part of a down-

hill adaptation of the 

PyrR proteins to lower 

temperatures. We com-

pared the x-ray crystal 

structures of ancestral 

and engineered PyrR 

proteins to the free and 

GMP-bound structure of the mesophilic 

BsPyrR, which shifts its equilibrium from 

dimer to tetramer upon ligand binding. 

Binding of the allosteric molecule intro-

duces a change in intersubunit geometry 

that is equivalent to the evolutionary dif-

ference in intersubunit geometry between 

the dimeric and tetrameric homologs. 

We further find that the difference in 

oligomeric state is coupled to the differ-

ence in intrinsic dynamics of the dimers. 

Finally, we used the residue-residue contact 

network approach to show that the resi-

dues corresponding to the allosteric 

mutations undergo large contact rewir-

ing when the intersubunit geometry and, 

in turn, oligomeric state change, either 

by GMP binding or by the introduction of 

allosteric mutations.

CONCLUSION: We show that evolution 

employs the intrinsic dynamics of this 

protein to toggle a conformational switch 

in a manner similar to that of small mol-

ecules. Shifting the relative populations of 

different states by subtle modifications is a 

process central to protein function and, as 

shown here, also to protein evolution. This 

suggests that we can learn from evolution 

and design proteins with multiple confor-

mational states. ■ 
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Evolution of oligomeric state through
allosteric pathways that mimic
ligand binding
Tina Perica,1,2* Yasushi Kondo,2 Sandhya P. Tiwari,3,4 Stephen H. McLaughlin,2

Katherine R. Kemplen,5 Xiuwei Zhang,1 Annette Steward,5 Nathalie Reuter,3,4

Jane Clarke,5 Sarah A. Teichmann1†

Evolution and design of protein complexes are almost always viewed through the lens of
amino acid mutations at protein interfaces. We showed previously that residues not
involved in the physical interaction between proteins make important contributions to
oligomerization by acting indirectly or allosterically. In this work, we sought to investigate
the mechanism by which allosteric mutations act, using the example of the PyrR family
of pyrimidine operon attenuators. In this family, a perfectly sequence-conserved helix that
forms a tetrameric interface is exposed as solvent-accessible surface in dimeric orthologs.
This means that mutations must be acting from a distance to destabilize the interface.
We identified 11 key mutations controlling oligomeric state, all distant from the interfaces
and outside ligand-binding pockets. Finally, we show that the key mutations introduce
conformational changes equivalent to the conformational shift between the free versus
nucleotide-bound conformations of the proteins.

P
roteins diverge during the course of evo-
lution and experience a continuous trade-
off between selection for function and
stability (1). Gould and Lewontin described
howorganisms adapt todifferent competing

demands, while at the same time accumulating
traits that occur either due to drift or correlations
with selected features (2). This view can also be
applied to proteins, where mutations of individ-
ual residues interact and determine fitness, sim-
ilar tomutations in genes at the level of organisms
(3). Selection is then determined by conditions,
both internal (interactions with other macro-
molecules in the cell) and external (environmental
variables such as temperature or pH). Further-
more, due to the difference in the sizes of sequence
and structure space, proteins can accumulate de-
stabilizingmutations, as long as they remain stable
enough at given conditions (4).
In previous work, we showed that mutations

outside protein interfaces are as important for
the evolution of quaternary structure (oligomeric
state) as mutations directly within interfaces (5).
This raised the following question: Bywhatmech-

anism domutations outside interfaces affect their
formation? Themost likely hypothesis is that these
mutations act by changing either protein confor-
mation or conformational dynamics, analogous
to the ways in which allosteric ligands introduce
conformational change. Thus, we referred to the
indirect mutations as allosteric mutations.
Furthermore, the conformational dynamics

of proteins enable functional features such as
ligand binding and also contribute to evolution-
ary plasticity; that is, “evolvability.” Protein dyna-
mics are essential for the functions of many
proteins (6) and are more conserved at the super-
family level than sequence (7). Selection favors
mutations of side-chain interactions that pro-
mote acquisition of the folded state. In the same
way, selection is stronger on functionally relevant
conformations of the entire protein structural en-
semble (8). The conformation under the strongest
constraint is not the one with the lowest free
energy but rather the one most similar to the
functional, often ligand-bound state.
The protein family we study here is a group of

pyrimidine attenuator regulatory proteins, PyrR,
present in the Bacillaceae family as well as in
some other bacterial species (9). The PyrR family
shows clear evidence of mutations acting allo-
sterically with respect to the protein interface.
The change fromhomodimeric to homotetrameric
family members is unmistakably brought about
by allosteric mutations: Homologs with different
oligomeric states share a helix whose surface is
100% conserved in sequence. This helix forms the
tetrameric interface in the homotetrameric family
members but is solvent-exposed in the dimeric
family members.

Bacillaceae live at a wide range of temper-
atures, to which the PyrR proteins have adapted.
At the same time, PyrR is constrained by the
need to conserve its double-stranded RNA bind-
ing ability and allosteric regulation by nucleo-
tides. PyrR binds to a stem-loop structure in the
nascent mRNA of the pyr operon, which induces
formation of the termination loop and attenuates
transcription. Uridine monophosphate (UMP)
and guanosine monophosphate (GMP) alloste-
rically regulate binding of PyrR to RNA, reflect-
ing the ratio between purines and pyrimidines
in the cell (10, 11) (Fig. 1). As the name suggests,
excess pyrimidines, as reflected in UMP binding,
attenuate further transcription of the pyr operon.
In this work, we use ancestral sequence recon-

struction to infer the allosteric mutations that
changed the oligomeric state and thermostability
in the PyrR family during the course of evolu-
tion. We identify 11 allosteric mutations that
decrease thermostability in all PyrR proteins
but change the oligomeric state only in the con-
text of inferred ancestral PyrR proteins and not
in thermophilic PyrR. We show how these mu-
tations affect oligomeric state indirectly, and we
describe this allosteric mechanism: The same
internal conformational switch in PyrR proteins
is toggled by both an allosteric ligand (GMP) and
a small number of mutations.

Results and discussion

Close homologs of PyrR have conserved
interface amino acids but different
oligomeric states

Using size-exclusion chromatography coupled
with multiangle light scattering (SEC-MALS) at
room temperature and velocity analytical ultra-
centrifugation (AUC) at 10°C, we observed that the
PyrR oligomeric state differs between Bacillus
caldolyticus and B. subtilis homologs and is af-
fected by allosteric regulators such as GMP (Fig. 2).
B. caldolyticus has an optimal growth temper-
ature of 72°C, and its PyrR (BcPyrR) elutes as one
peak corresponding to a tetramer (Fig. 2). Velocity
AUC experiments show that themajority of BcPyrR
sediments as a tetramer with aminormonomeric
species and no apparent dimeric species (fig. S4).
B. subtilis has an optimal growth temperature of
25°C, and BsPyrR elutes from the size-exclusion
column as a broad peakwith a range ofmolecular
masses between monomeric, dimeric, and tetra-
meric oligomeric state (Fig. 2). In the velocity AUC
experiment for BsPyrR, two specieswere observed
to sediment, calculated to have molecular masses
corresponding to that of a PyrR dimer and tetra-
mer, respectively (fig. S4). Therefore, BsPyrR exists
as a dimer in equilibrium with the monomeric
and tetrameric species at low micromolar con-
centrations, which correspond to the physiologi-
cal range, as the estimated average concentration
of PyrR in B. subtilis cells is 0.4 mM (12).
BcPyrR and BsPyrR have the highest sequence

identity of all PyrR homologs of known three-
dimensional structure with different oligomeric
states: 73% sequence identity over 180 residues,
corresponding to 49 substitutions, most of which
are on the solvent-exposed surface of the protein.
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The residues involved in the tetrameric (dimer-
of-dimers) interface are 100% sequence-identical.
These interface residues are also probably involved
in RNA-binding (13) and, hence, under purifying
selection (fig. S2).

A small number of allosteric mutations
change the oligomeric state of PyrR

The PyrR protein is present in Bacillus species
with diverse optimal growth temperatures, as well
as the distantly related bacteria Mycobacterium
tuberculosis and Thermus thermophilus, as shown
in the phylogenetic tree of this protein family
(Fig. 1B). To trace the mutations changing the
oligomeric state between the thermophilic BcPyrR
(red) and mesophilic BsPyrR (blue), we focused
on the two internal nodes in the phylogenetic
tree after the split of the BcPyrR from the last

common ancestor of the Bacillus sp. PyrR. We
reconstructed the most likely ancestral sequences
of the internal nodes (14). (See the Materials
and methods section for details.) In analogy to the
color wheel, we named the two inferred ancestral
proteins AncORANGEPyrR and AncGREENPyrR
(Fig. 1B).
We used SEC-MALS to reveal that AncOR-

ANGEPyrR formed a stable tetramer and that
AncGREENPyrR only showed a decrease in the
average molecular mass at the lowest concen-
tration (1 mM), from which we imply a presence
of a low concentration of lower–oligomeric state
species (Fig. 2). In AUC analysis, both ancestral
proteins displayed similar distributions of sed-
imenting species, as seen for BcPyrR (fig. S4).
Therefore, we infer that evolution of the dimeric
state occurred toward the terminal branches of

the PyrR phylogenetic tree, betweenAncGREEN-
PyrR and BsPyrR. There are 12 substitutions and
three insertions or deletions (a set of 15mutations
we refer to asm3) between AncGREENPyrR and
BsPyrR (fig. S19). As our goal is to identify the
smallest subset of allosteric mutations that clearly
change the oligomeric state, we excluded four
of these mutations: three insertions or deletions
and one substitution [Glu4→Gln4 (E4Q) (15)],
which is a revertant to the same amino acid as
in the tetrameric BcPyrR. Two of the insertions
or deletions were at each of the termini, and the
third one was in a flexible loop. We would not
expect these three changes to have a major effect
on the structure. Eleven substitutions (11/m3)
were different between BsPyrR and all the tetra-
meric PyrRs (BcPyrR, AncORANGEPyrR, and
AncGREENPyrR). To confirm their role in the
shift of the oligomeric state, we inserted them
into the stable PyrR tetramer AncORANGEPyrR,
producing the engineered protein VIOLETPyrR
(Fig. 3). The 11 substitutions destabilized the
AncORANGEPyrR tetramer: VIOLETPyrR has
similar SEC-MALS and AUC profiles as BsPyrR
(Fig. 2 and fig. S4). Thus, these mutations, none
of which are in the tetrameric interface, shift the
oligomeric state through an indirect, allosteric
mechanism.
Do these mutations turn any PyrR homolog

into a dimer? We grafted the 11 allosteric muta-
tions into the tetrameric BcPyrR, forming the
engineered protein PURPLEPyrR. Surprisingly,
PURPLEPyrR remains tetrameric, even at the
lowest concentration (Fig. 3B and fig. S4). This
implies that these 11 allosteric mutations have an
epistatic interactionwith the 32m1mutations that
separate BcPyrR and AncORANGEPyrR. Epistasis
between amino acid substitutions is known to be
ubiquitous in proteins, as described in multiple
recent publications (3, 16, 17).
To pinpoint the key oligomeric state-switching

mutations, we further tested the effect of two non-
overlapping sets of residues within the 11 allosteric
mutations, represented by PLUMPyrR (3/m3) and
MAGENTAPyrR (8/m3). We selected the three
mutations in PLUMPyrR based on the proximity
of these residues to the dimeric interface, expect-
ing them to have the largest effect on the inter-
subunit geometry. Both subsets of mutations
had independent effects on the oligomeric state
(Fig. 3), as the equilibria of both PLUMPyrR and
MAGENTAPyrRwere shifted toward the dimeric
state at the lowest protein concentrations in SEC-
MALS, with the appearance of a dimeric species
in AUC (fig. S4). This implies that these two small
sets ofmutations contribute to the oligomeric shift
in a cumulative manner.

The 11 mutations that shift the PyrR
oligomeric state are part of a downhill
adaptation to temperature

Members of the Bacillus genus live in dramat-
ically different environments, the most notable
difference being ambient temperature. Hobbs
et al. (18) have shown that the Bacillus species
have adapted to different temperatures mul-
tiple times in evolution. B. subtilis (with the
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Fig. 1. Function and evolution of the attenuator protein PyrR. (A) Schematic representation of
the pyrimidine operon attenuator system in Bacillus sp. PyrR binds to the PyrR binding loop as a dimer.
UMPallosterically promotes the binding of RNA,whereas the addition of GMPdecreases the affinity for
RNA (11). Different Bacillus species live in various environments and are adapted to different optimal
growth temperatures. (B) The phylogenetic tree of Bacillus PyrR proteins (inferred using Bayesian
MCMC) shows the variety of optimal growth temperatures for different Bacillus species: B. caldolyticus
lives at temperatures higher than 70°C, and at room temperature, its PyrR is a homotetramer. B. subtilis
optimal growth temperature is 25°C, and at room temperature, its PyrR is in equilibrium between a
homodimer and a homotetramer (illustrated here as just a dimer for simplicity). Analysis of the recon-
structed ancestral sequences shows that the change from a tetramer to a dimer occurred on the final
(blue) branches of the tree, where 15 allosteric mutations (m3) turn a tetrameric AncGREENPyrR into a
dimeric BsPyrR. A subset of 11 of those allosteric mutations (11/m3) also switches the oligomeric state
in the context of the ancestral AncORANGEPyrR. LCABacillusPyrR, last common ancestor of the
Bacillus sp. PyrR.
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homodimeric BsPyrR) lives in soil with optimal
growth at 25°C, and B. caldolyticus (with the
homotetrameric BcPyrR) exists in alkaline hot
springs with the optimal growth at 72°C (19).
We recorded the circular dichroism (CD)

spectra at temperatures from 20° to 90°C for all
of our PyrR constructs (Fig. 3C). Their thermal
unfoldingwas irreversible, and all but BsPyrR and
PURPLEPyrR unfolded in a single phase. This
was sufficient to estimate the thermal stability of
PyrR proteins along the evolutionary tree. BcPyrR
shows no variation in the CD spectra up to 70°C,
when it suddenly unfolds cooperatively. BsPyrR,
however, exhibits changes in helicity at temper-
atures as low as 35°C, finally unfolding completely
at 75°C. We could not determine from the CD
spectrawhich of the secondary structure changes
occur at low temperatures in BsPyrR. However,
plotting ellipticity for different wavelengths sug-

gests an exchange between a-helical and b-sheet
structure (fig. S5).
AncORANGEPyrR thermal unfolding follows

the same pattern as that of BcPyrR, with unfold-
ing taking place at 80°C rather than 70°C. This
stabilization of 10°C is most probably an artifact
of ancestral protein sequence reconstruction,
which has been suggested to overestimate pro-
tein stability due to a bias toward more stabiliz-
ing mutations in the evolutionary substitution
models (20). Notably, VIOLETPyrR, which differs
from AncORANGEPyrR by just the 11 mutations,
unfolded at a considerably lower temperature
than AncORANGEPyrR, whereas PLUMPyrR and
MAGENTAPyrR have intermediate thermostabil-
ity (Fig. 3C).
This observation raises the question as to the

mechanism for the thermal destabilizing effect of
the 11mutations. They could be affecting thermal

destabilization through the switch in oligomeric
state or by changing the polarity of the protein
surface. Both residue composition and oligomeric
state have been suggested to play a role in protein
thermostability (21). A higher oligomeric state is
proposed to increase thermostability by burying
more residue surface area. It has also been re-
peatedly observed that thermophilic bacteria have
more charged residues and fewer polar residues
compared withmesophilic organisms. This bias is
especially pronouncedwhen only surface residues
are taken into account (22).
To deconvolute whether it is the residue pro-

pensity or the oligomeric state that plays themain
role in the differences in thermostability of PyrR,
we took advantage of the engineered PURPLE-
PyrR, which has the 11 allosteric mutations but is
still tetrameric. Although all but the 11 allosteric
residues of PURPLEPyrR are the same as in the

SCIENCE sciencemag.org 19 DECEMBER 2014 • VOL 346 ISSUE 6216 1254346-3

Fig. 2. Analysis of PyrR oligomeric states. Samples of AncORANGEPyrR, AncGREENPyrR, B. subtilis PyrR (BsPyrR), BsPyrR+GMP, B. caldolyticus PyrR
(BcPyrR), BcPyrR+GMP, and VIOLETPyrR at varying concentrations were separated by size-exclusion chromatography before determination of the excess
refractive index and multiangle light scattering (SEC-MALS) from which the molecular masses are determined. Horizontal dashed lines represent the expected
masses for monomeric, dimeric, and tetrameric PyrR species, respectively. a.u., arbitrary units.
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thermophilic BcPyrR, the CDmeasurements show
that tetrameric PURPLEPyrR has decreased
thermostability comparedwith that of BcPyrR.We
thus infer that it is the change in thermophilic
propensity of surface residues, and not the change
in the oligomeric state, that plays a major role in
the change of PyrR thermostability.

To dissect this in detail, we bioinformati-
cally define the residue thermophilic propen-
sity as the log ratio of amino acid frequencies
between the solvent-exposed surfaces of proteins
from thermophilic and mesophilic organisms (22).
Thus, we calculated how mutations along the PyrR
tree change this thermophilic propensity. As ex-

pected, the mutations increase the thermophilic
propensity on the branches from AncORANGE-
PyrR toward BcPyrR and decrease toward BsPyrR.
Moreover, the largest decrease in thermophilic
propensity occurs between AncGREENPyrR and
BsPyrR, the branch that also corresponds to the
switch toward the dimeric state (fig. S6).

1254346-4 19 DECEMBER 2014 • VOL 346 ISSUE 6216 sciencemag.org SCIENCE

Fig. 3. Allosteric mutations affect oligomeric state and thermostability.
(A) Summary of the effects of allosteric mutations on oligomeric state along
the PyrR phylogenetic tree. (B) Two nonoverlapping subsets of the 11 allosteric
mutations [3/m3 mutations (PLUMPyrR) and 8/m3mutations (MAGENTAPyrR)]
are enough to overcome the threshold and cause instability of the tetramer
sufficient at 1 mM protein concentrations. All 11 allosteric mutations (11/m3)
together (VIOLETPyrR) have a larger effect on the stability of the tetramer
than the 3/m3 and 8/m3 individual subsets of mutations. The 11 allosteric
mutations change oligomeric state only in the context of AncORANGEPyrR

(or AncGREENyrR), but not in the context of BcPyrR. This is due to the
epistasis of (a subset of) m1 mutations over the m3 mutations. (C) Oligomeric
state and thermostability are coupled in PyrR, but it is the thermophilic
propensity of residues, not the oligomeric state, that determines thermo-
stability. Thermal unfolding of PyrR homologs, inferred from CD at 222 nm at
temperatures ranging from 30° to 90°C (from 20° to 90°C for BsPyrR and
PURPLEPyrR). Loss of CD signal at 222 nm is interpreted as the loss of
helicity. The CD signal is plotted as the mean residue ellipticity corrected for
protein concentration.
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Fig. 4.The difference in oligomeric state is due to a change in intersubu-
nit geometry. (A) Change in oligomeric state through evolutionary variation,
functional allostery, or recapitulated by engineering is always coupled to the
same difference in intersubunit geometry. The three superimposed pairs of
structures are: (i)B. subtilisPyrR (BsPyrR; PDB: 1A3C) dimers superimposed
on a B. caldolyticus PyrR (BcPyrR; PDB: 1NON) tetramer; (ii) VIOLETPyrR
dimers superimposed on a AncORANGEPyrR tetramer; and (iii) B. subtilis PyrR
(BsPyrR; PDB: 1A3C) dimers superimposed on tetrameric B. subtilis PyrR in
complexwith GMP.The intersubunit geometry of free BsPyrR is incompatible with

formation of the dihedral tetramer; however, GMP binding introduces a 10° inter-
subunit geometric change, and BsPyrR forms a tetramer. The VIOLETPyrR
intersubunit geometry is not compatible with the formation of the tetramer
formed by AncORANGEpyrR, and this difference of conformation and oligomeric
state is brought about by 11 allosteric mutations. (B) The tetrameric AncOR-
ANGEPyrR and dimeric VIOLETPyrR residue-residue contact networks differ by
15% of their contacts. (Orientation of networks can be further explored in movies
S1 and S2.) L68I, K84D, and A118G are central hubs and are involved in the
majority of contact rewiring between the dimeric and tetrameric networks.
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From this, we infer that the 11 allosteric mu-
tations are part of a more general “downhill” ad-
aptation to lower temperatures. Thus, the switch
in oligomeric state of free PyrR co-occurs with
the evolutionary adaptation to lower temperatures
of B. subtilis as compared with B. caldolyticus.
How is this dimer-tetramer switch affected by
mutations that are distant from all of the inter-
subunit interfaces? To answer this question, we
investigated the oligomeric states during alloste-
ric regulation by ligands in this protein family.

The allosteric regulators UMP and GMP
control oligomeric state

Previous in vivo and biochemical experiments
showed that the PyrR binding to the leader RNA
sequence (PyrR binding loop) of the pyr operon
is regulated by small molecules such as UMP and
GMP (10, 11). Higher concentrations of pyrimi-
dines increase the affinity of PyrR for the PyrR
binding loop and, in turn, attenuate transcrip-
tion of the pyrimidine synthesis operon. Higher
concentrations of purines, on the other hand, de-
crease the affinity for the binding loop, which in
turn increases the transcription of the pyrimidine
synthesis operon (9) (Fig. 1). As allosteric regula-
tion usually affects conformational change, we
wanted to investigate how GMP and UMP in-
fluence PyrR conformation and oligomeric state.
We analyzed the oligomeric state of BsPyrR

and BcPyrR by SEC-MALS upon addition of al-
losteric ligands and observed that both UMP and
GMP stabilize the tetrameric state of PyrR (Fig. 2
and fig. S3). This is especially prominent in the
case of BsPyrR, where addition of nucleotides
shifts the equilibrium toward a higher oligo-
meric state. The RNA-bound form of PyrR, not
investigated here, is likely to be dimeric, based
on analytical ultracentrifugation (11) and muta-
genesis experiments (13).
This means that the effect of the 11 allosteric

mutations is similar to that of RNA and opposite
to the nucleotide ligands, which stabilize the tet-
rameric state. The 11 allostericmutations are also
allosteric with respect to the nucleotide-binding
site: Each of the 11 residues is 10 Å or more away
from the bound GMP molecules.
Overall, though different ligand-bound andRNA-

bound forms of the protein sample both dimeric
and tetrameric states, the 11 mutations shift the
free-protein equilibrium toward the dimeric state
in this landscape of different conformations.

Both mutations and ligands shift
oligomeric state by changing
intersubunit geometry

To determine the structural changes that occur
when the allosteric mutations switch the oligo-
meric state in the PyrR family, we solved four x-ray
crystal structures: AncORANGEPyrR, AncGREEN-
PyrR, VIOLETPyrR, and BsPyrR+GMP (table S2).
We then compared these structures to those of
BcPyrR and BsPyrR (23, 24).
In our previous work, we hypothesized that

evolutionary changes in oligomeric state can arise
fromdifference in intersubunit geometry within a
protein complex (5). If this were true for the PyrR

family, we would expect the dimeric structures
to have distinct intersubunit geometries as com-
pared to the tetrameric structures.
Superimposing the dimeric BsPyrR on the

BcPyrR tetramer shows an 8° rotation around
the dimeric interface (Fig. 4A and fig. S1). This
conformation of BsPyrR is not compatible with
the tetrameric oligomeric state, as the two helices
that would form the dimer-of-dimers interface are
pulled apart by more than 5 Å. The 11 mutations
affect the same difference in conformation. Di-
meric VIOLETPyrR and tetrameric AncORAN-
GEPyrR, which differ by the 11mutations, exhibit
the same relative rotations between subunits with-
in the dimer (Fig. 4). The subset of three allo-
stericmutations introduced into PLUMPyrR from
AncORANGEPyrR leads to the same geometric
change, where PLUMPyrR has a 9° intersubunit
rotation as compared with AncORANGEPyrR
(fig. S8).
How does this compare with the difference

between free, dimeric BsPyrR and tetrameric
GMP-bound BsPyrR? Addition of GMP introdu-
ces a 10° rotation, changing the protein confor-
mation into the one compatible with forming the
dimer of dimers (Fig. 4). The tetrameric GMP-
bound BsPyrR structure is similar to the tetramers
formed by free BcPyrR and AncORANGEPyrR
(fig. S8). There is a subtle 3.6° subunit rotation
around the dimeric interface between the GMP
bound form of BsPyrR and AncORANGEPyrR.
However, their tetrameric interfaces superimpose
almost perfectly, with an average atomic distance
difference in the tetrameric interface helices of
less than 1 Å.
In summary, homologous dimers all have a

similar set of intersubunit geometries, equally
different from the intersubunit geometries of
tetramers. The tetramers exhibit limited var-
iations in their geometries, all of which are sub-
stantially smaller than the differences between
the dimers and tetramers. As the geometries of
the dimers and tetramers are so clearly distinct
from each other, we conclude that the 11 allo-
steric mutations affect oligomeric state in aman-
ner almost identical to the allosteric ligandGMP.
How does this change in intersubunit geom-

etry come about? This is not immediately evident
by inspecting the individual monomeric subunits
(fig. S9) or the dimeric interfaces (5) between the
dimeric and tetrameric proteins, as they all super-
pose well. To look for the subtle structural dif-
ferences that could account for the observed
differences in conformation and oligomeric state,
we used the residue-residue interaction network
approach (25–28).With this approach, the protein
structure is reduced to a network in which each
node represents a residue and each edge repre-
sents a physical interaction between two residues.
This allows for an unbiased analysis of structures
by using graph theoretical methods, as illustrated
in fig. S10.
The tetrameric AncORANGEPyrR and dimeric

VIOLETPyrR contact networks differ in ~15% of
their contacts, and these differences are non-
uniformly distributed around the network (Fig.
4B and fig. S11). To estimate how much each

residue contributes to the difference in residue-
residue contacts, we determined the number of
contact changes in two shells around the amino
acid of interest. To maintain information on res-
idue connectivity, which has been shown to de-
termine residue evolvability (29), we used the
absolutenumber of rewired residue contacts rather
than normalizing by total number of contacts.
This is because rewiring the contacts of a buried
residue with a high connectivity will have a larger
structural effect than rewiring a residuewith lower
connectivity.
Three out of the 11 allosteric mutations (L68I,

K84D, and A118G) exhibit dramatic rewiring of
contacts (Fig. 4B). Specifically, when comparing
AncORANGEPyrR with the dimeric structures
(BsPyrR, VIOLETPyrR, and PLUMPyrR), these
residues rewire more contacts than the average
buried PyrR residue by between one and two stan-
dard deviations (fig. S12). L68 and A118 are com-
pletely buried in the protein interior, whereas
K84 is in the more flexible part of the protein,
changing its accessible surface area between dif-
ferent conformations.
Moreover, L68 and A118 are the two residues

at the center of the largest rewiring events in the
transition from the dimeric BsPyrR to the tetra-
meric BsPyrR+GMP. Thismeans that the structural
changes due to the L68I and A118G mutations
mimic the key residue rewiring events that oc-
cur upon GMP binding. Thus, the evolutionary
mutations and the allosteric ligand GMP share
a commonmechanism for achieving an identical
intersubunit rotation, leading to the same shift in
oligomeric state.

The stability difference between PyrR
tetramers is coupled to changes in the
dynamics of dimeric units

Above we noted that small differences, either via
mutation or ligand binding, affect the wiring of
residue contact networks. This suggests a small
energy difference between the two main confor-
mations of PyrR. Thus, we might expect both of
these conformations to be sampled by the vi-
brational normalmodes that describe the intrinsic
dynamics of dimeric PyrR.
We compared the similarity of the intrinsic

dynamics of different PyrR dimers (both the di-
meric PyrRs and the halves of tetrameric PyrRs)
by comparing their flexibility calculated with
elastic network modeling (ENM) (30). ENM pro-
vides a distribution of fluctuations around the
equilibrium conformation for each structure, and
the overlap of these distributions betweendifferent
structures can be described by the Bhattacharyya
coefficient (BC). We have previously shown that
the BC ranges between 0.85 and 1 formembers of
the same protein family (31). Accordingly, the dif-
ferences between all PyrR proteins are in this
range (between 0.83 and 0.98).
Furthermore, it is clear that the pattern of flex-

ibility is more similar among the three dimers
(BsPyrR, VIOLETPyrR, and PLUMPyrR) than the
three tetramers (AncORANGEPyrR, PURPLEPyrR
+UMP, and BsPyrR+GMP) (Fig. 5A). The BsPyrR
dimer and BsPyrR+GMP tetramer had a similarity
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score of 0.87, whereas BsPyrR and other dimers
(VIOLETPyrR and PLUMPyrR) had higher pair-
wise similarity scores reflecting more similar dy-
namics. This illustrates that similarities in intrinsic
dynamics among the PyrR proteins are not a
simple function of sequence identity, given the
fact that BsPyrR+GMP and BsPyrR have the
same sequence and VIOLETPyrR is closer in
sequence to AncORANGEPyrR than to BsPyrR.
The clustering based on the BC score seen in Fig.
5A matches the clustering based on their root
mean square deviation (RMSD) (fig. S14). Although
BC and RMSD compare different properties of
structures, here the structures with the highest
BC score also have the lowest RMSD, which con-
firms that the structural changes are encoded in
the intrinsic dynamics of these structures.
It has repeatedly been shown that the con-

formational difference, either between func-
tional conformations or even homologs, can be
sampled by a combination of a few low-frequency
normal modes of the protein (32–36). We found
that a few lowest-frequency modes of PyrR pro-
teins describe the transition between a tetramer
and a dimer, both in the case of the transition
being induced by allosteric ligands and by allo-
steric mutations.
In particular, the mode of the BsPyrR+GMP

protein with the second lowest frequency also
captured 44% of the transition from this tetra-
mer to the dimeric BsPyrR structure. This mode

is very similar to the three lowest-frequency
modes of tetrameric AncORANGEPyrR. The
second-lowest–frequency mode of this tetramer
also contributes most to the conformational
change between AncORANGEPyrR and the di-
meric VIOLETPyrR, which differ by just the 11
mutations (fig. S15C). For both tetramers, the tran-
sition to the dimer occurs via the low-frequency
normal modes that describe the same type of
motions in the structure (movies S3 to S5). This
mode corresponds to the overall subunit rotation
(and translation) required to go from one state to
the other, as described in Fig. 4A.
The difference between correlations in residue

motions between a dimer and a tetramer were
particularly clear when comparing the correla-
tions of dimeric and tetrameric interface residues
between AncORANGEPyrR and VIOLETPyrR. In
AncORANGEPyrR, the residues from the tetra-
meric interface exhibit correlations across the
subunit and between the two tetrameric inter-
face helices of the two subunits of a dimer, whereas
in VIOLETPyrR the majority of the specific cor-
relations are located close to the dimeric inter-
face (Fig. 5B and fig. S16). Furthermore,weobserved
that the residues corresponding to 3 out of the
11 allosteric mutations (K62P, L68I, and A118G)
are within the largest regions that undergo a
collective change in intrinsic dynamics from one
oligomeric state to the other. The residue cor-
responding to the V8I mutation also experiences

a notable gain in correlation in both tetramers,
related to its proximity to the tetrameric inter-
face and the overall difference seen in that region
(fig. S16C). (Details of the statistical analysis of
the correlated dynamics are described in the
supplementary materials and fig. S17.)
It is important to emphasize that the dynamics

were calculated for the dimeric halves of the tet-
rameric PyrR structures. This means that the ob-
served differences do not stem from the additional
residue contacts in the tetrameric (dimer-of-
dimers) interface but are solely due to the con-
formational differences between the dimer and
the equivalent half of the tetramer. Thus, the
conformational differences between different PyrR
proteins are encoded in their intrinsic dynamics,
and relatively small effects, such as ligand bind-
ing or a small number of strategicmutations, can
use thesedynamics to toggle an intrinsic conforma-
tional switch and change the quaternary structure.

Conclusions

Reconstituting the PyrR sequences and analyz-
ing their biophysical properties enables us to re-
capitulate the evolutionary history of the family
(Fig. 1B). In one part of the phylogenetic tree, PyrR
has adapted to remain stable and functional at
extremely high temperatures (BcPyrR), whereas
in the other part (after the AncGREENPyrR node)
the organisms have adapted to life at lower tem-
peratures (25°C). It is known that many proteins
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Fig. 5. PyrR intrinsic dynamics and oligomeric state. (A) All PyrR
proteins have similar intrinsic dynamics, but the three dimeric proteins are
more similar than the tetramers. This difference is most pronounced when
comparing the sets of dimeric and tetrameric interface residues with
correlated dynamics specific for the dimeric VIOLETPyrR or the tetrameric
AncORANGEPyrR. (B) Both structures are represented by only their Ca
atoms, connected by green or yellow edges if at least one of the residues
is involved in either the dimeric or the tetrameric interface and only if the

pair of residues is moving in a concerted, correlated manner in either only
the dimeric VIOLETPyrR (yellow edges) or the tetrameric AncORANGE-
PyrR (green edges). The residues corresponding to the 11 allosteric
mutations (11/m3) are shown in red. The sets of residues with correlation
differences shown here have a cluster size of more than three and fall
within the correlation difference threshold of 0.1. (Both threshold values
were chosen for the sake of clarity; see figs. S16 and S17 for a more
exhaustive analysis of the correlation differences.)
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maintain marginal stability, and one would thus
expect the protein stability to reflect the differ-
ences in environmental temperatures. This can
be explained by the simple fact that the selection
pressure for increased stability is relaxed at
mesophilic temperatures, meaning that proteins
can accumulate destabilizingmutations until they
reach marginal stability (4).
However, high stability can come at the ex-

pense of increased conformational rigidity, and a
protein adapted to be stable at high temperatures
may not be flexible enough to perform its function
at a lower temperature (37). Whether it was adap-
tational or simply drift in the case of PyrR, down-
hillmutations lowered thermostability while at the
same time selection for maintaining the RNA
binding site and allosteric regulation acted con-
tinuously throughout evolution. The accumulated
downhill mutations caused small and cumulative
changes sufficient to switch oligomeric state in
the absence ofmutations in the actual tetrameric
interface. This change in the stability of the tet-
ramer may have been an evolutionary by-product,
demonstrating the power and importance of in-
direct and structurally allosteric mutations.
We have shown that the change in oligomeric

state occurred through an interplay of mutations
affecting residue contact networks, intrinsic dy-
namics, and thermostability. At the same time,
for 6 out of the 11 mutations, we were able to
estimate relative contributions to each of these
properties (Fig. 6). The K84D mutation, which is

in the part of the structure that seems to be dis-
ordered in some of the conformations, is predicted
to affect all three properties simultaneously. The
G172Q and K181N mutations in surface residues
are predicted to contribute substantially to the
change in thermostability. L68I and A118G are
mutations in buried residues at the center of a
large residue-residue rewiring event in the tran-
sition from dimer to tetramer, both in evolution
and ligand binding. Both residues are also part of
a region of the protein with highly correlated dy-
namics. K62P is a mutation in a surface residue,
weakly connected to the rest of the structure but
part of a region with highly correlated motions
where a change has a profound effect on protein
dynamics.
Here we showed compellingly how mutations

in residues outside the interface can introduce re-
arrangements that have a knock-on effect on the
interface itself. We hope that the importance of
mechanisms of allosteric mutations will become
increasingly clear with the advancement of meth-
ods that accurately predict effects of mutations,
as well as methods for engineering proteins with
multiple functional conformations.

Materials and methods

Ancestral sequence reconstruction

To reconstruct the ancestral PyrR sequences be-
tween the dimeric BsPyrR and the tetrameric
BcPyrR, we retrieved all of the PyrR protein se-
quences from UniProtKB, including the sequen-

ces of two outliers: PyrR from M. tuberculosis
and T. thermophilus. We used MUSCLE (38) to
calculate a multiple sequence alignment of the
PyrR proteins (fig. S18). We performed Bayesian
inference with MrBayes version 3.1 (39). The evo-
lutionary tree topology, branch lengths, and se-
quences of ancestral nodes were calculated from
a PyrR protein alignment by using an estimated
fixed-rate evolutionary model. The gaps in the
ancestral sequences were determined using the
F81-like model for binary data implemented in
MrBayes (40). More details can be found in the
supplementary materials.

Oligomeric state analysis by SEC-MALS

We resolved the protein samples on a Superdex
S-200 10/300 analytical gel filtration column (GE
Healthcare) pre-equilibrated with 50 mM Tris
pH7.5, 150mMNaCl, and 1mMDTTat 0.5ml/min.
We performed themeasurements using an online
Dawn Heleos II 18-angle light-scattering instru-
ment (Wyatt Technologies) coupled to an Optilab
rEX online refractive index detector (Wyatt Tech-
nologies) in a standard SEC-MALS format. We
used the ASTRA v5.3.4.20 software (Wyatt Tech-
nologies) to determine the absolute molecular
mass from the intercept of the Debye plot using
Zimm’s model (41) and analyzed the light scat-
tering and differential refractive index.We deter-
mined the protein concentration from the excess
differential refractive index based on dn/dc of
0.186 mg/ml (where dn is the change in refractive
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Fig. 6. Summary of mutational mechanisms. A small number of allosteric mutations are responsible for the evolutionary difference in oligomeric state,
thermostability, and dynamics of PyrR homologs. We show the mechanism(s) by which each mutation acts, and we summarize similar mutations using
the same color scheme.
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index and dc is the change in concentration).
To determine the interdetector delay volumes,
band-broadening constants, and the detector
intensity normalization constants for the instru-
ment, we used bovine serum albumin as a stan-
dard before sample measurement.

X-ray crystallography

All crystallization trials were performed with 15
to 20 mg/ml of protein, and the sample buffer
was supplemented with 10 mM MgCl2. AncPUR-
PLE crystallized with 1.2 times excess UMP and
BsPyrR with 2 times excess GMP. AncGREENPyrR
and BsPyrR were additionally supplemented with
400 mM (NH4)2SO4 to obtain crystals. We set up
100-nl protein-drop crystallization trials with the
in-house MRC Laboratory of Molecular Biology
screen (42). We collected the x-ray diffraction
data at the Diamond Synchrotron (Oxford, UK).
The data were processed in the CCP4 suite (43).
See the supplementary materials for details on
crystallization conditions and data processing.
All of the structures were solved using molecu-
lar replacement with Phaser (44), rebuilt with
Coot (45), and refined with Refmac5 (46).

Structural superpositions and intersubunit
geometry comparisons

Intersubunit geometries of all PyrR structures
(Fig. 4 and fig. S8) were compared as described
previously in (5) and are illustrated in fig. S1. We
superimposed individual subunits using a sieve-
fit approach, described by Arthur Lesk, used not-
ably in (47), and implemented more recently in
the Bio3D package for R (48). With sieve-fit, sub-
units are structurally aligned using only residues
that are superposable with a RMSD below 0.5 Å.
These residues then define the structural core of
the subunit with its corresponding center ofmass.
We first sieve-fit only subunit A of the complex
and then re–sieve-fit the B subunit, noting how
much the center of mass needs to deviate from
its original position (as an angle of rotation and
vector of translation).

Normal mode analysis

We studied the intrinsic dynamics of all PyrR
proteins for which we had high-quality struc-
tures (meaning solved to a high resolution and
not havingmore than a few residuesmissing from
the structure). These structures were AncORAN-
GEPyrR, VIOLETPyrR, PLUMPyrR, andPURPLE-
PyrRwithUMP, aswell as thewild-typeB. subtilis
PyrR with and without GMP. We performed the
calculations, using the Ca atom elastic network
model implemented in the Molecular Modeling
ToolKit (49), on the dimeric units (dimers and
halves of tetramers). The GMP and UMP lig-
ands were modeled into the B. subtilis PyrR and
the PURPLEPyrR structures by placing dummy
nodes at the C4′, N9, and N1 or C4′, N1, and C4
positions of the bound nucleotides in both sub-
units, respectively.
To compare the intrinsic dynamics of these

structures, we used a structural alignment ob-
tained fromMUSTANG (50). The BC (31, 51) was
used as a measure of similarity in flexibility, with

a score from 0 (completely dissimilar) to 1 (iden-
tical). Furthermore, the correlation matrices were
calculated from the 100 lowest-frequency modes
(52). (For more details, refer to the supplemen-
tarymaterials.) The conformational overlap anal-
ysis of BsPyrR and BsPyrR+GMP, as well as
AncORANGEPyrR with PLUMPyrR and VIOLET-
PyrR, to obtain the modes that contribute to the
transition from the tetrameric state to the di-
meric state was done according to Reuter et al.
(35). We calculated overlaps between the modes
of dimeric halves of tetramers and the structural
difference vectors between the dimeric half of
the tetramer and the corresponding dimer.

Thermostability

We estimated the thermostability of the PyrR
proteins by measuring the CD 210- to 260-nm
spectrum of each protein over a range of tem-
peratures (from 20° to 90°C). We heated the pro-
teins gradually and continuously (0.2°C per min)
and collected the spectrum every 5°C. The pro-
teinsweremeasuredat an approximate concentra-
tion of 5 mM. All measurements were done on a
Chirascan CD Spectrometer (AppliedPhotophysics).
Mean residue ellipticity for each protein at each
5°C temperature point was calculated as the de-
grees of CD corrected by exact protein concen-
tration and the length of the protein (number of
amino acids).
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Patient-derived models of acquired
resistance can identify effective drug
combinations for cancer
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Targeted cancer therapies have produced substantial clinical responses, but most tumors
develop resistance to these drugs. Here, we describe a pharmacogenomic platform that
facilitates rapid discovery of drug combinations that can overcome resistance.We established
cell culture models derived from biopsy samples of lung cancer patients whose disease had
progressed while on treatment with epidermal growth factor receptor (EGFR) or anaplastic
lymphoma kinase (ALK) tyrosine kinase inhibitors and then subjected these cells to genetic
analyses and a pharmacological screen. Multiple effective drug combinations were identified.
For example, the combination of ALK and MAPK kinase (MEK) inhibitors was active in an
ALK-positive resistant tumor that had developed a MAP2K1 activating mutation, and the
combination of EGFR and fibroblast growth factor receptor (FGFR) inhibitors was active in an
EGFRmutant resistant cancer with a mutation in FGFR3. Combined ALK and SRC (pp60c-src)
inhibition was effective in several ALK-driven patient-derived models, a result not predicted
by genetic analysis alone.With further refinements, this strategy could help direct therapeutic
choices for individual patients.

G
enotype-based selection of patients for
the application of targeted therapies has
had a substantial impact on the treatment
of cancers. Effective targeted therapies,
such as tyrosine kinase inhibitors (TKIs),

are widely used to treat patients harboring non–
small cell lung cancers (NSCLCs) with activating
mutations in EGFR (epidermal growth factor re-
ceptor) or ALK (anaplastic lymphoma kinase)
translocations (1–5). However, acquired resistance
to these inhibitors eventually develops through
a variety of mechanisms, usually within 1 to 2
years [EGFR inhibitors are reviewed in (6) and
ALK inhibitors in (7–9)]. In particular, second-
ary resistance mutations can develop in the
oncogene preventing target inhibition by the
corresponding TKI (e.g., EGFR T790M or ALK
L1196M). Alternatively, resistant cells can de-
velop a compensatory signaling pathway, or

“bypass track,” that reestablishes activation of
key downstream proliferation and survival sig-
nals despite inhibition of the original oncogene
[reviewed in (10)]. As more drugs are developed
that effectively overcome secondary resistance
mutations in the targeted genes, these bypass
track mechanisms of resistance will likely con-
tinue to emerge in the clinical setting.
Current efforts to understand resistance often

center on two different strategies. One approach
is to model the development of resistance in vitro
using sensitive cell line models that are exposed
to a specific targeted therapy until resistance
emerges. A second approach focuses on the ge-
netic analyses of resistant biopsies to identify
new genetic anomalies that could be driving
resistance. However, both approaches have de-
ficiencies. Although the in vitro–derived resist-
ant cells are amenable to functional studies, it is
unknown which models are clinically relevant,
and they could never be used to inform treat-
ment decisions for individual patients. Further-
more, there are few genetically appropriate cell
lines in existence that could be used to develop
such resistant models (e.g., there are less than
10 existing EGFR mutant and less than 5 EML4-
ALK cell lines). Thus, these lines may model
only a subset of potential resistance mechanisms.
In contrast, studying the genetics of resistant

biopsies has the advantage that the discovered
genetic alterations actually occurred clinically.
These studies can facilitate the development of
hypotheses about what is causing resistance, and
even speculation as to how one might treat in-
dividual patients. However, since the tissue is
nonviable, such hypotheses cannot be directly
tested on the resistant tumor cells. Furthermore,
many resistant cancers do not harbor genetic ab-
normalities that clearly point to a treatment
strategy. In this study, we describe a discovery
platform that integrates the genetics of cancers
with acquired resistance with pharmacologic
interrogation of cell lines systematically devel-
oped from those same resistant patient tumors.
This permits the discovery and evaluation of
therapeutic strategies for clinically relevant mech-
anisms of resistance.

Establishment of resistant cell
lines from clinical specimens

The ability to develop cell lines directly from
patient specimens has been facilitated by recent
technological advances, including methodolo-
gies developed by Schlegel and colleagues using
irradiated feeder cells (11). As shown in table S1,
NSCLC cell lines were developed with a ~50%
success rate from patient samples (effusions and
biopsies), including a 38% success rate from
biopsy samples. Of note, the majority of the
failures were associated with low cancer cellu-
larity in the sample (see below). For many of
these samples, cell viability was established on
feeder cells and then transitioned off those cells
before characterization and screening. As shown
in table S2, the oncogenic mutation (EGFR or
ALK) present in the patient tumor was reliably
identified in the derived cell line.
To identify effective drug combinations in

these patient-derived models of acquired resist-
ance, we built upon previous work identifying
bypass track mechanisms of acquired resistance
(10). In this type of resistance, the original driver
oncogene and a secondary bypass track redun-
dantly maintain downstream signaling, such as
the phosphatidylinositol 3-kinase (PI3K) and
mitogen-activated protein kinase (MAPK) path-
ways, to promote cell survival and proliferation.
These cancers are resistant to single-agent in-
hibition of the primary driver oncogene and are
similarly resistant to single-agent inhibition of
the acquired bypass track because, in either
case, the untargeted pathway maintains down-
stream signaling. However, simultaneous inhi-
bition of both pathways suppresses downstream
signaling, resulting in growth arrest and cell
death (fig. S1A) (12–15). Thus, drugs targeting
relevant bypass tracks are effective when ad-
ministered in combination with an inhibitor
of the primary driver oncogene but relatively
impotent when administered as single agents
(fig. S1B). Based on this principle, to discover
effective therapeutic strategies and gain insight
into the underlying mechanisms of resistance,
we performed a screen that combined the ori-
ginal TKI (targeting the driving oncogene) with
each of the drugs in an established panel.
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We assembled a panel of 76 targeted agents
(table S3) directed against a range of key reg-
ulators of cell proliferation and survival, in-
cluding growth factor and development signaling
pathways, apoptosis regulators, transcription and
protein folding machinery, and DNA damage
sensors (table S4). This drug panel included in-
hibitors of previously identified bypass tracks,
as well as several additional clinical targets. The
potency of each drug was tested across a 10,000-
fold range both in the presence and absence of
a fixed concentration of the primary TKI (fig.
S2A). Resultant changes in GI50 (the drug con-
centration necessary to obtain 50% less cells
than in the untreated condition) and AUC (area
under the dose-response curve) were determined
after addition of the primary TKI.
To evaluate the potential of our strategy, we

initially examined five previously established
models of acquired resistance developed in vitro
(i.e., by chronically exposing sensitive cells to TKI
in vitro) with known resistance bypass tracks.
In these models, the known mechanisms of re-
sistance were identified by our approach with
high specificity: For example, in a previously
characterized EGFR mutant cell line with MET
amplification (12), the MET inhibitors were the
sole hits identified in the screen (fig. S2, B and
C). In four tested cell lines [HCC827 GR6 (13),
HN11 GR (16), SNU638 C1 (17), and H3122 PFR3
(7)], drugs that target known bypass tracks
were among those producing the largest shifts
in GI50 and AUC (fig. S3, A to D). In the fifth

model [A431 GR (16)], the effect of insulin-like
growth factor receptor 1 (IGFR1) inhibitors was
less marked but recapitulated the previously
observed combination effect (fig. S3E). Thus, in
these previously investigated models, unbiased
screening of a 76-drug panel successfully iden-
tified inhibitors of the known bypass tracks. We
therefore applied the approach to 55 models of
acquired resistance with unknown mechanisms
of resistance. Twenty of these models were de-
rived directly from patients who had progressed
on either an ALK inhibitor (n = 9 models) or an
EGFR inhibitor (n = 11 models). The remaining
lines were derived in vitro (table S5). To compare
the information yielded by genetic analysis to the
pharmacologic interrogation, patient-derived
models were also analyzed by next-generation
sequencing to identify potential genetic causes
of resistance (tables S6 and S7 and databases
S1 and S2).

Effective drug combinations in
patient-derived resistant NSCLC models

Each of the 55 models of acquired resistance was
tested against the panel of 76 compounds in the
presence or absence of the inhibitor of the primary
target as described above (schema in Fig. 1A). For
patient-derived resistance models with gate-
keeper resistance mutations in the driver oncogene
(i.e, EGFR or ALK), next-generation inhibitors
that overcome those mutations were used as
the primary TKI in the combination screen.
The results from the initial screening were

analyzed to determine the specific thresholds
of GI50 and AUC changes most likely to yield
a strong effect on viability and maximize the po-
tential for in vivo efficacy (see Materials and
Methods and databases S2 to S4). The process
of screening and evaluating hits is demonstrated
for the cell line MGH170-1BB in Fig. 1, A to C.
These cells were derived from a patient with an
EGFR mutant lung cancer who had become
resistant to multiple lines of EGFR TKIs (table
S2 and Fig. 1B). The screen clearly identified MET
inhibitors as hits (Fig. 1C), and MET inhibitors
effectively resensitized these resistant cells to
EGFR inhibition (Fig. 1D, top, screen format;
bottom, dose response to gefitinib as a single
agent or in the presence of a fixed concentration
of the MET inhibitor crizotinib). The combina-
tion of EGFR and MET inhibitors was syner-
gistic across a range of concentrations tested,
with an average of 25% lower viability than
predicted by the Bliss independence model for
the nine concentrations tested (see table S8
for synergy calculations). Indeed, EGFR and
MET inhibitor combination therapy was effec-
tive in eliminating resistant cells (Fig. 1E). Sub-
sequent assessment of a paraffin-embedded
biopsy from this patient’s cancer demonstrated
clear evidence of MET amplification (Fig. 1G),
and quantitative polymerase chain reaction (PCR)
performed on the corresponding MGH170-BB
cell line confirmed MET amplification (Fig. 1H).
Thus, the unbiased pharmacologic interroga-
tion of the cells derived from the patient specimen
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Fig. 1. Screen schematic and proof of concept
in a patient-derived cell line. (A) Schematic of
the screen workflow. Cell line models of acquired
resistance were obtained directly from biopsies of
patients after the development of acquired resist-
ance to either EGFR inhibitor or ALK inhibitor in
the clinic. Screen drugs were tested as a single
agent and in the presence of a single fixed con-
centration of the primary TKI across 10 concen-
trations encompassing a 10,000-fold dilution range.
After 72 hours, cell viability was determined with
CellTiter-Glo. (B) Phase-contrast microscopy of cell
line MGH170-1BB, derived from an EGFR mutant
lung cancer metastatic lesion with acquired resist-
ance to EGFR inhibitors. Scale bar, 100 mm. (C)
Representation of screen data for the MGH170-
1BB cell line. The y axis represents the fold-change
GI50 that resulted with the addition of gefitinib
(GI50 single agent/GI50 combination). Each bar is
the result for an individual drug. The bars are color-
coded blue when the percentage of decrease in AUC
from single agent to combination was greater than
10%. Drugs were defined as “hits” when the
GI50 shift was > 4 and the AUC change > 10%
(see Materials and Methods). (D) (Top) The MET
inhibitor crizotinib was more potent in combination
with 1 mM gefitinib (in red) than as a single agent (in black). (Bottom)
Crizotinib (1 mM) resensitizes the MGH170-1BB cells to gefitinib. Error bars,
mean T SEM. (E) Long-term proliferation assay of MGH170-1BB cells that
had been exposed to the indicated drug for 7 days. Cells were stained
using crystal violet. (F) Fluorescence in situ hybridization analysis of a
biopsy sample from a metastatic bone lesion obtained after the patient had

progressed while on treatment with erlotinib. Scale bar, 10 mm.The METgene
is represented in red and the EGFR gene in green. (G) Quantitative PCR
analysis demonstrating overexpression of MET in MGH170-1BB in compari-
son with normal DNA. DNA from HCC827 GR6, which has MET amplification
(13), is presented as a reference. Error bars, mean T SEM. This experiment
was repeated three times.
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unequivocally indicated the combination treat-
ment supported by genetic analyses of the patient
specimen.
In some instances, pharmacologic interro-

gation permitted evaluation of the functional
relevance of uncharacterized genetic variants.
For example, a previously undescribed FGFR3
variant was identified as a key contributor to
resistance in the MGH156-1A cell line derived
from a patient with acquired resistance to EGFR
TKIs (fig. S4A and table S6). The screen and
subsequent follow-up studies clearly indicated
that fibroblast growth factor receptor (FGFR)
inhibitors resensitized these cells to EGFR in-
hibitors. The combination also suppressed key
signaling events known to regulate prolifera-
tion and survival (fig. S4, B to E). Genetic analy-
ses of both the cell line and corresponding
biopsy revealed an FGFR3 mutation, Y649C,
located in the tyrosine kinase domain (table
S6). Although this FGFR3 mutation has not
been observed previously (www.cbioportal.org/
public-portal), it is adjacent to a recurring acti-
vating mutation in the kinase domain. Thus, in
this model, combining genetic analysis of tumor
material and pharmacologic evaluation of cells
from the resistant tumor allowed for the iden-
tification of actionable therapeutic strategies.
Furthermore, this finding demonstrates that
FGFR activation is a bona fide mechanism of
acquired resistance to EGFR inhibition in this
patient.
Among the 60 models screened, 201 hits were

identified, for a mean of 3.4 hits per cell line
(range 0 to 12). At least one hit was identified in
50 of 60 cell lines (fig. S5 and Fig. 2A). Drugs
known to have overlapping specificity were
found to have overlapping activity across cell
lines, demonstrating robustness of the data set
(see, for example, aurora kinase, SRC, and MET
inhibitors in Fig. 2, A and B, and fig. S5). Notably,
EGFR inhibitors tended to be hits in both ALK-
and MET-driven resistant lines, consistent with
previously published reports (7, 17). Because re-
activation of the PI3K pathway via activating
PIK3CA mutations and bypass receptor tyrosine
kinases (RTKs) has commonly been observed in
cancers with acquired resistance (18), it was not
surprising that PI3K inhibitors were hits in a
subset of resistant cell lines. Importantly, ge-
netic analyses of the cell lines were insufficient
to inform which cancers would be sensitive to
this combination. Notably, PI3K inhibitors were
not sufficient to resensitize to the original TKI
in the majority of models tested (Fig. 2A and fig.
S5). Other unanticipated drug combinations
were identified. In particular, aurora kinase in-
hibitors were active in combination with EGFR
inhibition in a number of EGFR-mutant cell
lines. Similarly, the Polo-like kinase (PLK) in-
hibitor (BI2536) was a hit in five EGFR-driven
lines. The complete hit profile of each resistant
cell line is presented in fig. S6. In the in vitro
models of acquired resistance (which have a
paired sensitive, “parental” cell line from which
the resistant cells were derived), we also sought
to determine whether resistant models had

developed increased sensitivity to any single-
agent treatments compared with the parental
cell lines (fig. S7). This analysis revealed that,
in the vast majority of cases, resistant models
did not acquire sensitivity to single-agent ther-
apies, further supporting the notion of develop-
ing combination therapies (fig. S7).

Identification of mechanisms
of resistance and combination
therapies for ALK-positive lung cancers

Assessment of the patient-derived ALK-positive
models identified previously undescribed mech-
anisms of resistance. The MGH034-2A cell line
was derived from a biopsy of a patient harboring
an ALK-positive cancer that had become resist-
ant to ceritinib (LDK378), a second-generation
ALK inhibitor that was recently approved by
the FDA (19, 20) (Fig. 3A). The MAPK kinase
(MEK) inhibitor, AZD6244, was a potent hit in
combination with ceritinib [Fig. 3, B and C,
left panel; synergistic effect with on average
45% less viability than predicted by Bliss (table
S8)]. Furthermore, AZD6244 treatment also led
to marked resensitization to ceritinib in MGH034-
2A (Fig. 3C, right panel). To our knowledge,
there have been no previous reports demon-
strating that MEK inhibitors resensitize resist-
ant ALK-positive cancer cells to an ALK inhibitor.
Furthermore, MEK inhibitor sensitization was
not observed in any of the other ALK-positive
patient-derived or laboratory-derived models ex-
amined in this study (fig. S8A), illustrating the

potential for the present approach to identify
patient-specific efficacious combinations. Long-
term viability assays revealed that the combina-
tion had a potent effect on cell viability, with a
marked net decrease in cell number compared
to the cell number before drug treatment (Fig.
3D). Accordingly, the combination was required
to inhibit PI3K, MAPK, and mammalian target
of rapamycin complex (mTORC) activity, as well
as to up-regulate BIM (Bcl-2 interacting me-
diator of cell death) and promote substantial
apoptosis (14) (Fig. 3E and fig. S8B). In vivo,
neither single agent was effective, but the com-
bination resulted in robust tumor regression
(Fig. 3F). Importantly, next-generation sequenc-
ing (NGS) analysis of the cell line revealed a
MAP2K1 K57N mutation (table S7), which has
previously been reported as a MEK-activating
event in lung adenocarcinoma (21), although
neither in conjunction with an activating RTK
mutation nor in the setting of acquired resist-
ance to any TKI. Notably, this cell line also har-
bored a JAK3 V722I variant, an activated allele
of JAK3 (22). Despite this, the JAK3 specific in-
hibitor tofacitinib was not a screen hit (fig. S5)
and, furthermore, did not resensitize MGH034-
2A cells or other ALK-positive mutant cell lines
to ALK inhibition (fig. S9A). Indeed, these cells did
not express appreciable levels of JAK3 (fig. S9, B
and C). This patient subsequently died, and
NGS analysis of 10 resistant lesions acquired at
autopsy demonstrated that the MAP2K1 K57N
mutation was present in 7 of the 11 lesions (of
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Fig. 2. Representation of selected screen hits in independent resistant models. (A) The patterns
of hits across cell lines harboring the indicated oncogene are shown. Each column represents a cell
line, and each row represents a target inhibited by the following drugs: Afatinib (EGFR), AZD0530
(SRC), BYL719 (PI3Kalpha), ABT-263 [B cell lymphoma (BCL)–2 family], Dovitinib or BGJ-398
(FGFR), MK2206 (AKT), OSI906 (IGFR), BI2536 (PLK), AZD6244 (MEK), AZD1152-HQPA (Aurora
kinase B), and MGCD265 (MET). Each drug is color-coded as indicated. (B) The number and profile
of all hit drugs for each model. Each box represents a single drug, and the drugs are color-coded by
target. The white boxes indicate a hit that corresponds to a drug that is not among the targets listed.
For resistant lines derived from a single parental line, only one representative model is presented
except in the case of PC9, for which PC9 GR1 and PC9 GR2 are both presented due to the presence
of a T790M mutation in PC9 GR2 only.
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note, a PIK3CA mutation was identified in one
of the other lesions) (Fig. 3H). Importantly, the
MAP2K1 K57N mutation was found in the lesions
that were rapidly progressing and led to respi-
ratory failure, which caused the patient’s death.
The autopsy revealed that the JAK3 mutation
was a germline variant, supporting the func-
tional data that JAK3 activity was not driving
resistance. These results suggest that a combi-
nation of MEK and ALK inhibitors may have
provided a therapeutic benefit to this patient had
these drugs been administered after the cancer
had acquired resistance to ceritinib. Importantly,
these results also suggest that functional assess-
ment adds information to that provided by ge-
netic analysis alone. Genetic profiling of the
tumor alone, as is often performed in the clinic,
would not have discriminated between target-
ing the MAP2K1 K57N mutation and the less
consequential JAK3 V722I mutation.

SRC signaling mediates
acquired resistance in
ALK-positive NSCLC

Multiple SRC family kinase inhibitors were con-
sistently effective across several patient-derived
ALK-positive resistant NSCLC models (Fig. 2).
In particular, AZD0530 (saracatinib) was a hit
in six of nine patient-derived ALK lines tested
(Fig. 2A). Models in which AZD0530 was a
screen hit had unremarkable sensitivity to single-
agent AZD0530, indicating that, as in other
cases, these cell lines have not switched to an

entirely different dependency. On the other
hand, these resistant ALK-positive cell lines
were highly sensitive to AZD0530 in the pres-
ence of ALK inhibitors (Fig. 4A). Drug syn-
ergism between AZD0530 and ALK inhibitors
was also observed (average of 20% less via-
bility than expected across all concentrations
for five models retested in triplicate, with max-
imum differences ranging from 18 to 45% over
Bliss (table S8). Two other drugs (dasatinib
and KIN001-113) that potently inhibit Src family
kinases (SFKs) (23, 24) were often hits in mod-
els in which AZD0530 was a hit (Fig. 2B and fig.
S5). However, due to the more favorable spe-
cificity profile of AZD0530 (25), we used this drug
in our subsequent studies. Each model in which
AZD0530 was a hit (as indicated by arrows in
Fig. 4A) was significantly sensitized to ALK in-
hibition by AZD0530 (Fig. 4B). Notably, other
ALK-positive models also demonstrated shifts in
sensitivity, with AZD0530 pointing to the possibil-
ity of broad involvement of SRC kinases in ALK
inhibitor response. Interestingly, AZD0530 was
not a hit in any of the mutant EGFR- or HER2-
amplified cancers and in only one of nine MET-
amplified cancers (fig. S5).
We next aimed to determine the relevant tar-

get of AZD0530. Overexpression of the kinase-
dead SRC K295R (26), as well as knockdown of
SRC alone with either of two short-hairpin RNAs
(shRNAs), effectively recapitulated the effect of
AZD0530, demonstrating that among AZD0530
targets, including multiple SFKs, SRC inhibition

is sufficient to resensitize cells to ALK inhibition
(Fig. 4C). We observed that multiple ALK-positive
models were sensitive to both SRC and EGFR
inhibitors when combined with an ALK inhib-
itor. However, the activity of AZD0530 does not
appear to be driven by EGFR inhibition directly
or indirectly, because AZD0530 did not inhibit
EGFR activation in the ALK-positive MGH025-
1A cells, which were sensitized by AZD0530
(fig. S10A). Furthermore, some cell lines, such as
MGH010-1A, were sensitized by AZD0530 but
not EGFR inhibitors (Fig. 2A and fig. S10B). We
next examined the effect of combined ALK and
SRC inhibition on three resistant ALK-positive
models derived from patient biopsies: MGH010-
1A and MGH025-A (resistant to crizotinib, no
ALK resistance mutations) and MGH049-1A
[resistant to ceritinib, no ALK resistance mu-
tations (27)]. In all three models, cells grew at
6 days when treated with either drug as a single
agent, but combination treatment resulted in
loss of cell viability compared with pretreatment
cell number (Fig. 4D) and robust apoptotic cell
death (S11A). Consistent with these results, the
ALK inhibitor failed to fully inhibit downstream
signaling (AKT, MAPK, or S6K) except in the
presence of AZD0530 in each of these resistance
models (Fig. 5A and fig. S11B).
In each of the patient-derived ALK models in

which AZD0530 was effective (including MGH034-
2A, which narrowly failed to meet our thresh-
old for hit call for AZD0530), ALK inhibition
resulted in robust up-regulation of SRC activity
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Fig. 3. MEK activation is a mechanism of resistance to ceritinib. (A)
Schematic of the derivation of model MGH034-2A. (B) Representation of
screen data for the MGH034-2A cell line.The y axis represents the fold-change
GI50 that resulted with addition of ceritinib (0.3 mM) (GI50 single agent/GI50
combination). The bars are color-coded blue when the percentage of decrease
in AUC from single agent to combination was greater than 10%. (C) (Left)
Primary screen data of the effect of ceritinib (0.3 mM) on AZD6244 effect in
MGH034-2A. (Right) A dose-response curve to ceritinib is shown in the pres-
ence and absence of a fixed concentration of the MEK inhibitor AZD6244
(1 mM). (D) Viability assay of MGH034-2A cells demonstrating the change
in cell number after 6 days of treatment with vehicle, ceritinib (300 nM),
AZD6244 (1 mM), or the combination of both drugs in comparison with the

number of cells at the initiation of drug exposure. (E) Western blot anal-
ysis of MGH034-2A. Cells were treated with vehicle, ceritinib (0.3 mM),
AZD6244 (1 mM), or the combination of both drugs for 24 hours. Lysates
were analyzed with antibodies to the indicated proteins. (F) Subcutaneous
xenografts of MGH034-2A grown in mice were used to determine in vivo
efficacy by measuring change in tumor volume when treated as indicated.
n = 6 mice per group. (G) Axial computed tomography images of the chest
demonstrate the patient’s disease burden after responding to ceritinib (5.5
weeks on treatment) and at the time of progression on ceritinib (after 9.5
months on treatment). The site of progression in the right lower lobe is indi-
cated by an arrow. (H) Table of allele frequencies for MAP2K1 and PIK3CA
mutations discovered at autopsy in the patient.
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as measured by the phosphorylation of the SRC
substrate Paxillin (Fig. 5B). Thus, ALK inhibi-
tion may lead to up-regulation of SRC signaling,
perhaps by release of a negative regulatory
signal normally coordinating ALK and SRC
activities. In contrast, we did not consistently
observe an increase in SRC activity as measured
by p-Paxillin in EGFR mutant cancers after EGFR
inhibitor treatment (fig. S11C), consistent with
the absence of efficacy noted with AZD0530
in EGFR mutant cancer. Furthermore, in the
ALK-positive models, SRC signaling was also
up-regulated by inhibition of signaling path-
ways downstream of ALK. Although the down-
stream pathways regulated by ALK in individual
models vary, the pathway regulated by ALK
tended to be the one suppressing SRC signal-
ing. For example, when ALK inhibition primar-
ily affected PI3K signaling but not MEK activity,
PI3K inhibition up-regulated SRC signaling (fig.
S12A). Moreover, when ALK inhibition suppressed
both MAPK and PI3K signaling, SRC signal-
ing was robustly up-regulated by either PI3K
or MAPK signaling (fig. S12B). Overall, these re-
sults are compatible with a model in which ALK
activity suppresses SRC activity broadly in the
setting of ALK-positive cancers.
To further characterize the effect of ALK

inhibition on these models, we performed gene
expression analysis on each of the ALK-positive
patient-derived models in the presence or ab-
sence of an ALK inhibitor for 24 hours. The
gene ontologies most enriched within genes

whose expression was induced by ALK inhibi-
tion were extracellular matrix and basal mem-
brane (Benjamini-Hochberg corrected P values
1.75 × 10–4 and 2.31 × 10–4) (Fig. 5C and data-
bases S6 to S8). Because SRC is known to be a
focal point of integrin-mediated signaling and
the transduction of extracellular signals, these
results further support the finding that SRC ac-
tivity is increased upon inhibition of ALK sig-
naling in ALK-positive lung cancers.
Finally, we tested the efficacy of the combi-

nation of ALK TKIs and AZD0530 in vivo using
mouse xenograft models. In MGH025-1A (derived
from an ALK-positive patient who had become
resistant to crizotinib), treatment with single-
agent crizotinib resulted in tumor progression
after 34 days. However, combining AZD0530
and crizotinib resulted in a sustained, profound
response for more than 60 days (Fig. 5D). No-
tably, when AZD0530 was added to the treat-
ment of the xenografts that had progressed on
crizotinib, the tumors regressed (fig. S13A). To
assess the specificity of AZD0530 for resistant
models that demonstrated synergy in the screen,
we tested it in the HCC827 GR6 line, which
harbors a MET bypass track and was not a hit
for AZD0530. In this model, the combination
of AZD0530 with gefitinib was ineffective in
comparison to gefitinib plus crizotinib (which
is a potent MET inhibitor) (fig. S13B). Thus,
the effect of AZD0530 appears particular to the
models in which combination efficacy was found
in the screen.

Because we observed impressive activity of the
SFK inhibitors in a large proportion of patient-
derived ALK-positive resistant models, we also
determined whether the combination of ALK
inhibitor with AZD0530 might delay the emer-
gence of acquired resistance in a relatively sen-
sitive model. We examined cell line MGH045-1A,
a model established from a patient tumor re-
sistant to crizotinib due to the acquisition of a
mutation in the ALK kinase domain gatekeeper
residue (L1196M) (table S2) (27). Ceritinib, which
can overcome the L1196M mutation, was used
as the primary TKI in the screen of this cell line,
and AZD0530 was a hit (Fig. 2A). The cell line is
relatively sensitive to the next-generation ALK
inhibitor ceritinib, which can effectively sup-
press L1196M (27). Over 6 days of treatment
in vitro, single-agent ceritinib effectively inhib-
ited growth, but the combination of ceritinib
and AZD0530 resulted in near-complete oblit-
eration of cell viability (Fig. 4D). Accordingly,
both ALK inhibition and AZD0530 were re-
quired to completely suppress key downstream
signaling events (fig. S13C). In vivo, single-agent
ceritinib slowed tumor growth as previously
described (27), but the combination resulted in
a more sustained response (fig. S13D). This re-
inforces the notion that initial treatment com-
bining a SRC and an ALK inhibitor could help
induce a more sustained response in patients
with ALK-positive lung cancer.
Analysis of the discovered mutations identified

by the 1000-gene NGS panel in the ALK-positive
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Fig. 4. SRC inhibition
restores sensitivity to ALK
inhibitor in multiple models.
(A) Representation of the
GI50 of AZD0530 in each
screened model as a single
agent or in combination with
the primary TKI. Models that
were hits are color-coded red.
The GI50s of cell lines in
which AZD0530 scored as
hits are connected by an
arrow. The shaded area repre-
sents the GI50 values among
the top 10% sensitive models
for single-agent values among
all lines screened. (B) GI50 of
each ALK-positive patient-
derived model of acquired re-
sistance to either crizotinib or
ceritinib. Control cell line
models of sensitivity (MGH006-
1A, H3122, SU-DHL-1, KARPAS299, and NB-1) and acquired resistance (MGH006-
1A PFR1, MGH006-1A PFR2, H2228 PFR1, H3122 PFR1, H3122 PFR3, and H3122
x4.2) to crizotinib are presented as standards for comparison. Models of sensitivity
(H3122, H2228, MGH051-1B, H3122 PFR2, MGH021-2cl4, MGH006-1A, MGH026-
1A, and MGH039-1A) and acquired resistance (MGH021-5, H3122 LDKR1, H3122
LDKR2, H3122 LDKR2, and H3122 LDRK4) to ceritinib are presented as stan-
dards for comparison. The GI50 of each model is presented as a single agent
(black) and in combination with AZD0530 (1 mM) (red). The mean GI50 of the
three experiments is presented. Arrows indicate hits identified by the screen.
(C) Dose-response curves to crizotinib in model MGH010-1A (crizotinib re-

sistant) are presented. (Left) The dose-response of single-agent crizotinib (black)
in the absence or presence of AZD0530 (1 mM) (red). (Middle) The effect of
crizotinib in cells with lentiviral overexpression of either wild-type SRC (black) or
kinase-dead SRC (K295R, red). (Right) The effect of lentiviral expression of green
fluorescent protein (GFP) (black) or either of two SRC-targeted shRNAs (blue
and red). (D) Six-day viability assay of four ALK lines: MGH010-1A, MGH025-
1A, MGH049-1A, and MGH045-1A. Each panel presents the percentage of
change in cell number after treatment with vehicle, ALK inhibitor (crizotinib
1 mM or ceritinib 300 nM), AZD0530 (1 mM), or the combination compared
with cell number at the initiation of treatment.
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models failed to identify mutations in SRC
family kinases and other known regulators of
SRC activity (table S7). Thus, the pharmacologic
approach identified a drug combination that
would not have readily been predicted by DNA
sequencing alone.

Discussion

In summary, we have developed cell culture mod-
els of acquired resistance to EGFR and ALK
inhibition derived directly from patient speci-
mens to rapidly identify combinations that can
overcome resistance. These initial studies dem-
onstrated success in developing NSCLC models
in 50% of collected specimens. However, we be-
lieve that success rates could be further im-
proved by using biopsies acquired specifically
for cell line generation. In this study, the biopsies
were prioritized for standard pathological ana-
lysis, and cell lines were generated from any re-
maining tissue. As a result, the quality of the
specimens was less than ideal. Indeed, in the
majority (24 of 39) of the “failures,” the samples
we analyzed contained fewer than 20% cancer
cells. Despite these obstacles, cell line models
were successfully developed in about half of the
cases. Thus, if biopsies were isolated primarily

for this purpose, we believe that this methodol-
ogy could potentially be explored as a diagnostic
approach to guide treatment decisions. We
also anticipate that this approach will be gen-
eralizable to other solid and liquid tumor
malignancies.
The robustness of the approach presented

here is demonstrated by the success rate of
in vivo studies. All five tested models [MGH034-
2A (Fig. 3), MGH045-1A (fig. S13), MGH025-1A
(Fig. 5D), PC9 PFR2 (fig. S14), and PC9 GR1
(fig. S15)] demonstrated substantial regres-
sion in vivo with the discovered active combi-
nation. Importantly, this functional assessment
of patient-derived samples can provide insights
not provided by genetic analysis. For example, the
effect of SRC inhibition in resistant ALK-positive
cancers is not readily predicted by genetic anal-
yses because no mutation was identified in
SFKs or their regulators. In addition, our results
illustrate how functional assessment of patient-
derived cells can complement genetic profiling.
For example, FGFR inhibitors were effective in
a model with a previously uncharacterized FGFR3
mutation (fig. S4). In the absence of functional
data, the biological consequence of the muta-
tion would have been uncertain.

By interrogating patient-derived models of
resistance with this pharmacologic platform,
we have discovered several previously undescribed
combinations in EGFR mutant and ALK-positive
lung cancers that were validated in follow-up
studies and in vivo. We speculate that a similar
approach could be explored in the future as a
diagnostic test to identify therapeutic strategies
for individual patients (under the auspices of an
IRB-approved protocol). In the current study,
we screened the cells after they became fully
established cell lines, which often took 2 to
6 months, a time frame that would make this
approach less than ideal as a routine diagnostic
test. Nevertheless, the robustness of the results
from the current program lays the groundwork
for performing screens on viable cells obtained
within weeks of a biopsy using newer technol-
ogies that would permit screening of the can-
cer cells while still in the presence of the
stroma present in the biopsy. Indeed, it is pos-
sible that such functional screens performed on
cells derived from a biopsy of a particular pa-
tient’s resistant cancer might inform the choice
of experimental therapies that are most likely to
be effective in that patient, advancing toward a
future of truly personalized cancer therapy.
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Fig. 5. ALK inhibition and SRC signaling. (A) Western blot analysis of
MGH025-1A. Cells were treated with vehicle, crizotinib (1 mM), AZD0530 (1 mM),
or the combination of both drugs for 24 hours. Lysates were analyzed with anti-
bodies to the indicated proteins. (B) Western blot analysis of patient-derived
resistant ALK models treated for 24 hours with crizotinib (300 nM) or ceritinib
(300 nM). Lysates were prepared and blotted with the indicated antibodies. (C)
Fold-change in gene expression (Log2) upon treatment with the indicated ALK

inhibitor for 24 hours. (Left) Up-regulated genes annotated with the gene on-
tology (GO) term “extracellular matrix.” (Right) Down-regulated genes annotated
with the GO term “cell cycle” (top 30 genes only). (D) MGH025-1A subcuta-
neous xenografts grown in mice were treated as indicated: vehicle (n = 4
mice), crizotinib 25 mg per kg of weight (mg/kg) daily (n = 6 mice), AZD0530
50 mg/kg daily (n = 5 mice), or the combination of both drugs (n = 6 mice).
Error bars, mean T SEM. *P < 0.0001 by Dunn’s multiple comparison test.
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MAVS, cGAS, and endogenous
retroviruses in T-independent
B cell responses
Ming Zeng,1 Zeping Hu,2* Xiaolei Shi,2* Xiaohong Li,1* Xiaoming Zhan,1* Xiao-Dong Li,1,4

Jianhui Wang,1,4 Jin Huk Choi,1 Kuan-wen Wang,1 Tiana Purrington,1 Miao Tang,1

Maggy Fina,1 Ralph J. DeBerardinis,2 Eva Marie Y. Moresco,1 Gabriel Pedersen,3

Gerald M. McInerney,3 Gunilla B. Karlsson Hedestam,3 Zhijian J. Chen,1,4 Bruce Beutler1†

Multivalent molecules with repetitive structures including bacterial capsular
polysaccharides and viral capsids elicit antibody responses through B cell receptor
(BCR) crosslinking in the absence of T cell help. We report that immunization with
these T cell–independent type 2 (TI-2) antigens causes up-regulation of endogenous
retrovirus (ERV) RNAs in antigen-specific mouse B cells. These RNAs are detected via a
mitochondrial antiviral signaling protein (MAVS)–dependent RNA sensing pathway or
reverse-transcribed and detected via the cGAS-cGAMP-STING pathway, triggering a
second, sustained wave of signaling that promotes specific immunoglobulin M production.
Deficiency of both MAVS and cGAS, or treatment of MAVS-deficient mice with reverse
transcriptase inhibitors, dramatically inhibits TI-2 antibody responses. These findings
suggest that ERV and two innate sensing pathways that detect them are integral
components of the TI-2 B cell signaling apparatus.

S
pecific antibody production is a hallmark
of the B cell response to antigens. T cell–
dependent (TD) antibody responses typ-
ically elicited by protein antigens require
follicular helper T cells for full B cell acti-

vation, proliferation, and antibody production.
In contrast, T cell–independent (TI) antigens
stimulate antibody production in the absence
ofmajor histocompatibility complex (MHC) class
II–restricted T cell help. TI antigens include the
TI type 1 (TI-1) antigens, which engage Toll-like
receptors (TLRs) in addition to the B cell recep-
tor (BCR), and TI type 2 (TI-2) antigens, which
engage the BCR in a manner that induces exten-
sive crosslinking, leading to BCR activation and
immunoglobulin M (IgM) production. TI-2 anti-
gens are large multivalent molecules with highly
repetitive structures, such as bacterial capsular
polysaccharides and viral capsids (1).

B cell–intrinsic cytosolic DNA and RNA
sensing in the TI-2 antibody response

We tested the requirement for innate immune
sensing pathways in the antibody response to the
model TI-2 antigen 4-hydroxy-3-nitrophenylacetyl-

Ficoll (NP-Ficoll) by monitoring anti-NP IgM in the
serum of mice after immunization (2). C57BL/6J
micemounted a robust NP-specific IgM response
by day 4.5 after immunization, which peaked
around day 14.5 after immunization (Fig. 1A and
fig. S1). Similarly, mice that could not signal via
NLRP3, TLR3, TLR7, TLR9, TLR2, TLR4, CD36,
MyD88, TICAM1, or IRAK4, all nucleic acid–sensing
TLRs (Unc93b13d/3d), or all TLRs (Ticam1Lps2/Lps2;
Irak4otiose/otiose) produced normal levels of NP-
specific IgM on day 4.5 after immunization (Fig.
1A). In contrast, Tmem173gt/gt mice andMb21d1−/−

mice, deficient in the cytosolic DNA-sensing path-
way components stimulator of interferon gene
(STING) and cGMP-AMP synthase (cGAS), respec-
tively, exhibited suboptimal IgM responses to
NP-Ficoll on day 4.5 and for up to 30 days after
immunization (Fig. 1A and fig. S1). Mice lacking
mitochondrial antiviral signaling protein (MAVS),
an adaptor for the cytoplasmic RNA-sensing RIG-
I–like helicases, also produced diminished amounts
of NP-specific IgM (Fig. 1A and fig. S1). Antibody
responses to the TI-1 antigen NP-LPS (LPS, lipo-
polysaccharide) (Fig. 1B), and the TD antigen
b-galactosidase (b-gal) encoded by a nonrepli-
cating recombinant Semliki Forest virus (rSFV)
vector (3) (Fig. 1C), were normal in STING-,
cGAS-, and MAVS-deficient mice.
We evaluated marginal zone (MZ) and B-1 B

cell populations in STING-, cGAS-, and MAVS-
deficient mice and found no deficiencies in fre-
quencies or numbers (fig. S2 and supplementary
text), except in the NP-specific populations after
NP-Ficoll immunization (fig. S3). Also, NP-Ficoll
capture by MZ B cells and MZ macrophages was
normal in the mutant mice (fig. S4).
We performed adoptive transfer of C57BL/6J,

STING-, cGAS-, or MAVS-deficient splenic and
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peritoneal B cells into Rag2−/−mice and immu-
nized recipient mice with NP-Ficoll one day after
transfer. Despite similar reconstitution of the B
cell compartment by donor cells (fig. S5), mice
that received STING-, cGAS-, or MAVS-deficient
B cells produced diminished amounts of NP-
specific IgM on day 4.5 after immunization, as
compared to mice that received C57BL/6J B cells
(Fig. 1D). These data demonstrate that B cell–
intrinsic MAVS and cGAS-STING signaling
are necessary for antibody responses to TI-2
immunization.

B cell activation by cGAMP

TheDNA sensor cGAS binds to cytosolicDNAand
catalyzes the synthesis of cGMP-AMP (cGAMP),
a cyclic dinucleotide that binds and activates
STING, leading to type I interferon production
(4). We found that the presence of DNA in the
cytoplasm was sufficient to activate C57BL/6J,

but not STING-deficient splenic B cells in vitro
(Fig. 2A, fig. S6, and supplementary text). After
NP-Ficoll immunization of C57BL/6Jmice, cGAMP
levels were elevated for at least 10 days in NP-
specific B cells relative to levels in non–NP-specific
or naïve B cells (Fig. 2, B and C). In vitro cGAMP
treatment activated B cells fromC57BL/6J but not
STING-deficient mice (Fig. 2, D and E), whereas
in vivo cGAMP treatment partially rescued NP-
specific IgM levels in the serumof cGAS-deficient
mice immunized with NP-Ficoll together with
cGAMP (Fig. 2F). Thus, cytoplasmic DNA and
cGAMP are sufficient to activate B cells in a
STING-dependent manner. Human B cells were
also activated by cGAMP treatment in vitro
(Fig. 2G).
These findings implicate cytosolic DNA sensed

by the cGAS-STING pathway in B cell activation
by TI-2 antigens. The impaired antibody response
ofMAVS-deficientmice immunizedwithNP-Ficoll

(Fig. 1A) suggested that cytosolic RNA may also
activate B cells.

ERV transcription and reverse
transcription in TI-2 antigen–specific
B cells

No exogenous nucleic acid species are known
to be introduced into B cells upon BCR engage-
ment by TI-2 antigens, suggesting that endoge-
nous nucleic acids are responsible for activation
of the cGAS-STING and MAVS pathways. We
hypothesized that RNA and reverse-transcribed
DNAderived fromendogenous retroviruses (ERVs)
or retrotransposons might gain access to the B
cell cytoplasm upon BCR signaling. The retro-
viral life cycle entails the transient localization
of RNA and, via reverse transcription, DNAwith-
in the cytoplasm (5). Both cGAS-STING (6) and
RIG-I–MAVS pathways (7) have been implicated
in the sensing of HIV-1 and other retroviruses.
We therefore investigated whether ERVs could
be induced by TI-2 immunization.
We measured transcript levels of individual

ERVs in B cells after immunization of C57BL/6J
mice with NP-Ficoll; DNA contamination of the
RNA samples was excluded (fig. S7A). Compared
to non–NP-specific B cells on day 4.5 after immu-
nization, NP-specific B cells displayed increased
expression ofmultiple ERVmRNAs (Fig. 3A).We
found that total RNA isolated from NP-specific
B cells was significantly more potent than total
RNA from non–NP-specific B cells in activating
cytokine and chemokine gene expression in bone
marrow–derived macrophages (BMDMs) (fig. S7,
B to D). Gene expression induced by NP-specific
B cell total RNAwas partially dependent onMAVS
(fig. S7C); ribonuclease treatment abrogated the
effect (fig. S7D). To test the idea that a MAVS-
dependent RNA sensing pathway could be ac-
tivated by ERV RNAs in NP-specific B cells, we
used RIG-I immunoprecipitation followed by re-
verse transcription polymerase chain reaction
(RT-PCR) analysis and found that all tested ERV
mRNA sequences bound to RIG-I molecules in
NP-specific B cells from immunized mice; greater
amounts of ERV mRNA were immunoprecipi-
tated with RIG-I from NP-specific B cells than
from non–NP-specific B cells (Fig. 3B). We also
verified the selective binding of RIG-I to ERV
mRNA versus cellular mRNA (fig. S7E).
Reverse transcription of retroviral RNA occurs

in the cytoplasm and produces cDNA that can
be detected by cGAS (6). Measurement of cyto-
plasmic ERV DNA (fig. S8A) revealed elevated
levels in NP-specific B cells as compared to non–
NP-specific B cells from immunized C57BL/6J
mice (Fig. 3C). Consistent with this finding, the
activity of reverse transcriptase (RT) was up-
regulated inNP-specific relative to non–NP-specific
or naïve B cells (Fig. 3D). We used inhibitors of
RT to determine whether reverse transcription
is necessary for B cell activation and antibody
production in mice immunized with NP-Ficoll.
B cells were cultured in vitro and treated with
NP-Ficoll and the RT inhibitors azidothymidine
(AZT), nevirapine (NVP), and didanosine (ddI).
RT inhibition significantly reduced CD86 and
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Fig. 1. Cytosolic DNA and RNA sensing pathways are essential for induction of the TI-2 antibody
response. (A) Serum NP-specific IgM on day 4.5 after immunization with NP-Ficoll. (B) SerumNP-specific
IgM on day 4.5 after immunization with NP-LPS. (C) Serum b-gal–specific IgG on day 14.5 after immuniza-
tion with rSFV-encoded b-gal. (D) SerumNP-specific IgM on day 4.5 after immunization of Rag2−/−mice
adoptively transferred 1 day before immunization with splenic and peritoneal B cells from donor mice of
the indicated genotypes. Data points represent individual mice. P values were determined by one-way
analysis of variance (ANOVA) and post hocTukey test; in (B) and (C), no significant difference was found
between any mutant genotype and C57BL/6J. Results are representative of two or three independent
experiments.
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GL7 expression in C57BL/6J andMAVS-deficient
NP-specific B cells relative to NP-specific B cells
without RT inhibition (Fig. 3, E and F).
In vivo, C57BL/6J mice pretreated with AZT

and NVP followed by immunization with NP-
Ficoll showed varying but significant reductions
in ERVDNA levels in the cytoplasmofNP-specific
B cells compared to immunizedmice treated with
vehicle (fig. S8B), which is consistent with the
known differential susceptibility of RT enzymes
to distinct RT inhibitors (8, 9). C57BL/6J and
MAVS-deficient mice treated with RT inhibitors
exhibited impaired NP-specific IgM production
relative to immunized vehicle-treated mice (Fig.
3G). However, no additive impairment of activa-
tion marker expression on NP-specific B cells in
vitro, or of NP-specific IgM production in vivo,
resulted fromRT inhibition in STING-deficient
B cells or mice (Fig. 3, E to G). Consistent with
these findings, double knockout of MAVS and
cGAS reduced NP-specific IgM production to
nearly undetectable levels in the serum of im-
munized mice (Fig. 3H). We also immunized
double knockout mice deficient in MAVS and
STING and noted that, although reduced as com-
pared to mice lacking either protein alone, re-
sidual NP-specific IgM production still occurred,
suggesting that cGAS may have functions inde-
pendent of cGAMP production or that alternate
cGAMP receptor(s) remain to be identified (fig.
S9). These data suggest that TI-2 immunization
activates transcription and reverse transcription
to produce ERV mRNAs and cDNAs. These nu-
cleic acids probably then engage the RIG-I–MAVS
and cGAS-STING pathways, leading to signaling
necessary for B cell activation and antigen-specific
antibody production. We note that the poten-
tial involvement in TI-2 antibody responses of
LINE-1 elements, which are also susceptible to
RT inhibition, remains to be tested.

NF-kB is required for ERV induction and
is activated by BCR and MAVS signaling

TI-2 antigens engage the BCR and trigger sig-
naling events, including the activation of Src
kinases, the Tec family kinase Btk, and subse-
quently NF-kB (10), which is known to activate
the transcription of exogenous retroviruses in
other cells (11, 12). Because mutations affecting
the BCR reduce or eliminate B cells, we investi-
gated the involvement of BCR signaling in the
induction of ERVs by measuring ERV mRNA
levels in response to BCR engagement by anti-
IgM in vitro. Anti-IgM treatment increased acti-
vation marker expression (Fig. 4A), caused strong
up-regulation of multiple ERV mRNAs (Fig. 4B),
and elevated cGAMP (Fig. 4C) in C57BL/6J B cells.
Human B cells also up-regulated ERV mRNAs
upon treatment with anti-IgM in vitro (Fig. 4D).
These data indicate that BCR ligation is suffi-
cient to induce ERV transcription in mouse and
human B cells, as well as activation of cGAS in
mouse B cells.MAVS- and cGAS-deficient B cells
failed to fully up-regulate activation markers in
response to anti-IgM (Fig. 4A); these findings are
consistent with MAVS and cGAS activation in-
duced by BCR signaling. Downstream from the

BCR, Btk activation is a defining feature of the
signaling inducedbyTI-2 antigens (1). Btk-deficient
xidmice failed to produce NP-specific IgM on day
4.5 after immunization with NP-Ficoll (Fig. 4E),
which is consistent with previously reported data
(13). NP-specific B cells from immunized xid
mice expressed similar levels of ERV mRNAs as
non–P-specific B cells from either xid mice or
from control mice (Fig. 4F). In human B cells in
vitro, the BTK inhibitor Ibrutinib blocked both
the expression of activation markers (Fig. 4G)
and the elevation of ERV transcription induced
by anti-IgM (Fig. 4D). These findings demon-
strate that Btk is necessary for the induction of
ERV mRNAs in mouse B cells by TI-2 immu-
nization, and in human B cells by BCR ligation.

Data from several experiments supported a
requirement for NF-kB in the antibody response
to TI-2 immunization, and specifically in the in-
duction of ERVmRNAs. First, NF-kB–dependent
cytokines were up-regulated in NP-specific B cells
from C57BL/6J mice immunized with NP-Ficoll,
whereas non–NP-specific B cells showed cyto-
kine production similar to that of naïve B cells
(Fig. 5A). Second, mutation of NEMO (IkbkgpanR2),
a component of the IKK complex required for
NF-kB activation, abrogated the NP-specific IgM
response of C57BL/6J mice to NP-Ficoll immuni-
zation (Fig. 1A). Third, NP-specific B cells from
NEMO-deficient mice expressed ERV mRNA
levels similar to those of non–NP-specific B cells
(Fig. 5B).
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Fig. 2. cGAMP is elevated within antigen-specific B cells after TI-2 immunization and is sufficient
to drive B cell activation in vitro and in vivo. (A) CD86, MHC class II, and CD25 expression, and BrdU
incorporation by GFP+ or GFP– (GFP, green fluorescent protein) splenic CD19+ B cells, 36 hours after
transfection with a GFP expression plasmid. N = 3 C57BL/6J mice and 3 Stinggt/gt mice. (B) cGAMP level
measured by liquid chromatography–tandem mass spectrometry (LC-MS/MS) in 2 × 105 NP-specific or
non–NP-specific splenic CD19+ B cells from C57BL/6J mice on day 4.5 after immunization with NP-Ficoll
(N= 3) or in naïvemice (N= 3). Upper panels, chromatograms of cGAMP. Lower panel, cGAMPabundance
normalized to cell number for each sample. (C) Time course of cGAMP levels in NP-specific or non–NP-
specific B cells from C57BL/6J mice (N = 3) immunized with NP-Ficoll. (D and E) CD86 expression (D) or
the percentage of BrdU+ splenic B cells (E) after treatment with cGAMPor vehicle for 2 days in vitro.N = 3
C57BL/6J mice and 3 Stinggt/gt mice. (F) Serum NP-specific IgM on day 5 after immunization with NP-
Ficoll plus cGAMP or NP-Ficoll plus vehicle. (G) HLA-DR or CD69 expression by human B cells isolated
from healthy donor peripheral blood and treated with cGAMP or vehicle for 2 days in vitro. MFI, mean
fluorescence intensity. Data points represent individual mice or humans [(B), (F), and (G)]. P values were
determined by one-way [(A), (B), and (D) to (F)] or two-way ANOVA and post hoc Tukey test (C) or
Student’s t test (G). Results are representative of two or three independent experiments.
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Signaling fromtheBCR,RIG-I–MAVS, and cGAS-
STING pathways all activate NF-kB (10, 14, 15),
and we sought to identify which pathway(s)
drive NF-kB activation needed for the TI-2 anti-
body response. We found that anti-IgM failed
to induce ERVmRNAs in NEMO-deficient B cells
in vitro (Fig. 4B), suggesting that BCR signaling
induces ERVmRNAs via NF-kB. As we have dem-
onstrated, ERV transcripts trigger a second, sus-
tained wave of signaling via the RIG-I–MAVS and

cGAS-cGAMP-STING pathways that may also
require NF-kB to activate B cells and stimulate
antibody production. We evaluated NF-kB acti-
vation by measuring levels of phosphorylated
p65 and p105. In response to anti-IgM, C57BL/6J,
MAVS-, and cGAS-deficient B cells displayed ele-
vated levels of phospho-p65 and phospho-p105
as compared to vehicle-treated cells; however,
MAVS-deficient cells showed a diminished level
of NF-kB activation relative to C57BL/6J cells

(Fig. 5C). Analysis of p65 nuclear translocation
corroborated these findings (Fig. 5D). Similar-
ly, NP-specific B cells from immunized C57BL/6J,
MAVS-, and cGAS-deficient mice displayed ele-
vated phospho-p105 relative to non–NP-specific
B cells; MAVS deficiency prevented NF-kB acti-
vation to the extent observed in C57BL/6J NP-
specific B cells (Fig. 5E). These data suggest that
MAVS signaling but not cGAS-STING signaling
activates NF-kB in response to ERV nucleic acids
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Fig. 3. TI-2 antigen immunization induces expression
of ERVmRNA and cDNA that is detected by cytosolic
sensors in antigen-specific B cells. Splenic NP-specific
or non–NP-specific CD19+ B cells were collected from
C57BL/6Jmice (A,C, andD) or IghB1-8+ transgenic mice
(B) 4.5 days after immunizationwith NP-Ficoll (N= 3mice
per experiment). (A) Transcript levels of the indicated
ERVs measured by reverse transcription quantitative PCR
(RT-qPCR) ofmRNA isolated fromNP-specific or non–NP-
specific B cells. Data were normalized to glyceraldehyde
phosphate dehydrogenase (GAPDH) mRNA levels in the
same cells. Because of copy number differences, themag-
nitude of up-regulation of different ERVs cannot be directly
compared in this experiment. (B) IghB1-8+ transgenic mice
express a recombined variable region derived from an
NP-binding antibody in place of the endogenous 3′ Igh-D element (DQ52)
and the Igh-J elements. RT-qPCR of the indicated ERV mRNAs immunopre-
cipitated with RIG-I from NP-specific or non–NP-specific B cells. Data were
normalized to the level of GAPDHmRNAbound to RIG-I in the same samples,
which represents a nonspecific interaction equivalent in NP-specific and
non–NP-specific cells as shown in fig. S7E. (C) qPCR of ERV DNA in the cyto-
plasmic fraction of NP-specific or non–NP-specific B cells. Data were nor-
malized toGAPDH intronicDNA levels in the samecells. Endogenous ecotropic
murine leukemia virus (eMLV) and mouse mammary tumor virus (MMTV)
were amplified with primers targeting spliced cDNAs; these species probably
represent aminority of the cytoplasmic eMLVandMMTVcDNAs and thusmay
not precisely reflect total eMLV and MMTV cDNA levels. (D) RTactivity in the

indicated B cells from C57BL/6J mice. (E and F) Splenic CD19+ B cells from
mice of the indicated genotypes were treated with NP-Ficoll plus RT
inhibitors (AZT, NVP, and ddI) or NP-Ficoll plus vehicle for 2 days, and CD86
(E) or GL7 expression (F) was measured in NP-specific B cells. N = 3 mice
for each genotype. (G) Serum NP-specific IgM on day 4.5 after NP-Ficoll
immunization of mice pretreated for 3 days with RT inhibitors (AZTandNVP)
or vehicle. RT inhibitor treatment continued after immunization until mea-
surement of serum IgM. (H) Serum NP-specific IgM on day 4.5 after im-
munization with NP-Ficoll. Data points represent individual mice [(D), (G),
and (H)]. P values were determined by Student’s t test [(A) to (C)] or one-
way ANOVA and post hocTukey test [(D) to (H)]. n.d., not detected. Results
are representative of two or three independent experiments.
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induced by BCR engagement. The finding that
NP-specific B cell RNA from immunized mice
transcriptionally activated NF-kB target genes,
including those encoding TNFa, IL-6, MCP-1,
and COX-2, in a MAVS-dependent manner (fig.
S7, C and D) further supports this conclusion.

cGAS-STING and MAVS signaling in
antibody responses to Streptococcus
pneumoniae capsular polysaccharides

We immunized cGAS-, STING-, MAVS-, or cGAS/
MAVS-deficient mice with Streptococcus pneu-
moniae capsular polysaccharides (PSs) 1 and 3
or with the commercial vaccine Pneumovax 23
(PPV-23), containing 23 S. pneumoniae polysac-
charide antigens. By day 4.5 after immunization,
C57BL/6J mice mounted a PS1- and PS3-specific
IgM response, whichwas significantly diminished
in cGAS- or MAVS-deficient mice (Fig. 6A). Mice
lacking both cGAS and MAVS displayed a fur-
ther reduction in PS1- and PS-3–specific IgM to
nearly undetectable levels (Fig. 6A). Similarly,
upon immunization with Pneumovax 23, cGAS-
or STING-deficient mice produced diminished
amounts of PPV-23–specific IgM and IgG as com-
pared to C57BL/6J mice (Fig. 6, B and C). Thus,
the requirement for cGAS-STING and RIG-I–
MAVS pathways, likely due to their detection of
ERV nucleic acids, extends to antibody responses
against TI-2 antigens of a clinically important hu-
man pathogen.

Discussion

With respect to ERVs, we hypothesize that the
following events occur in B cells after TI-2 im-
munization: (i) ERV proviruses are transcribed,
and the resulting unspliced and spliced RNAs
are transported to the cytoplasm; (ii) ERVmRNAs
are translated to produce RT(s) (Fig. 3D), Env
glycoprotein(s) (fig. S10A), andpossibly other ERV
proteins; (iii) ERVmRNAs are reverse-transcribed
to produce cDNAs by one or more of the RT spe-
cies produced in step (ii); and (iv) ERV mRNAs
and cDNAs present in the cytoplasm activate
RIG-I and cGAS, respectively (fig. S11). Although
retroviruses including HIV-1 and MLV typical-
ly proteolytically process RT from the Gag-Pol
polyprotein during or after virus budding, RT
has also been reported to be active in the pre-
cursor form (16, 17); similar ERV-derived precur-
sors may provide the RT activity we measured
in NP-specific B cell lysates. Overall, our data
support the hypothesis that ERV nucleic acids
induced in the TI-2 antigen–activated B cell are
sufficient to trigger cytosolic innate sensors,
leading to subsequent antibody production by
the same cell (fig. S11). However, despite mul-
tiple experiments supporting the involvement
of ERV nucleic acids, it remains possible that
their presence and activity are incidental to
other component(s) essential for the activa-
tion of MAVS, cGAS, STING, and ultimately
TI-2 antibody responses. Determining whether
ERV nucleic acids represent a necessary com-
ponent of the antibody response will require
comprehensive inactivation of ERV sequences
across the genome.
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Fig. 4. cGAMP elevation and ERV transcription are induced by BCR signaling. (A to C) Mouse
splenic B cells were cultured in vitro and stimulated with anti-IgM or vehicle for 22 hours. (A) CD86 and
MHC class II expression. (B) Transcript levels of the indicated ERVs measured by RT-qPCR of isolated
mRNA. Data were normalized to GAPDH mRNA levels in the same cells. N = 3 mice per genotype. (C)
Chromatograms of cGAMP in C57BL/6J B cells measured by LC-MS/MS. N = 3 mice. (D) Human B cells
from healthy donor peripheral blood (N= 3 individuals) were cultured in vitro and stimulated with anti-IgM,
anti-IgM+ Ibrutinib, or vehicle for 48 hours.Transcript levels of the indicated human ERVsmeasured by RT-
qPCR of isolated mRNA. (E) Serum NP-specific IgM on day 4.5 after immunization with NP-Ficoll. (F)
Transcript levels of the indicated ERVsmeasured by RT-qPCR of mRNA isolated from NP-specific or non–
NP-specific B cells. Data were normalized to GAPDH mRNA levels in the same cells. N = 3 mice per
genotype. (G) Activationmarker expression by human B cells treated as in (D), or with 0.06 mMcGAMP for
48 hours. Data points represent individualmiceor humans [(A), (E), and (G)].P valueswere determined by
Student’s t test [(B) and (D) to (F)] or one-way ANOVA and post hocTukey test [(A) and (G)]. Results are
representative of two independent experiments.
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The appropriation of ERV genes for host im-
munity has often been observed in defense
against exogenous retroviruses, as exemplified
by Fv1 (18) and Fv4 (19). Whereas the host re-
cruits a single ERV-derived gene to counteract
one particular step in the life cycle of an exog-
enous retrovirus, however, it activates a wide
range of ERVs in antigen-specific B cells that
then serve to trigger intracellular nucleic acid
sensors necessary for the TI-2 antibody response.
The fate of these ERV nucleic acids remains un-

known. We found in NP-specific B cells from im-
munizedmice that the expression of endogenous
murine leukemia virus–specific Env glycoprotein
was enhanced (fig. S10A), as was RT activity de-
tected in the supernatants (fig. S10B). Why ERV
proteins are produced and how they might come
to exist outside the cell during the TI-2 antibody
response are open questions.
Recent reports suggest that aberrant cellular

accumulation of endogenous retroelement cDNA
and its recognition by cytosolic sensors lead to

autoimmune disease in mice (20, 21). An associ-
ation of human autoimmune diseases with ERVs
has also been postulated (22). Such diseases may
be hypothesized to result from dysregulation of
adaptive rather than strictly innate immune ac-
tivation, in that retroviruses, MAVS, cGAS, and
STING serve as components of the normal TI-2 B
cell signaling apparatus.
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ELECTRON TRANSFER

Toward control of electron transfer
in donor-acceptor molecules by
bond-specific infrared excitation
Milan Delor,1 Paul A. Scattergood,1 Igor V. Sazanovich,1,2 Anthony W. Parker,2

Gregory M. Greetham,2 Anthony J. H. M. Meijer,1

Michael Towrie,2* Julia A. Weinstein1*

Electron transfer (ET) from donor to acceptor is often mediated by nuclear-electronic
(vibronic) interactions in molecular bridges. Using an ultrafast electronic-vibrational-
vibrational pulse-sequence, we demonstrate how the outcome of light-induced ET can be
radically altered by mode-specific infrared (IR) excitation of vibrations that are coupled to
the ET pathway. Picosecond narrow-band IR excitation of high-frequency bridge vibrations
in an electronically excited covalent trans-acetylide platinum(II) donor-bridge-acceptor
system in solution alters both the dynamics and the yields of competing ET pathways,
completely switching a charge separation pathway off. These results offer a step toward
quantum control of chemical reactivity by IR excitation.

T
he fundamental process of electron trans-
fer (ET) is central to many light-driven
reactions. Light-induced ET in molecules
starts by excitation to a so-called Franck-
Condon electronic excited state, in which

nonzero vibrational levels are usually populated
(1–3). The excess vibrational energy is rapidly
lost as the excited state relaxes and nuclear re-
arrangements begin to occur. ET may occur on
time scales commensurate with the depopu-
lation of these “vibrationally hot” states, typi-
cally 10−14 to 10−10 s (4), allowing ET to proceed
from such nonthermalized states. Previous in-
frared (IR) spectroscopy studies with vibrational
state resolution have shown a significant de-

pendence of ET rates on the vibrational quantum
number of the reactant state (5). Taken together,
these phenomena offer an enticing strategy to
influence ET reactions by exciting vibrations
coupled with the ET process, thus perturbing
nuclear-electronic (vibronic) interactions, which
are known to mediate ET in systems ranging
from heterogeneous assemblies to complex bio-
logical architectures (6–15). If achieved, this strategy
provides a means to alter transition probabilities
and ultimately redefine the nature and the yields
of products generated in ET processes.
The challenge of directing ET is particularly

complex owing to the ultrafast time scales and
multicoordinate energy landscape of this class of
reactions (3). Because the energies of molecular
vibrations lie in the IR region, low-energy IR
light can be used to target specific vibrations and
potentially affect photoreactivity—an approach
successfully implemented in gas-phase photo-
chemistry (16–18). With regard to manipulating
photoinduced ET processes, the use of IR light

complements existing strategies employing either
chemical modifications—for example, of pho-
tosynthetic reaction centers (19)—or nonlinear
laser methods (20–22) that use ultrashort pulsed
laser light in the ultraviolet (UV) or visible spec-
tral regions.
Control of ET processes using IR excitation is

underpinned by a strong theoretical framework
pertaining to vibronic interactions in the non-
adiabatic (weakly electronically coupled) electron
tunneling medium. This framework introduces
multiple vibronic coupling pathways between
electron donor and acceptor, whereby the inter-
ferencebetween the electrons propagating through
the different pathways directs ET. Theoretical
analyses of vibronic tunneling pathways in model
molecules by Beratan and co-workers predicted
that in inelastic ET reactions, where a tunneling
electron may interact and exchange energy with
a bridge-localized vibrationalmode, IR driving of
pathway-specific vibrations can effectively label
and select the ET path (23–25). Such experiments
would thus offer themeans to control ET reaction
outcomes using external IR excitation.
Indeed, vibrational excitation with broad-

band (~120 cm−1) IR pulses that perturbed the
H-bonding network linking donor and acceptor
molecules was shown to slow down an inter-
molecular charge-separation process and decrease
its yield by ~1.8% (26). These elegant experiments
successfully demonstrated the viability of using IR
pulses to change the course of an ET reaction.
Our alternative approach to direct ET uses a

transform-limited narrowband (~12 cm−1, 1.5 ps)
(27) IR pulse to achieve mode-specific excitation
of intramolecular vibrations directly coupled to
ET in a covalently bound donor-bridge-acceptor
(DBA) molecular triad. The designed DBA triad
1, based on a platinum(II)-trans-acetylide motif
(28, 29), PTZ-CH2-Ph-C�C-Pt-C�C-NAP (30), en-
forces directionality of ET between a powerful
electron donor, phenothiazine (PTZ), and an elec-
tron acceptor, naphthalene-monoimide (NAP)
(Fig. 1A). 1 represents an ideal substrate for IR
modulation as the high-frequency C�C stretch-
ing vibrations of the bridge at ~2100 cm−1 have
previously been identified as the ET reaction
coordinate in related Pt(II) acetylides (31) and
are sufficiently separated in energy and space
from the nearest intense IR absorption [~1700 cm−1,
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n(C=O) of the acceptor] to ensure selective vi-
brational excitation.
The photoinduced processes in 1 have been

characterized by a combination of time-resolved
infrared (TRIR) and electronic transient absorp-
tion spectroscopies (30) (see Fig. 1C). The excited-
state dynamics are illustrated in Fig. 2, C and D,
using TRIR data, collected with a {UVpump,
IRbroadband-probe} pulse sequence. Absorption of
the UV pump partially depopulates the ground
electronic state, observedasnegativepeaks (ground-
state bleach), whereas the formation of transient
excited states is manifested by positive peaks
(excited-state IR absorption) (32).
Electronic excitation of 1with a 400-nm, ~50-fs

UV pump initiates ET from the Pt-acetylide cen-
ter to the NAP acceptor and populates a vibra-
tionally hot charge-transfer manifold, DB+A−.
This nonthermalizedmanifold decays over a range
of lifetimes from <200 fs to 14 ps, branching over
three separate charge transfer pathways (30):
forward ET from the PTZ donor, forming the full
charge-separated state 3D+BA− (10% yield, blue
arrows in Fig. 2, main IR-band positions 1550,
1605, and 2105 cm−1), which subsequently decays
to the ground state with a 1-ns lifetime; popula-
tion of a long-lived p−p* intraligand triplet state
of the NAP acceptor, 3A (57% yield, 190-ms life-
time, red arrows, main IR-band positions 1590,
1638, and 1950 cm−1); and back ET reforming the
ground-state DBA (GS, gray arrows in Fig. 2).
Excited-state branching over multiple ET path-

ways on the picosecond time scale fulfills an

essential requirement to achieve the IR modula-
tion of photoprocesses in 1. These experiments
were performed as follows. Electronic excitation
of 1 with a UV pump prepares the vibrationally
hot DB+A−. A tunable narrowband IR pump is
then applied at variable time delays t after the
UV pump (Fig. 1B), exciting selected vibrations
in DB+A−. The product states generated in all
reaction pathways are quantified with a broad-
band IR probe (~400 cm−1) at variable time de-
lays T. Overall, an ultrafast three-pulse {UVpump,
IRnarrowband-pump, IRbroadband-probe} sequence (33)
is applied to 1 to first initiate ET, then selectively
excite vibrations in the bridging unit, and finally
probe the changes in the charge transfer dynamics
andpathways createdby the intermediate IRpump
(Fig. 1, B and C). The changes in IR absorption
were recorded as DAbs(IRpumpON − IRpumpOFF),
thereby solely extracting the effect of the IR
excitation.
Figure 2, E to H, shows the effect of exciting the

n(C�C) bridging vibration in DB+A− on the pho-
toprocesses in 1. Clear difference signals from all
product states that evolve with time indicate that
the IR pump has an effect on both the dynamics
and on the relative population of transient states
(34). When the IR probe arrives at early time
delays T after the UV pump (Fig. 2, E and F), the
transient IR spectra display pronounced differ-
ence signals that indicate a decrease in DB+A−

(black arrows), and an increase in 3A (red arrows)

and the GS (gray arrows) relative to their popu-
lation without the IR pump. Thus, IR excitation
accelerates charge recombination from the gate-
way state DB+A−. The lack of signals associated
with the full charge-separated state 3D+BA− at
early time delays T suggests no acceleration of
forward ET from the donor.
The key observation revealed in Fig. 2, G and

H, is that difference signals from the product
states caused by the intermediate IR pump per-
sist long after the excitation. Thus, at an IRpump:
IRprobe delay (T– t in Fig. 1B) of ~98 ps (T= 100 ps,
t = 2 ps), the positive signals at 1950, 1638,
and 1590 cm−1 indicate that IR excitation increases
the population of the 3A state. The negative signals
at 2105, 1605, and 1550 cm−1 indicate that less
3D+BA− is formed. By T = 2.2 ns, most of the
3D+BA− (1-ns lifetime) has decayed to the GS.
Consequently, the initial decrease in the amount
of 3D+BA− caused by the IR excitation translates
to a lack of ground-state recovery on the nano-
second time scale, resulting in the observed nega-
tive GS signals. Thus, the system retains memory
of the IR intervention throughout its electronic
excited-state lifetime.
The observed IR-modulation effect is mode-

specific and is proportional to the IR band in-
tensity of the n(C�C) mode in the DB+A− state.
This conclusion is based on the following: (i) The
magnitude of the effect at different IR-excitation
frequencies follows the transient IR-absorption
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Fig. 1. Schematic of the experiment. (A) DBA
triad PTZ-CH2-Ph-C�C-Pt-C�C-NAP (1). (B) Pump-
pump-probepulsesequenceused in the IR-modulation
experiments. (C) The photophysical picture of en-
ergetics and dynamics of photoinduced pathways
in 1 in CH2Cl2 solvent at room temperature.There,
the vibrationally hot DB+A−manifold branches over
three decay pathways to lower electronic states
(30); “X”denotes the pathway suppressed by inter-
mediate IR excitation. All figures in the paper follow
the same color coding.

Fig. 2. Excited-state evolution of 1 without and with IR pump in CH2Cl2 at room temperature. (A
andB) Ground-state Fourier-transform IR (FTIR) spectra showing vibrationalmodes before ET is initiated.
(C and D) TRIR spectra after 400-nm excitation at representative UV:IRprobe delays T. Corresponding
kinetics are in fig. S2. (E toH) Difference spectra DAbs(IRpumpON − IRpumpOFF) at various UV:IRprobe delays
Twith UV:IRpump delay fixed at t = 2 ps, and IR-pump at 1908 cm−1 (pulse sequence in Fig. 1B). Arrows
indicate formation or decay of a band assigned and color-coded according to the excited states involved;
curved arrows represent growth followed by decay of a band.
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profile of the n(C�C) vibration in DB+A− (Fig.
3A); (ii) the magnitude of the effect also depends
on the UV:IRpump delay used. This dependence
follows the decay kinetics of DB+A− in TRIR ex-
periments (Fig. 3B); (iii) IR excitation of the
acceptor-localized n(C=O) vibration in the same
DB+A− excited state or of a solvent IR absorption
band has no effect (fig. S4), confirming mode
specificity and ruling out the influence of local
temperature effects.
A quantitative investigation of the effect of the

IR excitation revealed that every molecule that
absorbs an IR photon has its product states re-
defined. Without IR excitation, the yield of the
full charge-separated state 3D+BA− is 10% (30).
Normalizing to the number of IR photons ab-
sorbed by molecules in the gateway DB+A− state,
we infer that the absolute yield change per IR
photon absorbed by the sample is –10 T 1% for
the formation of 3D+BA− and +10 T 1% for 3A
(from 57 to 67%) (35). Thus, within experimental
error, the data indicate that the pathway to
3D+BA− is fully suppressed; forward ET from the
donor is completely switched off by selective IR
excitation.

In contrast, in a control bridge-acceptor sys-
tem 2 without the PTZ donor, Ph-C�C-Pt(PBu3)2-
C�C-NAP (30, 36), the IR excitation of the n(C�C)
in the B+A− state influences only the rates of ET,
but not the product yields (fig. S7). This differ-
ence between 1 and 2 suggests that product
yield changes in 1 are due to a process specifically
affecting the competitive ET pathways between
forward electron transfer from the donor and
back electron transfer from the acceptor, i.e., be-
tween charge separation and recombination across
the bridge.
The observed increased rates of ET from high-

er vibrational levels of a charge-transfer state in
both 1 and 2 are consistent with previous studies
on the effect of vibrational quantum state on ET
dynamics (5, 37, 38). However, themajor changes
in product yields and complete suppression of
ET in 1 may be better rationalized within the
framework of vibronic tunneling pathways (23–25).
The charge transfer state DB+A− in 1 can be vi-
sualized as a vibronic state from which two ET
pathways are available: charge recombination
and charge separation. Upon IR excitation of the
bridging C�C oscillator, the latter can exchange
energy with a tunneling electron (24) and per-
turb the interferences governing the two ET path-
ways, modulating ET propensity nonuniformly
across the available paths and in this case achiev-
ing the observed elimination of the full charge-
separated state. From a more general perspective,
when ET is mediated by molecular bridges in
donor-acceptor systems (39, 40), the bridge struc-
ture and its thermal and nuclear motions
modulate ET probability (25, 41) by affecting a
number of parameters, including electronic and
vibronic coupling interactions, which in turnmay
be affected by IR excitation (42).
To explore specifically the effect of the IR ex-

citation of the n(C�C) mode in 1 on the relative
energies of the excited states involved in ET pro-
cesses, we performed preliminary time-dependent
density functional theory (TD-DFT) calculations
for a range of CC distances of the -Pt-CC-NAP
fragment (35). The CC distances were varied
stepwise across the range T 0.15 Å from the
equilibrium distance calculated for the ground-
state geometry, and at each distance the ener-
gies of multiple excited states were calculated.
The results of these calculations for the lowest

three excited states (Fig. 4) show aDB+A−/3D+BA−

state crossover at C�C bond distances slightly
longer than that calculated for the equilibrium
geometry. It is therefore feasible that the IR
excitation–induced population of a higher vibra-
tional state of the acetylide bridgemodewill lead
to a transient increase in the average bond length,
which could drive the system across this cross-
over point along the C�C reaction coordinate,
contributing to the experimentally observed sup-
pression of 3D+BA− (43).
The above results demonstrate a simple and

flexible strategy to influence the outcomes of light-
induced electron transfer by IR excitation of in-
tramolecular vibrations and suggest the features
of molecular design required to achieve such an
effect. We show that ultrafast mode-specific IR
excitation of bridge vibrations coupled to elec-
tron transfer in a trans-acetylide Pt(II) donor-
bridge-acceptor system in solution can control
competing ET channels and ultimately switch
between different product states. Direct experi-
mental observation of such effects provides a test
bed for theoretical frameworks and can con-
tribute to the understanding of electron transfer
processes under nonequilibrium conditions. Over-
all, directing charge transfer by vibrational excita-
tion may provide hitherto inaccessible insight into
chemical mechanisms, in a step toward quantum
control of chemical reactivity.
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Fig. 3. Action
spectrum of IR
modulation,
scanning IR-pump
frequency, and UV:
IRpump delay t.
(A) Overlay of the
normalized TRIR
spectrum of 1 at T =
3 ps (—) with the
relative magnitudes
of population change
DAbs(IRpumpON − IRpumpOFF) for

3A (1950 cm−1) (circles) and 3D+BA− (negative projection, 2105 cm−1) (triangles) when scanning the IR pump frequency from
1750 to 1950 cm−1 in 10 cm−1 steps. (B) Normalized overlay of a TRIR decay trace at 1908 cm−1 (—) with DAbs(IRpumpON − IRpumpOFF) for

3A (circles) and for
the negative projection of 3D+BA− (triangles) at different UV:IRpump delays t. (C) Source spectral data for (B).

Fig. 4. Calculated potential energy curves and
corresponding electrostatic potential maps for
1 in CH2Cl2. The curves demonstrate a crossing of
states at C�C bond lengths of the Pt-C�C-NAP (BA)
fragment ~0.04 Å away from equilibrium. Details are
given in fig. S8 and table S1. Electrostatic potential
maps illustrate the nature of the excited states by
the distribution of electron density upon excitation.
Chargesarecolor-coded from–0.1 (red) to+0.1 (blue).
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PHOTOCHEMISTRY

One-pot room-temperature
conversion of cyclohexane to adipic
acid by ozone and UV light
Kuo Chu Hwang* and Arunachalam Sagadevan

Nitric acid oxidation of cyclohexane accounts for ~95% of the worldwide adipic acid
production and is also responsible for ~5 to 8% of the annual worldwide anthropogenic
emission of the ozone-depleting greenhouse gas nitrous oxide (N2O). Here we report a
N2O-free process for adipic acid synthesis.Treatment of neat cyclohexane, cyclohexanol, or
cyclohexanone with ozone at room temperature and 1 atmosphere of pressure affords
adipic acid as a solid precipitate. Addition of acidic water or exposure to ultraviolet (UV)
light irradiation (or a combination of both) dramatically enhances the oxidative conversion
of cyclohexane to adipic acid.

A
dipic acid is a precursor for the synthesis of
the nylon-6,6 polymer and, as such, is one
of the most important industrial chemical
intermediates. More than 3.5 million met-
ric tons of adipic acid were produced in

2013, reflecting a ~5% growth rate per year over
the past 5 years (1, 2). Nearly 95% of the world-
wide industrial production of adipic acid em-
ployed the nitric acid oxidation method (3). The
first step is air oxidation of cyclohexane under
high temperatures (125° to 165°C) and high pres-
sure (8 to 15 atm) to produce KA oil (i.e., a mix-
ture of cyclohexanone and cyclohexanol) with
4 to 11% conversion and ~85% selectivity (4, 5).
In the second step, nitric acid is applied as an
oxidant: the conversion is ~100%, and the selec-
tivity for adipic acid is 93 to 95%with some other
short-chain acids as side products (see Fig. 1A).
The process requires the nitric acid–to–KA oil
ratio to be maintained at 40:1. Disadvantages
of the current industrial process include low

overall product yield; corrosion of reaction vessels
by nitric acid; emission of the ozone-depleting
greenhouse gas N2O; and high energy consump-
tion. It was estimated that ~0.3 kg of N2O gas is
formed per kilogram of adipic acid produced
(6, 7). After energy-consuming recovery and re-
cycling, the amount of N2O gas released to the
atmosphere still accounts for ~5 to 8% of annual
anthropogenic N2O emission worldwide (3, 7, 8).
Many efforts have been devoted to developing
more efficient and environmentally friendly pro-
cesses for industrial production of adipic acid
that avoid the emission ofN2O. In 1998, Sato et al.
reported a process using H2O2 as an oxidant to
convert cyclohexene to adipic acid in the pres-
ence of aNa2WO4 catalyst and the phase-transfer
reagent [CH3(n-C8H17)3N]HSO4. Although the over-
all adipic acid yield (93%) is very high (9), produc-
tion of 1 mol of adipic acid requires consumption
of 4 to 4.4mol of H2O2. The price of H2O2 is ~55%
of the price of adipic acid. The requirement of 4
to 4.4 mol of H2O2 for production of 1 mol of
adipic acid is economically infeasible (7). In ad-
dition, other negative factors hinder commercial-
ization of this process, including low availability
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Fig. 1. Comparison of the industrial process and the method presented herein for production of
adipic acid. (A) Industrial nitric acid process. (B) O3-UVmethod.
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of the cyclohexene substrate, poor solubility in
water, and challenging recyclability of the cata-
lysts (10–13). Adipic acid can also be produced via
a multistep enzymatic conversion of D-glucose
via an o-hydroxy phenol intermediate (14). De-
spite a very high overall yield of 97%, this process
requires a large quantity of enzymes and is too
costly for commercial production.
Inspired by literature reports that ozone and

ultraviolet (UV) irradiation are primarily respon-
sible for oxidative degradation of most hydrocar-
bons in the atmosphere, we sought to investigate
whether both treatments in combination could
oxidize cyclohexane, which exclusively contains
unactivated sp3 C-H bonds. In a simple experi-
ment, ozone gas was bubbled through neat cy-
clohexane with concurrent UV irradiation at
room temperature. Nometal catalyst or solvent
was used. After 2 to 8 hours, a solid product
gradually precipitated to the bottom of the reac-
tion vessel (see Fig. 1B and fig. S1 for reaction
scheme and pictures, respectively). A portion of
the liquid cyclohexane evaporated due to the O3

gas bubbling. The solid oxidation product of cy-
clohexane was subjected to 1H nuclear magnetic
resonance (NMR) and 13C NMR analysis (in deu-
terated chloroform) for structure characteriza-
tion and proven to be adipic acid. We further
grew single crystals and adopted x-ray crystal-
lography to confirm that the solid precipitate is
adipic acid (see fig. S2); our spectroscopic data
are consistent with recently reported data (15).
The isolated yield of solid adipic acid was ~53
(T 2) mol % at room temperature (an average of
three runs, relative to the starting quantity of cy-
clohexane; the number in parentheses represents
the stardard error). The mass balance (i.e., all
products plus recovered starting materials) was
~63 (T 2) mol %, with the rest of ~37 (T 2) mol %
cyclohexane being evaporated as vapor. A stronger
UV light fluence and a longer irradiation time
generally lead to higher adipic acid yields. When
in the presence of 8 volume% aqueous 0.5MHCl
and exposure to ozone-UV irradiation, both the
final adipic acid yield and the mass balance
could be further improved to ~75 (T 2)mol% and
~84 (T 3) mol %, respectively. The use of a chilled
water-methanol condenser (–5° to –10°C) reduced
the loss of the starting substrate and intermedi-
ates via evaporation and thus improved themass
balance substantially. All experiments were re-
peated at least three times (see tables S1 to S5).
Experimental details can be found in the mate-
rials and methods section in the supplementary
materials.
Control experiments show that ozonolysis of

neat cyclohexane in the dark can also generate
12 mol % yield of adipic acid, and ozonolysis of
cyclohexane–8 volume % aqueous 0.5 M HCl
in the dark can also result in the formation of
45 mol % yield of adipic acid (see Table 1). Pre-
viously, Barletta et al. carried out ozonolysis of
neat cyclohexane for 1 hour at 10°C in the dark,
and derivatization of the final products with
“MTBSTFA” (where “MTBSTFA”was not defined).
Based on gas-liquid chromatography–mass spec-
trometry analysis of their ozonolysis products,

they claimed detection of formation of cyclo-
ehexanol and cyclohexanone (16). No adipic
acid formation was observed, no ozonolysis of
cyclohexane-acidic water result was reported, and
no light irradiation was applied in their experi-
ments. Similar dicarboxylic acid products can
also be obtained from other cycloalkanes (CnH2n,
where n = 5, 6, 7, and 8). For large-ring cyclo-
alkanes, less evaporation occurs, and thus, good
yields (65 to 70%) of the dicarboxylic acid pro-
ducts were obtained at room temperature. Upon
short-time (0.5 hours) irradiation, a mixture of
KA oil (cyclohexanol and cyclohexanone) instead

of adipic acid was obtained (see Table 1). To inves-
tigate the reaction mechanism, neat cyclohexanol
was used as a substrate for reaction with ozone
underUV irradiation.Upon short-time (0.5 hours)
ozone treatment under UV irradiation, amixture
of cyclohexanone (major product) and adipic acid
(minor product) was obtained. Prolonged UV
irradiation led to the formation of a large amount
of adipic acid as a solid precipitate (84 mol %
isolated yield) along with a small amount of cy-
clohexanone (10 mol %), suggesting that cyclo-
hexanone was further converted to adipic acid
(see Table 1). Indeed, direct ozone treatment and
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Table 1. Substrate scope for oxidative C-H functionalization of cycloalkanes. Neat liquid substrate
was used unless otherwise stated.The reactions were carried out either under irradiation by a 100-W Hg
lamp (200 mW/cm2 at 310 nm), reported first below, or in the dark (reported below in parentheses) at
room temperature. The ozone flow rate was 0.45 ml/min. The reactor was connected to a chilled water-
methanol circulator condenser (–5° to –10°C) to trap evaporating reactants and intermediates. For
substrates with higher freezing points (1c, 1g, and 1h), the temperature of the condenser was set
between 5° and 10°C.
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UV irradiation of neat cyclohexanone led to the
formation of a solid adipic acid precipitate in
~90 mol % yield. The results clearly show that
ozone treatment and UV irradiation of neat cy-
clohexane leads to the formation of cyclohexanol,
then cyclohexanone, and finally adipic acid.Mea-
surements of intermediate and product concen-
trations (by 1H NMR) during the reaction time
course also support the above reaction scheme
for the neat cyclohexane-ozone-UV irradiation
system (see fig. S3 and discussion therein). The
selectivity for adipic acid is nearly quantitative
because the intermediates (including cyclohexanol
and cyclohexanone) will eventually be converted
to adipic acid upon prolonged UV irradiation,
and the solid precipitate contains only one product
(adipic acid). No short-chain dicarboxylic acids
or other products were observed or detected by
1H NMR measurements.
When substituted cyclohexanes were used as

substrates, a similar trend was observed (see
Table 2). For example, 1-methylcyclohexanol
was obtained as the major product after short-
time (2 hours) ozone treatment and UV irradia-
tion of methylcyclohexane, whereas open-chain
keto-carboxylic acid emerged as the major pro-
duct upon prolonged (5 hours) irradiation, with a
trace amount of 1-methylcyclohexanol as aminor
product (see Table 2). For substrates that have
two types of C-H bonds, selective oxidation oc-
curs at methine C-H over methylene C-H bonds
and at benzylic C-H over methylene C-H bonds
(see Table 2).
It is well established that upon UV (306 to

328 nm) irradiation, ozone decomposes to gen-

erate singlet 1O2 and a singlet O(1D) atom with a
quantum yield of 0.79 (17, 18). The singlet O(1D)
atom is highly reactive and can insert into C-H
bonds of hydrocarbons to form C-O-H bonds in
the gas phase with the conservation of total spin
angular momentum (19, 20). Our control experi-
ments show that exposure of cyclohexane to
singlet 1O2 (by photoirradiation of cyclohexane
in the presence of photosensitizers) does not
generate adipic acid, suggesting that the forma-
tion of adipic acid is mainly due to chemical re-
actions between atomic O(1D) with cyclohexane,
cyclohexanol, and cyclohexanone. A possible reac-
tion pathway for the neat cyclohexane-ozone-UV
system is proposed in fig. S4(i) to account for
formation of adipic acid via selective C-H bond
oxidation of cyclohexane by O(1D). First, direct
C-H bond insertion of O(1D) into cyclohexane
would lead to the formation of cyclohexanol
(21), which is further oxidized by O(1D) at the
weakest methine C-H bond to form a geminal
diol, 1,1′-dihydroxycyclohexane. Geminal diols
are known to be very unstable and will rapidly
undergo dehydration to form stable ketones (22).
The bonding energies of methine C-H,methylene
C-H, andO-H bonds are ~96, ~99, and ~105 kcal/
mol, respectively (23). Insertion of O(1D) into a
C-H bond in cyclohexane requires cleavage of
one C-H bond and formation of two bonds (i.e.,
C-O and O-H), which are exothermic and ther-
modynamically favored. Subsequent insertion of
O(1D) into themethine C-H bond of cyclohexanol
is also thermodynamically favored. Both cyclo-
hexanol and cyclohexanone were isolated as sta-
ble intermediates upon short-timeUV irradiation

of cyclohexane in the presence of ozone. The
conversion of cyclohexanone to adipic acid by
reaction with a singlet O(1D) atom probably pro-
ceeds via dihydroxylation at the a-C-H bond
adjacent to the ketone functionality, because the
a-C-H bond is weaker than other remote meth-
ylene C-H bonds.
We also experimentally observed that the addi-

tion of acidic water could promote both light and
dark conversion of cyclohexane to adipic acid by
ozone, as well as improve the mass balance sub-
stantially. Both ozone and O(1D) (generated by
UV irradiation of ozone) are reported to react
with water to form a hydroxyl radical (·OH) [see
eqs. 3 and 4 in fig. S4(ii)] (24, 25). The reaction
mechanism is likely to involve hydroxyl radical–
mediated selective hydrogen atom abstraction
and a peroxidation chain reaction [see proposed
mechanism in fig. S4(ii) and discussion therein].
A more detailed discussion of reaction mecha-
nisms can be found in the supplementary text
and fig. S4.
Oxidation of cyclohexane by singlet O(1D)

and a hydroxyl radical can occur at any of the
12 equivalent C-H bonds. In the case of later in-
termediates (i.e., cyclohexanol and cyclohexanone),
oxidative C-H bond functionalization seemed to
occur exclusively at the weakest a-C-H bond ad-
jacent to the electron-withdrawing hydroxyl or
carbonyl site.Note that benzylic C-H (~90kcal/mol)
and methine C-H (~96 kcal/mol) bond strengths
are, in general, weaker than that of methylene
C-H bonds (~99 kcal/mol) (23). Such site selectiv-
ity is unusual because oxidative C-H bond func-
tionalization by electron-deficient oxidants, such
as a combination of an organometallic catalyst
and H2O2, usually occurs at the most remote (or
the most electron-rich) C-H bond away from
electron-withdrawing groups or directing groups
(14, 26–29). The site selectivity here is most likely
governed by the singlet spin nature of the O(1D)
atom rather than by its electrophilicity. A similar
type of spin-electronic effect governing C-H bond
oxidationwas also observed in the direct rhodium
carbenoid insertion into C-H bonds in tetrahy-
drofuran and alkanes (29).
Varkony et al. previously reported (without dis-

cussion of reaction mechanism) that the tertiary
C-H site inmethylcyclohexane and analogs can be
oxidatively converted to 1-methylcyclohexanol by
ozone on silica gel at –78°C in the darkwith 99.5%
conversion and 65% yield (30). A tricopper clus-
ter in tandem with H2O2 can oxidatively convert
cyclohexane to cyclohexanol and cyclohexanone
(31). These processes do not generate dicarboxylic
acid as the final product, and their experimental
conditions are not suitable for industrial applica-
tions. Overall, the process we report here opens
up opportunities to oxidatively convertmany other
inexpensive hydrocarbons to value-added chemi-
cals by using singlet O(1D) or hydroxyl radical-
mediated selective C-H bond functionalization.
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CATALYSIS

Catalytically active Au-O(OH)x-
species stabilized by alkali ions on
zeolites and mesoporous oxides
Ming Yang,1 Sha Li,2 Yuan Wang,1 Jeffrey A. Herron,2 Ye Xu,3 Lawrence F. Allard,4

Sungsik Lee,5 Jun Huang,6 Manos Mavrikakis,2 Maria Flytzani-Stephanopoulos1*

We report that the addition of alkali ions (sodium or potassium) to gold on KLTL-zeolite and
mesoporous MCM-41 silica stabilizes mononuclear gold in Au-O(OH)x-(Na or K) ensembles.
This single-site gold species is active for the low-temperature (<200°C) water-gas shift (WGS)
reaction. Unexpectedly, gold is thus similar to platinum in creating –O linkages with more
than eight alkali ions and establishing an active site on various supports.The intrinsic activity of
the single-site gold species is the same on irreducible supports as on reducible ceria, iron
oxide, and titania supports, apparently all sharing a common, similarly structured gold active
site.This finding paves the way for using earth-abundant supports to disperse and stabilize
precious metal atoms with alkali additives for the WGS and potentially other fuel-processing
reactions.

T
he water-gas shift (WGS) reaction (CO +
H2O→ CO2 + H2) is an important reaction
for hydrogen upgrading during fuel gas
processing. Emerging applications in fuel
cells require active, nonpyrophoric, and cost-

effective catalysts. Along with a new group of
platinum catalysts with atomically dispersed Pt
sites to maximize activity and catalytic efficiency
(1–3), the lower apparent activation energyEa for
the WGS reaction (~45 kJ/mol) for gold (Au)
versus ~75 kJ/mol for platinum (3–5) can be
exploited for low-temperature WGS and other
reactions (6, 7). Low-temperature activity is im-
portant to avoidmultiple-treatment units in prac-
tical low-temperature proton-exchange membrane
(PEM) fuel cell systems, whereby the deleterious
CO should be totally removed for stable, long-
term operation. The active Au species in the WGS
catalysts are atomic species anchored through –O
ligands to different supports such as ceria (3, 8, 9),
iron oxide (10–12), lanthana (13), and titania (4),
and the number of the active Au sites can be
increased through a variety of catalyst prepa-
ration protocols. Gold nanoparticles (Au NPs)
that can form during catalyst preparation are
spectator species in these chemistries (3, 4, 10),
in that most of the Au atoms are not activated
by the support. Thus, the approach of “cage en-
capsulation” of Au NPs in mesoporous supports

is not advantageous for the stability of the active
(atomically dispersed) Au sites.
Other approaches—for example, AuCl3 vapor

produced by sublimation and introduced into
various zeolites (14, 15)—may be used to produce
active Au(I)-Cl species for ambient-temperature
NO reduction to N2O by CO. Mohamed and
Ichikawa (16) have shown that the Au(I) species
are the main active sites for the WGS reaction
at temperatures as low as 50°C. Because these
sites are not chloride-free (Au-Cl bonds exist) and
have weak chemical binding to the zeolites, the
Au(I) sites are easily reduced to inactive Au(0)
and form Au NPs upon increasing the temper-
ature to only 100°C (16). Similarly, low stability
of gold on zeolites was found by Gates and co-
workers (17, 18). Careful anchoring of mono-
nuclear Au(III) complexes from organometallic
precursors produced chloride-free single-atom
Au(III)-O-NaY catalytic centers that were ac-
tive for CO oxidation but unstable at 25°C and
760 torr, losing ~75% of their initial activity after
15 min on stream (17). Finally, attempts to ion
exchange gold in zeolites have been unsuccessful.
Thus, gold ions in zeolites tend to be unstable
toward aggregation in realistic reaction gas en-
vironments at temperatures above the ambi-
ent, an issue already understood for other inert
supports such as silica or alumina, minimally in-
teracting with gold (19). Hence, it is difficult to
determine if the gold catalysts operate through
similarly structured Au-O(OH)x- species on inert
supports as in the Au-CeOx, Au-FeOx, and Au-TiOx

systems (20).
To study the nature of the active gold sites on

inert supports, it is important to maximize the
number of the atomically dispersed gold sites
and fully eliminate the formation of Au NPs.
Titania is inferior to ceria and iron oxide in that
Au NP growth occurs rapidly on its surfaces (21),
but with special ultraviolet (UV)–assisted prepa-
rationmethods,mononuclear Au-O(OH)x- species
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can be stabilized on titania up to 1.2 weight %
(wt %), and the cations remain stably anchored
and active for the WGS reaction from ~ 80° to
250°C (4). Alkali ion addition was investigated
in this work as a means to boost further the
number of stable mononuclear Au-O(OH)x-
species. This was reported as a successful
approach to prepare single-site active Pt-O(OH)x-
(Na or K)y species on silica and alumina, which
were activated at low temperatures (~100°C)
for the WGS reaction and were stable to tem-
peratures exceeding 300°C and for many hours
(1). Washing of the surfaces could not remove
the alkali ions stably associated with the Pt
ion through -O linkages. Zugic et al. showed
that the Pt-O(OH)x-(Na or K)y species could be
prepared, stabilized, and similarly activated
for theWGS reaction on inert (800°C-annealed)
carbon nanotube surfaces (2). However, the
extension of the platinum findings to gold is
neither obvious nor anticipated. A few reports
exist on alkali (and alkaline earth) addition
to gold to structurally stabilize small Au NPs
(1 to 3 nm) on alumina for ambient-temperature
CO oxidation (22). Miller et al. (19) adopted a
NaOH wash to remove the adsorbed Cl ions
from the Au/Al2O3 catalysts and estimated
by extended x-ray absorption fine structure
(EXAFS) that the gold was 100% dispersed on
these washed samples under mild reduction
(up to 200°C) or oxidation (up to 225°C), but
their stability under reaction conditions was
not reported.
We show how to use alkali addition to activate

and stabilize atomic Au for the WGS reaction
even on inert zeolite (KLTL) and mesoporous
[Si]MCM-41 silica materials. The WGS activity
was measured to be comparable to that of Au
on reducible oxide supports, and good stabil-
ity was found up to 200°C (Table 1). The Ea

values measured for the reaction over alkali-
stabilized gold on the inert supports are all 45 T
5 kJ/mol, similar to those on the Au-CeOx, Au-
FeOx, and Au-TiOx systems (20), indicating that
the gold active sites are of similar structure on
all support types. It is not straightforward to
produce the active alkali-stabilized gold cen-
ters on the inert supports, as the alkali ions
must interact with the gold, not the support.

Notably, the KLTL-zeolites used here have an
abundance of potassium ions (16.8 wt %), but
gold addition from a typical precursor (e.g.,
HAuCl4) by incipient wetness impregnation (IWI)
or deposition precipitation fails to prepare an
active catalyst. However, using IWI of KAu(CN)2
on the KLTL-zeolites followed by solid-state im-
pregnation of KOH (Au:K = 1:10) did form an
active Au-K/KLTL catalyst after careful heating
[details of the preparation methods are described
in the supplementary materials (23)]. In another
preparation, a gold sol formed from HAuCl4 with
NaOH (Au:Na = 1:10) at pH ~14 was used to pre-
pare an active Au-Na/[Si]MCM41 catalyst (table
S1). For other supports, including ahydrothermally
treated alumina in NaOH, see preparation details
in the supplementary materials and in fig. S1 and
tables S1 and S2.
The preparation protocols show that the re-

quirement for an active catalyst is that the alkali
ions are linked to the atomic gold through –O
ligands and not merely be present on the sup-
port. It has beenwidely reported that the support

plays a crucial role in the WGS reaction, pro-
viding facile dissociation of water molecules to
supply –OH species to the vicinal gold sites where
CO is adsorbed (24), but the active sites were not
resolved. Thesemay still involve just the Au-(OH)x
species attached to the support through –O lig-
ands. We present evidence here for the latter by
surrounding the gold atom with a large number
(8 to 10) of Na or K ions through –O ligands. The
choice of the supporting surface (zeolite, silica,
alumina, etc.) is then unimportant for the
chemistry.
The lack of sensitivity of Ea for the WGS re-

action on the type of support is a strong first
indication of a structurally similar gold active
site present on all supports. Corroborating this
finding, kinetics measurements found that the
reaction order for H2O is 0.7 to 0.8 for all the
catalysts (with or without alkali) used in this
work (fig. S2), demonstrating that the role of
water is common on all the gold catalysts. The
alkali addition modifies the support properties
at higher temperatures; for example, after a
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Table 1. Composition and reaction activity of supported gold catalysts.

Sample wt %
Au/support

Alkali:gold
atomic ratio

WGS reaction
rate at 150°C

(10−7 mol H2/gcat s)
*

Ea for WGS
reaction
(kJ/mol)

Surface –OH
(mmol/gcat,
50°–350°C)†

Average gold
size (nm)‡

Na K

0.25 Au/KLTL – 1.0§ 1.0 46.5 34 T 5 > 10
0.25 Au-K/KLTL – 11.0§ 8.2 49.0 174 T 10 Atomically dispersed
0.25 Au/
[Si]MCM41

0.0 – 0.0 Inactive below 300°C 20 T 5 > 10

0.25 Au-Na/
[Si]MCM41

10.0 – 7.9 43.6 164 T 10 Atomically dispersed

*The kinetics were measured in a simulated reformate gas mixture of 11% CO, 26% H2O, 7% CO2, 26% H2-He (100- to 500-mg sample, steady-state CO conversion
<15%). †The total amount of –OH species was titrated by CO TPR (10% CO-He, 30 ml/min, 100 mg, 5°C/min, from 50° to 350°C). ‡Gold nanoparticles
larger than 1 nm were determined by HRTEM. The atomically dispersed gold species were imaged by STEM and also fitted by EXAFS. §Value is for the added
potassium; it does not include the ion-exchanged potassium in the as-received zeolite KLTL.

Fig. 1. Aberration-corrected
high-angle annular dark-
field–STEM images of the
0.25Au-Na/[Si]MCM41 cat-
alyst.The circles are drawn
around isolated gold atoms.
The size distribution (inset)
is based on >150 observed
gold species counted
from the high-magnification
images (recorded at 8 to
10M× original magnification).
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thermal treatment to 600°C, Amenomiya and co-
workers found that alkalized alumina was acti-
vated for the WGS reaction above 400°C with Ea
of ~ 80 kJ/mol (25, 26).
CO temperature-programmed reaction (TPR)

tests were conducted to titrate the WGS-active
hydroxyls on the alkali-stabilized gold sites (up to
350°C) (Table 1, table S2, and fig. S3). The pres-
ence of alkali markedly increased the amount
of these hydroxyls, and correspondingly the over-
all WGS activity of the catalyst within the same
temperature window. These hydroxyls are regen-
erable, as shown by consecutive CO-TPR cycles
with intermittent rehydration of the catalyst at
25°C (fig. S3). In the absence of gold, the addition
of K+ only provides trace amounts of dry [O]
through the surface transformation of –OK to
K2O (27). With the gold present, as in Au-K/
KLTL, gold associated with the potassium shows a
large amount of CO2 formation from active –OH
species corresponding to a Au:K atomic ratio of
1:8. This was accompanied by the production of
a large amount of H2 (1/2 of CO2) from the –OH
species (fig. S3). Notably, from the samples with
fully dispersed gold (0.25Au-K/KLTL and 0.25Au-
Na/[Si]MCM41) and earlier reports (4), we found
that the total activity is proportional to the num-
ber of the surface –OH species, whereas the ac-
tivity per gold atom (turnover frequency) is the
same for all gold catalysts irrespective of the sup-
port (fig. S4). The Au-K/KLTL sample also shows
good stability in 100 hour-long operation in a
reformate-type gas mixture (fig. S5).
Electron microscopy studies revealed that al-

kali ion addition markedly increased the disper-
sion of gold on all the inert supports that we
investigated in this work (Table 1, Fig. 1, and figs.
S6 to S9). For example, 72% of the gold counted
in the imageswas present as isolated atoms away
from each other on the surface of the 0.25Au-Na/
[Si]MCM41 sample (Fig. 1 and fig. S6). Aminority
of subnanometer gold clusters present on the
same sample did not have the packed gold atom
structure of Au NPs. These species appear to com-
prise a few atoms of gold anchored close to each
other but nonaggregated. The presence of the
surrounding alkali atoms could not be deter-
mined by imaging because of the low contrast
of these light elements. EXAFS analysis under
in situ conditions for the working catalysts fur-
ther confirmed that the gold species were atom-
ically dispersed and associated with alkali ions
before and after reaction (table S3 and fig. S10).
For both the KLTL-zeolite and [Si]MCM41-
supported samples, the Nax-Oy linkages to gold
effectively reduced the Au-Au coordination
number from 11 or 12 to the 3 or 4 range, which
means that 100% dispersion of Au had been
achieved (19). Although microscopic analysis
(transmission electron microscopy or scanning
transmission electron microscopy) provides a
number-weighted particle distribution, the volume-
weighted distribution provided by EXAFS can
be heavily skewed by a few large particles (23).
Along with the EXAFS results showing an
enrichment of the Au-O shell for the alkali-
containing samples, in situ x-ray absorption

near-edge structure spectra (fig. S11) and x-ray
photoelectron spectroscopy data (fig. S12) show
the cationic nature of the gold species, whereas
the alkali-free, catalytically inactive samples con-

tain metallic Au NPs exclusively. The extra K+

ions stabilizing the Au-Ox site in the Au-K/KLTL
sample are different from the ion-exchanged
K-O-Al sites in the as-received KLTL zeolite,
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Fig. 3. TOF plot for the WGS reaction over samples with atomically dispersed gold in a reformate-
type gas mixture of 11% CO, 26% H2O, 7% CO2, and 26% H2-He. The data for the 1.16Au/TiO2

(G5, UV) sample are from (4), for the 0.50Au/CeO2 (La doped CeO2, DP) sample from (8), and for the
0.12Au/Fe2O3 (DP) sample from (35). The experimental error for the reaction rate measurements is less
than 10%. The R2 for the linear fit is 0.9927.

Fig. 2. Bader charge of Au in AuOx(OH)yNa9 cluster sites. For reference, the Bader charges of Au
in bulk Au2O (+0.41) and Au2O3 (+1.11) are given by the dashed horizontal lines. Au, Na, O, and H
atoms are shown with yellow, purple, red, and white spheres, respectively. The clusters shown are
examples of promising structural candidates for the WGS active site. The circled data correspond to
clusters that have Au oxidation states between that of Au2O and Au2O3.
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but are associated with –O (28), –OH, and
H2O in their vicinity (29), as indicated by the K2p

x-ray photoelectron spectra (fig. S12). These re-
sults demonstrate the substantial interaction
between gold and potassium through oxygen
bonding.
We thus propose a cationic gold-centric ac-

tive site [Au-O(OH)x- species] for the WGS
reaction that is stabilized by several alkali ions
via -O- linkages. To gain further insights, we
used density functional theory (DFT) calcula-
tions, performed in the framework of ab initio
molecular dynamics (30), by using the VASP code
(31) (details of the computational methods are
described in the supplementary materials). To
create candidate structures for theAu-O(OH)x-Nay
system, we began by inspecting a series of
AuNax clusters (x = 1 to 10, without oxygen). Out
of these, the AuNa9 precursor was selected for
further studies because of its high stability (9 is
the maximum number of Na atoms that can fit
in a single shell aroundAu; beyond 9, additional
Na atoms must be accommodated in a second
shell around the gold atom; see supplementary
materials for details) and because its Na:Au
ratio closely matches the experimental facts/
environment. To create the cationic gold species
detected experimentally and to account for the
involvement of oxygen in the active site, electron-
withdrawing groups (O/OH) were then added
to the AuNa9 cluster, and the Bader charge
was calculated (32). For reference, the calcu-
lated Bader charges of Au in bulk gold oxides
Au2O and Au2O3 (used as references for Au(I)
and Au(III), respectively) are +0.41 and +1.11,
respectively. In a systematic study of cluster
sites of the general composition AuOx(OH)yNa9,
several clusters in which the charge of the Au
atom is similar to that of Au in bulk Au2O and
Au2O3 were identified (the circled models in Fig.
2). To evaluate if any of these structures that
feature an oxidized Au atom would be active for
WGS, the thermochemical properties relevant
to the key steps of WGS (including CO and H2O
adsorption, OHbinding, andH2O activation)were
calculated on these candidate AuOx(OH)yNa9
structures and compared with those on ex-
tended Cu(111) and Cu(211) surfaces. As Cu is
one of the best low-temperature WGS catalysts,
these are the properties that are most relevant to
mimic.
Based on both the Bader charge and the

thermochemical analysis (see table S4), AuO7-
(OH)2Na9, AuO6(OH)2Na9, AuO3(OH)7Na9, and
AuO2(OH)9Na9 (structures of the first two clus-
ters on this list are shown in Fig. 2, and the last
two are shown in fig. S13) were identified as
promising candidates for the active WGS re-
action site. Compared with Cu(111), these clus-
ters bind both OH and CO more weakly. These
structures (Fig. 2 and fig. S13) share some com-
mon geometric features: The –O 0ligands bind
directly to the central gold atom; OH groups
are primarily bound on the many three-fold
“Na3” sites that surround the Au atom; and Na
atoms are linked to the Au atom through –O
ligands.

The O/OH groups in the clusters play vital
roles in H2O dissociation. First, O/OH stabilize
H2O binding through hydrogen bonding (33). As
a result, H2O capture should be easier on the
clusters than on Au(111). Second, the hydrogen
atom released duringH2O dissociation prefers to
bind to a surface oxygen atom to form OH, lead-
ing to a much more exothermic water disso-
ciation event than on clean Au(111) or Cu(111)
surfaces. The more exothermic activation should
increase activity for H2O dissociation. Although
CO binding on the gold cation is weak, it is pos-
sible. The colocation of adsorbed CO and the –OH
groups bound on the threefold “Na3” sites that
surround the gold atom offers the possibility for
facilitating COOH formation, a critical interme-
diate in the WGS reaction (34). An analog of this
structure was recently proposed for single gold
atoms stabilized over uncapped oxygen and sur-
rounded by Fe(III) cations on Fe3O4(111) surfaces
(12). Notably, the catalytic activity of Au on iron
oxide (35) is similar to that of Au in the alkali-
stabilized structure reported here, as shown in
Fig. 3.
In Fig. 3, we scaled the steady-state reaction

rates by the amount of gold loading for the atom-
ically dispersed gold catalysts studied here, and
for other gold catalysts reported to comprise only
atomic gold on other supports—e.g., after leaching
of gold particles—and cast them in terms of a
turnover frequency (TOF) in an Arrhenius plot.
In addition to the similar Ea values, the close-
ness of the TOFs over gold catalysts prepared
on different supports and from different precur-
sors, and subjected to different treatmentmethods,
is noteworthy. With these findings, we conclude
that, being structurally similar as on CeO2, Fe2O3

and TiO2, single-site cationic Au-O(OH)x- spe-
cies, stabilized by a number of alkali ions in the
form of AuOy(OH)z(Na or K)x clusters, may be
formed in appreciable amounts on inert supports.
These species are highly active for the WGS re-
action, the single gold atom maximizing the
catalyst efficiency.
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NANOMATERIALS

Element-specific anisotropic
growth of shaped platinum
alloy nanocrystals
Lin Gan,1,3 Chunhua Cui,1 Marc Heggen,2 Fabio Dionigi,1 Stefan Rudi,1 Peter Strasser1*

Morphological shape in chemistry and biology owes its existence to anisotropic growth and
is closely coupled to distinct functionality. Although much is known about the principal
growth mechanisms of monometallic shaped nanocrystals, the anisotropic growth of
shaped alloy nanocrystals is still poorly understood. Using aberration-corrected scanning
transmission electron microscopy, we reveal an element-specific anisotropic growth
mechanism of platinum (Pt) bimetallic nano-octahedra where compositional anisotropy
couples to geometric anisotropy. A Pt-rich phase evolves into precursor nanohexapods,
followed by a slower step-induced deposition of an M-rich (M = Ni, Co, etc.) phase at the
concave hexapod surface forming the octahedral facets. Our finding explains earlier
reports on unusual compositional segregations and chemical degradation pathways of
bimetallic polyhedral catalysts and may aid rational synthesis of shaped alloy catalysts
with desired compositional patterns and properties.

S
hape control can be an effective approach
for tuning the physical and chemical prop-
erties of inorganic nanocrystals (NCs) (1,
2). For metal alloy NCs, shape control
offers a flexible means of simultaneously

tailoring surface structure and surface compo-
sition so as to fine-tune their catalytic properties.
For example, owing to the exceptionally high
catalytic reactivity of {111}-oriented surfaces, oc-
tahedral bimetallic Pt-Ni NCs with their all-{111}
orientations have been considered the ultimate
“dream electrocatalysts” for the technologically
important oxygen reduction reaction (ORR) in

hydrogen fuel cells (3–6). Although a variety of
shaped bimetallic Pt alloy NCs such as cubes
(7, 8), octahedra (9–14), icosahedra (15), and con-
cave structures (16–18) have been prepared by
solution-phase co-reduction of metal precursors,
their detailed elemental surface compositions
have been largely overlooked and thus remained
poorly understood. Contrary to the widely held
notion of essentially homogeneous elemental
distribution and also contrary to previously the-
oretically predicted Pt-rich surface composition
(19–21), recent studies uncovered an unusual
compositional segregation in shaped Pt alloy
NCs (22, 23)—for example, Pt-rich frames and
Ni-rich facets in Pt-Ni nano-octahedra (22).
The elemental distribution resulted in complex
structurally corrosive degradation patterns of
the alloy octahedra during the ORR electro-
catalysis; these patterns proved key to under-
standing their catalytic activity and stability
trajectories.

We address some critical unresolved questions
concerning the atomic origins of the complex
compositional distribution and segregations in
shaped bimetallic NCs. Specifically, how do
atoms of different elements self-assemble into
the compositionally anisotropic structure during
the solution-phase co-reduction? Is the process
thermodynamically or kinetically controlled? Al-
though there have been numerous NC growth
studies, they tend to focus on monometallic NCs
or generally highlight the morphological evolu-
tion, not the compositional evolution, during NC
growth through the use of transmission elec-
tron microscopy (TEM), either ex situ (24, 25) or
in situ within a liquid TEM cell (26–29). Typical
growth models for shaped monometallic NCs
involve the initial nucleation of seeds in the shape
of cuboctahedra (the thermodynamically most
stable shape); this is followed by a kinetically
controlled anisotropic growth, which is induced
either through blocking of desired facet orienta-
tions by suitable capping ligands or through se-
lective oxidative etching of undesired facets (30).
Although these models shed light on the growth
of shaped alloy NCs, the compositional evolution
at the atomic scale has remained unaddressed,
and it is generally assumed that all alloying com-
ponents follow the same anisotropic growth
pathway.
We present an element-by-element study of

the growth mechanism of Pt-Ni nano-octahedra
using aberration-corrected scanning TEM (STEM)
coupled with elemental mapping by electron en-
ergy loss spectroscopy (EELS). By tracking both
structural evolution and intraparticle composi-
tion evolution during the solution-phase growth,
we reveal a novel element-specific anisotropic
growth mechanism of shaped alloy NCs where
different alloying components follow vastly dif-
ferent anisotropic growth pathways. The Pt-rich
phase grows first into hexapod-like concave NCs
via a ligand-controlled kinetic process. Depo-
sition of a Ni-rich phase into the concave sur-
faces follows in a thermodynamically controlled
step, and finally, Pt-Ni octahedra form with
Pt-rich frames and Ni-rich {111} facets. We track
the elemental composition trajectory of other
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[100] [010]
[010]

Fig. 1. Characterization of Pt-Ni NCs after 4 hours of reaction time. (A) Typical low-magnification TEM image and (B) particle size distribution, showing
smaller near-spherical NCs (~4 nm) and larger branched NCs (~9 nm). They exhibited a Pt-rich average composition of Pt75Ni25. The inset of (B) shows a
representative HRTEM image and atomic structure model of the near-spherical cuboctahedral NC. (C and D) HRTEM images and structural models of the
branched NCs along the [001] and [101] directions, respectively. The insets show the fast Fourier transform (FFT) patterns to determine the crystallographic
directions.
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transition metal alloys as well, and conclude
that the element-specific growth we observe
appears to be responsible for a wide range of
shaped Pt alloy NCs. Our finding provides the
origin for previously reported unusual composi-
tional segregation and chemical degradations of
shaped Pt alloy NCs and enables comprehensive
understanding of their entire “life cycle.”
Octahedral PtNi1.5 NCs were synthesized by

solvothermal reduction of Pt(acac)2 (4mmol/liter;
acac = acetylacetonate) andNi(acac)2 (28mmol/liter)
in 100 ml of dimethylformamide (DMF) at 120°C,
where DMF acted as both reducing agent and
solvent (12, 22). Unlike other methods requiring
capping agents such as oleylamine (9, 10) and
polyvinylpyrrolidone (13), no dedicated sur-
factants were needed to induce the shape-
selective growth, leaving clean particle surfaces
for catalytic applications. The low-temperature
solvothermal synthesis is also slow [up to 42hours,
in contrast to other synthetic reactions that can

complete within several minutes (7, 9)] and
allowed us to capture intermediate structures
at different growth stages (after 4, 8, 16, and
finally 42 hours). The collected NCs were then
characterized using a spherical aberration cor-
rected FEI Titan TEM operated at 300 kV for
atomic imaging and anFEI Titan STEM (“PICO”)
operated at 80 kV for high-angle annular dark
field (HAADF) imaging and EELS elemental
mapping.
Figure 1 presents the TEManalysis of the Pt-Ni

NCs after an initial growth period of 4 hours.
Energy-dispersive x-ray spectroscopy (EDX) showed
an average composition of Pt75Ni25, suggesting a
faster reduction of Pt ions relative to Ni ions,
which in turn can be related to a more positive
reduction potential of the former. The Pt-rich
NCs exhibited two distinct morphologies. One is
the near-spherical cuboctahedra around 2 to 8 nm
in diameter; the other features a branched struc-
ture at larger sizes between 6 and 12 nm (Fig. 1B).

As a typical Wulff polyhedron, a cuboctahedron
represents a thermodynamically stable structure
at the nucleation stage because of its lowest sur-
face energy. The formation of larger branched
NCs, however, indicates a subsequent, kinetically
controlled anisotropic growth. High-resolution
TEM (HRTEM) images of the branchedNCs along
two representative orientations (Fig. 1, C and D)
suggest an early-stage hexapod structure with
asymmetrical arms growing along 〈100〉 directions.
This asymmetry likely arises from the competition
between the anisotropic growth and an opposing
surface diffusion/smoothening effect for lower-
ing surface energy, which leads to a dynamic
equilibrium between branched and spherical
shapes.Once a critical particle size is exceeded (e.g., 6
to 8 nm in Fig. 1B), surface diffusion slows to a
point where the anisotropic growth dominates.
Indeed, when extending the reaction to 8 hours,

most NCs evolved into the proposed hexapod
structure (Fig. 2A), with average size around 11 nm
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Fig. 2. Characterization of Pt-Ni NCs after 8 hours of reaction time. (A) Typical low-magnification TEM image and (B) size distribution, showing that most of
the NCs evolved into branched structures with an average composition of Pt73Ni27. (C) HRTEM image and the corresponding FFTpattern of a branched NC along
the [001] zone axis. Inset shows FFTas in Fig. 1, C and D. (D and E) A series of TEM images of two selected hexapods under different tilting conditions, showing
one-to-one correspondencewith the hexapod structuralmodel. (FandG) HAADF images (red) thatmainly represent Pt and EELS spectrum imaging of Ni (green),
showing a slight Ni segregation at the concave surface of the Pt-Ni hexapod NCs.
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(Fig. 2B). The average composition (Pt73Ni27) re-
mained nearly unchanged throughout this growth
stage, which implies that the growth of a Pt-rich
phase along the multipod arms continued to
dominate the process. Geometrically, an ideal
hexapod NC with six identical arms is most sta-
ble when situating on three of the arms on a flat
substrate (i.e., along the [111] zone axis), thus
showing a three-fold symmetry (18). However,
the asymmetrical arms described above led to
other projections, such as a crisscross along the
[001] zone axis (Fig. 2C). To better understand
the 3D morphology, we acquired a series of im-
ages at different rotations of selected hexapod
NCs (Fig. 2, D and E), with which a hexapod
structural model was iteratively compared and
refined. Our detailed analysis reveals a striking
one-to-one correspondence between the TEM
images and the projections of the 3D hexapod
model at each rotation angle, which strongly sup-
ports our hypothesized growth process of the
hexapod NCs.

The anisotropic growth of cuboctahedra into
nanohexapods after 8 hours indicates much fast-
er growth along 〈100〉 directions relative to other
directions such as 〈111〉. We performed additional
controlled syntheses to elucidate the likelymech-
anistic origin of this extremely anisotropic growth.
First, in the absence of any Ni precursor while
keeping all other synthetic conditions constant,
the obtained pure Pt NCs showed exclusively
near-spherical shape (fig. S1A). Thus, the Ni pre-
cursor must affect the formation of the hexapod
NCs. Second, replacing Ni(acac)2 by Ni(acetate)2
resulted in spherical NCs as well (fig. S1B); in
contrast, replacing Ni(acac)2 by K(acac) again
induced an anisotropic growth into branched
Pt NCs (fig. S1C). We conclude that the DMF-
solvated acetylacetonate ligand plays a critical
role in inducing the kinetically controlled ani-
sotropic growth. Specifically, the DMF-solvated
acetylacetonate ligand has stronger adsorption
on the {111} surfaces of preformed cuboctahedra,
leading to a faster growth along 〈100〉 directions

and thus forming the hexapods. The presence of
adsorbed organic ligands on the hexapod NCs
was further evidenced by Fourier transform in-
frared (FTIR) spectra (fig. S2) and complemented
by thermogravimetric analysis (fig. S3).
To gain element-specific insight into the growth

mechanism of the hexapod NCs, we characterized
their intraparticle composition using aberration-
corrected STEM and EELS elemental mapping at
80 KV. As shown in Fig. 2, F and G, for the NCs
oriented along two different directions, theHAADF
images (red) that mainly represent the distribu-
tion of Pt and the EELS mapping of Ni (green)
demonstrated slight segregation of Ni at the con-
cave surfaces of the hexapods, whereas Pt was dis-
tributed more homogeneously. This result implies
a deposition of Ni-rich phase at the concave sur-
faces of the hexapod NCs (see below).
When the synthetic reaction was extended to

16 hours, a transformation of the hexapodNCs to
concave octahedra (Fig. 3A) was observed.Mean-
while, the Ni content of the NCs increased
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Fig. 3. Characterization of the concave Pt-Ni NCs obtained after 16 hours
of growth. (A) Typical low-magnification TEM image (magnified image in
inset) showing the concave octahedral shape. (B) Particle size distribution of
the dominant concave octahedral NCs with an average composition of Pt62Ni38.
(C) HRTEM image of a concave octahedral NC along the [110] direction,
showing the atomic surface steps at the concave {111} facets. (D andE) HAADF
images (red) that mainly represent Pt and EELS spectrum imaging of Ni

(green) of the concave octahedral Pt-Ni NC along the [110] and [100] direc-
tions, respectively. (F) A sketch of the delayed anisotropic growth of Ni-rich
phase through a step-induced, layer-by-layer deposition of Ni-rich atoms at the
concave {111} surfaces of the preformed Pt-rich hexapods. Upper right: Planar
view of the concave {111} surface. Ni-rich adatoms at the step sites are more
energetically favorable than those at the terrace sites because of a higher
coordination number (CN).
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substantially to Pt62Ni38 while the NCs main-
tained their average size (Fig. 3B). These results
suggest an accelerated deposition of Ni-rich
phase at the concave surfaces; by contrast, the
growth of the Pt-rich phase along the hexapod
arms (which determined the ultimate particle
size) slowed down because of the depletion of
the Pt precursor. Figure 3C presents an atomic-
scale HRTEM image of a resulting concave
octahedral NC along the [110] zone axis. The
concave {111} surfaces are clearly visible with a
high density of atomic steps. The EELS elemen-
tal mappings of NCs close to two representative
zone axes, [110] (Fig. 3D) and [100] (Fig. 3E), and
additional EDX mapping results (fig. S4) give
direct evidence of the substantial Ni enrichment
at the concave {111} facets and the Pt enrichment
at the corners.
Although the growth of Pt-rich hexapods after

8 hours was ascribed to the selective capping of
DMF-solvated acetylacetonate ligand on the {111}
surfaces, we doubt that the subsequent deposi-
tion of Ni-rich phase at the concave {111} surfaces
can be explained by another ligand-blocking ef-
fect on {100} facets. Instead, the atomic steps
associated with the concave {111} surfaces appear
to enable the slow yet steady deposition of the
Ni-rich phase through a step-induced, layer-by-
layer growth mechanism. In fact, surface defects
such as atomic steps, dislocations, and stacking
faults have been reported to play important roles
in seed-mediated growth of bimetallic and trime-
tallic core-shell NCs (31, 32). As illustrated in Fig.

3F, the preformed Pt-rich hexapods after 8 hours
featured intrinsic {111} surface steps at the con-
cave surfaces and {100}/{110} steps at the side-
walls of the arms. Relative to the terrace sites, Ni
adatoms energetically prefer the step sites be-
cause of a higher coordination number (Fig. 3F,
upper right); thus, the process is thermodynamic
in nature. Deposition of a Ni atom at the step
results in the advance of the atomic step, thereby
leading to a continuous, step-induced deposition
of primarily Ni atoms. In this context, the side-
walls play an important role in providing the
initial step sites to induce a layer-by-layer growth
of Ni-rich {111} facets, as sketched in Fig. 3F.
Unlike the previously reported two-pot, two-step,
seed-mediated growth of bimetallic core-shell
NCs (31, 32), the present anisotropic growth of
Pt-rich hexapods was followed by a self-organized
slower deposition of a Ni-rich phase on top of
the concave {111} surfaces. The entire particle
formation proceeded spontaneously in a one-pot
co-reduction that remained geometrically and
compositionally anisotropic. Thus, the current
synthesis also enables us to control the extent of
concavity by simply controlling the reaction time.
Ultimately, a complete transformation to octa-

hedral Pt-Ni NCs with smooth {111} surfaces oc-
curred after a reaction time of 42 hours (Fig. 4A
and fig. S5). The Ni average composition in-
creased to Pt40Ni60, whereas the particle size still
increased slightly (Fig. 4B). This change is con-
sistent with a continued, selective anisotropic
deposition of an Ni-rich phase at the concave

{111} surfaces. As soon as the filling of the Ni-rich
phase reaches the top of the hexapod arms and
flat {111} surfaces form, there are no more step
edges available; metal deposition therefore self-
terminates and the octahedron is completed. This
also accounts for the atomic Ni ratio in the final
Pt40Ni60 octahedra being far below that of the
initial metal precursors (Pt:Ni = 1:7). Elemental
STEM-EELSmapping of the octahedral NCs (Fig.
4, C andD) unambiguously showsNi enrichment
at the {111} facets versus Pt enrichment at the
corners and edges, consistent with our previous
finding (22). The Pt enrichment at both the edges
and the corners also indicates a refined aniso-
tropic growth trajectory of the Pt-rich phase; that
is, the rapid growth of Pt-rich hexapods along
〈100〉 directions was followed by a slower growth
along 〈110〉 directions. In contrast, as mentioned
above, the growth of the Pt-rich phase along 〈111〉
directions was inhibited because of the selective
adsorption of DMF-solvated acetylacetonate lig-
and on the {111} facets.
Our conclusion as to the formation and growth

of a Pt-richer phase and a Ni-richer phase on two
vastly distinct time scales is fully corroborated by
time-resolved XRD patterns (fig. S6). All NCs at
different growth stages showed Bragg reflections
assigned to a face-centered cubic (fcc) lattice with
peaks shifting to higher 2q values with increasing
reaction time, indicating the increase of bulk Ni
content in the NCs.Whereas the Bragg reflections
of the Pt-Ni NCs growing less than 16 hours
showed symmetric Gaussian peaks of a Pt-rich
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Fig. 4. Characterization of the final Pt-Ni nano-octahedra after 42 hours
of reaction time, and overall pathway. (A) A typical low-magnification
HAADF-STEM image. (B) Particle size distribution shows dominance of
octahedral NCs around 13 nm, with an average composition of Pt40Ni60. (C
and D), HAADF images (red) that mainly represent Pt and EELS spectrum
imaging of Ni (green) of the octahedral PtNi1.5 NCs along the [110] and [100]
directions, respectively, showing Pt-rich frames along the edges/corners and
Ni-enriched facets. (E) Atomic structural models of octahedral Pt bimetallic

alloy NCs (Pt-M; M = Ni, Co, etc.) during the solution-phase co-reduction and
during the acidic ORRelectrocatalysis. (i) Initially formedPt-rich cuboctahedra.
(ii) Rapid growth along the 〈100〉 directions, resulting in Pt-rich hexapods. (iii) A
delayed, step-induced deposition ofM-rich phase at the concave {111} surfaces.
(iv) The complete formation of Pt-M octahedra with Pt-rich corners/edges and
M-rich facets. (v) Selective etching of the M-rich {111} facets during acidic ORR
electrocatalysis, leading to Pt-rich concave octahedra. (vi) Degradation of
octahedra into Pt-rich hexapods after long-term electrode potential cycling.
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fcc phase, the final Pt-Ni octahedra after 42 hours
of growth exhibited asymmetric diffraction peaks,
implying the coexistence of a Pt-richer phase and
a Ni-richer phase.
To demonstrate the general importance of the

element-specific anisotropic growth mechanism,
we further synthesized Pt-Co NCs by replacing
Ni(acac)2 with Co(acac)2 while keeping all other
conditions unchanged. After 42 hours of reaction
time, octahedral PtCo1.5 NCs were successfully
prepared. By following their morphological and
compositional evolution after different growth
times (fig. S7), we observed a growth trajectory of
the PtCo1.5 octahedra similar to that of the
PtNi1.5 octahedra. The growth of Pt-rich hexapods/
concave octahedra before the final formation of
Co-rich octahedra again suggests a delayed aniso-
tropic deposition of a Co-rich phase at the concave
{111} surfaces. Thus, the element-specific aniso-
tropic growth appears to be an important mech-
anism for the formation of a variety of shaped Pt
alloy NCs in solution-phase co-reduction.
Figure 4E presents a comprehensive, atomic-

scale “life-cycle” model of our bimetallic nano-
octahedra, including their unusual anisotropic
growth pathway and their previously reported
degradation pathway during acidic ORR electro-
catalysis (22). Our results reveal a previously
overlooked element-specific, compositionally an-
isotropic growth mechanism of shaped Pt alloy
NCs, where rapid growth of Pt-rich hexapods/
concave octahedra along 〈100〉 directions pre-
cedes delayed deposition of Ni-rich phase at the
concave {111} sites.Whereas the growth of Pt-rich
hexapods is a ligand-controlled kinetic process,
the step-induced deposition of the Ni-rich phase
at the concave surface resembles a thermodynam-
ically controlled process accomplished in amuch
longer time. The element-specific anisotropic
growth provides the origin of our previously
reported compositional segregation (Ni-rich
facets and Pt-rich corners/edges) and chemical
degradation pathway of the Pt-Ni octahedra (22),
which underwent a selective etching of the Ni-
rich {111} facets and thus activity instability dur-
ing the ORR electrocatalysis in acidic electrolyte
(Fig. 4E and fig. S8).While forming a catalytically
active Pt-rich shell, the selective etching of the
Ni-rich {111} facets resulted in concave octahe-
dra with the exposure of less active facets such
as {100} and {110}. Extended potential cycling
further resulted in the re-emergence of Pt-rich
hexapods and almost none of the catalytically
active {111} surfaces survived, leading to sub-
stantial activity degradation. Evidently, the fate
of the shaped Pt bimetallic NCs during long-term
ORR electrocatalysis is substantially determined
by the early stages of their element-specific aniso
tropic growth during synthesis.
Our results highlight the importance of un-

derstanding the element-by-element growthmech-
anism of shaped alloy NCs. The possibility of
controlling the element-specific anisotropic growth
modes of such NCs may enable the rational syn-
thesis of Pt alloy nano-octahedra ORR electro-
catalysts with desired surface composition (e.g.,
Pt-richer {111} facets) and sustained high activity.
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EARTH MAGNETOSPHERE

Direct observation of closed
magnetic flux trapped in the
high-latitude magnetosphere
R. C. Fear,1*† S. E. Milan,1,2 R. Maggiolo,3 A. N. Fazakerley,4

I. Dandouras,5,6 S. B. Mende7

The structure of Earth’s magnetosphere is poorly understood when the interplanetary
magnetic field is northward. Under this condition, uncharacteristically energetic plasma
is observed in the magnetotail lobes, which is not expected in the textbook model of the
magnetosphere. Using satellite observations, we show that these lobe plasma signatures
occur on high-latitude magnetic field lines that have been closed by the fundamental
plasma process of magnetic reconnection. Previously, it has been suggested that closed
flux can become trapped in the lobe and that this plasma-trapping process could explain
another poorly understood phenomenon: the presence of auroras at extremely high
latitudes, called transpolar arcs. Observations of the aurora at the same time as the lobe
plasma signatures reveal the presence of a transpolar arc. The excellent correspondence
between the transpolar arc and the trapped closed flux at high altitudes provides very
strong evidence of the trapping mechanism as the cause of transpolar arcs.

T
he night side of the terrestrial magneto-
sphere forms a structured magnetotail, con-
sisting of a plasma sheet at low latitudes
that is sandwiched between two regions
called the magnetotail lobes (Fig. 1). The

lobes consist of the regions in which the ter-
restrial magnetic field lines are directly con-
nected to the interplanetary magnetic field (IMF),

which is referred to as being topologically “open”
(indicated by the dashed gray lines in Fig. 1).
Magnetic field lines threading the plasma sheet
(solid gray lines in Fig. 1) are not connected to
the IMF and are therefore “closed” (1, 2). Topol-
ogy changes are caused by the process of mag-
netic reconnection, which drives magnetospheric
dynamics when the IMF is southward (1).
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Different plasma populations are observed in
these regions: Plasma in the lobes is very cool,
whereas the plasma sheet is more energetic.
The key way to distinguish between open and
closed magnetic field lines is that electron
distributions on closed field lines may exhibit a
double loss cone, in which the distribution peaks
perpendicular to the magnetic field (3). This
requires the presence of magnetic mirrors on
both sides of the observation site; therefore,
double loss cones are unambiguous indicators
that themagnetic field lines observed by a space-
craft are closed.
Amajor problem inmagnetospheric physics is

the adaptation of this picture to times when the
IMF is northward. In a recent study (4), Shi et al.
have reported relatively hot plasma in the lobes,
which is unexpected in standard magnetosphere
model. The authors attributed the presence of
the plasma to direct entry of the solar wind, im-
plying that it should be observed on open mag-
netic field lines. However, similar observations
(5, 6) have previously been interpreted as spa-
tially separated filaments protruding from the
plasma sheet into the lobe [thoughHuang et al.
noted that no theoretical description existed to
explain their presence (6)]. In these studies, the
observed plasma has been isotropic, but differ-
entmagnetic field topologies and interpretations
have been inferred due to the absence of evi-
dence of a loss cone.
Another controversy concerns the cause of an

auroral configuration called the transpolar arc,
which occurs at very high latitudes when the
IMF is northward (7, 8). There is no consensus
on whether transpolar arcs occur on field lines
that are closed (3, 7–10) or open (11–13). Their
formation remains the subject of debate, with a
range of competing theories (14–20). One mech-
anism for transpolar arcs is for them to result
from the closure of lobe magnetic flux, which
then remains trapped in the magnetotail (10);
this hypothesis makes a number of predictions
that have recently been validated statistically
(14, 20). If this is true, a spacecraft situated in
the lobe should observe a wedge of closed flux
sandwiched within the lobe at high latitudes,
well away from the expected location of the plas-
ma sheet.
Virtually all plasma observations of transpolar

arcs have come from spacecraft at low altitudes;
these observations therefore report the precipi-
tation associated with the arc rather than a direct
measurement of the source plasma for the arc. It

has been argued that further examination of in
situ observations in the lobes (i.e., at much higher
altitudes) is necessary to identify the source plasma
and the processes causing transpolar arcs (8). To
date, only one study has reported such observa-
tions (6), which revealed relatively hot plasma,
similar to the atypically hot lobe plasma signa-
tures discussed above (4, 5). The authors con-
cluded that they detected the source plasma for a
transpolar arc but that the observed structures
were not explained by any existing theory. Here
we demonstrate that the presence of this plasma
can be explained by the trapped flux mechanism
for the formationof transpolar arcs (10) by showing
that a double loss cone is observed within the
plasma and that the plasma observations cor-
respond extremely well to the back-and-forth mo-
tion of a transpolar arc.
On 15 September 2005, the Cluster 1 spacecraft

was situated in the southern hemisphere lobe
(Fig. 1). An overview of the IMF and the ob-
servations made by Cluster 1 is shown as a func-
tion of time in Fig. 2. The main period of interest
is between 16:00 and 19:00 UT, when the IMF
was northward (indicated by a north-south com-
ponent BZ > 0) (Fig. 2A). Before 17:00 and after
19:00 UT, the ions observed were cool (<500 eV)
(Fig. 2D), which is consistent with upwelling
from the ionosphere and typical of the lobe.
However, between 17:00 and 19:00 UT, a much
more energetic plasma population was observed
(~1-keV electrons and ~10-keV ions) (Fig. 2, C
and D), which is comparable to themean plasma
sheet energy when the IMF is northward (21).
The electron and ion energies and temperatures
(Fig. 2, C to E) are comparable to those reported in
previous studies (4–6).
The electron pitch angles observed between

18:15 and 18:45 UT are plotted in Fig. 3A. Cluster 1
observed bidirectional electrons (peaking at pitch
angles of 0° and 180°) throughout the interval,
except at ~18:36 UT when the electron distribu-
tion was not only more intense but also peaked
at pitch angles nearer 90°. Figure 3B shows the
pitch angle distribution averaged over 21 s cen-
tered on 18:36:43UT (indicated as “g” in Fig. 3A).
The color scale has been selected to emphasize
the variations between different pitch angles.
The parallel and antiparallel fluxes were approx-
imately half the value observed perpendicular
to the magnetic field. This double loss cone is
extremely strong evidence that the plasma ob-
served by Cluster was on closed magnetic field
lines. The bidirectional electrons observed
beforehand (between 18:15 and 18:35 UT) are
also consistent with electrons observed on closed
magnetic field lines—in typical magnetotail cross-
ings, bidirectional electrons are observed through
much of the outer plasma sheet, with double loss
cone distributions deep in the central plasma
sheet (21). Ion distributions observed at this
time are indicative of the occurrence of magne-
totail reconnection tailward of the spacecraft
(fig. S1).
Simultaneous observations of the Southern

Hemisphere aurora on a global scale are avail-
able for this period from the far ultraviolet (FUV)

Wideband Imaging Camera (22) on the IMAGE
(Imager for Magnetopause-to-Aurora Global Ex-
ploration) satellite (Fig. 4A). (The location of
IMAGE is also indicated in Fig. 1, and the full
sequence of auroral images is shown in movie
S1.) In Fig. 4A, the location of Cluster 1 has been
mapped onto the Southern Hemisphere iono-
sphere along the model magnetic field lines (23)
of Fig. 2. There is an excellent match between
the plasma observations made by Cluster and the
location of the transpolar arc relative to the foot-
print of the spacecraft (see Fig. 2 and movie S1).
The second time that the arc intersects the space-
craft footprint [Fig. 4A, panel (g)] corresponds
with the time that the highest intensities of en-
ergetic plasma were observed by Cluster, which
is when the double loss cone was observed in
Fig. 3B.
Our observations demonstrate that atypically

hot plasma observed in the lobe occurs on closed
magnetic field lines and is therefore incompat-
ible with direct entry from the solar wind. The
excellent match between the plasma observa-
tions and the intersections of the transpolar arc
and the spacecraft footprints (d, f, and g in Figs. 2
and 4) confirms that such atypically hot plasma
is the source plasma for transpolar arcs. The cor-
respondence between the intersections of the arc
and the observation of hotter plasma at two dis-
tinct times also demonstrates that the cause of
multiple sequential observations of such atypical
plasma is the back-and-forth motion of the closed
magnetic field lines; that is, they are not neces-
sarily spatially separated filaments, as previously
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Fig. 1. Locations of the Cluster 1 and IMAGE
spacecraft between 17:00 and 19:00 UT on
15 September 2005. Positions are projected
into the xz plane of the Geocentric Solar Magnetic
(GSM) coordinate system (24), in which the x axis
is directed toward the Sun and the z axis is toward
magnetic north. Asterisks denote spacecraft loca-
tions at 17:00 UT (C1 indicates Cluster 1). Solid
black lines indicate model locations for the bow
shock andmagnetopause; gray lines indicatemodel
geomagnetic field lines from an empirical model
(23). The field lines that are expected to be closed
are plotted as solid lines, whereas those that would
normally be open—and hence connected to the
solar wind downtail—are dashed. Cluster 1 was
deep inside the lobe, a long way from the expected
location of the closed field line region (the plasma
sheet). 1 RE is one Earth radius (6400 km).
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proposed (5, 6). Although the link with trans-
polar arcs has previously been suggested (6), the
confirmation of the magnetic field topology pro-
vides strong evidence that both transpolar arcs
and atypically hot lobe plasma observed during
periods of northward IMF are caused by the pro-
cess of magnetic reconnection in the magneto-
tail, where newly closed lobe flux becomes trapped
in the lobe (10). Although other proposed mech-
anisms could explain the closed nature of the
magnetic flux threading the transpolar arc, we
are not aware of an alternative mechanism that
could explain all of the following points: (i) the
observation of the lobe immediately before and
after the passage of the arc, (ii) the observed
back-and-forth motion of the arc, and (iii) the
absence of a change in sign of the IMF BY (dawn-
dusk) component in the hour before the arc
formed (see supplementary text). The reconnec-
tion mechanism (10) predicts that closed mag-
netic flux observed at high latitudes should be
similar in most respects to the plasma sheet,
because both contain plasma that was originally
contained in the lobe but that has since been
heated as a result of the contraction of the field
lines after their closure. Our observations confirm
that the plasma observed at high latitudes is
indeed similar to that observed in the plasma
sheet. The net effect of this process is an increase

in the closed fraction of the magnetotail in one
narrow local time sector. An interesting conse-
quence is that as this transpolar arc spans the

entire polar cap, the magnetotail is entirely
closed in a narrow sector of local time, which
highlights the intriguing topology that the
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Fig. 2.Time series of
the interplanetary
and magnetospheric
conditions.The top
two panels show the
simultaneous (A)
north-south and (B)
dawn-dusk com-
ponents of the IMF
(BZ and BY, respec-
tively) obtained from
the OMNI data set
(25).The next two
panels show the (C)
electron and (D) ion
populations observed
by Cluster 1 in the
magnetotail lobes by
the PEACE (26) and
CIS-HIA (27)
instruments, respec-
tively. Both panels
contain the differential
energy flux (DEF) of
the electron or ion
population plotted as
a function of energy
and time.The bottom
panel (E) shows the
observed ion temper-
ature. Arrows labeled
with lowercase letters
(a) to (i) indicate
selected times of
interest.

a b c d e f g h i

Fig. 3. Electron pitch angle distribu-
tions from the hot plasma population.
(A) Pitch angle distribution of electrons
observed above 100 eV between 18:15
and 18:45 UT. (B) Electron distribution
observed at the time of the highest
differential energy fluxes observed by
Cluster [corresponding to arrow (g) in
Fig. 2; also indicated in Fig. 3A]. The
distribution has been computed from
five consecutive spacecraft spin periods,
centered on time (g), and the color
scale has been chosen to emphasize
the differences in the field-aligned and
perpendicular directions.

f g
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Fig. 4. Summary of the
relationship between
the auroral and in situ
(high- and low-altitude)
plasma observations.
(A) Montage of the auro-
ral observations made by
the IMAGE FUVWideband
Imaging Camera on 15
September 2005. Each
image has been projected
onto a grid of magnetic
latitude against magnetic
local time with local noon
at the top anddawn to the
right. Panels (a) to (j)
show the transpolar arc
[indicated by the white
arrow in (b)] at different
stages of its evolution,
with the footprint of the
Cluster spacecraft indi-
cated by a red dot.The
times corresponding to
panels (a) to (j) are also
indicated in Fig. 2 and (B)
of this figure. At 15:10 UT
(a), the aurora conformed
to the standard oval
configuration, and the
Cluster 1 footprint was in
the dim region poleward
of the main auroral oval
(the polar cap), consistent
with the location of the
spacecraft in the lobe. At
16:38 UT (b), a small fea-
ture emerged from the
nightside oval (indicated
by the white arrow) and
subsequently grew into a
transpolar arc [(c) to (i)].
The growth and evolution
of the arc [(b) to (h)]
occurred while the IMF
was northward (Fig. 2A).
The arc was initially dusk-
ward of the footprint of
Cluster [(b) and (c)]. At
17:16 UT (d), the arc inter-
sected the spacecraft
footprint before retreating
duskward again (e); a
subsequent and final
period of dawnward
motion caused the arc to
intersect the spacecraft
footprint oncemore [(f) and (g)] and thenmove past the spacecraft footprint
[(h) and (i)]. After the IMF turned southward at 19:10 UT, the arc retreated to
the night side of the polar cap (i) and subsequently disappeared (j). (B)
Electron population observed by Cluster (replotted from Fig. 2C), with labels
showing the times corresponding to (a) to (i). There is an excellent corre-
spondence between the times that the uncharacteristic plasma is observed
and the times when the transpolar arc intersected the spacecraft footprint
[(d), (f), and (g)]. (C) Spectrograms of the electron and ion populations ob-
served by the Defense Meteorological Satellite Program (DMSP) F16 satellite
at low altitude during a polar cap crossing made between (f) and (g). Ion pre-

cipitation was observed between 18:25 and 18:27 UT, which coincides with the
time that the DMSP F16 satellite traversed the arc. [The orbit of the DMSP
spacecraft is shown in panel (f) of (A).] The ion and electron precipitation
observed at this time is comparable in energy with that observed above the
main oval (7, 9) and at high altitudes by Cluster 1 (Fig. 2,C and D), although the
electron precipitation observed by DMSP shows signs of further acceleration
(inverted “Vs”). In these respects, the precipitation observed by DMSP is
typical for transpolar arcs (18). Electron precipitation is observed elsewhere in
the polar cap andmay be associatedwith fainter polar cap arcs, presumablyon
open magnetic field lines.
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magnetosphere can attain when the IMF points
northward.
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BIOPHYSICS

Extreme electric fields power
catalysis in the active site of
ketosteroid isomerase
Stephen D. Fried,* Sayan Bagchi,† Steven G. Boxer‡

Enzymes use protein architecture to impose specific electrostatic fields onto their bound
substrates, but the magnitude and catalytic effect of these electric fields have proven
difficult to quantify with standard experimental approaches. Using vibrational Stark
effect spectroscopy, we found that the active site of the enzyme ketosteroid isomerase
(KSI) exerts an extremely large electric field onto the C=O chemical bond that undergoes
a charge rearrangement in KSI’s rate-determining step. Moreover, we found that the
magnitude of the electric field exerted by the active site strongly correlates with the
enzyme’s catalytic rate enhancement, enabling us to quantify the fraction of the catalytic
effect that is electrostatic in origin. The measurements described here may help explain
the role of electrostatics in many other enzymes and biomolecular systems.

K
etosteroid isomerase (KSI) is a small, pro-
ficient enzyme with one of the highest
known unimolecular rate constants in
biochemistry (1, 2), which has prompted
extensive study of its mechanism and the

catalytic strategies it uses (3–5). In steroid biosyn-
thesis and degradation, KSI alters the position of a
C=C double bond (Fig. 1A) by first abstracting a
nearby a proton (E•S ⇌ E•I), forming a charged
enolate intermediate (E•I), and then reinserting
the proton onto the steroid two carbons away
(E•I ⇌ E•P). The removal of a proton in the first
step initiates a rehybridization that converts the
adjacent ketone group to a charged enolate, an
unstable species that is normally high in free en-
ergy and so slow to form. The reaction is therefore
expected to produce an increase in dipole moment
at the carbonyl bond (jDm→rxnj), suggesting that KSI
may facilitate this reaction by exerting an electric
field (F

→

enz) on this bond that stabilizes it in the
intermediate form and the preceding transition
state (Fig. 1B). Using vibrational Stark effects, we
havemeasured the electric field that KSI exerts on
this C=Obond, providing quantitative experimen-
tal evidence for the connection between electro-
statics and catalytic proficiency.
The frequencies of certain vibrations (such as

the C=O stretch) shift in a linear manner with
the electric field experienced by that vibration
from its environment, a phenomenon known as
the linear vibrational Stark effect (6, 7). Through
this effect, we have shown that vibrations can be
used as probes of local electrostatic fields. The
nitrile group has been widely deployed to mea-
sure electric fields inside enzymes and their re-
lationship to mutation (8), ligand occupancy (9),
or conformational changes over the catalytic

cycle (10). In this study, we have focused on the
C=O group of the inhibitor 19-nortestosterone
(19-NT) (Fig. 1C), because when 19-NT binds, the
C=O group is loaded directly into the catalytic
machinery (11, 12). In this way, 19-NT’s C=O vibra-
tional (infrared) frequency shift probes the electro-
static environment that the substrate’s C=O bond
would experience in the active site, except 19-NT
cannot react due to the position of the C=C bond.
To calibrate the sensitivity of 19-NT’s C=O vi-

brational frequency to an electric field, we used
two complementary approaches. In Stark spec-
troscopy (Fig. 2, A and B), an external electric
field of known magnitude is applied to a frozen
glass containing 19-NT, and the accompanying
effect on the vibrational spectrum is recorded (7).
By fitting the Stark spectrum (Fig. 2B) to deriv-
atives of the absorption spectrum (Fig. 2A), the
vibration’s difference dipole can be extracted:
jDm→C¼Ojƒ = 1.39 T 0.05 cm–1/(MV/cm), where ƒ is
the local field factor (fig. S1) (6, 7, 13). A vibra-
tion’s difference dipole is its linear Stark tuning
rate; that is, 19-NT’s C=O vibrational frequency
shifts ~1.4/ƒ cm–1 for every MV/cm of electric
field projected onto the C=O bond axis, whether
the source of that field is an external voltage (as
in Stark spectroscopy) or an organized environ-
ment created by an enzyme active site (F

→

enz) that
we wish to characterize. Whenever an external
field is applied to a vitreous sample, vibrational
bands will broaden because 19-NT molecules
(and their C=O bonds) are randomly oriented
with respect to the fixed direction of the external
electric field (6, 7). By contrast, a vibrational probe
will have a fixed orientation with respect to a
protein electric field when bound to a protein, and
as such the linear Stark effect then produces spec-
tral shifts instead of broadening. The C=O vibra-
tion’s Stark tuning rate does not appreciably change
when C=O accepts a hydrogen bond (fig. S2), im-
plying that the frequency still responds to fields
linearly even when C=O participates in stronger
interactions, although those interactions themselves
are associated with larger electric fields (14).
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We also pursued a second approach to cali-
brate the sensitivity of 19-NT’s C=O frequency
shifts to electric fields and to assign these fre-
quencies to an absolute field scale: Specifically,
we measured 19-NT’s vibrational spectrum in a
series of solvents (table S1) and examined the
correlation of the frequencies with the solvents’
reaction fields, estimated bymolecular dynamics
(MD) simulations (14). As shown in Fig. 2C, 19-NT’s
C=O band shifts consistently to the red with
increasing solvent polarity, from 1690.2 cm–1 in
nonpolar hexane to 1634.0 cm–1 in water, so that
the C=O frequency shifts across a 56 cm–1 span
from solvatochromic effects. The large redshift in
water reflects the large electric fields that are
created by water’s hydrogen bonds (H-bonds).
The trend in solvent shifts is strongly correlated
with the average electric field that each solvent
exerts on the C=Obond (Fig. 2D and fig. S3A); that
is, the plot of observed frequency versus computed
field is linear (R2 = 0.99) and its slope corroborates
the Stark tuning rate measured by Stark spectros-
copy. The ~2-fold difference between the slope of
this curve [0.702 cm–1/(MV/cm)] and themeasured
Stark tuning rate is consistent with the current
understanding of the local field effect (ƒ~2), based
on other vibrational probes and electrostatic mod-
els (text S1) (13, 14). The regression line implies
that the frequency variation due to different mo-
lecular environments can be well explained as a
field effect and suggests that we canmodel 19-NT’s
C=Opeak frequency in termsof the average electric
field experienced by the vibration.
When 19-NT is bound to wild-type KSI, the

C=O probe engages in short, strong H-bonds with

Tyr16 and Asp103 (11, 12), and its vibrational
frequency reflects the electric field at a primary
site of charge rearrangement during KSI’s cata-
lytic cycle. Notably, the C=O vibration red-shifts to
1588.3 cm–1 (Fig. 3A), 46 cm–1 further to the red
from the peak frequency in water, implying an
extremely large electrostatic field. Attributing the
frequency shift to the Stark effect, the linear field-
frequency relationship of Fig. 2D maps this fre-
quency value to an ensemble-average electric field
of –144 T 6 MV/cm. Although this highly red-
shifted frequency lies outside the known linear
range from solvatochromism, additional lines of
evidence suggest that the C=O vibrational fre-
quency maintains an approximately linear rela-
tionship with the field in this regime; neglect of
higher-order terms is expected to result in over-
estimates of the electric field, but by nomore than
10% (fig. S4 and text S2). Not only is the C=Oband
extremely red-shifted in KSI, it is also extremely
narrow (Fig. 3A), suggesting a rather rigid envi-
ronment (15) that greatly reduces the dispersion
in the electric field. This is very different fromwhat
is observed in H-bonding solvents like water that
exert large, but also highly inhomogeneous, elec-
tric fields because solvent H-bonds can assume a
broad distribution of conformations (dashed
traces in Fig. 3A and fig. S3, B and C) (14). Further-
more, the position of the C=O band in wild-type
KSI is situated at the reddest (highest field) edge of
the frequencies sampled by the C=O group in
water (see the red and dashed traces in Fig. 3A),
suggesting that the active site achieves this large
field by restrictingH-bond conformations to those
that are associated with the largest electric fields.

By exploring a series of structurally conserva-
tive (but catalytically detrimental)mutants (table
S2), we could systematically perturb the catalytic
efficacy of KSI and quantitatively evaluate its
relationship to the electric field probed by the
C=O vibration. In all cases, the assignment of the
vibrational bands to 19-NT was confirmed with
isotope replacement studies using C=18O 19-NT
(figs. S5 and S6). TheH-bond provided by Tyr16 is
known to be essential for KSI’s catalysis, as the
conservative Tyr16Phemutation diminishes KSI’s
rate by factors of ~104 (11, 16). This single point
mutation induced a blue shift from 1588.3 cm–1 to
1647.5 cm–1 (Fig. 3A), implying a much smaller
average electric field. (This change in field mag-
nitude is comparable to that of the change in
solvent field between hexane and water.) The
Tyr16Ser mutation (17), although less conserva-
tive than the Phe substitution, is actually less
detrimental. This observation has been explained
by the suggestion that leaving a cavity in Tyr16’s
place allows water to remain in the back pocket
of the active site; these water molecules could
also H-bond to the steroid substrate, thereby
partially compensating for the loss of Tyr16’s key
H-bond (18). Indeed, the C=O stretching fre-
quency in Tyr16Ser is not as dramatically blue-
shifted as it is in Tyr16Phe. Asp103 is the other
primary H-bond donor in KSI’s active site (Fig.
1A). In the Asp103Asn mutant, the H-bonding
proton is much less acidic, but N–H and O–H
bonds have similar sterics and dipole moments.
Consistent with these considerations, the change
in electric field and the rate impairment this
mutation entails with respect to wild-type are
much smaller compared to the other mutants.
Although it is conventionally accepted that

KSI uses Tyr16’s and Asp103’s H-bonds to stabilize
its transition state (1, 11), these measurements
show that the interaction between these H-bonds
and the C=O group can be described fundamen-
tally in terms of the electric field they produce. In
all the mutants studied, 19-NT’s C=O band re-
mains relatively narrow, suggesting that electro-
static rigidity is conferred by KSI’s scaffold,
rather than by the H-bonding residues. Also,
sizable electric fields persist in the KSI active site
after removing the critical H-bond donated by
Tyr16 (–60 T 3 MV/cm), implying that a substan-
tial electrostatic field contribution also arises
from the environment fashioned by the enzyme
scaffold (Fig. 3B). Nevertheless, that the Tyr16

H-bond alone contributes a static field of 84 T
7 MV/cm without an accompanying increase in
electric field dispersion makes it quite distinct
from water, which donates close to two H-bonds
to C=O on average, but taken altogether these
H-bonds generate an average field of ~40MV/cm
that is also highly heterogeneous (13).
The Asp40Asn mutant decreases KSI’s cata-

lytic rate by a factor of ~106 (16) but only blue-
shifts the C=O vibrational frequency of bound
19-NT by 6 cm–1 relative to wild-type KSI (table
S2). This behavior strongly contrasts with
other mutants studied, which produce blue-
shifts commensurate with their deleterious
effect on catalysis (Fig. 3B). To explain this
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observation, we posit that, whereas the function
of Tyr16 and Asp103 is to stabilize the reaction’s
transition state by exerting electrostatic fields
onto the carbonyl moiety, Asp40 provides an
orthogonal catalytic function (text S3), by acting
as the general base in the proton-transfer re-
action (Fig. 1A).
When nitrile vibrational probes were placed in

other locations around the KSI active site in pre-
vious work, frequencies were found well within
the range demarcated by the solvent series (9). In
other words, the extreme electric field experi-
enced by 19-NT ’s C=O in wild-type KSI is specific
to its precise position in the active site where
strong local interactions and the collective effect
of the overall enzyme architecture mutually re-
inforce each other.
A plot of each mutant’s apparent activation

barrier (calculated from the Michaelis-Menten
kcat) (fig. S7A) (16, 18, 19) against its correspond-
ing ensemble-average active-site electric field
magnitude (derived from the field-frequency cal-
ibration curve in Fig. 2D) reveals a robust linear
trend (Fig. 3B; see also fig. S7B). This relationship
suggests that electric fields in KSI’s active site are
intimately linked to catalysis. Moreover, this cor-

relation can be explained using the simplemodel
for electrostatic catalysis in Fig. 1B. The forma-
tion of a transition state generally involves re-
distribution of electron density, resulting in bonds
with larger dipole moments than the analogous
bonds in the substrate (e.g., jm→C¼O

TS j > jm→C¼O
S j)

(20, 21). An electric fieldwill therefore differentially
stabilize the transition state in proportion to the
reaction difference dipole (Dm→rxn ¼ m→C¼O

TS − m→C¼O
S ),

altering the activation barrier by F
→

enz ⋅ Dm
→
rxn

(Fig. 1B). If we make a simplifying assumption
that the electric field experienced by the C=O
bond is the same in the substrate and transition
state, the model can be directly mapped onto the
data in Fig. 3B; the slope of the plot (1 D) corre-
sponds to jDm→rxnj, and the intercept (18.8 kcalmol–1)
corresponds to the hypothetical activation bar-
rier if KSI contributed no stabilizing electric
field. The small value for jDm→rxnj implies that there
is a rather small perturbation in the electrostatic
character of the substrate upon activation, con-
sistent with ab initio density functional theory
calculations (fig. S7C and table S3). Apparently,
the very large field present in the KSI active site
is needed to leverage what small charge displace-
ment is associated with the reaction’s transition

state. A chemical reaction with a larger charge
displacement would consequently be exponen-
tially more accelerated by these electric fields,
suggesting that electric field effects may provide
a natural framework for explaining the catalysis
of more proficient enzymes as well (22).
By comparing the intercept extrapolated to

jF→enzj ¼ 0 from Fig. 3B (18.8 kcal mol–1) to wild-
type KSI’s activation barrier (11.5 kcal mol–1), we
estimate that the active site’s electric field con-
tributes 7.3 T 0.4 kcal mol–1 to KSI’s barrier
reduction. This corresponds to an ~105-fold rate
enhancement and accounts for 70% of KSI’s cat-
alytic speedup relative to an uncatalyzed ref-
erence reaction in solution (Fig. 3C and text S3).
Moreover, the electrostatic stabilization energy is
quite similar to the enthalpic component of KSI’s
barrier reduction (9 kcal mol–1), suggesting that
the thermodynamic manifestation of the electric
field effect is enthalpic (23). The active site’s sup-
pression of electric field variability, as evidenced
by the approximately lifetime-limited linewidth
of the C=Ovibrational band in all theKSImutants,
is possibly also an important catalytic feature; for
example, the Tyr16Phe mutant produces a smaller
average electric field thanwater (Fig. 3A), although
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Fig. 2. Sensitivity of the C=O
stretch frequency of 19-NT to
electrostatic field. (A) The
absorption spectrum of 19-NT
(50 mM) in glassy 2-methyl
tetrahydrofuran at 77 K. (B) The
Stark spectrum of 19-NT at
1.0 MV/cm, shown as a
difference between the field-on
and field-off spectra. The Stark
tuning rate is related to the
second derivative fitting
parameter (figs. S1 and S2).
(C) Infrared spectra of 19-NT
dissolved in organic solvents of
various polarities or water; the
small peak at 1615 cm–1 is the
C=C stretch. (D) Plot of
19-NT’s C=O peak frequency,
nC¼O against the calculated
solvent electric field, jF→solvj, the
C=O group experiences in each
of those solvents (13, 14). The
least-squares regression line is
nC¼O ¼ 0:702jF→solvj þ 1689
(R2 = 0.99). Error ranges for
frequencies are contained
within symbols; for electric
fields, error bars report the
correlation-adjusted error of
the average electric field from
2-ns simulations.
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it is still amodest catalyst relative to solution. How-
ever, the linear infrared experiments described here
cannot directly quantitate this effect.
The remaining catalytic effect beyond electro-

statics can likely be attributed to the precise po-
sitioning of the general base (Asp40) with respect
to the proton on the steroid to be abstracted,
which is expected to be an entropic effect. From
this discussion, we surmise that in enzymatic
proton abstraction, electrostatic stabilization and
exact positioning of reactingmoieties provide the
physical basis to achieve enthalpic and entropic
contributions to catalysis, respectively; however,
contrary to earlier views (24, 25), electrostatic
stabilization can be the more important of the
two (Fig. 3C).

What is the physical basis for the extreme
electric field detected in KSI’s active site? Large
electric fields arising from Tyr16 and Asp103 are
expected when the carbonyl group of the ligand
closely approaches the OH groups of these two
residues and in a coplanar orientation [as indeed
is seen in crystal (3) and solution (12) structures].
Nevertheless, these static structures cannot pre-
dict or reproduce the electric fields determined
by vibrational Stark effects, likely because struc-
tures represent ensemble averages and because
electric fields depend sensitively on atomic posi-
tions down to resolutions not accessible in most
structural data (text S4). Moreover, electric fields
calculated from classical MD simulations of the
KSI•19-NT complex (text S4) also do not agree

with our experiments (text S4 and fig. S8). Better
estimates of active-site electric fields have been
obtained withmore sophisticated computational
models, which have provided a theoretical foun-
dation supporting the link between electric fields
and catalysis (10, 21).
Unusual spectral shifts have been observed

previously in enzyme active sites (including KSI)
(11, 26–28) and have been variously interpreted
as implying strain, distortion, or polarization. In
contrast, the vibrational Stark effect enables a
quantitative connection between spectroscopic
observables and a fundamental physical quantity
(electric field). As we demonstrate here, these
experiments can be applied to measuring the
H-bond electric field strength in proteins in
functional contexts. Moreover, the electric field
description provides a framework to quantify the
contributions of specific H-bonding interactions,
as well as the overall electrostatic environment
with the same units, to give a simple and unified
model for electrostatic catalysis (Fig. 1B). That a
substantial portion of KSI’s catalytic rate enhance-
ment can be explained in terms of its average
electric field suggests that the electric field could
be a useful design criterion in the ongoing efforts
to engineer enzymes with unnatural or enhanced
functions. More generally, we anticipate that elec-
tric fieldmeasurementswith functionally relevant
vibrational probeswill elucidate the physical basis
for a broad spectrum of biomolecular and con-
densed phase interactions and processes.
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PALEOCEANOGRAPHY

A stagnation event in the deep
South Atlantic during the last
interglacial period
Christopher T. Hayes,1,2* Alfredo Martínez-García,3 Adam P. Hasenfratz,3 Samuel L. Jaccard,4

David A. Hodell,5 Daniel M. Sigman,6 Gerald H. Haug,3 Robert F. Anderson2

During the last interglacial period, global temperatures were ~2°C warmer than at present
and sea level was 6 to 8 meters higher. Southern Ocean sediments reveal a spike in
authigenic uranium 127,000 years ago, within the last interglacial, reflecting decreased
oxygenation of deep water by Antarctic Bottom Water (AABW). Unlike ice age reductions in
AABW, the interglacial stagnation event appears decoupled from open ocean conditions
and may have resulted from coastal freshening due to mass loss from the Antarctic ice
sheet. AABW reduction coincided with increased North Atlantic Deep Water (NADW)
formation, and the subsequent reinvigoration in AABW coincided with reduced NADW
formation. Thus, alternation of deep water formation between the Antarctic and the North
Atlantic, believed to characterize ice ages, apparently also occurs in warm climates.

T
he circulation and biological productivity
of the Southern Ocean may help regulate
atmospheric CO2 over millennial to glacial-
interglacial time scales (1, 2). Evidence
underpinning this view comes largely from

study of climate oscillations during ice ages.
Here, we report evidence for rapid changes in
Southern Ocean circulation during the last inter-
glacial period that is particularly relevant to
today’s warming climate. Authigenic uranium
(aU), a redox-sensitive trace-element proxy for
the oxygen content in sediment pore waters (3),
reveals a millennial-scale reduction in the ven-
tilation of the deep Southern Ocean around
127,000 years ago, when global temperatures
were ~2°C warmer than they are today (4, 5).
Most sediment pore water oxygen concen-

trations are controlled primarily by the balance
between diffusive supply from bottom water and
consumption by respiration of sedimentary or-
ganic matter. We find evidence in samples from
Ocean Drilling Program (ODP) Site 1094 (53.2°S
5.1°E, 2807 m water depth, Fig. 1) for changes in
deep water oxygen supply by combining aU mea-

surements with controls on the supply of or-
ganic matter to the sediments. In this core, the
230Th-normalized biogenic opal flux records
changes in the vertical rain of organic matter
(2, 6). Lateral supply of organic matter by se-
diment redistribution, or focusing, is assessed
by calculating the focusing factor, Y (7). For age
control during the period surrounding Termina-
tion II (T-II), a new sea-surface temperature
record from Site 1094, based on the marine lipid
index, TEX86

L, was correlated to the Vostok ice
core dD (7, 8) (Fig. 2A, fig. S1, and table S1).

The penultimate glacial period [marine iso-
tope stage (MIS) 6] at Site 1094 is characterized
by low export production (Fig. 2B), typical of
the Antarctic South Atlantic during ice ages
(9). Although substantial sediment focusing oc-
curred during MIS 6 (Y = 4, Fig. 2C), these gla-
cial age sediments are low in biogenic opal, our
proxy of organic carbon export. Given the absence
of an enhanced supply of organic carbon to the
sea floor (either vertically or laterally), the aU
enrichment during glacial MIS 6 (Fig. 2E) must
be due to low bottom water oxygen concentra-
tions, consistent with sluggish ventilation of the
Southern Ocean during glacial periods (10). This
scenario is corroborated by glacial-age aU enrich-
ments observed in other sediment records from
the Atlantic (9, 11) and Indian (12) sectors of the
Southern Ocean.
During the deglacial period (T-II), export pro-

duction increased rapidly, with 230Th-normalized
opal fluxes increasing roughly 10-fold (Fig. 2B).
Accounting for concurrent changes in sediment
focusing, although aU concentrations decreased
(Fig. 2E), the mass accumulation rate (MAR) of
aU increased from MIS 6 into the earliest part
of T-II (Fig. 2D), consistent with an increased load
of organic matter to the sea floor enhancing aU
deposition. During the course of T-II, export pro-
duction remained high or even increased, whereas
aU MAR gradually decreased (Fig. 2D). We there-
fore infer that the gradual deglacial decline in aU
MAR was driven by increased oxygenation in deep
water as a consequence of increased Southern
Ocean overturning during T-II.
Against this backdrop of MIS 6–to–T-II changes

that are consistent with previous findings, we
observed an entirely unexpected feature in the
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interglacial period MIS 5e: a 3000- to 4000-year
spike in aU at 127 T 1 ka (ka, thousand years
ago) (7). Similar peaks in both aU concentration
and aU MAR (Fig. 2, D and E; 125 to 129 ka)
indicate that the rapid aU enrichment cannot
be primarily explained by changes in dilution.
Furthermore, the opal flux and focusing factor
records (Fig. 2, B and C) show that vertical and
lateral supplies of organic matter decreased
from T-II to early MIS 5e. This combination of
increased aU and reduced organic carbon
sedimentation requires that the supply of oxy-
gen to the bottom waters at Site 1094 went

through a minimum around 127,000 years ago.
Today, Site 1094 is bathed by circumpolar

deep water (CDW) which, in turn, is composed
of contributions, mixed together in the Antarctic
Circumpolar Current, from North Atlantic Deep
Water (NADW), Indo-Pacific Deep Water (IPDW),
and Antarctic Bottom Water (AABW) (Fig. 1).
Both NADW and AABW supply oxygen to glob-
al deep waters. The last interglacial aU peak at
Site 1094 is most simply explained by a reduc-
tion in AABW, partly because its formation
region is most proximal to Site 1094. This is
supported by a record from the abyssal Agulhas
basin (PS2561-2, 41.9°S 28.5°E, 4465 m water
depth), which contains a notable minimum in
sortable silt size during MIS 5e at the time of the
aU peak at Site 1094 (Fig. 2E), interpreted as a
slow-down of AABW flow (13).
During glacial periods in general and espe-

cially during the Antarctic cold intervals pre-
ceding Heinrich events, there is evidence for
reduced Antarctic productivity, a higher degree
of nitrate consumption, and lower atmospheric
CO2, which taken together suggest reduced
Antarctic ventilation of the interior and thus
greater deep ocean storage of regenerated car-
bon (2, 12, 14). aU enrichment during ice ages,
such as is evident in the data reported here (Fig.
2), supports this interpretation. Previous authors
have postulated a mechanistic link between Ant-
arctic overturning and the strength and position
of the global wind belts during glacial periods
(15). This hypothesis has been strengthened by
the observations that Antarctic productivity
changes were coeval with changes in the posi-
tion of the Intertropical Convergence Zone (ITCZ)
(16) and in the strength of the Asian Monsoon (17).
In contrast, the aU spike within MIS 5e oc-

curs in the context of little coherent change in
Antarctic productivity (Fig. 2). Neither does
the aU event correlate with possible far-field
drivers, such as ITCZ migration (16, 17). Given
these findings, the mechanism for the MIS 5e
event was most likely fundamentally different
than the process that reduced Antarctic deep
ventilation during ice ages.
Following peak temperatures in Antarctica, glo-

bal sea-level rose by ~20 m in the period 128 to
125 ka (18, 19) (Fig. 3A). Substantial melting at the
margins of the Antarctic ice sheet at this time (20)
may have freshened Antarctic coastal waters, inter-
fering with the AABW formation that occurs on the
Antarctic shelves today. This freshening may also
have reached adequately far from shore to reduce
deep ocean convection in the Weddell Sea (21).
Admittedly, we have no direct evidence for Ant-
arctic melting as the cause of the AABW reduction,
and, as described below, other possibilities exist.
Coinciding with the interglacial peak aU ac-

cumulation at Site 1094, the brief drop and re-
bound in atmospheric CO2 (Fig. 4, B and C, 127 ka)
is consistent with increased deep ocean storage
of regenerated carbon due to a reduction in
AABW formation. Under interglacial conditions,
a box model suggests that a shutoff of AABW
formation should cause a CO2 decline of ~33 parts
per million (ppm) due to increased regenerated
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carbon storage and related deep ocean CaCO3 dis-
solution (22). However, a partial offset is expected
from the CO2 rise driven by warming of the deep
ocean due to the loss of AABW. Given modern
deep ocean conditions, AABW shutdown would
translate to an ocean interior warming of 1° to
2°C, as NADW becomes the sole ventilator of the
abyss, yielding a temperature-driven CO2 rise of
10 to 20 ppm (23). Taking the difference yields a
net CO2 decline of 13 to 23 ppm, indistinguishable
from the range in the reconstructions of the de-
cline, 13 to 24 ppm (Fig. 4B).
The counteracting effect of deep ocean warm-

ing may explain why the mid-interglacial AABW
shutdown discovered here coincided with a weaker
CO2 decline than has been proposed for ice age

reductions in AABW formation, of 30 to 40 ppm
or more (22). During glacial times, reduced
Antarctic ventilation may have coincided with
climate cooling that prevented deep ocean warm-
ing, yielding a greater net CO2 decline. The 3000-
to 4000-year duration of the AABW shutdown
during MIS 5e also may have been too short for
ocean calcium carbonate dynamics to express the
full CO2 effect that applies to extended glacial
periods.
The period 124 to 125 ka, immediately fol-

lowing the aU event at ODP Site 1094, is char-
acterized by a reduction in NADW formation
(24), as recorded by benthic foraminiferal d13C
in core MD03-2664 (57.4°N, 48.6°W, 3442 m
water depth) in the North Atlantic (Fig. 4D).
The isotopic signature of this event propagated
into the Southern Ocean. Within age model un-
certainties, we observe a synchronous decrease
in benthic d13C (Cibicidoides wuellerstorfi) of ODP
Sites 1089 (25) and 1094 (Fig. 4D). This dem-
onstrates that the reduction of AABW recorded
by the aU peak at ODP Site 1094 preceded the
reduction in NADW. The phasing suggests that
the millennial “bipolar seesaw” in deep water
formation between the Antarctic and North
Atlantic reconstructed for the last ice age (26)
also occurs during warm interglacials.
The climate sensitivity of the wind belts has

been proposed as the central connection driving
millennial-scale North Atlantic–Antarctic seesaw
of the last ice age (15). However, when the aU
peak at Site 1094 ended, we are aware of no
evidence for an atmospheric teleconnection be-
tween AABW and NADW formation. Rather, the
coincidence of the reinvigoration of AABW with
the reduction in NADW is best explained by
changes in deep ocean density (26). With the
loss of deep water formation in one hemisphere,
the density of the deep ocean declines, leading
to a restart or reinvigoration of deep water for-
mation in the other hemisphere on millennial
time scales. The reduction in AABW may have
encouraged a brief increase in NADW forma-
tion at ~127 ka (24) and thus spurred addi-
tional circum–North Atlantic ice loss, which has
been proposed to drive a well-documented re-
duction in NADW around 125 ka (24). The NADW
reduction, in turn, may have driven the rein-
vigoration of the AABW that is recorded by the
end of the aU peak at 125 ka.
As to the cause of AABW reduction at ~127 ka,

rather than being driven by Antarctic melting, it is
possible that this event also originated from a deep
ocean density teleconnection, triggered by the in-
terglacial restart of NADW formation. However,
the d13C data suggest that NADW formation at
~127 ka was not stronger than in the Holocene,
which is characterized by deep water formation
in both the North Atlantic and the Antarctic. Con-
versely, Antarctic temperature and sea-level rise were
anomalously high before and during the AABW
reduction, favoring the Antarctic melting trigger.
Although the South Atlantic stagnation oc-

curred early during the last interglacial, there may
be an analogy between this event and the reduc-
tion in Southern Ocean ventilation that has occur-

red over the past 40 years, during a much later
stage in the current interglacial. Since 1976, deep
convection in the Weddell Sea, as identified by
polynya formation, has been absent (27), possibly
due to anthropogenic warming and an associated
freshening of the surface Southern Ocean (28).
Such a tendency would be reinforced by coastal
freshwater input should Antarctic ice loss accel-
erate in the coming decades and centuries. In this
context, although there is great concern and sub-
stantial investigation regarding the potential for
reduced NADW formation in the future (29), a
marked reduction in AABW formation upon
warming would not be unprecedented, in light of
the previous interglacial. Moreover, the evidence
that the bipolar seesaw in deep water formation
(26) also applies to interglacial climate suggests
that a global warming–induced reduction in deep
water formation in either the North Atlantic or
the Southern Ocean would lead to an increase in
deep water formation in the other region.
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The conservation of large carnivores is a formidable challenge for biodiversity conservation.
Using a data set on the past and current status of brown bears (Ursus arctos), Eurasian lynx
(Lynx lynx), gray wolves (Canis lupus), and wolverines (Gulo gulo) in European countries, we
show that roughly one-third of mainland Europe hosts at least one large carnivore species,
with stable or increasing abundance in most cases in 21st-century records. The reasons for
this overall conservation success include protective legislation, supportive public opinion, and
a variety of practices making coexistence between large carnivores and people possible. The
European situation reveals that large carnivores and people can share the same landscape.

L
arge carnivores are among the most con-
troversial and challenging group of species
to conserve inourmodernandcrowdedworld.
There is a deeply rooted hostility to these spe-
cies in human history and culture, because of

perceptions of their negative impacts on human
livelihoods (1). Large carnivore abundance and dis-
tribution have historically been reduced (2), and
their present conservation has become intertwined
withbroaderemotional, political, andsocioeconomic
issues that further complicate this challenge (3). In
addition, large carnivores live at low densities and
have large spatial requirements (4). Accordingly,
the conservation of viable large carnivore pop-
ulations needs to be planned and coordinated on
very wide scales, often spanningmany intra- and
international borders [i.e., requiring transboun-
dary management (5)].
The main debate around large carnivore conser-

vation is whether there is enough suitable space

left for viable and ecologically functional popula-
tions (6). As the two main drivers of the current
biodiversity crisis—human overpopulation and
overconsumption—show no sign of reducing, an
intuitive forecast could be that large carnivoreswill
persist only in highly managed protected areas
(with regular translocations beingmade to achieve
artificial connectivity) or in some remote and un-
inhabited wilderness areas. This approach derives
conceptually from the North American wilderness
model that separates people and nature and that
has further been adopted in many Asian, African,
and neotropical countries (6) (“keeping people and
predators apart,” the separation model). The ulti-
mate expressionof this approach lies in the southern
African propensity to fence protected areas (6).
The alternative model, “allowing people and pre-
dators together” (coexistence model), following a
landscape-scale conservation approach, has rarely
been given proper consideration, probably because

it has been deemed a priori to fail because of the
existing conflicts between large carnivores and hu-
mans. This dichotomy of large carnivore conserva-
tionmodels is analogous to the land-sharing versus
land-sparing debate, which is ongoing in a wider
biodiversity conservation context (7).
We compiled data about the status (i.e., cur-

rent and past occurrence and abundance) of large
carnivores [brown bears (Ursus arctos), Eurasian
lynx (Lynx lynx), gray wolves (Canis lupus), and
wolverines (Gulo gulo)] in Europe (8). We show
that the European continent (considering all con-
tinental European countries excluding Belarus,
Ukraine, and Russia) is succeeding inmaintaining,
and to some extent restoring, viable large carnivore
populations on a continental scale (Fig. 1 and
fig. S1). All mainland European countries ex-
cept for Belgium, Denmark, the Netherlands, and
Luxembourg have a permanent and reproducing
occurrence of at least one species of large carnivore
(Fig. 1). The total area with a permanent presence
of at least one large carnivore species in Europe
covers 1,529,800 km2 (roughly one-third of main-
land Europe), and the area of occasional presence
is expanding, as the presence of solitary dispersing
wolves has been confirmed in both Denmark and
Belgium in recent times.
Brown bears presently occur permanently in

22 countries (485,400 km2) and can be clustered
into 10 populations, most of which are native pop-
ulations (tables S1 to S3). Eurasian lynx presently
occur permanently in 23 countries (813,400 km2)
and can be clustered into 11 populations, five
of them being native populations (tables S5 to S7).
Wolves currently occur permanently in 28 coun-
tries (798,300 km2) and can be clustered into 10
populations, which are all native (tables S9 to S11).
Wolverines, however, are only found in the three
Fennoscandic countries, and they permanently
occur over a total of 247,900 km2 in two popula-
tions (tables S13 to S15). Because of the limited bio-
geographic distribution of wolverines, Fennoscandia
is the only region containing all four large carni-
vore species in Europe (171,500 km2), and could
be considered as a large-carnivore hot spot together
with southeastern Europe (Dinaric, Carpathian,
andBalkan regions) and the Baltics (fig. S2). Three
large carnivore species overlap over 593,800 km2

in Europe (fig. S2).
Overall, Europe hosts several large and stable

populations on the order of thousands of individ-
uals, many medium-sized and increasing popu-
lations that number in the hundreds of individuals,
and a few small and declining populations with a
few tens of individuals. Interestingly, none of the
medium or large populations are declining. Brown
bears are the most abundant large carnivore in
Europe, with an estimated total number around
17,000 individuals, and all population ranges have
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been relatively stable or slightly expanding (table
S2). Wolves are the secondmost abundant species,
with an estimated total number larger than 12,000
individuals (table S10). Most populations have
been increasing or stable during recent years,
although the Sierra Morena population (Spain)
is on the brink of extinction, with only one pack
detected in 2010 (9). In recent years, the larger
Iberianpopulationhas anuncertain trend, although
it seems stable, and the Karelian population has
declined (9). The estimated total number of
Eurasian lynx is around 9000 individuals (table
S6), and most populations have generally been
stable in the past decade, although most of the
reintroduced populations appear to have stag-
nated at relatively small sizes, and the Vosges-
Palatinian and Balkan lynx populations have
declined (9). Finally, the estimated total num-
ber of wolverines is 1250 individuals, and both
populations are increasing (table S14). Details
on large carnivoremonitoringmethods are given
in tables S4, S8, S12, and S16 and (9).
All four large carnivore species are persisting

in human-dominated landscapes (fig. S3) and
largely outside protected areas. The mean T SD
human density in areas of permanent large car-
nivore presence is 19.0 T 69.9 inhabitants/km2

(range: 0 to 1651) for brown bears; 21.8 T 73.8
inhabitants/km2 (range: 0 to 2603) for lynx; 36.7 T
95.5 inhabitants/km2 (range: 0 to 3050) for wolves;
and 1.4 T 5.7 inhabitants/km2 (range: 0 to 115) for
wolverines (fig. S3). These figures suggest species-
specific sensitivities of large carnivores to humans,
with wolves being most successful in adapting to
human-dominated landscapes (fig. S3).Wolverines
are somewhat special, because their distribution
is constrained by climatic conditions, which re-
stricts them to northern and high-altitude areas,
which have low human population densities (10).
These figures permit cautious optimism for the

occurrence, abundance, and trends for large carni-

vores inEurope. Thegeneral picture emerging from
the current status of large carnivores in Europe is
that these species have shown the capacity to sur-
vive in human-dominated landscapes, representing
an often underappreciated conservation success
story. Having high numbers of large carnivores
in such landscapes is not exclusive to Europe [the
United States has abundant populations of black
bears (Ursusamericanus) andmountain lions (Puma
concolor)]; however, the largest species, brown bears
and wolves, occur in Europe with much higher hu-
man densities. For example, Europe hosts twice as
many wolves (>11,000) as the contiguous United
States [~5500 wolves (11)], despite being half the
size (4.3 million km2 versus 8 million km2) and
more than twice as densely populated (97 inhab-
itants/km2 versus 40 inhabitants/km2).
We believe that the alternative view to the co-

existence model (i.e., the separation model), which
argues that the largest predators can only survive
in protected areas or wilderness, is a consequence
of former policy goals to exterminate these spe-
cies (12). However, our results underline that if
the separation model had been applied in Europe,
there would hardly be any large carnivore popula-
tions at all, because most European protected
areas are too small to host even a few large car-
nivore reproductive units (13).
Whereas large carnivores do not permanently

occur in the areas of highest human density in
Europe, they have shown an ability to recolonize
areas with moderate human densities if they are
allowed, and to persist in highly human-dominated
landscapes and in the proximity of urban areas
(14, 15) in highly fragmented landscapes consist-
ing of forest-farmland mosaics or even agro-
ecosystems. Our results are not the first to reveal
that large carnivores can coexistwithpeople (16–18),
but they show that the land-sharing model for
large carnivores (coexistence model) can be suc-
cessful on a continental scale.

The reasons for the success of large carnivores
in Europe range from coordinated legislation
shared by many European countries (19, 20) to
context-specific management practices and insti-
tutional arrangements. Since the end of World
War II, Europe has benefited from stable politi-
cal institutions ensuring proper law enforcement.
The post-communist transition in Eastern Euro-
pean countries was not generally associated with
institutional collapse, with the exception of some
Balkan countries. This stability created the con-
ditions for securing land tenure and associated
rights for activities such as forestry and hunting,
which are preconditions for the development of
sustainable practices. The rise of environmental
movements in the 1970s provided the motivation
for various pan-European legislative agreements
to emerge that served to promote biodiversity
conservation. For example, the Bern Convention,
administered by the Council of Europe, covers all
countries included in this report, and theHabitats
Directive covers all 20 European Union member
states with a permanent occurrence of large car-
nivores. Consequently, the four large carnivore spe-
cies examined here enjoy some degree of legal
protection in all European countries. Large car-
nivores have also benefited from the socioeconom-
ic changes over the past four decades that led to an
improvement in habitat quality. For example,
Europe again hosts large populations of wild un-
gulates (21), which can sustain large carnivore
populations. The impact of human land-use ac-
tivities has also been declining in many areas
because of a widespread exodus from rural areas
and the associated abandonment of agricultural
land (22). These broad patterns are further accom-
panied by a variety of local, cultural, or regulatory
practices making coexistence between large
carnivores and people possible (15, 23). One
important prerequisite has been tomaintain and
revive traditional livestock protection measures
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(livestock-guarding dogs, night corrals, and shep-
herds), aswell as to invest innewtechniques (electric
fences) as an important nonlethal tool to mini-
mize large carnivore depredation on livestock (24).
The most severe challenges for large carnivore

conservation are in countries where large car-
nivores have previously been extirpated, where
the adaptations for coexistence have been lost, or
where husbandry practices have evolved toward
new production schemes. In such contexts, the
return of large carnivores can trigger social con-
flicts. For example, poaching enjoys social accept-
ance in rural areas of Norway (25), limits the
recovery of wolves in Scandinavia (26), and erad-
icated a reintroduced bear population in Austria
(27). In these areas, the practical challenges and
economic impacts of carnivore conservation have
escalated into social conflicts, where the carni-
vores have become symbols of wider political
divisions between rural and urban populations
and between individuals and groups with funda-
mentally different value orientations and interests.

At present, there is a conjuncture betweenmany
policy areas combined with a generally supportive
public opinion, so that the positive forces have
been prevailing. However, the underlying nega-
tive forces are still present and could reemerge as
a result of ecological, social, political, or econom-
ic changes. There is a need to monitor both the
ecological situation and sociopolitical climate to
ensure that the current trends are maintained.
The European experience offers hope for wild-

life conservation inhuman-dominated landscapes
and is relevant to other areas of the world. Al-
though developing countries may lack many of
the institutions and capacities that have enabled
large carnivore recovery in Europe, there are other
examples of large carnivores persisting and recov-
ering in human-dominated landscapes and even in
cities (17, 28, 29). Clearly, the presence of large
carnivores in human-dominated ecosystems is as-
sociated with modified ecological conditions that
deviate from conditions in areas with little hu-
man activity. However, the fact that such species

can persist in these novel ecosystems encourages
optimism for the conservation of larger and more
connected large carnivore populations.
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Fig. 1. Distribution of large carnivores in Europe in 2011. Brown bears (top left), Eurasian lynx
(top right), gray wolves (bottom left), and wolverines (bottom right). Dark blue cells indicate areas of
permanent occurrence, and light blue cells indicate areas of sporadic occurrence. Numbers refers to
population identifications in tables S1 to S16. Orange lines indicate boundaries between populations.
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PROTEIN DESIGN

De novo design of a transmembrane
Zn2+-transporting four-helix bundle
Nathan H. Joh,1 Tuo Wang,2 Manasi P. Bhate,1 Rudresh Acharya,3 Yibing Wu,1

Michael Grabe,1* Mei Hong,2* Gevorg Grigoryan,4* William F. DeGrado1*

The design of functional membrane proteins from first principles represents a grand
challenge in chemistry and structural biology. Here, we report the design of a membrane-
spanning, four-helical bundle that transports first-row transition metal ions Zn2+ and Co2+,
but not Ca2+, across membranes. The conduction path was designed to contain two
di-metal binding sites that bind with negative cooperativity. X-ray crystallography and
solid-state and solution nuclear magnetic resonance indicate that the overall helical bundle
is formed from two tightly interacting pairs of helices, which form individual domains
that interact weakly along a more dynamic interface. Vesicle flux experiments show that as
Zn2+ ions diffuse down their concentration gradients, protons are antiported. These
experiments illustrate the feasibility of designing membrane proteins with predefined
structural and dynamic properties.

T
he de novo design of proteins is an impor-
tant endeavor that critically tests our under-
standing of the principles underlying protein
folding and function, while also laying the
foundation for the design of proteins and

molecular assemblies with desired properties.
Much progress has been recently demonstrated
in the design of water-soluble proteins with a
variety of folds (1), and numerous natural pro-
teins have been redesigned to bindmetal ions (2)
or small molecules (3) or to catalyze mechanis-
tically simple reactions (4–7). However, the de-
sign ofmembrane proteins remains in its infancy
(8, 9). To date, the most complex designed mem-
brane proteins contain porphyrins that catalyze
transmembrane electron transfer (8), but no de-
signed membrane protein has been experimen-
tally shown to adopt the desired fold at atomic
resolution.
Here, we focus on the design of a Zn2+ trans-

porter, a goal that presents several challenges.
First is to design a membrane protein with a
predefined structure and, second, to determine
its structure and dynamics at high resolution.
Next, the design must precisely position polar
ionizable Zn2+ ligands, which are ordinarily
excluded from a membrane environment. Fur-
thermore, proton-Zn2+ antiport requires ther-
modynamic coupling to link proton binding to
changes in metal ion affinity. Finally, we aimed
to anticipate and orchestrate dynamics to
facilitate ion transport.
Here, we describe a computational strategy for

the design of a Zn2+ transporter, dubbed Rocker,

to characterize its structure, and demonstrate
that it transports Zn2+ with concomitant re-
verse transport of protons. This work demon-
strates the feasibility of membrane protein
design and suggests that the advances recently
reported in the design of water-soluble proteins
can now be extended to membrane-spanning
structures.
Natural transporters are hypothesized to rock

between two or more states in a mechanism
known as alternating access (10–12). For exam-
ple, the multidrug transporter EmrE is a homo-
dimer that is not stable in a single symmetric
homodimeric conformation (13). Instead, it rocks
between two degenerate asymmetric structures
that alternately expose a substrate-binding site
to the cytoplasmic and periplasmic sides of the
membrane. Many transporters also harness the
energy released in the movement of one ion
down its concentration gradient to drive the
accumulation of a second ion or small molecule.
In proton-dependent transporters, protons often
compete directly with substrates for binding to
ionizable side chains. We sought to design a
minimal protein that uses a similar mechanism.
Four-helix bundles are capable of transporting
protons (14–16) and binding metal ions, so we
focused on this fold. Moreover, we previously
observed that the Glu side chains in a 4Glu-2His
di-Zn2+–binding protein were largely protonated,
even at neutral pH, in the absence of Zn2+, because
of the energetic cost of burying negatively charged
side chains within the interior of a protein (17).
Binding of Zn2+ displaces these protons, provid-
ing a means to achieve the desired thermody-
namic coupling. Moreover, di-metal sites often
have bridging water or hydroxide ligands, which
could provide kinetically accessible sites for pass-
ing protons to the protein ligands as they diffuse
through the channel.
We focused on design of a four-helix bundle

with the helices inclined by a 10° to 20° angle
(Fig. 1, A to D, and fig. S1); if the helices are
straight, they diverge from a point of closest

approach to yield a truncated conical shape.
However, if they gently curve (as in a coiled-
coil), the bundle has a more cylindrical shape.
An appropriately designed antiparallel homo-
tetramer might alternate between the two
energetically equivalent asymmetric confor-
mations with the wider end at one or the other
side of the bundle. The highly symmetric coiled-
coil might provide an intermediate state, facil-
itating movement of ions through the bundle
(Fig. 1A). However, the coiled-coil should not be so
stable as to kinetically trap the mobile ions. Thus,
the process reduces to the design of an energy
landscape in which the two degenerate asym-
metric states aremore stable than the symmetric
coiled-coil.
We chose a homotetrameric bundle with

two 2His4Glu di-Zn2+–binding sites, each site
formed by the coalescence of an EXXH motif
near the N terminus of two helices and a Glu
near the C terminus of the other two helices
(Fig. 1, A and B). The symmetric coiled-coil was
designed via a stochastic search in the space of
Crick parameters (18, 19) to find a backbone
conformation that allowed Zn2+ binding in a
good geometry (20, 21). Moreover, we assured
that the helix-helix interfaces would be “designa-
ble”; i.e., their backbone geometries should be
well represented in a diverse set of native proteins
(see fig. S1, E and F, and supplementary meth-
ods) (19). The resulting 25-residue-long antipar-
allel homotetrameric bundle shares no structural
similarities with YiiP, the only natural Zn2+ trans-
porter with a high-resolution structure (22). YiiP
is a hexamer with a single 1His3Asp Zn2+ site.
We next created the off-symmetry version of

the bundle by straightening helices beyond the
boundaries of one metal-binding site, which
caused subtle flaring of the bundle (up to 1.7 Å)
and distorted the binding site at the opposite end
of the oligomer (Fig. 1A). To stabilize this confor-
mation relative to the symmetric coiled-coil, we
used a negative design algorithm (23). This was a
difficult task, given the high similarity between
the structures. Negative design relies in part on
introducing interactions to destabilize the sym-
metric conformation. If the backbone relaxes
even subtly in an unanticipated manner, these
interactions may become much less destabiliz-
ing. Moreover, conformational entropy may be
significant for encoding preference for the
asymmetric state. To address these issues, we de-
fined configuration-space volume elements around
the symmetric and asymmetric structures, and we
usedVALOCIDY (24) to estimate the free energy in
each for the top ~1000 sequences predicted to be
asymmetry-selective by initial negative design (NVT
ensemble, IMM1 force field) (25). The final sequence
chosen (Fig. 1C) was the one displaying the largest
VALOCIDY-estimated free-energy difference be-
tween the two states, while having a sufficiently
large pore to permit ion conduction. Residues al-
lowed in design were defined, based on mem-
brane depth using the EZ potential (table S1)
(26, 27). We also required a second-shell H-bond
to themetal bindingHis (28) (see supplementary
methods for details).
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The resulting dimer of dimers has two non-
equivalent helix-helix interfaces (Fig. 1D); a “tight
interface” has a small interhelical distance (8.9 Å)
stabilized by efficient packing of small, Ala re-
sidues. The geometry of the tight interface is
similar to the “alanine coil,” a sequence-structure
motif shown to impart thermodynamic stability
and structural rigidity in model peptides (29).
The “loose interface” has a larger interhelical
distance of 12.0 Å packed by large Phe residues.
The packing of large apolar residues in mem-
brane proteins provides a much smaller driving
force for association than the tight packing of
small residues (29–31). Thus, we expected the
loose interface to be thermodynamically less
stable and geometrically more flexible, which
would facilitate the motion of ions through the
bundle.
Molecular dynamics (MD) simulations were

used to probe the stability and dynamics of the
de novo designed structure. We embedded the
model structure in a homogenous 1-palmitoyl-2-
oleoylphosphatidylcholine bilayer with two Zn2+

fully occupying one of the 4Glu-2His sites; the
other site was empty as described in the sup-
plement. The fully bound site is electrically neu-
tral when the coordinating residues are in their
standard protonation states (charged Glu and neu-
tral His). To explore the role of protonation at the

unliganded site, we carried out four independent
simulations exploring different possible charge
states (fig. S2, A to C). Qualitatively, all four simu-
lations behave similarly on the 100-ns time scale.
The chelated di-zinc site is extremely stable and
shows a Ca root mean square deviation (RMSD)
of about 0.75 Å with very few fluctuations (fig.
S2A, right). Water enters the transporter, pro-
viding hydration by 10 to 14 water molecules
along the lumen between the two binding sites, a
desirable feature for ion transport (fig. S2E).
Analogous to a hydrophobic gate, bulky aromatic
Phe14 adjacent to the Zn2+ site appears to par-
tially exclude water.
Next, we examined the distance between the

helices in the tight versus loose dimer interfaces.
The helices in the tight dimer remain closely
packed near the initial structure (red curves, Fig.
1E and fig. S2B). However, the distance between
helices in theweak interface increases by asmuch
as 3 Å in three of four simulations (fig. S2B). The
separation in the weak dimer interface is most
pronounced near the unoccupied metal-binding
site. To test the influence of the metal ions on the
stability of the structure, we initiated three simu-
lations in which Zn2+ was removed from the bind-
ing site, with the carboxylates in three different
protonation states (table S4). In each simu-
lation, the tight dimer interface remained at a

constant, close distance, whereas the loose dimer
interfaces separated by up to 5 Å (fig. S2B). The
findings suggest that metal binding is important
for stabilizing the tetrameric bundle but not the
tightly packed dimer. Although these simula-
tions are much shorter than the time scale re-
quired for a transport cycle, they are consistent
with the intended design of loose and tight
interfaces, each interface with distinct roles in
facilitating the positioning of side chains and
providing a dynamic waterlike path for ion
motion through the center of the transporter.
We used a battery of techniques to define

the structural and dynamic characteristics of
Rocker. The binding of metal ions and oligo-
merization was studied in micelles by using
analytical ultracentrifugation (AUC) and solu-
tion nuclear magnetic resonance (NMR). The
structure of the Zn2+-free state was determined
at high resolution by x-ray crystallography of
Rocker solubilized in both micelles and mono-
olein lipidic cubic phase. Finally, the oligomeric
state, topology, and Zn2+ binding were deter-
mined in phospholipid bilayers by solid-state
NMR (SSNMR).
AUC showed that Rocker forms tetramers in a

Zn2+-dependent manner in dodecylphosphocholine
(DPC)micelles. Equilibrium sedimentation curves
were well described by an equilibrium between a
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Fig. 1. Computational design and molecular dynamics simulations of
Rocker. (A) Schematic of the goal of obtaining conformational exchange
between two oppositely oriented symmetry-frustrated states without being
trapped in a symmetric state with both sites simultaneously occupied. (B)
Metal site consists of a set of ExxH motifs and a single Glu residue from each
of the tight dimers. (C) Helical-wheel diagram of Rocker peptide. (D) The re-

packing algorithm placed Ala residues at the tight interface and Phe residues at
the loose interface. Empty metal site on the left is omitted for clarity. (E) MD
simulation of the design model with two Zn2+ ions placed at one metal site
show stable interhelical distances for both tight and loose interfaces. Continuing
the simulation after removing the Zn2+ ions maintained the tight interfaces, but
resulted in an increased interhelical distance at the loose interface.
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tight dimer and a tetramer (fig. S3). Tetrameriza-
tion is dominant only at a peptide-to-detergent
ratio of 1:200 or higher in this medium, but the
addition of excess Zn2+ shifted the equilibrium
toward the tetrameric state at lower peptide/
detergent ratios (supplementary material).
We crystallized Zn2+-free Rocker frommicelles,

as well as the lipidic cubic phase, in a total of
three nonisomorphous space groups and solved
structures using data that extended between 2.7
and 2.8 Å (Fig. 2). Only the non-Zn2+ form of the
protein has crystallized to date. The crystallogra-
phic structures solved by molecular replacement
show a dimer formed by two tightly packed he-
lices (Fig. 2, A and B). The conformations of the
dimer in the three structures are nearly identical
(Ca RMSDs between 0.60 and 0.84 Å), despite
differences in crystal packing. The dimers are
composed of straight a helices that interact along
the tight interface with tight interdigitation of
the small methyl groups of the alanine residues,
as in the design. The His and Glu ligands are
positioned with the potential to bind metals
with a change in rotameric state (Fig. 2, B and
C). The observed structure of the dimer is in
good agreement with the designed tight dimer
(Ca RMSD ranges from 2.3 to 2.6 Å). We at-
tribute small deviations from the design to the
lack of metal-ligand interactions in the exper-
imental structure. Indeed, in theMD simulations
of the Zn2+-free structure, the dimers move 0.8 Å
closer to the x-ray structure than the original
design (fig. S2C).
The binding stoichiometry for Zn2+ was con-

firmed in solution by titrating Rocker with Zn2+

ions in DPC micelles under conditions where it
is predominantly tetrameric (peptide/detergent
ratio = 1:100). Addition of Zn2+ resulted in a de-
crease in the intensities of aromatic resonances
(including the chelating His residue) and an
increase in a new set of peaks in the solution
NMR spectra (Fig. 3A). The titration plateaus at
two Zn2+ ions/tetramer. Two sets of peaks in the
spectrum indicate that the rate of dissociation
and rebinding of Zn2+ to the side chains is slower
than ~10 ms. Beyond two equivalents, additional
shifts are observed, but the change with respect
to the Zn2+ concentration is more gradual and
indicative of much weaker association of the me-
tal ions with a second binding site. This behavior
is consistent with the design, which anticipates
negative cooperativity between the two sets of di-
Zn2+–binding sites.
Previous work with homo-tetrameric peptides

shows that they are much more stable in phos-
pholipid bilayers than DPC micelles (32, 33), so
we turned to SSNMR to determine the structure
and conformational dynamics of Rocker in phos-
pholipid bilayers. One-dimensional (1D) 13C cross-
polarization (CP) magic angle–spinning (MAS)
spectra of apo-Rocker in dimyristoylphosphati-
dylcholine (DMPC) bilayers from −40° to 40°C
showed a single set of relatively narrow peaks
(0.9 ppm Ca line widths) per carbon for four 13C-
labeled residues (Fig. 3B). The backbone 13C chem-
ical shifts reflect helical structure (fig. S4C). The
line widths broaden with increasing temper-

ature, which indicates that the peptide becomes
mobile in the liquid-crystalline phase of the
membrane. Dipolar couplingmeasurements yield
13C-H order parameters of 0.84/0.84, 0.73/0.77,
and 0.55/0.75 for Ca at Ala8/Ala22, L19, and I5 in
apo/Zn2+-bound states, respectively (fig. S4B), and
all dephasing curves are asymmetric, which indi-
cates global microsecond–time scale motion in
both the apo and Zn2+ bound peptides (34, 35).
The addition of Zn2+ ions had a strong influence
on the SSNMR spectra of Rocker. In contrast to
the apo sample, the Zn2+-bound sample lacks the
L19a-I5d peak and has weaker A8/22-I5 and
A8/22-L19 cross peaks, which indicate that Zn2+

binding loosens interhelical packing (Fig. 3C).
Ion binding also caused noticeable chemical shift
changes, which are particularly pronounced at
A8 and A22 (Fig. 3C and fig. S4, D and E). Taken
together, these results show a single conforma-
tion with substantial dynamics on the micro-
second time scale and significant Zn2+-dependent
structural perturbations.
To determine the oligomeric structure in

DMPC bilayers, we conducted a 19F spin dif-
fusion experiment, Centerband-Only Detection
of Exchange (CODEX), on Rocker singly labeled
with para-19F-phenylalanine (19F-Phe) at posi-
tion 14 (36, 37). Distance-dependent interheli-
cal 19F-19F dipolar coupling is manifested as a
decay of a 19F spin echo with increasing mixing
time. The equilibrium value of the spin echo in-
tensity is 1/n, where n is the oligomer number
of the assembly. The measured 19F CODEX in-
tensities (Fig. 3D and fig. S5) decayed to <0.4,
which indicates that the assembly is larger than
a dimer. The nonplanar quadrilaterals formed
by 19F-Phe modeled in the anticipated tetramer
superposed with the crystallographic dimers re-
sulted in excellent fits of the measured decay (Fig.

3D and fig. S5). A C4 symmetrical array of 19F nu-
clei gave an unsatisfactory fit, which ruled out
a square planar model (fig. S5E). These results
corroborate an antiparallel tetramer.
Conclusive support for an antiparallel tet-

ramer was obtained from 2D 13C correlation
spectra. At a mixing time of 500 ms, cross peaks
between L19 and I5 side chains were observed
(Fig. 3C). These residues are found along the
tight dimer interface, and, together with the
19F-Phe interaction along the loose interface, con-
firm antiparallel association along both inter-
faces in bilayers.
Finally, to determine whether the designed

peptide is embedded in the lipid bilayer, we
measured 2D NMR spectra that correlate the
lipid and water 1H signals with the peptide 13C
chemical shifts (38, 39). Lipid-peptide cross peaks
were detected at short mixing times (< 36 ms)
(fig. S4F), which indicates that the peptide is
well inserted into the hydrophobic part of the
membrane. The fast spin–diffusion buildup curves
for both the lipid and water 1H peaks (fig. S4G)
indicate that the Rocker helical bundle spans
the membrane and is well hydrated, likely by
both the membrane-surface water and intra-
channel water.
Two important characteristics of natural

transporters are their substrate-selectivity and
their ability to use one substrate’s concentration
gradient to drive the uphill transport of a sec-
ond substrate. To test how Rocker meets these
criteria, we conducted flux assays in large uni-
lamellar vesicles (LUVs) in which we monitored
Zn2+ and H+ influx and efflux using fluores-
cent indicators (Fig. 4A and supplementary
methods).
To test ion selectivity, wemeasuredRocker’s abil-

ity to facilitate inward metal ion transport down a
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Fig. 2. Structure of
Rocker. (A) Axial view of
the x-ray crystal structures
from three different pack-
ing environments (green,
cyan, and magenta for
space groups of increasing
symmetries, P43212, I4122,
and I213, respectively)
superimposed on the tight
dimeric subunit of the
design model (white), with
the Ala residues (spheres
from the cyan structure
with highest resolution of
2.7 Å) forming the tight
interface as anticipated.
(B) Metal-binding residues
(sticks) from the crystal
structures can chelate with
a change in rotamers with-
out encountering any
unfavorable steric interac-
tions within the dimer. (C)
A close-up of the metal site
with 2mFobs –DFcalc map
contoured at 1.0 s for the 2.7 Å–resolution structure.
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concentration gradient. As expected, Rocker
conducts first-row transition metal ions Zn2+

andCo2+ but not the hard divalent ion, Ca2+, which
prefers higher-valent oxygen-rich ligand environ-

ments (Fig. 4B and fig. S6, A and B). Moreover,
Ca2+ does not influence Zn2+ efflux (fig. S6A), and
substitution of the Glu ligands to Gln greatly
impairs Zn2+ efflux (Fig. 4B).

The rate of Zn2+ transport into vesicles
follows Michaelis-Menten kinetics (KM = 280 T
90 mM; Vmax = 1.1 T 0.1 min−1). For comparison,
the KM and rate of transport in the natural ZitB
Zn2+ transporter are 105 mM and 142 min−1,
respectively (22, 40). From the Irving-Williams
(41) series (which approximately predicts the
relative affinities of first-row transition metal
ions for a given site) and the ligand environ-
ment of Rocker, we expected that Co2+ should
bind less tightly, which could lead to a higher
KM. Also, if ligand exchange is rate-limiting as
suggested by the solution NMR spectra (Fig.
3A), the weaker binding affinity might be ac-
companied by an increase in Vmax. Indeed, KM

for Co2+ increases to 1400 T 200 mM and Vmax

increases to 470 T 40 min−1 (Fig. 4, E and F,
and fig. S6B).
We next tested Rocker’s ability to cotran-

sport Zn2+ and H+. Rocker is able to use a Zn2+

gradient to drive the transport of protons up-
hill and into vesicles (Fig. 4C). Cotransport
was measured by tracking both the downhill
Zn2+ flux and the resulting H+ flux as a func-
tion of the internal Zn2+ concentration. The rate
of proton influx tracks with the rate of Zn2+

efflux, with a common KM of 280 mM, which
indicates that H+ and Zn2+ transport are linked
(Fig. 4, E and F). The proton-Zn2+ stoichiometry
computed from the initial rates is three to four
protons per Zn2+. This finding is consistent with
the guiding hypothesis that the binding of
Zn2+ occurs with the concomitant displace-
ment of protons. Moreover, Rocker functioned
in a Zn2+-proton antiport assay in the presence
of a membrane permeable ion, NO3

−, which
eliminates the accumulation of electrical poten-
tials (fig. S6C).
We also determined that a proton gradient is

able to cause accumulation of Zn2+ up its own
concentration gradient, when the initial concen-
trations of Zn2+ were identical on both sides of
the vesicle. However, the efficiency of the process
is far less than for the converse: Over 100 protons
are transported for every Zn2+ transported. This
finding suggests that there might be two com-
peting mechanisms: The predominant one is
diffusion of protons through Zn2+-boundRocker;
the less-frequent path involves proton binding at
the Zn2+ site and expulsion of a zinc ion. A pos-
sible explanation for the different behavior for
Zn2+ compared with proton gradients is that the
highly polar divalent Zn2+ is unable to diffuse
through Rocker without binding to the coordi-
nation sites, which in turn would require depro-
tonation of the ligands. By contrast, protons could
move along proton wires through the pore with-
out requiring dissociation of the divalent metal
ion. A possible reason for the proton-leakiness is
the lack of a proton-impermeable hydrophobic
gate, which appears to be important for tight
coupling in much larger and highly evolved
proton-dependent transporters. Future designs
will aim to achieve a transporter function similar
to that of native proteins. Nevertheless, these
findings, along with the very simple structure of
Rocker, provide support for the view that
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Fig. 3. Evidence for Zn2+ binding and tetramerization of Rocker in micelles and lipid bilayers.
(A) 1H-NMR of Rocker in D2O and deuterated DPC (at 900 MHz 1H field) shows significant changes
to the side-chain chemical shifts as Zn2+ is titrated into the solution. The changes level off when Zn2+

reaches two equivalents per tetramer, which indicates the expected binding stoichiometry. (B) 1D 13C
CP-MAS spectra of apo Rocker in DMPC bilayers from 233 K to 313 K show invariant peak positions
across a wide temperature range, which indicates single species with conformational dynamics in
bilayers. (C) 2D 13C-13C 2D correlation spectra of apo and Zn2+ bound Rocker with 500-ms mixing.
Relevant 1D cross sections are plotted to compare cross-peak intensities. L19-I5 cross peaks (blue
annotations) are observed, indicating antiparallel packing. Compared with the apo sample, the Zn2+-bound
sample lacks the L19a-I5d peak in the 56-ppm cross section and has much weaker A8/22-I5 and
A8/22-L19 cross peaks, which indicate that Zn2+ binding loosens interhelical packing. The proximal
L19 and I5 are shown on a structural model of Rocker. (D) 19F CODEX data of DMPC-bound Rocker
with para-19F-Phe14 at 220 K and 8 kHz MAS (error bar, SD propagated from signal-to-noise). The
CODEX intensity decays to 1/n of 0.34, where n is the oligomer number; this indicates that the peptide
assembles into a species larger than dimers. The CODEX decay is well fit (solid lines) using 19F-19F
distances found in inward-facing rotamers of Phe14 in an antiparallel tetramer, consistent with the
crystal structures. The data rule out outward-facing orientations of Phe14 (dashed lines), which sug-
gests that Glu4 and Glu18 face the pore.
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transporters may have evolved from very simple
pseudo-symmetric precursors (42).
The structural and functional characterization

of Rocker indicates that the design community
has now passed an important milestone; the first
high-resolution structure of a designed membrane
protein has been determined through a combina-
tion of x-ray crystallography and NMR. Our design
strategy combined the strengths of traditional
computational design techniqueswith biophysically
motivated conformational ensemble–based rea-
soning. Although Rocker’s activity falls short of
natural transporters, it remains significant that
function was achieved without high-throughput
screening or directed evolution—and bodes well
for future investigations in which computational
design is combined with these powerful experi-
mental methods.
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Fig. 4. Antiporter-like function of
Rocker. (A) Examples of liposome
flux assays using fluorescent indica-
tors for characterizing the cotrans-
portation function are illustrated. (B)
Ion selectivity in Rocker is shown via
a Zn2+ efflux assay. Rocker can
specifically transport Zn2+ (blue) but
not Ca2+ (green), at a level higher
than passive leakage (gray). Mutating
the first-shell ligands via E4/E18-to-Q
substitutions abrogates Zn2+

transport (gold). (C) Rocker-
mediated, outward [Zn2+] gradient-
driven proton-antiport against an
outward pH gradient is shown by
measuring net inward proton flux (red,
right axis) and the outward Zn2+ flux
(blue, left axis). (D) Rocker-mediated,
H+-driven Zn2+ antiport under
symmetrical Zn2+ concentration
is shown using both the outward
proton flux (red, right axis) and the
inward Zn2+ flux (blue, left). (E)
Representative traces show the
dependence of initial rates of
transport on the exterior Zn2+

concentration. (F) The initial rates
of transport of Zn2+ and H+ from
panel (E) increase with increasing
exterior Zn2+ concentration,
following Michaelis-Menten kinetics
with a KM of ~ 280 mM. (Error values
in text are SD propagated from curve
fitting.)
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PROTEIN DESIGN

A designed supramolecular
protein assembly with in vivo
enzymatic activity
Woon Ju Song and F. Akif Tezcan*

The generation of new enzymatic activities has mainly relied on repurposing the
interiors of preexisting protein folds because of the challenge in designing functional,
three-dimensional protein structures from first principles. Here we report an artificial
metallo-b-lactamase, constructed via the self-assembly of a structurally and functionally
unrelated, monomeric redox protein into a tetrameric assembly that possesses catalytic
zinc sites in its interfaces. The designed metallo-b-lactamase is functional in the
Escherichia coli periplasm and enables the bacteria to survive treatment with ampicillin.
In vivo screening of libraries has yielded a variant that displays a catalytic proficiency
[(kcat/Km)/kuncat] for ampicillin hydrolysis of 2.3 × 106 and features the emergence
of a highly mobile loop near the active site, a key component of natural b-lactamases to
enable substrate interactions.

D
esign and engineering of enzymes not
only test our understanding of protein
folding and catalysis but can also pro-
vide structures and functions that have
not been invented by natural evolution

(1, 2). Arguably, the rate-limiting step in both
the evolution and rational design of enzymes
is the de novo creation of three-dimensional
protein architectures through extensive non-
covalent interactions. Nature often uses pre-
existing protein folds, whose active sites can be
repurposed for alternative chemistries, as evi-
denced by the extraordinary functional diversity

of superfamilies such as the TIM barrel proteins
(3) and a/b hydrolases (4). Similarly, most en-
zyme design and engineering efforts have had
success by using the active sites of preexisting
protein structures (5–11) or by exploiting well-
established sequence-folding patterns of a-helical
bundles (12, 13) for creating new enzymatic
functions.
An alternative route is the construction of

catalytic sites in newly formed interfaces be-
tween proteins or stably folded domains; in-
deed, interfacial active sites are frequent among
natural enzymes (14). While not benefiting from
a preformed scaffold to support an active site,
this route is particularly conducive to the in-
troduction of new chemistries, as it is not con-
strained by the conserved internal structures

of evolved protein folds. The challenge here is
that the generation of protein interfaces also
requires extensive noncovalent interactions.
We (15) and others (16) have shown that con-
struction of new protein interfaces can be aided
by coordination by metal ions, which provide
large binding energies and have intrinsic chem-
ical properties that can produce nascent enzy-
matic functions (17). Kuhlman et al. recently
reported a designed protein dimer stabilized
by interfacial Zn ions that catalyzed the hy-
drolysis of activated esters in vitro (18). Never-
theless, the construction of a novel protein
fold or quaternary architecture that displays in
vivo enzymatic activity has remained an unmet
goal, which would represent an important con-
nection between protein design and synthetic
biology (19).
Toward this end, we report an artificial,

in vivo active metallo-b-lactamase with inter-
facial catalytic sites, constructed through the
metal-directed self-assembly of a monomeric
protein. Rapid evolution of b-lactamase activity
is the primary mechanism of antibiotic resist-
ance by bacteria (20) and constitutes an ap-
pealing and challenging test case for rational
protein design and in-lab evolution. The core
catalytic motif of metallo-b-lactamases (a nu-
cleophilic, mono- or di-ZnII-OH2/OH

– species)
(21) is, in principle, within facile reach for engi-
neering. Moreover, from a practical viewpoint,
b-lactamase activity could be readily screenable
in bacterial cells, as it is directly linked to their
survival.
Previously, Benkovic et al. demonstrated that

glyoxalase II could be converted into a metallo-
b-lactamase by exchange and engineering of
active-site loops, enabled by both enzymes
sharing a ab/ba metallohydrolase fold (5). To
assemble an artificial metallo-b-lactamase with
a different architecture, we used as a build-
ing block cytochrome cb562 (cyt cb562) (22), a
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Fig. 1. Structure-guided design of Zn8:AB34. (A) Structure of the tetrameric Zn complex of the self-assembling cyt cb562 variant C96RIDC14 viewed
along one of the three twofold rotational symmetry axes.The four a-helical bundle components are rainbow-colored, red to blue from the C to the N terminus.
Residues in the disulfide–cross-linked interfaces used for constructing three-coordinate Zn-anchoring motifs are shown as black sticks. (B) List of variants
containing triads of Zn-binding residues studied in this work. (C) Crystal structure of Zn8:AB34.
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four-helix-bundle redox protein that bears no
structural, functional, or sequence homology
to any metallo-b-lactamase or hydrolytic en-
zyme. We previously showed that cyt cb562
could be converted through a small number of
surface mutations into a variant (C96RIDC1)
that self-assembles into a D2 symmetric tetramer
through ZnII coordination and a combination
of hydrophobic interactions and disulfide
bonds (23, 24) (Fig. 1A). A pair of interfaces
in this complex (Zn4:

C96RIDC14) are cross-linked
by Cys96-Cys96 disulfide bonds. These interfaces
present several triads of amino acid positions

that can be used to build the triangular base
of a tetrahedral ZnII-OH2/OH

– coordination
motif as a hydrolytic site (Fig. 1, A and B, and
table S1). Accordingly, we prepared variants of
the C96RIDC1 monomer (AB1-AB4) with combi-
nations of three coordinating residues (His and/
or Glu) appropriately placed such that they would
self-assemble into tetramers that possess four
structural Zn sites in their interiors and four
potentially catalytic Zn sites in their interfaces
(Fig. 1C).
We examined the Zn binding capacities and

oligomerization properties of the AB variants

by inductively coupled plasma optical emis-
sion spectroscopy (ICP-OES) and analytical ul-
tracentrifugation (AUC). All variants except AB2
bound two equivalents of ZnII ions per mono-
mer, equaling eight Zn ions per tetramer, as
designed (fig. S1A). Among these, AB3 was the
only construct that displayed greater than 90%
abundance for a tetrameric species (sedimen-
tation coefficient = 4.5S, fig. S1B) upon Zn
binding.
The crystal structure of the Zn complex of

AB3 (Zn8:AB34), determined at 2.5 Å resolu-
tion (Fig. 1C and table S3), confirmed the
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Table 1. Summary of hydrolytic activities of the Zn complexes of AB3 variants. The hydrolytic activities were measured in 0.1 M sodium borate
buffer (pH 9).

Variants

p-Nitrophenyl acetate Ampicillin
Substrate selectivity
(kcat/KM, ampicillin)/
(kcat/KM, pNPA)*‡pKa

kcat
(s–1)

kcat/KM or k2
*

(s–1 M–1)
kcat

(min−1)
kcat/KM or k2

*

(min–1 M–1)

Rate
enhancement
kcat/kuncat

†

Catalytic
proficiency

(kcat/KM)/kuncat
*†

A104AB3 9.0(2) 0.027(8) 32(8) ND§ 115(3)* ND§ 0.7(1) × 106 0.06(2)
A104/G57AB3 8.9(2) 0.019(4) 29(6) 3.5(8) 350(90) 2.3(6) × 104 2.3(0.7) × 106 0.20(4)
A104/T105AB3 9.2(1) ND§ 6.7(7)* ND§ 100(7)* ND§ 0.7(1) × 106 0.25(3)
*In cases where substrate saturation behavior was not observed, a linear fit was used to obtain a second-order rate constant (k2) instead of kcat/KM. †The
background (uncatalyzed) rate constant for ampicillin hydrolysis was measured to be kuncat = 1.5(2) × 10−4 min−1

. ‡The substrate selectivity was
obtained by dividing kcat/KM or k2 for ampicillin hydrolysis by that for p-nitrophenyl acetate. §Cannot be determined owing to lack of substrate
saturation behavior.

Fig. 2. Investigations of in vitro and in vivo artificial b-lactamase
activity. (A) Hydrolytic reactions studied in this work. (B) A represent-
ative set of time-dependent HPLC traces, displaying the consumption of
ampicillin through the hydrolytic activity of Zn8:

A104AB34. (Inset) The
plot of fraction of substrate versus reaction time for A104AB3 and
C96RIDC1 in the presence (closed squares or circles) and absence of Zn
(open squares or circles). (C) Ampicillin hydrolysis activity of Zn8:

A104AB34,
metal-free A104AB34, Zn4:

C96RIDC14, and metal-free C96RIDC14 at var-

ious substrate concentrations. (D) Representative LB/agar plates in
the absence (left) and presence (right) of ampicillin (0.8 mg/liter). The
left and right halves of each plate are streaked with cells expressing
C96RIDC1 and A104AB3, respectively. (E) In vivo survival frequency (per-
centage of all colonies) of A104AB3 active-site variants subjected to
saturation mutagenesis. Original residues are marked with asterisks. (F)
Michaelis-Menten kinetics of Zn8:

A104/G57AB34 for ampicillin hydrolysis.
Data are mean T SD.
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formation of the desired tetrameric architecture
and the two types of Zn coordination geometries.
The overall structure of the tetramer is nearly
identical to that of the parent Zn4:

C96RIDC14
(fig. S2A). As designed, each of the four pe-
ripheral ZnII ions is anchored by Glu86 and His89

side chains from one monomer and His100 from
another. Unexpectedly, the Lys104 amine group
completes the tetrahedral coordination geometry
(fig. S2B).
Hydrolytic activity of Zn8:AB34 was first eval-

uatedwith the chromogenic substratep-nitrophenyl
acetate (pNPA, Fig. 2A). Zn8:AB34 displayed no
appreciable activity, because the Lys104 side
chain prevents the formation of the ZnII-OH/
OH2 species. However, the K104A mutation
yielded a catalytically competent variant, A104AB3
(fig. S3 and Table 1), which we used for sub-
sequent investigations. Hydrolysis rates by
Zn8:

A104AB34 were measured at pH 9 at dif-
ferent pNPA concentrations, which revealed a
Michaelis-Menten behavior with associated ki-
netic parameters, kcat = 0.027(8) s–1 and kcat/KM =
32(8) s–1 M−1 (fig. S3A). From the plot of kcat/KM

versus pH, the pKa value of Zn
II-bound H2O was

estimated to be 9.0(2) (fig. S3B). At pH = 10,
where the tetrameric assembly is largely in-
tact, kcat and kcat/KM for pNPA hydrolysis
were 0.20(5) s–1 and 120(20) s–1 M–1. These
values represent a considerably higher hy-
drolytic activity relative to synthetic Zn com-
plexes (25) and are in the middle of the range
for the most active designed esterases (table S4)
(13, 18, 26).
We examined the activity of Zn8:

A104AB34 for
the hydrolysis of ampicillin, a b-lactam antibiotic
(Fig. 2A). This was accomplished by the high-
performance liquid chromatography (HPLC) anal-
ysis of the reactionmixtureand the characterization
of the hydrolysis product by electrospray ionization
mass spectrometry (ESI-MS) andnuclearmagnetic
resonance (NMR) (fig. S4). Zn8:

A104AB34 hydro-
lyzed ampicillin (Fig. 2B and Table 1) with a

second-order rate constant of k2 = 115(3) min–1 M–1

(or 1.92 s–1 M–1) at pH 9, but it did not exhibit
saturation behavior even at high (20 mM) sub-
strate concentrations, likely due to the lack of
appreciable binding interactions with the anti-
biotic. Ampicillin hydrolysis was considerably
slower in the presence of metal-free C96RIDC14,
Zn4:

C96RIDC14, andmetal-free A104AB34, at rates
near to those observed in a buffer solution (Fig.
2, B and C).
We next asked whether b-lactamase activity

of Zn8:
A104AB34 is also operative within Esche-

richia coli cells and endows them with anti-
biotic resistance. All cyt cb562 variants possess
an N-terminal leader sequence, which allows
them to be translocated to and mature in the
E. coli periplasm (22). We previously showed
that the periplasm is conducive to the quan-
titative formation of disulfide-mediated cyt
cb562 oligomers, which can successfully com-
pete for ZnII binding in that compartment
(27). To determine the oligomeric state of
A104AB3 in E. coli cells, we extracted the peri-
plasmic contents of the cell pellets via osmotic
shock. The extracts were immediately treated
with excess iodoacetamide to prevent any un-
complexed A104AB3 from oligomerizing via
disulfide-bond formation after extraction. Size-
exclusion chromatography of the extracts re-
vealed that ~70% of A104AB3 is tetrameric and
contained 2.1(2) Zn equivalents per monomer
(fig. S5) and negligible levels of other first-row
transition metals (Co, Ni, and Cu). Competi-
tion titrations of A104AB3 with the metal-binding
indicator MagFura2 (fig. S6 and table S5) con-
firmed the presence of two distinct types of Zn
ions (eight total) with corresponding dissocia-
tion constants of 6.7(0.5) nM for one set of four
ions and 400(190) nM for the other. These
values are comparable to those of natural, peri-
plasmic Zn proteins (28) and explain the quan-
titative Zn loading of the A104AB3 tetramers
in cells.

To test in vivo b-lactamase activities, we ex-
pressed A104AB3 using kan+/amp–-pET20b(+) vec-
tor in BL21(DE3) E. coli cells, which were grown
on agar/Luria-Bertani (LB) plates containing
various amounts of ampicillin. As a control, we
used the C96RIDC1 construct, earlier established
as having no appreciable b-lactamase activity
(Fig. 2, B and C). E. coli cells expressing either
C96RIDC1 or A104AB3 grew unimpeded on the
ampicillin-free LB/agar plates (Fig. 2D). However,
only those expressing A104AB3 survived ampicillin
concentrations in the range of 0.8 to 1.1 mg/liter
(Fig. 2D), indicating that Zn8:

A104AB34 has suffi-
cient activity in living cells to serve as a basis for
in vivo selection and optimization of catalytic
activity.
For the in vivo screening of the synthetic

construct, we performed saturation mutagen-
esis (29) of the four individual amino acid po-
sitions that surround the peripheral Zn centers
(Glu57, Asp60, Lys104→Ala, Tyr105; Fig. 1C) and
thus may form a substrate interaction site. For
selection, we fixed the ampicillin concentration
in the agar/LB plates at ~1.0 mg/liter and used
the frequency of colonies that express a cer-
tain AB3 point mutant as a readout for in vivo
activity (Fig. 2E). Strains expressing the Gly57

and Thr105 point mutants were clear winners,
each occurring ~20 times as frequently as the
parent Glu57 and Tyr105 and about twice as fre-
quently as the second-most-abundant mutants
(fig. S8). In contrast, for position 60, the strain
with the parent residue (Asp) displayed the
highest frequency, and for position 104, no par-
ticular mutant dominated over others. Several
other factors besides b-lactamase activity of the
mutants may affect their survival frequency, such
as codon usage, expression levels, and proper as-
sembly. We therefore individually prepared the
Zn-mediated assemblies of each variant and de-
termined their in vitro b-lactamase activities (fig.
S9). Although there was only a weak correlation
between the survival frequencies of the point
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Fig. 3. Crystal structure of Zn8:
A104/G57AB34. (A) Cartoon representation of Zn8:

A104/G57AB34. Catalytic and structural Zn ions and the coordinating residues are
shown as navy and gray spheres, respectively. The Zn-bound water molecules are shown as red spheres. (B) Surface representation of Zn8:

A104/G57AB34.
Structurally disordered loops are displayed as yellow ribbons. Potential substrate interaction sites consisting of residues 58 to 60 and 104 to 105 are colored in
blue. (C) Close-up view of the catalytic Zn sites of Zn8:

A104/G57AB34 (navy) overlaid with Zn8:AB34 (gray) structure. Zn-coordinating residues (Glu86, His89, and
His100) and the mobile loop are shown as pink and yellow sticks, respectively.
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mutants and their b-lactamase activities, the two
variants most frequently represented in in vivo
screens, A104/G57AB3 and A104/T105AB3, were also
the most active in vitro.
AUC and Zn-competition titrations indicated

that both A104/G57AB3 and A104/T105AB3 formed Zn-
bound tetramers (figs. S10 and S11), with similar
binding affinities for Zn as A104AB3 (table S5). The
pKa of the Zn

II-OH/OH2 active centers was 8.9 for
the A104/G57AB3 assembly and 9.2 for the A104/T105AB3
assembly on the basis of their ampicillin hydrol-
ysis activities (fig. S13 and Table 1). The Zn
complex of the A104/T105AB3 variant hydrolyzed
pNPAwith a rate thatwas ~1/4 of that of A104AB3,
but its ampicillin hydrolysis activity was es-
sentially the same (Table 1), suggesting that the
Y105T mutation may have enhanced interac-
tions with ampicillin. This enhancement was
not substantial, however, as the ampicillin
hydrolysis rates of the A104/T105AB3 variant were
linearly dependent on the substrate concen-
tration over the entire concentration range
studied (0 to 20 mM) (fig. S14). In contrast, the
A104/G57AB3 variant hydrolyzed ampicillin more
than three times as efficiently as both A104AB3
and A104/T105AB3 and displayed saturation be-
havior at increased ampicillin concentrations,
with a Km of 10–2 M (Fig. 2F), which is consistent
with the emergence of a substrate-binding site.
The net rate enhancement (kcat/kuncat) and
catalytic proficiency [(kcat/Km)/kuncat] of the
Zn8:

A104/G57AB34 complex for ampicillin hydrol-
ysis were 23,000 and 2,300,000, respectively, with
an increase in selectivity over pNPAhydrolysis by
more than threefold relative to Zn8:

A104AB34
(Table 1).
To examine the formation of a potential

ampicillin interaction site and the presence
of hydrolytic ZnII-OH/OH2 centers, we deter-
mined the structure of Zn8:

A104/G57AB34 at
2.8 Å resolution (Fig. 3 and fig. S15). Unex-
pectedly, the tetramer displays a substantially
more open architecture compared to Zn8:AB34
(Fig. 1), ascribed to the elimination of the Lys104-
Zn coordination through the K104A muta-
tion. The peripheral Zn sites show the de-
signed coordination to Glu86, His89, and His100,
and the Zn-coordinated OH2/OH

– ligand is
clearly visible. Although the structural Zn sites
of Zn8:

A104/G57AB34 (shown as gray spheres in
Fig. 3), which were saturated by protein lig-
ands in the closed Zn8:

A104AB34 architecture
(Fig. 1C), are coordinated by only three protein
residues and a solvent molecule, they are sub-
stantially buried by Arg62, Trp41, and Trp66 side
chains (fig. S15) and unlikely to be accessible to
ampicillin. The opening of the tetrameric
architecture is accompanied by the widening of
the interfaces containing the catalytic ZnII-OH2/
OH– centers, but the same set of residues (57, 60,
104, 105) remain in position above the ZnII-
OH2/OH

– sites as potential substrate interaction
sites. Notably, the long, structured loop near
the active site, starting from Ala43 and terminat-
ing in residue 57 is completely disordered be-
cause of increased conformational freedom by
the E57G mutation and the elimination of the

side-chain interactions of Glu57 with Lys51 and
Ser54. As judged by the packing arrangement of
neighboring tetramers in the F222-space-group
crystals (65% solvent content), the 43-57 loop is
highly mobile and occupies considerable space.
Accordingly, binding experiments with 1-anilino-
8-naphthalene-sulfonate (1,8-ANS) (fig. S16) sug-
gest that the hydrophobic center of the loop
formed by Ala43, Pro45, and Leu48 in combination
with Met58 and Tyr105 side chains has become
exposed.
The E57G mutation and ensuing loop mobility

above the catalytic ZnII centers have potential im-
plications for substrate binding. Molecular dock-
ing simulations with ampicillin suggest that the
E57G mutation may open up sufficient room for
substrate binding and alleviate charge repulsion
with the ampicillin carboxylate group to position
the b-lactam ring directly above the ZnII-OH/OH2

moiety (fig. S15C). Several possible dockingmodes
orient the ampicillin molecule toward the mobile
43-57 loop and within reach for extensive inter-
actions with the loop. Indeed, Zn8:

A104/G57AB34
can also catalyze the hydrolysis of a bulkier
b-lactam, nitrocefin (Fig. 2A), whereas the other
variants (A104AB3 and A104/T105AB3) cannot. Al-
though the catalytic efficiency of Zn8:

A104/G57AB34
for nitrocefin hydrolysis [kcat = 5(1) × 10−4 s–1, kcat/
KM = 1.8(6) M–1 s–1] (fig. S17) is considerably lower
than for ampicillin and the observed rate enhance-
ment (kcat/kuncat ~160-fold) is smaller, the cata-
lytic rate at pH 9 is approximately an order of
magnitudehigher than that of a known, biomimetic
m-hydroxo-di-ZnII catalyst (30) and comparable
to that of a native metallo-b-lactamase, CphA,
which possesses a mononuclear ZnII-OH2/OH

–

site with pH-independent activity between pH
6 and 9 (31).
In conclusion, we have presented a de-

signed supramolecular protein assembly with
in vivo b-lactamase activity, which has al-
lowed its functional screening and optimiza-
tion via directed evolution. A highly mobile
loop near the active site that emerged as an
unplanned consequence of in vivo screening is
a key feature of natural b-lactamases (32, 33).
Our screen was limited to point mutations
within a small, nascent active-site pocket. Higher
efficiency might be achieved through simulta-
neous randomization of multiple residues and
the enlargement of the active site through
loop engineering (34). Moreover, the structural
flexibility of the architecture may be used for
functional diversification or for engineering al-
lostery (35). Ultimately, Zn8:

A104/G57AB34, a nas-
cent b-lactamase, is only 16 surface mutations
away from (i.e., 85% identical to) cyt cb562, the
parent monomeric redox protein. This illus-
trates the facility with which protein-protein
interfaces nucleated by metal ions lend them-
selves to creation of new biological structures
and functions, whether for rational design or
for evolution.
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CANCER EPIGENETICS

Use of human embryonic stem
cells to model pediatric gliomas
with H3.3K27M histone mutation
Kosuke Funato,1 Tamara Major,1 Peter W. Lewis,2 C. David Allis,3 Viviane Tabar1*

Over 70% of diffuse intrinsic pediatric gliomas, an aggressive brainstem tumor, harbor
heterozygous mutations that create a K27M amino acid substitution (methionine replaces
lysine 27) in the tail of histone H3.3.The role of the H3.3K27M mutation in tumorigenesis is
not fully understood. Here, we use a human embryonic stem cell system to model this
tumor. We show that H3.3K27M expression synergizes with p53 loss and PDGFRA
activation in neural progenitor cells derived from human embryonic stem cells, resulting in
neoplastic transformation. Genome-wide analyses indicate a resetting of the transformed
precursors to a developmentally more primitive stem cell state, with evidence of major
modifications of histone marks at several master regulator genes. Drug screening assays
identified a compound targeting the protein menin as an inhibitor of tumor cell growth
in vitro and in mice.

D
iffuse intrinsic pontine gliomas (DIPGs)
are rare, highly aggressive brainstem tu-
mors primarily affecting children. Over 70%
of DIPGs carry somatic mutations in the
H3F3A gene encoding histone H3.3, lead-

ing to a p.Lys27Met amino acid substitution (me-
thionine replaces lysine 27) (1–3). Tumors positive
for themutation are associated with poorer prog-

nosis and diminished survival. Comprehensive
whole-genome analyses have shown that the
H3.3K27Mmutation identifies a distinct subgroup
of DIPGs that has substantial overlap with p53
mutations and platelet-derived growth factor re-
ceptor, a polypeptide (PDGFRA) amplification
(60% and 40%, respectively) (4, 5). These genetic
studies have paved the way for investigations of
the pathogenesis and treatment of this rapidly
fatal tumor. However, tissue access remains a
substantial challenge because of the infiltrative
nature and sensitive location of the tumor in
the brainstem. Key features of K27M-mutated
DIPGs are the restricted developmental window
duringwhich they emerge [mean age at diagnosis
is 8 years (5)] and their specific midline location,

which implicate a developmentally early and
anatomically specific cell of origin.
We reasoned that human pluripotent stem

cells (hPSCs) (6) might be a valuable model for
studying DIPG. These cells provide an attract-
ive platform for functional analysis of oncogen-
ic mutations in a genetically defined human
background. In addition, neural differentiation
protocols allow the derivation of relevant devel-
opmentally early neural stem cells that are often
inaccessible; thus, tumorigenesis can be studied
in the proper cell context. We first derived early
neural progenitor cells (NPCs) from human em-
bryonic stem (hES) cells (H9, WA-09), using the
dual Smad inhibition protocol (7). We then co-
transduced the cells with lentiviruses encoding
(i) a constitutively active form of the PDGFRA in
which valine replaces aspartic acid 842 (D842V);
(ii), a small hairpin RNA (shRNA) against p53
tagged with red fluorescent protein (RFP); and
(iii) a hemagglutinin (HA)–taggedwild-type (WT)
or K27M mutant form of histone H3.3 (Fig. 1A).
These oncogenes were selected on the basis of
their high frequency of expression and/or muta-
tions in K27M-mutated DIPGs (5, 8). After trans-
duction and double selection under puromycin
and G418, the cells maintained NPC-like mor-
phology and expression of two NPC marker
genes, Nestin and SOX2 (Fig. 1B). Consistent with
previous reports (9–11), the expression ofH3.3K27M
led to a reduction in histoneH3K27 trimethylation
(H3K27me3), as shown by immunohistochemis-
try andWestern blotting (Fig. 1, B and C). Expres-
sion ofH3.3K27Malone increased cell proliferation
(Ki-67 of ~ 27% versus15 to 17%) and total cell
number, in comparison to WT H3.3 or mock
(empty vector) conditions (Fig. 1D and fig. S1A).
Overexpression of constitutively active PDGFRA
(D842V) and knockdown of p53 (hereafter re-
ferred to as P5) also increased the proliferation
of NPCs. The combination of H3.3K27M and P5
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Fig. 1. The impact of H3.3 K27M mutation on
neural precursors. (A) hES-derived NPCs were
transformed using a combination of lentiviruses
encoding H3.3 WT or H3.3K27M, plus PDGFRA
and sh-p53. (B) Immunohistochemistry of NPCs
transduced with different vector combinations
demonstrates maintenance of SOX2 and Nestin
expression. DAPI, 4′,6′-diamidino-2-phenylindole.
Expression of H3.3K27M (K27M) is associated with
significantly reduced H3K27 trimethylation mark
(H3K27me3). Ki-67 immunopositivity depicts pro-
liferation and is most elevated in the K27M, PDGFRA,
and sh-p53 conditions. Scale bar, 50 mm. (C) West-
ern blotting of transduced NPCs.Total lysates and
acid-extracted histones were separated by SDS-
polyacrylamide gel electrophoresis and blotted with
the indicated antibodies. Asterisk (*) beside higher
bands indicates HA-tagged H3.3 transgene. (D)
Quantification of Ki-67 immunostaining in trans-
duced NPCs. (E) Proliferation index of NPCs trans-
duced with various H3.3 mutations. (F) Impact of
K27M mutation on the proliferation index of various
cell lines. Error bars in panels (D) to (F) indicate
means T SD (n = 4 to 5 in each). *P <0.05; **P < 0.01.
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was even more effective in increasing the prolif-
erative capacity of the P5 cells, up to a Ki-67 in-
dex of >30%. This result was confirmed by using
a second independent shRNA against p53 (sh-p53)
(fig. S1, B to D). The proliferative effect on neural
precursors is specific to H3.3K27M and is not
seen in the G34R/Vmutations of H3.3 (glycine 34
is replaced by arginine or valine), which aremost-
ly reported in supratentorial glioblastomas (Fig.
1E). It is also highly specific to the cell context,
because H3.3K27M expression in undifferen-
tiated hES cells or in differentiated somatic
cells—such as hES-derived astrocytes, primary
human astrocytes, or MRC-5 human lung fibro-
blast cells—did not affect proliferation rates and,
in some cases, induced senescence (Fig. 1F and
fig. S2). Expression of Olig2, reported in DIPGs
(4), was increased in both the H3.3K27M and the
P5 condition (fig. S3).
We next explored whether the transduced

NPCs had acquired features of neoplastic cells.
Under low-density culture conditions, all cell
groups showed poor survival, with the exception
of the P5+H3.3K27M (P5K) cells, which formed
robust colonies that grew to confluence, consistent
with a neoplastic phenotype (Fig. 2A and fig.
S4A). The combination of PDGFRA, sh-p53, and
H3.3K27Mhad a synergistic effect on cell survival.
After growth factor withdrawal, the apoptotic cell
fraction was higher in the H3.3K27M-expressing
cells, in comparison with normal and WT H3.3-
expressing NPCs (fig. S4B); this suggests that the
proliferative effect imparted by the histone mu-
tation was balanced with an increased apoptotic
rate, a phenomenon often associated with pre-
malignant states (12). The introduction of p53

knockdown in the P5K condition abrogated the
apoptotic response, and possibly promoting ge-
nomic instability as the cells continued to pro-
liferate. The P5 condition also conferred greater
efficiency in neurosphere formation, in all groups,
including the P5K combination, whereas cells
expressing only H3.3K27M were similar to un-
perturbed NPCs (fig. S4C). These results support
a synergistic effect of H3.3K27M and P5 in the
oncogenic transformation of NPCs, consistent with
the high frequency of comutation of H3.3K27M
and mutated p53 in human DIPGs (1, 4, 5).
We also analyzed transduced NPCs for radia-

tion response and migratory capacity. After ir-
radiation, cells transduced with the combination
of H3.3K27M and P5 maintained a high prolifer-
ation rate despite substantial DNA damage (fig.
S4, D to G), a hallmark of cancer cells (13). Ex-
pression of H3.3K27M also increased cell migra-
tion (fig. S4H) and invasion (fig. S4I) in in vitro
assays. High migration capacity of tumor cells
is a major feature of DIPGs that renders the
tumors unsuitable for surgical eradication. There
was a near-complete differentiation block in
the astrocytic lineage in the P5K cells, despite
an extended culture period in vitro [normal NPCs
acquire a capacity for robust differentiation into
astrocytes (glial competence) only after several
weeks in vitro] (Fig. 2B). Note that neither the
P5 nor the H3.3K27M condition alone inhibited
differentiation, but the combination blocked
differentiation into astrocytes and to some extent
differentiation into oligodendrocytes (fig. S5).
To evaluate tumor formation in vivo, we in-

jected transducedNPCs into the brainstem (pons)
of immunocompromised mice. Massive brain

tumor formation occurred in the P5K mice, but
not in the P5W or mock-injected mice (Fig. 2, C
andD). Immunohistochemistry demonstrated hu-
man cells infiltrating the pons, with encasement
of the basilar artery, microcystic changes, and
subarachnoid and subventricular spread, as is
often seen in patients with DIPG (fig. S6) (14).
Tumor growth was relatively slow, with symp-
toms and/or substantial tumor volume appear-
ing 3 months after injection of 500,000 cells or
5 months after injection of 100,000 cells. Pheno-
typic analysis of the tumor cells confirmed ex-
pression of the H3.3K27M and sh-p53 constructs
(HA andRFP tags in 78% and 76.4% of all human
cells, respectively) (fig. S7, A and B), as well as
markers of immature NPCs (Nestin, Sox2, and
Olig2) and high proliferation rates in the P5K
group compared with P5W cells or normal NPCs
(10.4% versus 0.7% and 0%, respectively) (Fig. 2,
F to H, and fig. S7C). GFAP (glial fibrillary acidic
protein) colabeled with tumor cells that had
down-regulated H3K27M expression (fig. S7D).
Pathologically, the tumors resembled lower-grade
DIPGs and not full-blown glioblastomas (GBMs),
as determined by the absence of necrosis andmi-
crovascular proliferation.We speculate that longer
in vivo growth periods may be required for the
accumulation of mutations leading to a more ma-
lignant phenotype. Animals bearing P5W cells
showed evidence of a few cell clusters and min-
imal infiltration in the pons, whereas mock cell
injections were associated with minimal cell sur-
vival (Fig. 2C).
We next examined gene expression pro-

files of P5K cells maintained in vitro or sorted
by fluorescence-activated cell sorting from
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Fig. 2. Synergistic effect of
K27M and oncogenes in inducing
transformation and tumorigenicity
of NPCs. (A) Transduced NPCs
were grown at very low density for
4 weeks, and the number of viable
cells was counted by trypan blue
staining. Crystal violet staining is
shown in the inset. P5, P5W, and
P5K indicate PDGFRA (D842V) +
sh-p53, P5 + WT histone H3.3, and
P5 + K27M mutant, respectively.
Bars indicate means T SD (n = 4).
(B) Immunohistochemistry and
quantification for the glial marker
(GFAP) under the differentiation
condition. Bars indicate means T SD
(n = 4 to 5). Scale bar, 20 mm.
(C) Transcranial injection of P5K
cells into the brainstem of mice
led to tumor formation, whereas
P5W cells gave rise to isolated
cell clusters. Low-magnification
immunofluorescence images of
representative sections labeled for human nuclear antigen (HNA) and counterstained with DAPI. Scale bar, 1 mm. (D) Summary of transplantation and tumor formation.
(E) Light microscopy of hematoxylin and eosin–stained representative section taken from the pons of a mouse bearing P5K tumor demonstrates encasement of the
basilar artery (arrow) by tumor cells, microcystic change, and infiltration in the pons. Scale bar, 100 mm (left panel), 50 mm (right panel). (F to H)
Immunophenotyping of the xenografts. Immunofluorescence images and quantification for HNA, Ki67 (F and G), SOX2 (F and H) and human-specific Nestin
(F). Error bars in panels (G) and (H) indicate means T SEM (n = 3 to 6). Scale bar, 20 mm. *P < 0.05; **P < 0.01; NS, not significant; ND, not detected.
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tumor-bearing animals. These profileswere com-
pared with those of patient tumors, including
DIPGswithH3K27MorH3G34R/Vmutations and
adult GBMs without histone mutations (Fig. 3A
and fig. S8A). Upon unsupervised hierarchical
clustering, the P5K cells from in vitro or in vivo
sources clustered closer to the H3K27M group
(P < 4.36 × 10−8 and P < 2.26 × 10−4) than the
G34R/V or GBMs without histone mutation (fig.
S8B). We next analyzed differentially expressed
genes among the different NPC groups (Fig. 3B,
fig. S8C, and tables S1 and S2). We noted an en-
richment in the K27M-expressing cells of a sub-
set of transcripts known to be expressed in
neuroepithelial cells at a very early developmental
stage—i.e., the neural plate, which precedes the
emergence of NPCs. To validate this finding, we
derived from public datasets (GEO accession
no. GSE9921) (15) gene sets that are uniquely
expressed at the neural rosette (early neural plate)
stage and the neural precursor stage (L-NSCs), as
well as gene sets that are shared between rosette
and undifferentiated ES cells. A gene set enrich-
ment analysis revealed a significant correlation
betweenH3.3K27Mdifferentially regulated genes
and genes enriched in rosette cells (R-NPCs), but
not in normal NPCs (L-NPCs) (fig. S8D). We also
found a highly significant intersection of genes
that were up-regulated in H3.3K27M cells with
those in the rosette or rosette-human ES groups.
In contrast, most of the genes that were differ-
entially down-regulated in the H3.3K27M cells

were sharedwith those in theNPCgroup (fig. S8E).
Reverse transcription with quantitative polymerase
chain reaction (RT-qPCR) validated the increased
expression of LIN28B, PLAG1, and PLAGL1 in
hES cells and rosettes and substantial down-
regulation of all three genes in normal NPCs. Ex-
pression of H3.3K27M in NPCs up-regulated
expression levels of the same genes (Fig. 3C).
Note that analysis of patient samples revealed
that these genes were expressed at higher levels
in DIPGs with the H3K27M mutation than in
DIPGs with the G34R/V mutation or without
either mutation in histone H3.3 (1) (Fig. 3D and
fig. S9). Knockdown of LIN28B or PLAG1 led to a
significant decrease in cell number and prolif-
eration in P5K cells (fig. S10). These data sug-
gest that expression of mutant H3.3K27M leads
to a developmental resetting of neural precur-
sors to a more primitive stem cell state, which in
combinationwith growth factor signaling, results
in the acquisition or consolidation of oncogenic
features.
We next investigated whether the transcrip-

tional changes in the K27M groups were associated
with chromatin modifications. We performed
chromatin immunoprecipitation followed by
sequencing (ChIP-seq) analysis to map active
H3K4me3 and repressive H3K27me3 marks
in the P5W and P5K cells. Consistent with pre-
vious reports (11, 16), H3K27me3 peaks undergo
genomic redistribution in the P5K condition (Fig.
3E). Notably, the genes up-regulated by K27M

had significantly lower levels of H3K27me3 at
their gene-body regions in P5K cells in compar-
ison with P5W cells (P < 3.3 × 10−5) (Fig. 3E and
fig. S11, A to D). Concomitantly, H3K4me3 peaks
remained stable at promoter regions, which im-
plied that K27M may release these genes from
the poised state. On the other hand, the genes
down-regulated by K27M gained H3K27me3 and
lost H3K4me3 marks in P5K cells at their pro-
moter regions (Fig. 3, E and F; fig. S11C; and
table S3). Of these, oligodendrocyte differentia-
tion genes Nkx2.2 andMBP were highly marked
by H3K27me3, and their expression levels were
decreased in the NPCs expressing K27M alone
or the P5K combination (Fig. 3E and fig. S11, B
and E). Master genes that initiate acquisition of
astrocyte cell fate are not fully elucidated in hu-
mans and could not be analyzed. We further
analyzed a set of genes that gain H3K27me3
marks in P5K and P5W cells by comparing
them with reported H3K27me3 or PRC2 target
genes in undifferentiated hES cells (17). There
was a highly significant intersection of P5K-
specific H3K27me3-target genes with H3K27me3-
target genes, as well as PRC2-target genes in
ES cells (P < 2.6 × 10−264 and P < 1.7 × 10−219)
(Fig. 3G and table S4), whereas P5W-specific
H3K27me3-target genes have no significant in-
tersection. These data support our hypothesis
that the expression of K27M leads to a reset-
ting of neural precursors to a more primitive
stem cell state.
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Fig. 3. Genomewide analysis of
the K27M transformed NPCs.
(A) Hierarchical clustering of
microarray data from P5K cells,
xenograft-derived P5K cells, and
patient tumor samples bearing the
K27M or G34R/V mutations
(GSE34824) obtained from (1).
(B) Principal component analysis
(PCA) of microarray data obtained
from NPCs transduced with the
different H3.3 and oncogene
combinations. (C) RT-qPCR demon-
strates increased expression levels
of LIN28B, PLAG1, and PLAGL1 in
the P5K cells. Bars indicate means T

SEM (n = 4 to 6). (D) Boxplot shows
the expression levels of the genes
in patient tumor samples. (E to G)
The chromatin landscape of
transformed cells. P5K cells showed
a global decrease in H3K27me3,
but enrichment at the gene body or
promoter regions of select genes as
shown in representative profiles
[(E) H3K4me3 in red and H3K27me3
in blue]. (F) Levels of H3K4me3 and
H3K27me3 marks at the promoter
region (+1 kilobase to ~500 base
pairs) of the genes differentially
regulated by K27M. P values were
calculated by the Wilcoxon rank-
sum test. (G) Venn diagrams comparing genes that are marked by H3K27me3 or bound by PRC2. *P < 0.05; **P < 0.01; NS, not significant.
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To explore whether the hES-based tumor
model can be used for drug discovery, we per-
formed a chemical screen using a commercially
available small-molecule library of compounds
that target epigenetic regulators (n = 80), such as
BET bromodomain inhibitors, deacetylase and
demethylase inhibitors, including selective JMJD3
inhibitors (table S5 and the methods section of
supplementarymaterials). Green fluorescent pro-
tein (GFP)–labeled normal NPCs and RFP-labeled
P5K cellsweremixedand seededonto96-well plates.
Cells were then treated with each compound at
eight different concentrations for 6 days, and GFP
and RFP fluorescence was quantified by a plate
reader (Fig. 4A). The top hit was the menin
inhibitor MI-2 (18), which reduced survival of
P5K cells at submicromolar concentrations [me-
dian inhibitory concentration (IC50) = 155 nM]
but had no effect on normal NPCs (Fig. 4B, fig
S12A, and table S5). The effect of MI-2 on cell
survival was independent of the P5 combination
and was restricted to cells with the H3K27M
mutation (Fig. 4, C and D) (fig. S12, B to D).
shRNA-mediated silencing of the gene encoding
menin (MEN1) resulted in decreased prolifera-
tion of P5K but not P5W cells (Fig. 4E and fig.
S12, E to H). It also restored astrocytic differen-
tiation in P5K cells (fig. S12, I and J), which sug-
gests that a common mechanism underlies the
major transformation features, i.e., proliferation
and impaired differentiation.Menin is expressed
in undifferentiated hES cells and rosettes, but its

levels decrease in normal NPCs and astrocytes;
however, expression of the P5K combination in
NPCs increases menin transcription sixfold (fig
S13). Pontine injections of P5K cells transduced
with shRNA against menin resulted in signif-
icantly reduced tumor formation in mice (fig.
S14A). We also tested the impact of systemic
treatment with MI-2 on tumor growth in vivo.
To this end, we injected P5K cells transduced
with a luciferase vector in the brainstemof a large
group of mice (n = 26), monitored for tumor
development via bioluminescence imaging (BLI),
then started treatment with intraperitoneal in-
jections of MI-2. Control mice received tumor
cell injections in the brain but were treated with
dimethyl sulfoxide (DMSO) intraperitoneally. Af-
ter 4 weeks of drug treatment, the MI-2 group
demonstrated significantly smaller tumors by BLI
(P = 0.026) (Fig. 4F and fig. S14B) in comparison
with the DMSO group. We also live-sorted P5K
cells from mouse tumors and tested their re-
sponse to MI-2. The cells exhibited a decrease
in cell survival and proliferation and increased
apoptosis, similar to P5K cells that were never
injected in mice (fig. S15). P5K cells live-sorted
from mouse tumors also exhibited a decrease
in cell survival when LIN28B or PLAGL1 are si-
lenced (fig. S15H). Finally, we tested MI-2 on cell
cultures derived from a patient sample. Cells from
a human DIPG positive for the H3.3K27M mu-
tation showed a robust antiproliferative response
(Fig. 4G and fig. S16). Menin plays a tumor-

suppressor role in endocrine cancers but is highly
oncogenic inmixed lineage–associated leukemias
(19, 20). It is a member of the trithorax family
histonemethyltransferase complex but also inter-
acts with a wide range of proteins and is thought
to be involved in transcriptional regulation. Our
data suggest that it may be a potential therapeu-
tic target for pediatric gliomas harboring the
H3.3K27M mutation.
In summary, using hES cells as a platform to

model diffuse intrinsic gliomas, we demonstrate
a driver role of the H3.3K27M mutation in the
appropriate cell context and developmental win-
dow; the model also showed that the altered
chromatin landscape induced by H3K27M facil-
itates the reacquisition of an earlier developmen-
tal programwith subsequent activation of factors
crucial to reprogramming and oncogenesis, such
as the micro-RNA binding protein LIN28B (21).
A chemical screen identified the menin pathway
as a contributor to tumor maintenance, which
provides a potential opportunity for therapeutic
intervention.
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GENE EXPRESSION

Promoter architecture dictates
cell-to-cell variability in
gene expression
Daniel L. Jones,1* Robert C. Brewster,1,2* Rob Phillips1,2†

Variability in gene expression among genetically identical cells has emerged as a central
preoccupation in the study of gene regulation; however, a divide exists between the
predictions of molecular models of prokaryotic transcriptional regulation and genome-wide
experimental studies suggesting that this variability is indifferent to the underlying regulatory
architecture. We constructed a set of promoters in Escherichia coli in which promoter
strength, transcription factor binding strength, and transcription factor copy numbers are
systematically varied, and used messenger RNA (mRNA) fluorescence in situ hybridization to
observe how these changes affected variability in gene expression. Our parameter-free models
predicted the observed variability; hence, the molecular details of transcription dictate
variability in mRNA expression, and transcriptional noise is specifically tunable and thus
represents an evolutionarily accessible phenotypic parameter.

T
he single-molecule events underlying gene
expression, such as transcription factor
binding and unbinding or RNA polymerase
(RNAP) open complex formation, are inher-
ently stochastic—a stochasticity inherited by

gene expression itself. Over the past decade,
theorists have sought to elucidate how changes
in molecular kinetic parameters such as tran-
scription factor binding and unbinding rates
affect variability in expression (1, 2), whereas ex-
perimentalists have measured variability in gene
expression at both the mRNA and protein level in
prokaryotes and eukaryotes (3–6). Possible pheno-
typic consequences (4, 7–9) include the intrigu-
ing hypothesis that transcriptional noise may
increase the fitness of microbial populations by
providing phenotypic variability in a population
of genetically identical cells (10, 11).
Models of transcription hinge on the molec-

ular details of the promoter architecture (where
“promoter architecture” refers collectively to the
locations and strengths of transcription factor

and RNAP binding sites governing a particular
gene) and make quantitative predictions for the
dependence of the variability on these details.
For example, two extremely common promoter
architectures (12) are shown schematically in
Fig. 1A. Here, each rate parameter (r, kRoff , k

R
on,

and g) has a physical interpretation (Fig. 1B) as
an element that can be tuned independently by
genetic manipulation. The effect of promoter
architecture on mean levels of gene expression
is well established in prokaryotes, where thermo-
dynamic models successfully predict gene ex-
pression as a function of promoter architecture
(13–15). However, the associated predictions for
how transcriptional noise depends on these param-
eters remain untested in any systematic way. In
direct contrast to suchmodels, some high-throughput
experiments have culminated in the assertion
that the cell-to-cell variability in gene expression
is “universal,” dictated solely by the mean level of
expression and insensitive to the details of the
promoter driving the expression (3, 5, 6).
To confront this divide, we constructed a library

of synthetic promoters driving a LacZ reporter
inE. coli andmeasured the resultingmRNA copy
numberdistributionsusing single-moleculemRNA
fluorescence in situ hybridization (FISH) (16). Our

approach ensures that differences in promoter se-
quence between constructs have clear interpretations
in terms of the molecular parameters underlying
transcription (e.g., transcription factor unbinding
rate, basal transcription rate). This allows us to
directly compare predictions of models incorpo-
rating those parameters with experimentally ob-
served mRNA distributions, and hence to directly
link the molecular events underlying transcrip-
tion with observed variability in gene expression.
For the case of constitutive expression, shown

schematically in Fig. 1A, mRNA transcripts are
produced and degraded stochastically at rates r
and g, respectively, with constant probability per
unit time. It can be shown (17) that the resulting
steady-state mRNA copy number distribution is
given by a Poisson distribution with mean r/g.
In the following experimental results, we use
the Fano factor, defined as the variance divided
by the mean, to characterize variability in gene
expression. This metric reports the fold change
in the squared coefficient of variation (CV2 =
variance/mean2) with respect to a Poisson pro-
cess, for which CV2

Poisson = 1/mean; hence, CV2/
CV2

Poisson = variance/mean. Therefore, the pre-
dicted Fano factor for constitutive expression
equals 1 identically. However, this analysis is
incomplete: The schematics of Fig. 1A represent
the dynamics of the stochastic processes (tran-
scription factor binding and unbinding, mRNA
degradation, transcription initiation) that con-
tribute to so-called “intrinsic” variability in gene
expression, but do not account for the fact that
rate parameters such as the repressor binding rate
kRon and transcription rate r are themselves subject
to fluctuations due to cell-to-cell variability in
repressor and RNAP copy numbers, respectively.
Such effects, collectively termed “extrinsic variabil-
ity,” tend to increase the measured variability (18).
One important contribution to extrinsic noise

comes from variability in gene copy number due
to chromosome replication (Fig. 2A, bottom panel).
It can be shown (16) that the effect of gene copy
number variation on the variability in expression
is independent and additive to the variability pre-
dicted from transcriptional noise, such that

Fano ¼ 〈m2〉1 − 〈m〉21
〈m〉1

Transcription

þ f ð1 − f Þ
1þ f

〈m〉1

Gene copy number

ð1Þ

where 〈m〉1 is the mean mRNA copy number
from a single gene copy, and f is the fraction of
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the time a cell has two copies of the gene of
interest. The first term is simply the promoter
architecture–dependent Fano factor of a sin-

gle copy of a gene, whereas the second term
is the contribution due to gene copy number
variation.

To quantitatively test the predictions of the
model for constitutive expression, we measured
the mRNA copy number distribution using

1534 19 DECEMBER 2014 • VOL 346 ISSUE 6216 sciencemag.org SCIENCE

Fig. 2. Variability in gene expression for constitutive expression. (A)
Examples of additional noise sources (not accounted for in models of
chemical kinetics) present in expression measurements. (B) Fano factor
(gene copy number variation not subtracted) versus mean expression,
plotted for each of 18 constitutive promoters along with estimates of the
contributions shown schematically in (A). These factors can account for
essentially the entirety of the deviation from Fano = 1. (C) Measured Fano

factor for various promoters under constitutive expression, with gene copy
number variation subtracted. For reference, the predictions of pure Poissonian
production (black solid line) and the “universal noise” curve observed in (5)
(red dashed) theories are shown. In (B) and (C), each strain is represented
by a unique symbol, and each instance represents repeated measurements
with error bars from bootstrap sampling expression measurements of indi-
vidual cells.

Fig. 1. Schematics of the kinetics of tran-
scription for two simple regulatory architec-
tures. (A) Theoretical treatment of two common
promoter architectures and the predicted
expression (both mean and variability) as a
function of the relevant rate parameters. (B)
Examples of the experimental knobs available
for tuning the various model rate parameters:
Basal transcription rate r is tuned by RNAP copy
number and RNAP binding site affinity (left);
repressor binding rate kRon is tuned by repressor
copy number (center); and repressor unbinding
rate kRoff is tuned by its binding site affinity
(right).
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mRNA FISH for 18 unique constitutive pro-
moters (19). In Fig. 2B, we plot the Fano factor
versus mean expression for each of this set of
promoters (see fig. S9 for full mRNA copy num-
ber distributions for each promoter). The solid
black line is the prediction resulting from con-
sideration of intrinsic noise alone. The shaded
regions represent the effects of what we believe
are the three most important additional sources
of noise (16). The green shaded region, quanti-
zation error, is the variability introduced by our
measurement and analysis process. The red
shaded region covers the expected contribution
from cell-to-cell differences in RNAP copy num-
ber; the blue region is the expected contribution
from gene copy number variation. Note that the
red shaded region is an indirect estimate based
on literature sources, whereas the blue and green
regions are supported by direct measurements
(16). The data and theoretical predictions are in
good accord, implying that the dynamics of con-
stitutive transcription are Poissonian with some
additional extrinsic noise. In Fig. 2C, we plot
the Fano factor minus the predicted gene copy
number contribution and observe a quantitative
disagreement between the measured noise in
expression and the prediction of the “universal”
noise model as reported in (5). But to conclu-
sively demonstrate the architecture dependence
of the variability, we need to look at alternative
regulatory architectures.

To that end, we consider an architecture in
which transcription can be blocked by a repressor
transcription factor. As shown in Fig. 1A, the
promoter transitions from the transcription-
ally active (repressor unbound) to inactive state
(repressor bound) at rate kRon, and from the
inactive to active state at rate kRoff . The predicted
mean expression and Fano factor depend on
each of these rates (Fig. 1A, right half); we can
tune kRon by changing the concentration of rep-
ressor in the cell, and can tune kRoff by changing
the repressor binding site sequence. Note that
the predicted relationship between the mean
and the Fano factor has a characteristic form
depending on which of these rates is being tuned
(Fig. 3, A and B, dashed lines).
To test the predicted effect of changing kRon, we

took two of the constitutive promoters described
above and placed them under simple repression
via a LacI Oid binding site immediately down-
stream of the promoter (16). The difference in
transcription rate for the two constructs is re-
flected in different values of r/g. At the same
time, we introduced into our cells a genetic cir-
cuit enabling inducible control of LacI expres-
sion, effectively permitting systematic changes
in repressor number. In Fig. 3A, we plot the
measured Fano factor as a function of the mean
expression over LacI concentrations ranging
from ~0 to 50 LacI molecules per cell, for both
promoters. In addition, we plot the zero-free-

parameter theoretical prediction for the Fano
factor as a function of mean using the measured
value of r/g from the constitutive data and the
LacI unbinding rate from (20).
Similarly, we vary kRoff by altering the se-

quence of the LacI binding site. Holding the
RNAP binding site constant (and thus r/g con-
stant), we created constructs corresponding to
four different LacI binding sites (16). At constant
repressor concentration (i.e., constant kRon), tuning
mean expression by altering kRoff is predicted to
yield a characteristic curve, whereas different
repressor concentrations (and hence kRon values)
correspond to distinct instances of this curve. In
Fig. 3B, we plot the Fano factor resulting from
changing kRoff at each of three different rep-
ressor concentrations. We find agreement in the
trends between theory and experiment, although
this agreement is less good than in the case of
tuning kRon. One possible explanation [reported
in (20)] is that changing transcription factor–
DNA binding affinity affects the transcription
factor–DNA association rate kRon as well as the dis-
sociation rate kRoff , contrary to our assumption that
kRon is constant along each curve in Fig. 3B. How-
ever, the most important outcome of this set of
measurements is a demonstration of the qualita-
tively distinct variability profile when a different
set of transcriptional parameters are controlled,
illustrating once again the systematic depen-
dence of variability on promoter architecture.
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Fig. 3. Variability in gene expression for systematic tuning of repres-
sion. (A) Fano factor versus mean mRNA copy number for two promoters
(choices of r/g) while tuning kRon by inducing LacI to varying levels. For
reference, the black data are the constitutive data from Fig. 2. (B) Fano
factor versus mean mRNA copy number for lacUV5 while tuning kRoff by
changing repressor binding site identity at fixed repressor copy number;
each color represents a different induction condition from red (lowest
LacI induction) to blue (highest LacI induction). For both (A) and (B), the

parameter-free predictions from kinetic theory are shown as dashed lines
in the corresponding color, holding promoter (r/g) and (A) repressor
binding strength (kRoff) or (B) repressor binding rate (kRoff) constant. In
both cases, the Fano factor at a given mean depends on the choice of
molecular parameters and agrees with the expectations from theory. The
effect of gene copy number variation was subtracted from all data points;
error bars result from bootstrap sampling expression measurements of
individual cells.
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We have shown that transcriptional noise is
well predicted by molecularly detailed models
for the two most common promoter architec-
tures in E. coli as the various genetic knobs are
tuned. This agreement is not the result of fitting
theory curves to data, because the predicted curves
are generated using physical parameter values
reported elsewhere in the literature and in that
sense are zero-parameter predictions. Earlier re-
ports of “bursty” transcription (5, 21) are based
on the observation that the Fano factor is greater
than 1 for constitutive mRNA production (as well
as direct kinetic measurements). Various explan-
atory hypotheses have been proposed, including
transcriptional silencing via DNA condensa-
tion by nucleoid proteins (22), negative supercoil-
ing induced by transcription, or the formation
of long-lived “dead-end” initiation complexes
(23). Although our data do not rule out these
hypotheses, we find that extrinsic noise is suf-
ficient to explain the deviation from Fano = 1 in
our constitutive expression data (Fig. 2B). Thus,
we find no need to invoke alternative hypothe-
ses to explain the observed “burstiness” of con-
stitutive transcription.
Many interesting earlier experiments make

it difficult to interpret differences between pro-
moters and induction conditions in terms of
distinct physical parameters because of the wide
variety of promoter architectures in play as well
as the diverse mechanisms of induction. We have
instead taken a “synthetic biology” approach of
building promoters from the ground up. By di-
rectly controlling aspects of the promoter archi-
tecture, our goal has been to directly relate changes
in promoter architecture to changes in observed
gene expression variability. We believe that this
work has demonstrated that mutations in reg-
ulatory DNA can alter gene expression noise. This
suggests that gene expression noise may be a
tunable property subject to evolutionary selec-
tion pressure, as mutations in regulatory DNA
could provide greater fitness by increasing (or
decreasing) variability. Demonstrating the rele-
vance of this hypothesis in natural environments
remains an ongoing challenge.

REFERENCES AND NOTES

1. J. Paulsson, M. Ehrenberg, Phys. Rev. Lett. 84, 5447–5450
(2000).

2. A. Sanchez, H. G. Garcia, D. Jones, R. Phillips, J. Kondev,
PLOS Comput. Biol. 7, e1001100 (2011).

3. Y. Taniguchi et al., Science 329, 533–538 (2010).
4. W. J. Blake et al., Mol. Cell 24, 853–865 (2006).
5. L. H. So et al., Nat. Genet. 43, 554–560 (2011).
6. H. Salman et al., Phys. Rev. Lett. 108, 238105 (2012).
7. H. Maamar, A. Raj, D. Dubnau, Science 317, 526–529

(2007).
8. A. Eldar, M. B. Elowitz, Nature 467, 167–173 (2010).
9. G. M. Süel, R. P. Kulkarni, J. Dworkin, J. Garcia-Ojalvo,

M. B. Elowitz, Science 315, 1716–1719 (2007).
10. M. Thattai, A. van Oudenaarden, Genetics 167, 523–530

(2004).
11. E. Kussell, S. Leibler, Science 309, 2075–2078 (2005).
12. H. Salgado et al., Nucleic Acids Res. 41, D203–D213

(2013).
13. L. Bintu et al., Curr. Opin. Genet. Dev. 15, 125–135

(2005).
14. T. Kuhlman, Z. Zhang, M. H. Saier Jr., T. Hwa, Proc. Natl. Acad.

Sci. U.S.A. 104, 6043–6048 (2007).
15. J. M. Vilar, S. Leibler, J. Mol. Biol. 331, 981–989 (2003).

16. See supplementary materials on Science Online.
17. A. Sánchez, J. Kondev, Proc. Natl. Acad. Sci. U.S.A. 105,

5081–5086 (2008).
18. P. S. Swain, M. B. Elowitz, E. D. Siggia, Proc. Natl. Acad.

Sci. U.S.A. 99, 12795–12800 (2002).
19. R. C. Brewster, D. L. Jones, R. Phillips, PLOS Comput. Biol. 8,

e1002811 (2012).
20. P. Hammar et al., Science 336, 1595–1598 (2012).
21. I. Golding, J. Paulsson, S. M. Zawilski, E. C. Cox, Cell 123,

1025–1036 (2005).
22. A. Sanchez, S. Choubey, J. Kondev, Annu. Rev. Biophys. 42,

469–491 (2013).
23. N. Mitarai, I. B. Dodd, M. T. Crooks, K. Sneppen, PLOS Comput.

Biol. 4, e1000109 (2008).

ACKNOWLEDGMENTS

We thank H. J. Lee, C. Wiggins, Y. Lin, X. Zhu, F. Weinert,
M. Rydenfelt, R. Milo, H. Garcia, N. Belliveau, and J. Sheung for

useful discussions. Supported by NIH grants DP1 OD000217
(Directors Pioneer Award), R01 GM085286, and 1 U54 CA143869
(Northwestern PSOC Center); La Fondation Pierre Gilles de
Gennes (R.P.); and the Donna and Benjamin M. Rosen Center
for Bioengineering at Caltech (D.L.J.). Raw microscopy image
data are archived in the Phillips laboratory at Caltech and
are available upon request.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/346/6216/1533/suppl/DC1
Materials and Methods
Supplementary Text
Figs. S1 to S11
Tables S1 to S3
References (24–32)

28 April 2014; accepted 4 November 2014
10.1126/science.1255301

IMMUNE TOLERANCE

Detection of self-reactive CD8+

T cells with an anergic phenotype
in healthy individuals
Yuka Maeda,1 Hiroyoshi Nishikawa,1* Daisuke Sugiyama,1 Danbee Ha,1

Masahide Hamaguchi,1 Takuro Saito,1 Megumi Nishioka,1,2 James B. Wing,1

Dennis Adeegbe,1 Ichiro Katayama,2 Shimon Sakaguchi1*

Immunological tolerance to self requires naturally occurring regulatory T (Treg) cells. Yet
how they stably control autoimmune Tcells remains obscure. Here, we show that Treg cells
can render self-reactive human CD8+ T cells anergic (i.e., hypoproliferative and cytokine
hypoproducing upon antigen restimulation) in vitro, likely by controlling the costimulatory
function of antigen-presenting cells. Anergic T cells were naïve in phenotype, lower than
activated T cells in T cell receptor affinity for cognate antigen, and expressed several
coinhibitory molecules, including cytotoxic T lymphocyte–associated antigen-4 (CTLA-4).
Using these criteria, we detected in healthy individuals anergic T cells reactive with a skin
antigen targeted in the autoimmune disease vitiligo. Collectively, our results suggest that
Treg cell–mediated induction of anergy in autoimmune T cells is important for maintaining
self-tolerance.

N
aturally occurring CD25+CD4+ regulatory T
(Treg) cells, which specifically express the
transcription factor FoxP3, actively main-
tain immunological self-tolerance and ho-
meostasis (1). Developmental or functional

anomalies of natural Treg cells can cause auto-
immune diseases (such as type I diabetes), aller-
gy, and immunopathological diseases (such as
inflammatory bowel disease) (1). How Treg cells
effectively control potentially hazardous self-
reactive T cells in humans remains an open ques-
tion. In particular, it is unknown whether Treg
cell–mediated suppression for a limited period
has a critical long-lasting effect on cell fate and an-
tigen reactivity of autoimmune T cells.
To address this issue, we examined proliferation,

cytokine production, and cell fate of antigen-

specific CD8+ T cells in peripheral blood mono-
nuclear cells (PBMCs) from healthy individuals
stimulated in vitro with self-antigen peptide in the
presence or absence of natural FoxP3+CD25+CD4+

Treg cells. Melan-A (also known as MART-1) used
in the experiments is a self-antigen expressed by
normal melanocytes and some melanoma cells
and targeted in vitiligo vulgaris, an autoimmune
disease of the skin (2–5). In the absence of Treg
cells, Melan-A–specific CD8+ T cells [detectable
by major histocompatibility complex (MHC) tetra-
mers and peptide tetramers] expanded over 10
days from very few cells to a sizable fraction
when cultured with peptide-pulsed autologous
antigen-presenting cells (APCs) (Fig. 1A) (6). Nat-
ural Treg cells, which appeared to be activated by
endogenous self-peptides and class II MHC on
autologous APCs (7–9), suppressed the expansion
of Melan-A tetramer–positive (Tet+) CD8+ T cells
in a dose-dependent manner. Similar stimulation
with irrelevant peptide NY-ESO-1, another self-
and tumor antigen, failed to induce Melan-
ATet+CD8+ T cells. In cultures containing Treg cells,
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we noted an accumulation of Tet+CD8+ T cells
that had divided once and then stopped further
proliferation. This proliferation-aborted popula-
tion increased in ratio, whereas the population
under multiple cell divisions reciprocally de-
creased, in proportion to the number of added
Treg cells. The proliferation-aborted cells had sig-
nificantly lower tetramer staining intensity than
the cells that had vigorously proliferated in the
absence of Treg cells (peak a versus b in Fig. 1A,
Fig. 1B, and fig. S1). The staining intensity of T cell
receptor–ab (TCR–ab) chains was equivalent in
both populations, which indicated that the lower
tetramer staining intensity was not due to down-
modulation of TCR but to lower TCR affinity for
the Melan-A peptide, as supported by significantly
lower ratios of tetramer versus TCR-ab staining

intensities (Fig. 1C). Functionally, they produced
reduced levels of cytokines such as interferon-g
(IFN-g), tumor necrosis factor–a (TNF-a), and in-
terleukin 2 (IL-2) (Fig. 1, D and E), despite the addi-
tion of exogenous IL-2 to maintain cultured T cells.
Furthermore, upon secondary stimulation, they re-
mained hypoproliferative and produced very low
amounts of cytokines (fig. S2). Thus, antigenic stim-
ulation under Treg cell–mediated suppression al-
lows responder T cells with relatively low affinity
TCRs for a self-antigen to divide once but prevents
their further proliferation, which drives them into
a profoundly and stably hypoproliferative and
cytokine-hypoproducing state, which can be im-
munologically defined as “anergy” (10–13).
In contrast with anti–Melan-A responses, CD8+

T cells from the same donor, who had detectable

serum anticytomegalovirus (CMV) immunoglobu-
lin G (IgG) antibody, had CMV peptide–specific T
cells with a memory phenotype (fig. S3, A to D).
CMV-specific CD8+ T cells, whether they were in a
naïve or memory cell fraction, vigorously prolif-
erated and produced inflammatory cytokines even
at a high Treg-to-responder T cell ratio, with no
significant differences in CMV tetramer staining
intensity among CD8+ T cells proliferating in the
presence or absence of Treg cells (fig. S3, E to H).
However, high numbers of Treg cells completely
inhibited the proliferation of polyclonally activated
naïve CD8+ T cells without allowing a single cell
division (fig. S4). The nondividing CD8+ T cells
proliferated as actively as nonsuppressed cells upon
restimulation after removal of Treg cells.
Collectively, Treg-cell dosage, the immunologi-

cal states of responder T cells (e.g., in a naïve or
memory state), and their TCR affinity for cognate
antigen contribute to Treg cell–mediated induc-
tion of anergy. This is an active process and dif-
fers from a mere naïve nonproliferative state.
Microarray gene expression analysis revealed

that activated or anergic Tet+CD8+ T cells or
Tet–CD8+ T cells obtained from Treg-absent or
-present cell cultures were substantially different
in gene expression profiles (Fig. 2A). As the most
striking differences, the transcription of CTLA4,
encoding the coinhibitory molecule CTLA-4 (14),
was significantly up-regulated, whereas BCL2, en-
coding the apoptosis-inhibiting molecule B cell
lymphoma-2 (BCL-2) (15), was down-regulated in
anergic CD8+ T cells, as confirmed by quantita-
tive reverse transcription polymerase chain reac-
tion (RT-PCR) (Fig. 2B). There were no significant
differences in the expression of PDCD1 encoding
the coinhibitory molecule PD-1; the genes en-
coding the anergy-related molecules GRAIL,
CBL-B, and EGR-2 (16–19); BAT3, TBX21, and
EOMES, putative markers for exhausted CD8+ T
cells (20, 21); and p27KIP1, a cyclin-dependent
kinase inhibitor. Anergic CD8+ T cells did not
express FoxP3 (Fig. 2B and fig. S5A). The ma-
jority (>90%) of anergic CD8+ T cells expressed
both CTLA-4 and the chemokine receptor CCR7,
which differed from the phenotype of activated
or naïve CD8+ T cells (Fig. 2, C and D, and fig.
S5, B to D) (22, 23). Functionally, during secondary
stimulation of anergic Tet+CD8+ T cells with
Melan-A peptide–pulsed APCs after removal of
Treg cells, antibody blockade of CTLA-4 and
PD-1 at doses enhancing cytokine production by
activated conventional T cells failed to rescue
proliferation resistance or cytokine hypoproduc-
tion of anergic CD8+ T cells (fig. S5E) (24).
Addition of a high dose of IL-2 induced apoptosis
in restimulated Tet+CD8+ T cells rather than
abrogating their hyporesponsiveness. Nevertheless,
anergic CD8+ T cells were not in the process of
immediate apoptosis (fig. S6), despite their lower
BCL2 expression than activated T cells (Fig. 2B).
Thus, anergic CD8+ T cells induced by Treg cell–
mediated suppression are distinct from activated
or naïve T cells in gene and protein expression
profiles. They also appear to be different from
“exhausted” CD8+ T cells, which develop as PD-1+

hypoproliferative and cytokine-hypoproducing cells
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Fig. 1. Natural Treg cells render low-affinity self-reactive CD8+ T cells anergic upon antigen
stimulation. (A) Melan-A–specific CD8+ Tcell induction. CFSE-labeled CD8+ Tcells of HLA-A*0201+ healthy
individuals were stimulated by T cell–depleted, g-irradiated, and Melan-A26-35 peptide–pulsed APCs with
graded numbers of CD25highCD4+ Treg cells for 10 days (6). Dotted lines mean Tet–CD8+ cells showing no
CFSE dilution. Control tet: NY-ESO-1157-165/HLA-A*0201 tetramer. Teff refers to CD8+ effector T cells. (B) Tet,
TCR-ab, and CD8 staining of Tet+CD8+ T cells. Results in (A) and (B) are representative of 10 independent
experiments. (C) Relative tetramer staining intensities, calculated asmean fluorescence intensity (MFI) of Tet/
MFI of TCR-ab staining of Tet+CD8+ T cells (n = 5). (D and E) Cytokine production of Tet+CD8+ T cells by
intracellular staining (D) and enzyme-linked immunosorbent assay (E) (6). Representative result of three
independent experiments.The labels a and b in (B) to (E) mean the cell accumulations like a or b in (A). Error
bars indicate means T SEM.The significance was assessed by Student’s two-tailed paired t test.
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in chronic viral infections and in tumor tissues,
because exhausted CD8+ T cells are reportedly
CCR7–, CD45RA–, and BAT3+, and their exhaus-
tion can be rescued by a PD-1–blocking antibody
(21, 24–26).
Treg cells suppress the activation and/or pro-

liferation of responder T cells (27), at least in
part, by down-regulating the expression of the
costimulatory molecules CD80 and CD86 on APCs
(fig. S7A) (28, 29). To determine whether low ex-
pression or down-modulation of CD80 and CD86
on dendritic cells (DCs) was responsible for the
induction of antigen-specific anergic CD8+ T cells,
we stimulated carboxyfluorescein succinimidyl
ester (CFSE)–labeled CD8+ T cells with autologous
immature or mature DCs pulsed with Melan-A

peptide in the presence of graded amounts
of CTLA-4–immunoglobulin (CTLA-4Ig), which
blocked CD80 and CD86 (fig. S7B) (30). In con-
trast to the vigorous proliferation of Tet+CD8+ T
cells cultured with mature DCs, the majority of
Tet+CD8+ T cells generated with immature
DCs, and some with mature DCs with a high
dose (100 mg/ml) of CTLA-4Ig, were proliferation-
aborted after one cell division (Fig. 3A). The
proliferation-aborted T cells (peaks c and d in Fig.
3A) were lower than proliferating T cells in Melan-
A tetramer staining intensity (Fig. 3B), and high-
ly expressed CTLA-4 and CCR7 (fig. S7, C and D);
they formed a discrete CTLA-4/CCR7 double-
positive population (Fig. 3C and fig. S7E). They
produced significantly lower amounts of IFN-g,

TNF-a, and IL-2 compared with Tet+CD8+ cells,
having proliferated in culture with mature DCs
(fig. S7F). Similar to peptide stimulation, polyclonal
antibody against CD3-specific monoclonal anti-
body (mAb) stimulation of CTLA4– naïve CD8+ T
cells in the presence of CTLA-4Ig produced cells
that were proliferation-aborted after one cell di-
vision (fig. S8A). Notably, increasing CTLA-4Ig
dose proportionally intensified CTLA-4 expres-
sion by the aborted cells, while stably maintaining
their high CCR7 expression (fig. S8, A and B).
Taken together, antigen presentation with low
CD80 and CD86 costimulation is able to drive
CD8+ T cells to differentiate into CTLA-4+CCR7+

anergic cells. DCs with moderate CD80 and
CD86 reduction can concurrently generate both
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activated T cells and anergic T cells, in part, de-
pending on TCR affinity.
The above in vitro findings prompted us to ask

whether healthy individuals harbored such aner-
gic self-reactiveCD8+T cells. Direct ex vivo staining
ofCD8+T cells in PBMCsof healthydonors (n= 10)
for Melan-A peptide and MHC tetramer, with
CD8+ T cells from vitiligo patients (n = 10) as a
positive control, revealed that a small number of
Tet+CD8+ T cells were indeed present in healthy
individuals and constituted ~0.03% of CD8+ T
cells in PBMCs, which contrasted with high per-
centages (~0.1%) in vitiligo patients (Fig. 4, A and
B) (6). Two-thirds of the former had a naïve

(CCR7+CD45RA+) phenotype, whereas the majo-
rity of the latter had an effector or memory
phenotype (Fig. 4C and fig. S9A) (4, 5). The
Tet+CD8+ T cells from healthy individuals had
significantly lower tetramer staining intensity
than those from vitiligo patients (Fig. 4, D and E).
They expressed CTLA-4 at higher levels than
Tet+CD8+ T cells from vitiligo patients or
Tet–CD8+ T cells from healthy individuals, or ac-
tivated CD8+T or natural Treg cells (Fig. 4F and fig.
S9, B toD), and~90%of theTet+CD45RA+CD8+ cells
were double positive for CTLA-4 and CCR7 (Fig.
4G and fig. S9B). Functionally, Tet+CD8+ T cells
directly prepared from healthy donors scarcely

produced IFN-g, TNF-a, or IL-2, contrasting
with active cytokine production by naïve Tet–

CD8+ T cells (Fig. 4H) orMelan-A–specific CD8+ T
cells from vitiligo patients (4, 31).
To determine further the function of these an-

ergic T cells, we cocultured CTLA-4+ and CTLA-4–

fractions of naïve (CCR7+CD45RA+) CD8+ T cells
from healthy individuals and assessed the prolif-
erative activity of Tet+CD8+ T cells present in each
fraction (Fig. 4I). The CTLA-4+ fraction, which
constituted less than 10% of naïve CD8+ T cells in
healthy donors, contained the majority (~95%)
of Melan-A Tet+CD8+ T cells before stimulation
(Fig. 4, I to K). These CTLA-4+Tet+ cells were
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healthy donor (HD) and a vitiligo patient. (B) Percentages of Tet+CD8+ T cells
in HDs and vitiligo patients (n = 10). (C) CCR7 and CD45RA expression by
Tet+CD8+ T cells in an HD and a vitiligo patient. (D) Tet, TCR-ab, and CD8
staining intensity of Tet+CD8+ T cells in an HD and a vitiligo patient. (E)
Ratios of MFI of tetramer staining to MFI of TCR-ab staining in Tet+CD8+ T
cells in HDs and vitiligo patients (n = 4 each). (F) Expression of cell surface
molecules by Tet+ or Tet–CD8+ T cells in a representative HD and a vitiligo
patient. (G) Representative staining for CTLA-4 and CCR7 of Tet+ or Tet–

cells in CD45RA+CD8+ T cells of an HD. Data shown in (A), (C), (D), (F),
and (G) are representative of four independent experiments. (H) Cytokine
production by Tet+CD8+ T cells in HDs assessed by intracellular staining
with CCR7+CD45RA+Tet–CD8+ T cells as control. Data summarize four
independent experiments. (I) Proliferation and cytokine production of
CTLA-4+ or CTLA-4– naïve CD8+ Tcells in HDs. CCR7+CD45RA+CD8+ Tcells

from HD PBMCs were further separated into CTLA-4+ and CTLA-4– cells,
labeled with Cell Trace Violet (CTV) or CFSE, respectively, mixed at a 1:1 ratio,
stimulated with Melan-A26-35 peptide–pulsed APCs for 10 days (top) or CD3/
CD28-specific mAb for 5 days (bottom), and assessed for proliferation by
CTV or CFSE dilution (red and blue, respectively) (6). Numbers in right two
figures represent the numbers of cells in each cell fraction. SSC, side scatter.
(J) Representative tetramer staining of the cell mixtures before (Pre) and
after (Post) Melan-A26-35 peptide stimulation for 10 days. Numbers represent
percentages of Tet+CD8+ cells in the CTLA-4+ or CTLA-4– fraction (red and
blue, respectively). (K) Percentages of Tet+CD8+ Tcells in the CTLA-4+ (red)
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(Post) cell culture as shown in (I) and (J). (L) BCL2 mRNA expression of
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measured by quantitative real-time PCR. Data in (I) to (L) are representative
of at least three independent experiments. Error bars indicate means T SEM.
The significance was assessed by Student’s two-tailed paired t test.
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hypoproliferative, low in BCL2 expression, and
prone to die upon Melan-A stimulation (Fig. 4, I
to L). In contrast, the CTLA-4– fraction, which
initially contained fewer than 5% of total Tet+CD8+

T cells, gave rise to proliferating Tet+CD8+ T cells,
which made up ~95% of total Tet+CD8+ T cells
after stimulation (Fig. 4, I to K). In addition,
polyclonal stimulation of the cell mixtures with
CD3-specific andCD28-specificmAb revealed that
the CTLA-4+ fraction as a whole was hypoprolifer-
ative (Fig. 4I) and cytokine hypoproducing (fig.
S9E), in contrast with active proliferation and
cytokine production of the CTLA-4– fraction.
These results collectively indicate that healthy

individuals harbor at least two distinct popula-
tions of self-reactive CD8+ T cells: one that is func-
tionally anergic and expresses CTLA-4 and CCR7
and another that is CTLA-4– andnaïve in function
and phenotype. The latter, especially those with
high-affinity TCRs, may become activated and ex-
pand upon self-antigen stimulation in the absence
or reduction of natural Treg cells, as shown in
Fig. 1A.
Thus, anergic self-reactive T cells, which are phe-

notypically distinct from other T cells, are physio-
logically present in the immune system. They
appear to be generated, at least in part, as a result
of Treg-mediated suppression, which can deter-
mine cell fate of responder T cells (i.e., activated,
anergic, or ignorant) upon antigenic stimulation,
depending on the number and suppressive activ-
ity of Treg cells, the TCR affinity and differentia-
tion states of responder T cells, and the condition
of APCs. This Treg-dependent switching of re-

sponderT cell fate canbeakey target in controlling
autoimmunity and tumor immunity, as illustrated
by our analysis of Melan-A–specific immune re-
sponses, as well as a variety of other physiological
and pathological immune responses.

REFERENCES AND NOTES

1. S. Sakaguchi, Nat. Immunol. 6, 345–352 (2005).
2. P. G. Coulie et al., J. Exp. Med. 180, 35–42 (1994).
3. Y. Kawakami et al., Proc. Natl. Acad. Sci. U.S.A. 91, 6458–6462

(1994).
4. G. S. Ogg, P. Rod Dunbar, P. Romero, J. L. Chen, V. Cerundolo,

J. Exp. Med. 188, 1203–1208 (1998).
5. M. J. Pittet et al., J. Exp. Med. 190, 705–716 (1999).
6. Materials and methods are available as supplementary

materials on Science Online.
7. M. Itoh et al., J. Immunol. 162, 5317–5326 (1999).
8. C. S. Hsieh, H. M. Lee, C. W. Lio, Nat. Rev. Immunol. 12,

157–167 (2012).
9. T. Yamaguchi et al., Proc. Natl. Acad. Sci. U.S.A. 110,

E2116–E2125 (2013).
10. M. K. Jenkins, R. H. Schwartz, J. Exp. Med. 165, 302–319

(1987).
11. R. H. Schwartz, Annu. Rev. Immunol. 21, 305–334

(2003).
12. F. Macián, S. H. Im, F. J. García-Cózar, A. Rao, Curr. Opin.

Immunol. 16, 209–216 (2004).
13. A. D. Wells, J. Immunol. 182, 7331–7341 (2009).
14. A. H. Sharpe, G. J. Freeman, Nat. Rev. Immunol. 2, 116–126

(2002).
15. P. E. Czabotar, G. Lessene, A. Strasser, J. M. Adams, Nat. Rev.

Mol. Cell Biol. 15, 49–63 (2014).
16. N. Anandasabapathy et al., Immunity 18, 535–547

(2003).
17. M. S. Jeon et al., Immunity 21, 167–177 (2004).
18. D. L. Mueller, Nat. Immunol. 5, 883–890 (2004).
19. Y. Zheng, Y. Zha, G. Driessens, F. Locke, T. F. Gajewski,

J. Exp. Med. 209, 2157–2163 (2012).
20. M. A. Paley et al., Science 338, 1220–1225 (2012).
21. M. Rangachari et al., Nat. Med. 18, 1394–1400 (2012).

22. F. Sallusto, D. Lenig, R. Förster, M. Lipp, A. Lanzavecchia,
Nature 401, 708–712 (1999).

23. M. A. Williams, M. J. Bevan, Annu. Rev. Immunol. 25, 171–192
(2007).

24. D. L. Barber et al., Nature 439, 682–687 (2006).
25. S. D. Blackburn et al., Nat. Immunol. 10, 29–37 (2009).
26. E. J. Wherry, Nat. Immunol. 12, 492–499 (2011).
27. E. M. Shevach, Immunity 30, 636–645 (2009).
28. K. Wing et al., Science 322, 271–275 (2008).
29. O. S. Qureshi et al., Science 332, 600–603 (2011).
30. J. A. Bluestone, E. W. St. Clair, L. A. Turka, Immunity 24,

233–238 (2006).
31. K. S. Lang et al., J. Invest. Dermatol. 116, 891–897

(2001).

ACKNOWLEDGMENTS

We thank Y. Tada, K. Teshima, and Y. Funabiki for technical
assistance. The data presented in this paper are tabulated in the
main paper and in the supplementary materials. Microarray data
are deposited in GSE63129. This study was supported by Grants-
in-Aid for Specially Promoted Research (to S.S., no. 20002007)
and for Scientific Research (i) (to S.S., no. 26253030) and (ii) (to
H.N., no. 23300354 and 26290054) from the Ministry of
Education, Culture, Sports, Science, and Technology of Japan; Core
Research for Evolutional Science and Technology (CREST) from
Japan Science and Technology Agency (to S.S.); Health and Labor
Sciences Research Grants, Research on Applying Health
Technology (H24-Clinical Cancer Research-general-006 to H.N.)
from the Ministry of Health, Labor, and Welfare, Japan, the Cancer
Research Institute CLIP grant to H.N. All authors have no
competing financial interest.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/346/6216/1536/suppl/DC1
Materials and Methods
Supplemental Text
Figs. S1 to S9
References (32–37)

21 October 2014; accepted 20 November 2014
10.1126/science.aaa1292

1540 19 DECEMBER 2014 • VOL 346 ISSUE 6216 sciencemag.org SCIENCE

RESEARCH | REPORTS



PNAS
www.pnas.org

CALL FOR

Genome Sciences
Papers PNAS is committed to bringing you high-impact,

cutting-edge research in genome sciences. We

encourage you to submit your noteworthy genome

sciences papers, particularly those that will create

discussion among our broad readership. The increasingly

interdisciplinary nature of scientific research underscores

the value of publishing in PNAS and is reflected in our

high citation rates.

We invite you to submit your outstanding, original research articles in genome sciences at

www.pnascentral.org



northeastern.edu

Northeastern University is an Equal Opportunity, Affirmative Action Educational Institution and Employer, and Title IX University. Northeastern University
particularly welcomes applications from minorities, women, and persons with disabilities. Northeastern University is an E-Verify Employer.

Northeastern University, a global, experiential,

research university, seeks an enterprising and

energetic leader for the position of

Provost and Senior Vice President for Academic Affairs.

Northeastern University has retained the services of Isaacson, Miller to assist with this search. Nominations, applications, and inquiries should be sent
in confidence to: John Isaacson, Chair, Heather Brome, Senior Associate; Isaacson Miller, Inc., 263 Summer Street, 7th Floor, Boston, MA 02210.

To apply, please visit www.imsearch.com/5169

Northeastern is a university on the
move. Since 2006, it has hired 442
new tenure-line faculty and will add
200 more by fall 2017. Over the past
eight years, external research funding
has more than doubled, and today the
university is home to eight national
research centers. Construction
is currently under way for a new
220,000-square-foot Interdisciplinary
Science and Engineering Complex.

The world’s recognized leader in
cooperative education—the integration
of classroom study with professional
experience—Northeastern’s undergrad-
uate enterprise has never been stronger.

The university continues to receive a
record-breaking number of applications
each year, and the mean two-part SAT
score of this year’s freshman class is
1413. Students now have opportunities
to work, study, and conduct research in
128 countries.

Today, Northeastern is a top-ranked
national university with a focus on inno-
vation in higher education. In addition
to its main campus in Boston, regional
campuses in Charlotte and Seattle
(and in Silicon Valley this January)
form the basis of a new Global Net-
work designed to expand the reach of
Northeastern’s education and research.

The university’s finances are strong, its
location is highly attractive for students
and faculty alike, and it possesses the
space for continued growth. Above
all, Northeastern has the leadership,
momentum, and ambition to maintain
its impressive trajectory.

Working closely with the president
and a highly collaborative senior leader-
ship team, Northeastern’s next provost
will leverage the university’s energy and
lead the deans and faculty, as well as
Northeastern’s academic programs and
distinctive learning model, to the fore-
front of global higher education.



The highest fidelity amplification available

1 PCR-based mutation screening in lacZ (NEB), lacI (Agilent) or rpsL (Life)

2 Due to the very low frequency of misincorporation events being measured,

the error rate of high-fidelity enzymes like Q5 is difficult to measure in a

statistically significant manner. Although measurements from assays done

side-by-side with Taq yield Q5 fidelity values from 100-200 X Taq, we

report “>100X Taq” as a conservative value.
3 Takagi et al (1997) Appl. Env. Microbiol. 63, 4504-4510.

10

20

30

40

50

>100
1,2

>50
1,2

26
1

20
1

19
1

6
1

4
3

60

90

100

70

80

0

Q
5

F
id
el
it
y
(x

Ta
q
)

P
hu
si
on
Æ

A
cc
uP
ri
m
e
ô

Pfx

Pfu
U
ltr
a
ô
II

Fu
si
on
H
S

Pfu
U
ltr
a

P
la
tin
um

Æ

Ta
q
H
iF
i K

O
D

Fidelity
amplified.
Q5® High-Fidelity

DNA Polymerase
Q5 High-Fidelity DNA Polymerase

sets a new standard for both fidelity

and performance. With the highest

fidelity amplification available

(>100X higher than Taq), PCR

with Q5 DNA Polymerase results in

ultra-low error rates. Its unique buffer

system provides superior performance

for a broad range of amplicons,

regardless of GC content. Q5 DNA

Polymerase represents the finest in fidelity.

Request a free sample*
at www.Q5PCR.com

NEW ENGLAND BIOLABS®, NEB® and Q5® are registered trademarks of New England Biolabs, Inc.
PHUSION® is a registered trademark and property of Thermo Fisher Scientific.
Phusion® DNA Polymerase was developed by Finnzymes Oy, now a part of Thermo Fisher Scientific.
PFUULTRA™ is a trademark of Agilent Technologies, Inc.
PLATINUM® is a registered trademark of Life Technologies, Inc.
ACCUPRIME™ is a trademark of Life Technologies, Inc.

* While supplies last, offer valid in the US only. Limit one sample per customer.





Larry Smarr

Black Holes and
Supercomputing

R. Preston McAfee,
Paul Milgrom, and
Robert Wilson

Auction Design

Saul Schanberg, Cynthia
Kuhn, Gary Evoniuk, and
Tiffany Field

Rat and Infant Massage

Congratulations
to the 2014
Winners

The Golden Goose Award

honors federally funded

researchers whose work

may have seemed odd or

obscure when it was con-

ducted but which led to

major breakthroughs and

significant societal benefit.

Nominations for 2015 are
now being accepted.

www.goldengooseaward.org

Join the Conversation!

Twitter is a great way to connect with AAAS members and

staff about the issues that matter to youmost. Be a part of

the discussion while staying up-to-date on the latest news

and information about your personal member benefits.

Follow us @AAASmember

and join the conversation

with #AAAS

MemberCentral.aaas.org



Produced by the Science/AAAS Custom Publishing Ofce

Sponsored by

The Art and Science of
Traditional Medicine

Part 1: TCMToday –
ACase for Integration



Produced by the Science/AAAS Custom Publishing Ofce

This is the start of something big.

Introducing Science Advances – the new, online-only, open-access journal from Science

and AAAS. Find out how you can be among the first authors published at scienceadvances.org.



Produced by the Science/AAAS Custom Publishing Ofce

The content contained in this special, sponsored section was commissioned, edited, and published by the Science/AAAS Custom

Publishing Offce. It was not peer-reviewed or assessed by the Editorial staff of the journal Science; however, all manuscripts have

been critically evaluated by an international editorial team consisting of experts in traditional medicine research selected by the

project editor. The intent of this section is to provide a means for authors from institutions around the world to showcase their

state-of-the-art traditional medicine research through review/perspective-type articles that highlight recent progress in this bur-

geoning area. The editorial team and authors take full responsibility for the accuracy of the scientifc content and the facts stated.

Articles can be cited using the following format: [Author Name(s)], Science 346 (6216 Suppl), Sxx-Sxx (2014).

In this frst installment of a three part series, “The Art and Science
of Traditional Medicine,” we present a series of articles making
a case for the integration of traditional Chinese medicine (TCM)
into modern medical practice. From the newWHO Traditional
Medicine Strategy to the application of systems biology in
studying TCM, we aim to highlight the potential for creating
an integrated, network-based health care system. The next two
issues will cover herbal genomics and highlight the importance
of quality control, standardization, regulation, and safety for
traditional therapies. An overview of indigenous medicines in
Europe, Africa, the Middle East, India, and the Americas will also
be provided.

S1

Bill Moran, Global Director

Custom Publishing
bmoran@aaas.org
+1-202-326-6438

Ruolei Wu, Associate Director, Asia

Custom Publishing
rwu@aaas.org
+86-186-0082-9345

Editor: Sean Sanders, Ph.D.
Assistant Editor: Tianna Hicklin, Ph.D.
Proofreader/Copyeditor: Yuse Lajiminmuhip
Designer: Amy Hardcastle

Contents

Produced by the Science/AAAS Custom Publishing Ofce

Tai-Ping Fan, Ph.D. (Guest project editor)

University of Cambridge, UK

Josephine Briggs, M.D.
National Center for Complementary & Alternative Medicine, NIH, USA

Liang Liu, M.D., Ph.D.
Macau University of Science & Technology, Macau SAR, China

Aiping Lu, M.D., Ph.D.
Hong Kong Baptist University, Hong Kong SAR, China

Jan van der Greef, Ph.D.
University of Leiden and TNO, The Netherlands

Anlong Xu, Ph.D.
Beijing University of Chinese Medicine, China

Editorial Team

Forewords

S2 Supporting the integration and modernization

of traditional medicine

Margaret Chan, M.D.

S3 Amiddle way for traditional medicine

Alan Leshner, Ph.D.

Science/AAAS

S4 Message from the editorial team

Articles

S5 The WHO Traditional Medicine Strategy 2014–2023:

A perspective

S7 A global scientifc challenge: Learning the right lessons

from ancient healing practices

S10 East is East andWest is West, and never the twain

shall meet?

S13 Zheng: A systems biology approach to diagnosis and

treatments

S16 Integrated network-based medicine: The role of

traditional Chinese medicine in developing a new

generation of medicine

S19 The hunt for antifbrotic and profbrotic botanicals

S21 i-Needle: Detecting the biological mechanisms of

acupuncture

S23 Purinergic signaling in acupuncture

IL
L
U
S
T
R
A
T
IO
N
(F
R
O
N
T
)
C
H
A
R
L
O
T
T
E
L
O
K
IN



Produced by the Science/AAAS Custom Publishing Ofce

S2

Supporting the
integration and
modernization
of traditional
medicine
Nearly a quarter of all

modernmedicines are

derived fromnatural

products,many of

whichwere first used in

a traditionalmedicine

context.

T
raditional medicine (TM) holds great potential to improve people’s
health and wellness. It is an important, yet often underestimated, part
of health care. TM is found in almost every country in the world and
the demand for its services is increasing every day. TM can contribute

to addressing a number of global health challenges of the 21st Century, in
particular in the area of chronic, noncommunicable diseases and population
aging.
TM is often seen as more accessible, more affordable, and more acceptable

to people and can therefore also represent a tool to help achieve universal
health coverage. It is commonly used in large parts of Africa, Asia, and
Latin America. For many millions of people, often living in rural areas within
developing countries, herbal medicines, traditional treatments, and traditional
practitioners are the main—and sometimes the only—source of health care. The
affordability of most traditional medicines makes them all the more attractive
at a time of soaring health care costs and widespread austerity.
In wealthy countries, TM meets an additional set of needs. People

increasingly seek natural products and want to have more control over their
health. They turn to TM to relieve common symptoms, improve their quality of
life, and protect against illness and diseases in a holistic, nonspecialized way.
Incidentally, nearly a quarter of all modern medicines are derived from

natural products, many of which were Crst used in a traditional medicine
context. TM is thus a resource for primary health care, but also for innovation
and discovery.
However, TM needs rigorous, scientiCc data to demonstrate its efCcacy. It

also needs evidence-based standards for quality and safety evaluation to sup-
port its appropriate regulation. I am happy to see included in this special fea-
ture of Sciencemagazine, a series of perspectives on TM from a global team
of experts, and would like to encourage more views to be shared and more
robust research to be conducted in the area of TM in the future.
The general situation concerning the global use of TM was recently

disseminated through the WHO Traditional Medicine Strategy 2014–2023.
It makes clear that, to move into mainstream medicine on an equally trusted
footing, TM needs a stronger evidence base. The need for stronger regulatory
control covers not only the products, but also extends across the practice
and practitioners. Updating and enhancing the strategy has allowed WHO to
acquire a better understanding of how to boost the global integration of TM
into health systems, to beneCt individuals seeking the right care, from the right
practitioner, at the right time.
The two systems of traditional and Western medicine need not clash. Within

the context of primary health care, they can blend together in beneCcial har-
mony, taking advantage of the best features of each system and compensat-
ing for certain weaknesses in each as well. In an ideal world, TM would be an
option, a choice, offered by a well-functioning, people-centred health system
that balances curative services with preventive care. The challenge is to give
TM its appropriate place in an integrated health system, to help all practition-
ers understand its unique and valuable contribution, and to educate consum-
ers about what it can and cannot do. In other words, we need to modernize
this rich resource and cultural heritage, and put it in its proper place in today’s
world.

Margaret Chan, M.D.
Director-General, World Health Organization
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I
n discussions surrounding traditional healing techniques, a common
perception is that those in the West most often take a reductionist
approach to medicine, breaking down the body into ever-smaller parts in
order to understand its inner workings. In the East, by contrast, medical

practitioners are seen to take a more holistic view, regarding the body as a
complex, integrated system and treating it as such.
At some point in the past, these two philosophies were certainly at odds.

However, this seems less so to be the case today. The line between Eastern
and Western medicine is blurring as “alternative” healing practices such as
acupuncture, meditation, and yoga have become popularized in the West,
and as evidence-based science fnds a foothold in the East, particularly in the
realm of drug discovery and development.
The rise of systems biology as a discipline, starting around fve decades

ago but gaining sharply in acceptance and popularity in the last 20 years,
has created a slow but unambiguous shift in the Western research paradigm.
Reductionism, although still a respected philosophy, is no longer consistently
the preeminent methodology of choice in biological research. Researchers
around the world are coming around to the notion that, while we can learn
much from understanding the fnest details at a molecular level, particularly
when it comes to treating disease, a deeper knowledge of the interactions
between systems and networks is essential.
Conversely, taking a purely holistic approach can produce its own

challenges. This is particularly true when quality control of medicinal products
and reproducibility of results comes into question. No matter the weight of
historical, anecdotal data, drug regulatory agencies such as the U.S. Food
and Drug Administration (FDA) will not allow new therapeutics for human
treatment without veriCable scientiCc evidence. Although there are many
challenges inherent in meeting this requirement, traditional medicine
researchers are applying modern 'omics and the latest technologies in an
attempt to standardize traditional treatments, especially through identiCcation
and isolation of bioactive compounds and careful analysis of their levels and
activities in various herbal remedies.
In Buddhism, the Middle Way is described as the route to enlightenment—a

path found by balancing opposing views, accepting neither extreme, but
rather investigating both sides and Cnding a middle ground. Perhaps a Middle
Way can be found for traditional medicine, one that takes the best of East and
West and brings them together for the beneCt of all.

Alan Leshner, Ph.D.

CEO, AAAS

Executive Publisher, Science
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A
lmost every culture has its distinct herbal traditions, each with its
indigenous plants and unique practices. But one premise unites
them all—herbs have remarkable properties that make them a
source of potentially powerful medicines.

Thanks to early explorers like Marco Polo (1254–1324),materia medica has
been travelling between East and West for centuries. It is now important for us
to harness the traditional medicines from across the globe. In Britain, the rich
history of traditional medicine use was given credence in the early 1500s by
the Herbalists Charter of Henry the VIII (1491–1547). His contemporary in Chi-
na, Li Shizhen (1518–1593) was a great naturalist who spearheaded a 40-year
research project that led to the publication of Bencao Gang Mu, a pharmaco-
poeia and also a treatise on botany, zoology, mineralogy, and metallurgy.
To make the case that traditional medicine has valuable insights for modern

society, an independent editorial team was gathered consisting of experts in
a range of topics related to traditional medicine research. This team compiled
a unique collection of state-of-the-art perspectives from global experts on
traditional medicine research, the Prst installment of which is presented in this
special feature. Further exciting articles will be published early in 2015.
We have chosen traditional Chinese medicine (TCM) to illustrate the art and

science behind the ancient practice of holistic healing, and how the good
practices of quality control, pharmacology and toxicology testing, carefully de-
signed clinical studies, and proper regulation are applicable to all traditional
medicines.
This Prst issue introduces the WHO Traditional Medicine Strategy (2014–

2023), highlighting the global scientiPc challenges and showing how a sys-
tems biology approach can be applied to diagnosis, leading to integrated
network-based medicine. Recent advances in mechanistic studies of acupunc-
ture are also discussed. Some of the exciting areas in TCM research include
the therapeutic potential of herbal remedies against ineuenza, cancer, diabe-
tes, and cardiovascular diseases; the exploration of gut microbiota-targeted
dietary interventions against chronic ineammation; and the study of the
biological activities of complex polysaccharides present in medicinal plants.
Chemogenomics and network pharmacology have been applied to predict
molecular targets and decipher the mechanisms of action of pure com-
pounds or phytocomplexes found in combinatorial herbal formulas. A better
understanding of the philosophy of synergetic interactions of Jun, Chen, Zuo,
and Shi classes of Chinesemateria medica used in traditional formulations has
led to a simpliPed Jun-Shi compatibility drug discovery strategy model.
Evaluating the safety of herbal medicines is critical to their wider acceptance

as valid therapeutic agents. Integrated toxicological approaches have been
successfully applied in this area, for instance to identify antiPbrotic and proP-
brotic substances in certain medicinal plants. As research into the broader
application of traditional medicine continues, newer 'omics technologies and
poly-pharmacokinetics will also play an increasing role in bridging the gap
between the personalized approach of Chinese medicine theory and modern
clinical research methodology.
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There has been a continuing demand for,
and popular use of, traditional and complementary medicine
(T&CM) worldwide. In some developing countries, native
healers remain the sole or main health providers for millions of
people living in rural areas. For instance, the ratio of traditional
health practitioners to citizens in Africa is 1:500, whereas the
ratio of medical doctors to citizens is 1:40,000 (1). In the Lao
People’s Democratic Republic, 80% of the population live in
rural areas, with each village being serviced by one or two
traditional health practitioners (2). Over 100 million Europeans
are currently users of T&CM, with one-Pfth being regular users;
a similar proportion choose health care that includes T&CM
(3).According to a national survey in China, practitioners of
traditional Chinese medicine received 907 million visits from
patients in 2009, which accounts for 18% of all medical visits
to surveyed institutions. Further, the number of traditional Chi-
nese medicine inpatients was 13.6 million, or 16% of the total
in all hospitals surveyed (4).

In a few countries, certain types of traditional medicine (TM)
have been completely integrated into the health care system,
including China, the Democratic People’s Republic of Korea
(North Korea), the Republic of Korea (South Korea), India, and
Vietnam. In China, for instance, traditional Chinese medicine
and conventional medicine are practiced alongside each other
at every level of the health care service, and public and private
insurance cover both forms of treatment (Box 1).

In many other countries, T&CM is partially integrated into
the national health system, while in some countries there is no
integration at all.

Recent changes, emerging challenges, and needs

Much has changed since the last World Health Organization
(WHO) global strategy document was released in 2002. More
and more countries are coming to accept the contribution that
T&CM can make to the health and well-being of individuals
and the comprehensiveness of their health care systems. In the
period 1999 to 2012, the number of member states of WHO
with national policies covering TM has increased signiPcantly.
This includes countries better regulating herbal medicines or
creating national research institutes to study T&CM (5).

Governments and consumers are becoming more open to
broader aspects of T&CM practices and to considering them
as an integrated part of health service delivery. In Africa, the
number of national regulatory frameworks increased from one
in 1999/2000 to 28 in 2010 (6). Across the Atlantic, the Ministry
of Health in Brazil has developed a national policy on inte-
grative and complementary practices (7), while in the eastern

Mediterranean region, Pve member states report having reg-
ulations speciPcally for T&CM practitioners (5). Member states
in the southeast Asia region are now pursuing a harmonized
approach to education, practice, research, documentation, and
regulation of TM (5); in Japan, 84% of Japanese physicians use
Kampō (Japanese traditional medicine) in daily practice (8).
In Switzerland, certain complementary therapies have been
reinstated into the basic health insurance scheme available to
all Swiss citizens (9).

Despite signiPcant advances, the regulation of T&CM
products, practices, and practitioners is not occurring at an
equal pace (5). Member states report that faster progress is
being made in the regulation of herbal medicines, while that
for T&CM practices and practitioners is lagging. Of concern is
that the safety, quality, and efPcacy of T&CM services cannot
be assured if there is not appropriate regulation of practices
and practitioners. This situation presents a serious challenge
for many member states, where a lack of knowledge and
experience exists regarding the formulation of national policy,
leading to weak or absent regulation and a lack of proper
integration of T&CM services into the health service delivery
system. It also reeects the need of all member states to push
WHO to update its global strategy on TM.

The WHO Traditional Medicine Strategy: 2014–2023
Responding to the needs and challenges identiPed by

member states and building on the work done under theWHO
Traditional Medicine Strategy 2002–2005 (10), the updated
strategy for the period 2014–2023 devotes more attention
than its predecessor to health services and systems, including
T&CM products, practices, and practitioners. The key objec-
tives of the updated strategy are summarized below.

Objective 1: To build the knowledge base for active manage-
ment of T&CM through appropriate national policies. There
is a great diversity of products, practices, and practitioners in
T&CM. The Prst strategic step towards achieving this objec-
tive is to understand and recognize the role and potential of
T&CM. The strategy recommends that member states acknowl-
edge and appraise, in detail, which types of T&CM are used
by their populations and devise their own country proPle for
T&CM practices. As the marketplace for T&CM becomes more
global, harmonization and cooperation will become more
important.

The second strategic step under this objective recommends
that member states strengthen knowledge generation, col-
laboration, and sustainable use of T&CM resources, including
intellectual and natural resources.

Objective 2: To strengthen quality assurance, safety,
proper use, and effectiveness of T&CM by regulating T&CM
products, practices, and practitioners. The Prst strategic
element under this objective is to recognize the role and

1Coordinator, Traditional and Complementary Medicine Unit, Service Delivery and Safety
Department, World Health Organization, Geneva, Switzerland
2Director, Service Delivery and Safety Department, World Health Organization, Geneva,
Switzerland
*Corresponding Author: zhangqi@who.int

TheWHO Traditional Medicine Strategy 2014–2023:
A perspective

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.

Authors:

Zhang Qi1* and

Edward Kelley2
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importance of product regulation. The
emphasis should be on the monitoring
and implementation of established
regulations of TM products. Since herbal
medicines are now used internationally,
products often used in parts of the
world other than that in which they
were originally grown, developed,
or manufactured. This highlights the
importance of considering different
legislative frameworks in different
countries, and ensures that information
on quality and safety is shared so that
products are used appropriately.

The second strategic direction is to
recognize and develop T&CM practice
and practitioner regulations for educa-
tion and training, skills development,
services, and therapies. As more coun-
tries develop policies and regulatory
frameworks, there is a need to evaluate
their effectiveness and identify ways in
which challenges regarding practice and practitioner regula-
tions can be addressed by benchmarking against appropriate
reference standards.

Objective 3: To promote universal health coverage by
integrating T&CM services into health care service delivery and
self-health care. One of the most signiIcant questions raised
about T&CM in recent years is how it might contribute to
universal health coverage by improving service delivery in the
health system, particularly primary health care. A Irst step is to
capitalize on the potential contribution of T&CM to improve
health services and health outcomes. Mindful of the traditions
and customs of peoples and communities, member states
should consider how T&CMmight support disease prevention
or treatment as well as health maintenance and health promo-
tion. This process should be consistent with safety, quality, and
effectiveness standards and in line with patient choice and
expectations. Based on each country’s realities, it is recom-
mended that models for integrating T&CM into national health
systems should be explored.

Next, it is important to ensure that consumers of T&CM
can make informed choices about self-health care. In many
member states, self-selection of T&CM products accounts for
a large part of the T&CM market. Education of consumers,
together with ethical and legal considerations, should sup-
port and shape the key aspects of informed choice for T&CM
intervention.

The WHO resolution WHA67.18 urges member states to
adapt, adopt, and implement theWHO Traditional Medicine
Strategy 2014–2023 as a basis for national T&CM programs or
work plans and to report to WHO on progress in implementing
the strategy. The resolution also encourages WHO to support
member states in the implementation of the strategy in the
coming decade (11).

Conclusions

Around the world, T&CM continues to grow in popularity.
Progress in the regulation of T&CM is gaining momentum,
even as that of T&CM practices and practitioners advances at
a somewhat slower pace. Safety, quality, and effectiveness of
T&CM services is paramount, but cannot be ensured if appro-

In China, there are about 440,700
health care institutions providing TM
services, with 520,600 patient beds,
including all levels of TM hospitals
and general hospitals, clinics, and
health stations in urban and rural
areas. About 90% of general hospi-
tals include a TM department and
provide TM services for all patients.
TM medical institutions are governed
by the same national legislation on
medical institutions as conventional
medical institutions. TM practitioners
are allowed to practice in both public
and private clinics and hospitals. The
public is free to choose their preferred
form of health care services, or follow

the advice of their doctors (12).

S6

priate regulation of practices and practi-
tioners is not in place. The goals of WHO
Traditional Medicine Strategy 2014–2023
are to support member states in harness-
ing the potential contributions of T&CM
to health, wellness, people-centred
health care, and universal health cover-
age, while also promoting safe and effec-
tive use of T&CM through the regulation,
research, and integration of T&CM prod-
ucts, practices, and practitioners into the
health system, as appropriate.

It should be emphasized that
given the great diversity of products,
practices, and practitioners in T&CM
among the member states, it is
important to enhance international
communication and collaboration in
sharing knowledge and practices, in
developing and exchanging scientiIc
knowledge and training programs, and
in sharing experiences in developing

and implementing policies and regulations. Also, as the
marketplace for T&CM becomes more globalized, the quality,
safety, proper use, and efIcacy of T&CM in different nations
need to be harmonized and standardized utilizing evidence-
based science.
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A global scientific challenge: Learning the right lessons
from ancient healing practices

alkaloids. This includes quinine, chloroquine, and the synthetic
derivative mefoquine. The alkaloids are abundant in Cin-
chona bark, up to 15 percent by weight, and quinine itself can
represent half or more of the alkaloid content (2). Simple tea
extracts of Cinchona bark have substantial antimalarial activity.
Quinine-based compounds remain critical for both the treat-
ment of malaria and for prophylaxis, but the emergence of
resistance, particularly for Plasmodium falciparum, has created
enormous urgency to develop new agents.

The next chapter in the development of antimalarial therapy
belongs to Artemisia annua—a vigorous weedy annual which is
widespread throughout the world (Figure 1A). Artemisia annua
is known in Chinese herbal tradition as qinghao and as sweet
wormwood in Europe. The development of artemisinin-based
antimalarials represents one of the great recent victories for
ethnomedicine. The discovery was a complex team effort,
initially led by the Chinese, later bringing in Western nonproft
and governmental entities and pharmaceutical companies (3,
4). The story illustrates how healing traditions can point scien-
tists in a direction to fnd new medicines, but also exemplifes
how challenging developing therapeutics from plants can be.

The Chinese government funded a major screening effort,
Project 523, which was undertaken to test a large number of
herbs, using a mouse model of malaria. Using a labor intensive
methodology, they studied thousands of herbs, hundreds of
extraction “recipes,” and had hundreds of hits. Moving from
these hits to the initial isolation and characterization of a bioac-
tive compound required enormous persistence. The effort
to fnd a new treatment could easily have failed; the reports
suggested that drug responses were 5eeting at times and dif-
fcult to reproduce. However, a gentle extraction method that
maintained activity of the active principle was fnally devel-
oped by Tu YouYou (3). In contrast with the Cinchona alkaloids,
artemisinin (Figure 1B) is present in only low concentrations,
sometimes as low as 0.05% by weight (2). Additionally, it is
detected only in Artemisia annua, but not in other Artemisia
species. Its unusual endoperoxide structure is critical for activ-
ity, but is relatively unstable under many extraction conditions.
Nevertheless, the effort succeeded, yielding a small molecule
that is now the cornerstone of malaria treatment.

Acupuncture and chronic pain
Acupuncture is an integral part of Asian medical traditions,

where it is widely used in traditional practice settings and
its efIcacy in relieving pain is taken as a given; however,
acupuncture’s introduction into American and European
health care settings, while welcomed by many patients and
providers, has encountered substantial skepticism from
medical professionals. A sizable number of clinical trials have
been implemented to explore its value, many of which are
focused on pain management. These have included both

Health is a fundamental human value.
Consequently, most cultures have sought after and used a
broad range of healing practices. In both developed and
developing economies, the practices of modern medicine
exist side-by-side with traditional approaches and alterna-
tive remedies. For many living in developing economies,
traditional healers and herbal remedies are the only source
of available health care. In contrast, developed economies
typically use these approaches as an optional complement
to modern medicine, driven by patient preference. However,
in both China and India, the ancient medical traditions—tradi-
tional Chinese medicine and Ayurvedic medicine—have 5our-
ished either in parallel or integrated with advanced modern
care. Currently, in North America and Europe certain ancient
healing practices—such as acupuncture, traditional Chinese
medicine, massage, and meditation—have generated increas-
ing interest and are seen as gentler, “low-tech” complements
to conventional care.

The persistence of such traditional practices in these
settings suggests we have much to learn from them. Modern
scientiIc methods can offer means to examine traditional
practices. In this brief perspective, a few examples of
traditional remedies are discussed to illustrate the issues
we face in thinking about the intersection between modern
medicine and traditional healing practices.

Malaria and botanical-based therapies

About half of the pharmaceuticals developed over the last
two decades and approved by the U.S. Food and Drug Admin-
istration (FDA) were either natural products, synthetic deriva-
tives, or had at their core a prototype molecule derived from a
natural product (1). Continuing to development therapeutics
from natural sources is imperative for Inding new treatments,
and healing traditions can provide insight into such resources.
Moreover, many modern therapeutics exploit the ability of
plants to synthesize a wide range of small molecules of great
variety and complexity. Plant-based medicines remain impor-
tant sources of therapeutics for much of the world’s popula-
tion, and plant-derived products remain a major source of new
therapeutic small molecules.

Treatment of malaria is a case in point. Modern malaria
treatment started with the discovery of Cinchona (Rubiaceae)
bark, which was reportedly being used in South American
native traditional healing practices and was brought back to
Europe by Jesuit missionaries in the 17th century. Until the
mid-1990s, virtually all treatments for malaria were molecular
entities based on the terpenoid structure of the Cinchona
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ef6cacy and effectiveness trials. Ef6cacy trials generally
compare acupuncture to a sham control designed to be
indistinguishable to the subject from traditional acupuncture.
The typical sham controls use the same ritual, the same
practitioner reassurance, and the same counter-irritant
effect of needles or pressure points as the comparison
group (although the needles may be replaced with non-
penetrating devices and the insertion points chosen do not
lie on treatment meridians). Effectiveness trials typically
compare a subject’s response to different treatments, which
are randomly assigned and include either acupuncture or
standard care.

A recent, systematic review of 29 trials, with approximately
18,000 study participants, resulted in some clear conclu-
sions: The magnitude of acupuncture’s effect depends upon
which group is used for a comparison (5). Speci6cally, when
acupuncture was compared to no acupuncture (in effec-
tiveness studies), the bene6t appears to be quite sizable,
approximately 50% reduction in pain severity. In contrast,
when acupuncture is compared to a sham treatment (in ef-
6cacy studies), more modest effects are observed (Figure 2).
Although statistical signi6cance is achieved, the reduction in
pain severity is not as substantial, typically only 20%. Based
on this analysis, it seems reasonable to conclude that nee-
dling itself may be contributing to acupuncture’s pain-reduc-
ing effects, and that the overall bene6t is heavily dependent
on context—on the reassurance and expectation produced by
the acupuncture ritual.

What does this mean for clinical practice? Here, the
arguments erupt. Is a contextual effect (some would call
it a placebo) that relieves pain and reduces the need for
medication an acceptable form of treatment? This is still, for
many Western practitioners, a quandary to which there is no
simple answer. Building a better biological understanding
based on the neuroscience of pain may provide some
common ground. As we learn more about the central
pain circuits, the mechanisms underlying acupuncture’s

effects—speci6c and nonspeci6c—can also be teased out.
Acupuncture appears to modulate the central circuitry for
pain (6), partially from the peripheral actions of adenosine
(7) and partially from the centralized actions of endorphins
(8). Moreover, there may be overlap in the descending pain
circuits recruited by the speci6c and contextual effects.

Ultimately the goal of the research is clear. We need
better treatments for pain without the sedative, narcotic, and
addictive effects of the available drugs. Understanding this
ancient tradition is a good place to turn for insights that will
improve pain treatment.

Traditional versus modern medical systems
Amajor difference between resource intensive and

resource poor environments is the extent to which common
complaints of daily living are viewed as medical problems
requiring intervention, help, and treatment. Medicalization
has been de6ned as, “the process by which human condi-
tions and problems come to be de6ned and treated as
medical conditions, and thus become the subject of medical
study, diagnosis, or treatment” (9). As health care providers in
resource-intensive environments, we often take for granted the
medicalization of a wide range of complaints—sadness, worry,
fatigue, musculoskeletal discomforts, and even restless legs—as
necessary and normal.

Comparisons of traditional and modern health systems
challenge these assumptions. Modern medicine has created
a set of symptoms-based diagnostic categories for a range of
common problems that differ greatly from those in traditional
health systems. Diagnostic criteria, based on symptoms and
limited physical 6ndings but lacking laboratory diagnos-
tic criteria, have been developed for a variety of physical
complaints, such as chronic fatigue syndrome and chronic
functional pain syndromes such as 6bromyalgia, interstitial
cystitis, vulvodynia, and chronic prostatitis. These diagnos-
tic categories carry clinical insights about symptoms that
cluster together, and sometimes patients can bene6t. The

FIGURE 1. Artemisinin. (A)

Artemisia annua, also known as

sweet wormwood or qinghuo.

(B) The chemical structure of

artemisinin.
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diagnoses may provide some clarity and community support.
Nevertheless, although there is some evidence for effcacy of
pharmaceutical treatments for some such conditions, often
these disorders respond inconsistently or poorly to available
treatments. There is also clinical concern that sometimes
these diagnoses can contribute to an expectation of chronic
functional impairment.

Traditional diagnoses often emphasize a temporary imbal-
ance and promote an expectation that the subject will return
to health. Although many patients with these conditions
seek alternative remedies, most of the evidence of beneft
is anecdotal. In resource-poor environments, people almost
certainly suffer from the same set of symptoms, and anecdot-
ally, at least, these complaints may sometimes be effectively
addressed through the care of traditional healers. We are
currently supporting a small number of trials that address
whether the emotional and social support of interventions
such as tai chi (10), yoga, or mindfulness-based meditation
may capture some of the beneft of the healing traditions.
Clearly, Western medicine does not have all the answers,

and systems of care that allow thoughtful integration of
healing traditions with modern medicine may offer help to
troubled patients.

References

1. D. J. Newman, G. M. Cragg, J. Nat. Prod. 70, 461 (2007).
2. P. M. Dewick,Medicinal Natural Products: A Biosynthetic

Approach. (Wiley, New York, ed. 3, 2009). pp. 335–336.
3. Y. Tu,Nat. Med. 17, 1217 (2011).
4. D. G. Dalyrmple. Artemisia annua, Artemisinin, ACTs and

Malaria Control in Africa: Tradition, Science and Public
Policy. (Politics and Prose Bookstore, Washington, DC,
2012).

5. A. J. Vickers et al., Arch. Int. Med. 172, 1444 (2012).
6. J. Kong et al.,Neuroimage 47, 1066 (2009).
7. T. Takano et al., J. Pain 13, 1215 (2012).
8. J. S. Han,Neurosci. Lett. 361, 258 (2004).
9. Medicalization entry. Wikipedia. Accessed at: http://

en.wikipedia.org/wiki/Medicalization on June 21, 2014.
10. C. Wang et al.,NEJM 363, 743 (2010).

FIGURE 2. Acupuncture

effects compared with

controls. The results of a

meta-analysis of 29 high-

quality randomized clinical

trials of acupuncture are

shown for three conditions.

Differences in the average

standardized mean (with

95% confdence intervals)

for treatment relative to

control is shown.When

compared to no treatment,

acupuncture produces

striking improvement;

however, when compared to

sham treatments, the effect

is more modest (5).
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theories from a variety of disciplines, developing an expanded
systems view of medicine. Systems thinking, and in particular
systems biology, have been recognized as the scientifc bridge
between Western medicine and traditional medicine models,
including traditional Chinese medicine (TCM) (2, 3).

Figure 1 illustrates how systems-based theories can bridge
Eastern and Western models, as well as connecting ancient
and modern ideas. The left forward image shows a dynamic
correlation network of interactions between various genes,
proteins, and metabolites. This nodal network reWects the
particularized understanding of the complexity of biochemi-
cal pathways and the dynamic organization of the body that
characterize Western biomedical science. The right forward
imagery is a drawing of the Taoist Inner Landscape. In keep-
ing with ancient Taoist tradition, the drawing provides a poetic
description of the complex relationships among the various
organ functions of the body. The background of the fgure
merges two very well-known, almost archetypical, symbols of
systems thinking: the Vitruvian Man (Le proporzioni del corpo
umano secondo Vitruvio) and the Taiji (太极, the literal transla-
tion of which is “great pole”). The Vitruvian Man is by Leonardo
da Vinci, a visionary and pioneer of the evidence-based sci-
entifc view of the universe. A man is pictured within a square,
which reWects the terrestrial aspect of humanity, and a circle,
which represents the spiritual realm. The Taiji (often called the
Yin-Yang symbol in the West) represents the Eastern, Taoist
tradition of systems thinking. It depicts a dynamic relationship
between the two components of a duality that encompasses
the known universe. Interestingly, the Taiji, which symbolizes
humanity as part of an eternal universe, has all the properties
of a fractal.

Amalgamation in action
Figure 2 depicts an amalgamation of Western and Eastern

medical systems, a process that we call systems medicine. The
left side of the fgure shows a simplifed, hierarchical view of
molecules being organized into cells, with further consolida-
tion into tissues, organs, and, ultimately, a whole organism.
This illustrates the bottom-up approach practiced in Western
biomedical sciences. It has produced a tremendous amount of
knowledge of anatomy, physiology, cells, genes, and biochem-
istry. It has also created physicians with highly specialized, al-
beit arguably fragmented, knowledge. In the Western scientifc
model, data are collected to generate information, knowledge,
and, ultimately, a form of wisdom. By contrast, traditional medi-
cal systems, most prominently TCM, have focused on gaining
a holistic understanding of systems, and on applying that
wisdom in a top-down manner in the search for knowledge,
information, and data that may increase the understanding of

Western medicine and Chinese
medicine developed within the context of dif-
ferent cultures and perspectives of the natural
world. The more reductionistic approach of
Western biomedical sciences has generated
tremendous knowledge of anatomy, physiol-
ogy, histology, genetics, and biochemistry,
while the phenomenological approach of
Chinese medicine has produced a more ho-

listic understanding of biology. The two concepts are comple-
mentary, and combining them to optimally balance detail and
context could generate a highly rewarding step forward for
medicine.

A diversity of perspectives on life and consciousness has
developed across humanity’s different cultures. In the Western
Hemisphere, a key development was the affrmation by Greek
Ionian scholars such as Thales, Pythagoras, and Archimedes
that it was not gods, but rather laws of nature, that create and
organize our reality. The modern concept of the laws of nature
emerged in the seventeenth century through the work of
scholars such as Keppler and Galileo, with the most notable
contributions coming from Newton and from Descartes, who
emphasized a duality between the mind and the physical body.

Philosophers have pondered whether more than one set of
laws was possible. It seems that our conception of natural laws
may depend on our approach to understanding reality. Hawk-
ing and Mlodinov introduced the notion of model-dependent
realism, which posits that a physical theory or worldview is a
model with a set of rules that connects the elements of the
model to observations (1). That is, in the words of Hawking and
Mlodinov, “There is no picture- or theory-independent concept
of reality,” and every model is only an approximation of reality.

The modern Western scientifc model arose in the context
of historical and cultural developments that enabled philo-
sophical pursuits and provided fertile ground for philosophers
of science. A different approach to understanding reality and
the laws of nature arose in Eastern cultures, such as China.
Both models can be considered valid, each with its own
model-dependent realism.

Bridging the gap
Although there are many similarities between the Greek

and Chinese concepts of health and medicine, the medical
systems that arose in the West and in the East are quite dis-
tinct. Most notably, a highly reductionist, detailed view domi-
nates in the West, whereas a more phenomenological, descrip-
tive, and systems-based view holds sway in China. In recent
decades, Western systems thinkers have started to combine
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the web of life. Somewhere in
the middle these two world-
views meet and this nexus has
the potential to yield a valuable
combination in which detail and
context are optimally balanced.

One way to bridge the two
worldviews is through unifca-
tion of diagnosis, based on an
integration of the collections
and arrangements of symptoms
and signs. Western biomedi-
cal advances offer a plethora
of biomarkers that can be
detected and measured with
advanced equipment, while
Chinese medicine contributes
knowledge about the dynamic
relationships among signs and
symptoms. The right side of
Figure 2 provides an example
of this inter-relationship for
rheumatoid arthritis (RA). In Chi-
nese culture, RA is classifed as
a “Bi Zheng,” a so-called painful
obstruction syndrome. In TCM
diagnosis every condition is
primarily distinguished accord-
ing to eight basic principles:
External-Internal, Heat-Cold,
Excess-Defciency, and Yin-Yang.
Figure 2 focuses on the Cold-
Heat differentiation.

The signs and symptoms of
RA are universally represented across peoples independent
of culture, although variations in concepts and emphasis can
be seen. In TCM, RA patients can be subdivided based on the
predominance of “hot” versus “cold” symptoms. Examples
of “hot” symptoms, as illustrated in Figure 2, are thirst, fever,
irritability, restlessness, warm feeling, dry mouth, and pain that
is relieved by cold, while “cold” symptoms include clear urine,
sharp pain, stiff joints, and pain that is relieved by warmth.
This systemic approach may help biomedical researchers to
distinguish biological subtypes of RA in a manner that could
lead to personalization of medical care; frstly, through more
personalized lifestyle advice, and in the long term, through
the application of modern biomedical technology in studies
of RA subtypes. Ultimately, recognizing the particular indi-
vidualized presentation of RA across different patients based
on a systemic approach may improve treatment choices and
outcomes.

Recently, research teams have begun the process of
integrating Western and Eastern notions of medicine for RA.
For example, Van Wietmarschen and colleagues (4) used a
questionnaire to differentiate distinct “cold” and “hot” RA
subtypes. These two patient groups display differences in the
regulation of apoptosis, in CD4+ T cell gene expression lev-
els, and in plasma and urine metabolite profles. In another
study, 11 acylcarnitine metabolite variants associated with
differences in muscle breakdown was used to distinguish
between the “cold” and “hot” RA subtypes (5).

In similar recent work on pre-diabetes, Wei and colleagues

(6) examined blood and urine
samples from patients catego-
rized by Chinese subtypes of
pre-diabetes, namely qi and
yin defciency with or without
dampness, and qi and yin def-
ciency with stagnation. Numer-
ous sugar and amino acid level
differences were recorded,
indicating that the subtypes
are characterized by variation
in carbohydrate metabolism
and renal function.

Several other studies have
also shown that biological
mechanisms can be correlated
with TCM-based groupings in
patients diagnosed in Western
medical systems (7–10).

The path ahead
In the above studies, TCM

subtyping and Western diag-
nostic criteria coincided. This
suggests that symptom pattern
questionnaires could reliably
standardize the segregation of
patients into TCM subgroups
(11). The comprehensive
symptom questionnaire used in
the RA study was based on the
TCM perspective of arthritis
as a bi-syndrome. Following
completion of the question-

naire, the data was subjected to a principal component
analysis, revealing one principal component related to the
concepts of “internal” and “external,” plus another related to
“cold” and “hot” (11). These fndings support the contention
that TCM concepts have a basis in actual biological variation
among patients. The current challenge is to uncover non-
linear relationships between the diagnostic symptom clusters
revealed by the questionnaire results.

We believe that Western diagnostics would beneft greatly
from the integration of broader knowledge of relationships
between symptoms, including consideration of TCM de-
scriptions of syndromes. TCM descriptions offer potential
directions for detailed, explanatory biomedical research,
bringing us closer to a biopsychosocial model of health
in which more and more relationships between diseases,
psychology, and behavior are uncovered (12). Arguably, the
dearth of understanding of the dynamics of systems presents
the greatest opportunity for improvement in Western health
care diagnostics. It is a topic that will only grow in importance
as the focus in health care shifts from the treatment of acute
disease to the long-term management and prevention of
chronic diseases. Among the more promising developments
that may improve our understanding of system dynamics are
the application of nonlinear dynamic modeling techniques to
the study of coherent oscillations in the brain (13), examination
of the synchronization of physiological rhythms such as heart
beat and breathing rhythms (14), and the study of meta-
bolic processes that show oscillatory behavior (15). Another

FIGURE 1. An artist impression of the ancient and

modern bridge between Chinese andWestern

medicine.
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intriguing area being examined is the coherent, spontaneous
ultra-weak photon emission patterns of organisms (16, 17).
Recent work suggests that photon distribution dynamics may
provide insights into regulatory coherence at a high systems
level (18, 19). Indeed, these coherent light functions may be
directly involved in communication in addition to infuencing
biochemical networks (20, 21).

It should also be clear that modern quantitative technolo-
gies developed in the West have a great deal to offer to
Chinese diagnostics. Especially relevant are methodologies
that provide information about the large-scale organization of
systems as well as the dynamics of such organization (Figure 2).

Integration of Western and Chinese medicine thinking has
enormous potential for synthesizing modern technological
and social innovation. Although Chinese and Western medi-
cine are perceived as wholly distinct paradigms today, they
are poised to merge in the arena of personalized systems
medicine, wherein patients can take a greater role in manag-
ing their own health and wellness. Human-human relationships
are critical for diagnosis and intervention in a biopsychoso-
cial context, with health care providers supporting patients
through an empathic coaching role. The integration of Western
and Chinese medicine can be much more than the sum of the
parts: it can accelerate the shift from disease management to
health promotion that is presently taking place in health care
systems around the world. Although, as Kipling states in the
opening lines of his famous poem, “East is East and West is
West” (22), at least in the realm of diagnostic medicine, these
two world cultures have met.
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FIGURE 2. Systems medicine.

A hierarchical systems view

on human biology (left)—

scientifc studies in Western

medicine develop typically via a

biochemistry/pathway bottom-

up approach, while in Chinese

medicine, a top-down dynamic

symptom relationship approach

is more common. The right image

illustrates the diagnostic bridge

between symptom relations in

Chinese Medicine bi-syndrome

(top) and Western medicine

(bottom) for rheumatoid arthritis.
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Zheng: A systems biology approach
to diagnosis and treatments

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.

Traditional Chinese medicine (TCM)
is an ancient medical practice system which

emphasizes regulating the integrity of the human body
and its interrelationship with natural environments. As a
key concept in TCM, Zheng (meaning syndrome or pattern)
is the overall physiological and/or pathological pattern
of the human body in response to a given internal and
external condition, which usually is an abstraction of internal
disharmony dejned by a comprehensive analysis of the
clinical symptoms and signs gathered by a practitioner
using inspection, auscultation, olfaction, interrogation, and
palpation of the pulses (1). Correctly identifying the Zheng
is fundamental for the diagnosis and treatment of diseases.

Moreover, Zheng has been historically applied as the key
pathological principle guiding the prescription of herbal
formulas (Figure 1).

A lack of research on Zheng has left us with little un-
derstanding of its underlying biology or the relationships
between different Zhengs, diseases, and drugs. Moreover,
there have been attempts to integrate Zheng differentia-
tion with modern biomedical diagnostic methods, though
these efforts have not achieved the desired results (2). Many
well-known herbal recipes, such as Liu Wei Di Huang Wan
and Jin Kui Shen Qi Wan, have long been used for the clini-
cal treatment of Zheng disorders; however, Zheng-guided
treatments are still scarce due to the lack of evidence-based
interpretations of syndromes and treatment efjcacies. Thus,
investigating the biological basis of Zhengs from a molecular

to systems level is important for advancing the identijcation
and treatment of these syndromes, and for providing more
objective and quantitative diagnostic criteria.

Zheng-guided disease research
In Western medicine, a disease is a particular abnormal and

pathological condition that affects part or all of the human
body and is often construed as a medical condition associated
with specijc symptoms. By contrast, Zheng puts forth a very
different dejnition of a disease and encompasses all of the
symptoms a patient presents.

Because of the highly interconnected nature of the human
interactome, it is difjcult to study different diseases at the
molecular level completely independent of one another (3),
and this issue also applies to Zhengs. Moreover, Zhengs are
dynamic with changing boundaries, overlapping symptoms,

and a multiscale nature, which makes them difjcult to under-
stand at a biological and mechanistic level. Thus, we propose
that a comprehensive Zhengmap be constructed that links
together all the Zhengs based on their molecular and cellular
relationships. Further, we suggest creating the “Zhengome” as
a new 'omics jeld, in which a network is the basic research unit
used to investigate the hierarchy present in the human body,
from the molecular to the systems level. A comprehensive
understanding of the Zhengome requires us to bring together
multiple sources of evidence, from shared genes to protein-
protein interactions, shared environmental factors, common
treatments, and phenotypic and clinical manifestations, in or-
der to capture the relationships between the different Zhengs.

Zheng uses the Yin-Yang, exterior-interior, cold-heat, and
dejciency-excess dejnitions to describe patients’ conditions,
which are then managed by Zheng-specijc recipes (Figure 1).
Modern 'omics techniques combined with bioinformatics and
bionetwork models through a systems biology approach have

FIGURE 1. Using

systems pharmacology

and systems biology

approaches for

understanding TCM

Zheng can help bridge

the gap between

herbal medicines

and diseases. Se, face

color; Xing, body

shape; She, tongue

texture; Mai, pulse.
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been applied to investigate the differences between Zhengs
and to identify novel biomarkers. For instance, rheumatoid
arthritis (RA) patients differentiated on the basis of “hot” and
“cold” Zhengs have been shown to be associated with differ-
ent underlying genomic and metabolomic profles, with the
RA hot group showing more apoptotic activity than the cold
group (4). Additionally, Li et al. used a network-based com-
putational model to understand Zheng in the context of the
neuro-endocrine-immune network and found that cold and
hot Zhengs were closely related to a metabolism-immune
imbalance (5). Wang and colleagues investigated the urine
metabolome of patients with jaundice syndrome and its two
subtypes of Yang Huang (acute) and Yin Huang (chronic), and
identifed several biomarker metabolites (6). However, most
of the current studies have relied on only one or two ap-
proaches for molecular profling and have lacked an effcient
method to integrate data obtained at different 'omic levels.
These studies also did not look at combining the analysis of
molecular data with clinical variables, possibly missing an
opportunity to generate more convincing conclusions. Con-
sidering the limitations of past studies, future efforts should
integrate an analysis for all levels of 'omics (e.g., genomics,
transcriptomics, epigenomics, and proteomics) data from
a large number of patient samples for different Zhengs and
include an investigation of the prognostic and therapeutic
utilities of the data as a whole. Moreover, combining these
molecular data with patients’ clinical information could pro-
vide evidence-based theoretical interpretations for Zhengs
and enable an assessment of Zheng-based therapeutic ap-
proaches.

Zhengsmay change dynamically during disease
progression. Differentiating the specifc Zheng involved in
each stage of a disease could provide valuable guidance for
prescribing a dynamic therapeutic recipe. Using dynamic
network modeling, a disease process can be conceptualized
as spatio-temporal changes in network structures. The
changes associated with a Zheng under dynamic therapy can
be used to identify the key factors in the dynamic biological
networks. Appropriate network perturbation models and
subsequent robustness and topology analysis could help
unveil potential disease-related genes or therapeutic targets
involved in a disease’s progression or evolution (7). The
relationships between the different aspects of a disease (e.g.,
main symptoms versus complications) in a specifc Zheng as
well as the psychological, social, and even environmental
factors should be taken into account during the modeling
and simulation process in order to uncover the dynamic
nature of complex diseases. Combining a Zhengome
approach with dynamic modeling has the potential for
establishing an accurate and quantitative Zheng research
model, as well as for creating a new system for performing
disease research.

Zheng-driven drug discovery
Despite considerable progress in genome, transcriptome,

proteome, and metabolome-based high throughput screen-
ing methods and in rational drug design, drug discovery of-
ten encounters considerable costly failures that challenge the
fdelity of the modern drug discovery system. Zheng-driven
drug discovery has shown tremendous success for tradi-
tional drug discovery throughout Chinese medicine’s history.
However, since this concept is completely new to Western

medicine, it is no easy task to incorporate Zheng-driven drug
discovery into modern drug discovery workfows.

Here, we propose the “Zheng to TCM” and “TCM to Zheng”
strategies within the framework of systems pharmacology to
investigate biological systems and develop new therapeutics
(Figure 2). The frst strategy, Zheng to TCM, proposes
developing a pipeline from Zheng diagnoses to TCM drugs,
including differentiating Zhengs, identifying Zheng-related
diseases and the associated genes and proteins, reverse
targeting of drug effects, constructing and analyzing
network/systems, and fnally identifying effective herbal
medicines (8). In effect, this strategy can be considered a
reverse targeting and screening approach that is designed to
uncover drugs from natural products that can target multiple
Zhengs or related diseases. The goal of this method is to help
researchers identify the active components within medicinal
plants and multi-ingredient synergistic herbal formulas or
drug combinations (9). In fact, this novel strategy has already
been successfully applied in a qi-blood study, where we
identifed the active compounds in the qi-enriching and
blood-tonifying herbs, their targets, and the corresponding
pathways involved in the treatment of qi and blood defciency
syndromes (8).

The second strategy, TCM to Zheng, consists of a whole-
system evaluation process starting with herbs or herbal
formulas and culminating in identifying the Zhengs. This
process includes the initial collection and classifcation of
herbal medicines; screening the ingredients for absorption,
distribution, metabolism, excretion, and toxicity (ADME/T);
performing targeted drug screenings and tissue localization;
constructing and analyzing networks; and fnally identifying
Zhengs/diseases (10). Using this strategy, it is possible to
identify novel multitarget drugs in natural products (11). One
particularly striking example is the systematic analysis of
blood stasis and qi defciency syndrome in coronary heart
disease and the herbal drugs used to treat the syndromes.
The results indicate that the herbs for eliminating blood
stasis have pharmacological activity that acts to dilate blood
vessel, improve the microcirculation, reduce blood viscosity,
and regulate blood lipid, while qi-enhancing herbs have
the potential for enhancing energy metabolism and anti-
infammatory activity (12). The TCM to Zheng strategy can
also help to elucidate the pharmacological effectiveness of
herbs and formulas.

In our ongoing work investigating Pi-defciency syndrome
(PDS) in the context of Zheng, we are analyzing patient
samples using the sequencing alternative polyadenylation
sites (SAPAS) method, RNA sequencing (13), lipid metabolo-
mics, proteomics, and transcriptomics in order to decipher
the pathogenesis and complex responses of the human body
to PDS. From a drug development perspective, we plan to
systematically investigate the Si Jun Zi decoction, a widely
used herbal recipe for PDS, within the framework of the “TCM
to Zheng” strategy, so as to understand why this recipe can
regulate the immune response, stimulate blood circulation,
and adjust gastrointestinal digestive functions. Despite the
progress in Zheng-guided drug discovery, its future success
requires the integration of multidisciplinary technologies,
together with further innovations in these technologies, to
facilitate the understanding of multifactorial diseases and the
development of new therapies.
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FIGURE 2. Zheng-

driven drug

discovery using

Pi-defciency

syndrome and Si

Jun Zi decoction

as examples. (A)

A “Zheng to TCM”

procedure can

build a pipeline

from Pi-defciency

syndrome (PDS)

to new effective

herb/drug

combinations by

integrating 'omics

data, network

and pathway

analysis, and

pharmacokinetic

evaluation

technologies. SRS,

Shi-Re syndrome,

is a positive control

for PDS. (B) An

example of a “TCM

to Zheng” strategy

consisting of an

entire evaluation

process from Si

Jun Zi decoction

(SJZD) to PDS

through a systems

pharmacology

strategy

including text

mining, ADME/T

(absorption,

distribution,

metabolism,

excretion, and toxicity) screening, target identifcation, and network analysis to reveal the underlying mechanisms of SJZD activity and

build new diagnostic methods for PDS.
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Integrated network-based medicine: The role of
traditional Chinese medicine in developing a new
generation of medicine

It may also overlook potentially useful global network effects
that an intervention may have. For example, metformin
was originally regarded solely as an anti-diabetic drug that
inhibits the mitochondrial respiratory chain and activates
the 5’ adenosine monophosphate-activated protein kinase
pathway, resulting in inhibition of gluconeogenesis and the
lowering blood glucose levels (2). Recently, a novel anti-
cancer effect of metformin was identifed by studying the

overall impact of drug on the glucose metabolic network
(3). This has raised the possibility that the drug will have new
therapeutic uses (4). Efforts to focus on a single target can
also have deleterious effects on the body’s overall system.
An example is indomethacin, a conventional Western-
medicine drug. Indomethicin exerts an anti-inFammatory
effect by inhibiting prostaglandin E2 (PGE2) synthesis (5), but
this suppression of PGE2 also affects a receptor for mucus
secretion, leading to gastric mucosa damage (6, 7). A holistic
view of the body’s network of connections will anticipate such

A ccording to the philosophy
of traditional Chinese medicine (TCM),
health is the state of harmony between
individual internal physiological networks

(IPNs) and external environmental networks (EENs). Aberrant
interactions between and within
these networks cause complex
diseases. TCM is grounded
in these holistic principles,
integrating philosophies from
art and science; it stresses the
maintenance of balance, or
homeostasis, between the systems
of the body and nature.

We believe that this kind of
network-based holistic approach
to medicine offers a useful
counterpoint to today’s biologi-
cal reductionism-based think-
ing. We champion integrated
network-based medicine (INBM)
which takes a systems approach
to understanding the individual’s
body as a whole, as opposed to
relying on discrete components
such as gene mutations, in order
to explain illness (1). Built on the
principles of IPNs and EENs, INBM
offers a comprehensive medical
system that integrates fundamen-
tal theories, diagnostic methods,
and therapeutics based on a ho-
listic and dynamic network-based
approach.

The INBM system
Reductionist approaches to

medicine, such as phenotype-
based and target-based biomedicine (TBBM), are limited by
their failure to consider the interactive nature of the human
body and its environment. TBBM often views a disease as a
tissue/organ-based condition that presents a single target
for treatment, such as the elimination of a pathogen or the
suppression of a disease-associated molecular target. This
narrow focus can miss a broader range of pathogens and
targets within the physiological and environmental networks.

State Key Laboratory of Quality Research in Chinese Medicine, Macau University of
Science and Technology, Macau, China
*Corresponding Author: lliu@must.edu.mo

FIGURE 1. How integrated network-based medicine (INBM) works. TCM,

traditional Chinese medicine.
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positive and negative impacts of medical treatments.
INBM requires rigorous conceptual design and practical

implementation, and TCM has many principles and resources
to help achieve this. These include “pattern differentiation in
diagnosis and treatment of diseases,” which can be regarded
as a basic principle for individualized INBM (8). The “three
m’s” of Chinese herbal medicine (CHM) provides another ex-

ample: these are “multi-chemical components,” “multi-phar-
macological effects,” and “multi-action targets and path-
ways.” The complex herbal formulae of CHM are intended to
holistically modulate a person’s physiological/pathological
networks and, in developing new drug combinations, the
“three m’s” offer a useful optimization tool (9).

Figure 1 illustrates how the “three m’s” approach to the

FIGURE 2. The impact of Chinese herbal medicine (CHM) components on signal transduction pathways involved in immune activation.

PMA, phorbol myristate acetate; MHC, major histocompatibility complex; TCR, T cell receptor; CRAC, calcium release-activated

channels. Ca2+, calcium ions; B7, B cell activation antigen B7; CD28, Cluster of Differentiation 28; Src, proto-oncogene tyrosine-

protein kinase Src; Syk, spleen tyrosine kinase; PI3K, phosphatidylinositol-4,5-bisphosphate 3-kinase; PLC-γ1, phospholipase C γ1;

DAG, dimeric acidic glycoprotein (clusterin); IP3, inositol trisphosphate; PDK1, pyruvate dehydrogenase lipoamide kinase 1; PKCθ,

Protein kinase C θ; JNK, c-Jun N-terminal kinase; Akt, serine/threonine-speciKc protein kinase, also known as protein kinase B; β-TrCP,

β-transducin repeat-containing protein; IKKβ, IκB kinase β; IKKα, IκB kinase α; IKKγ, IκB kinase γ; NFAT, nuclear factor of activated T

cells; IκBα, IκB kinase α; NFκB, nuclear factor-κB; AP-1; activator protein 1.
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development of CHMs can be combined with digitalized
medicine advances such as systems biology techniques,
computational technologies, and translational research to
provide the foundation for a “personalized” INBM strategy.
Our proposal for a new personalized approach to cancer
treatment provides just one example of the use of CHM for
a network-based treatment. We have recently investigated
two CHMs, Panax ginseng and Rhizoma Coptidis, and found
that they inhibit cancer growth, prompting us to investigate
the effects of these herbs on cancer cell metabolism. Using
proHling methods such as liquid chromatography, mass
spectrometry, and nuclear magnetic resonance, we found
alterations to the glucose and fatty acid metabolic pathways
at a network level (10, 11). We therefore speculate that
metabolic biomarkers could be used to identify subgroups
of patients with lipid- and glucose-related metabolic
disorders. These patients are likely to beneHt most from the
herbs’ active compounds. The approach could be further
reHned by the application of 'omics technologies to optimize
the synergistic effect of the herbal remedies (12–15). With
clinicians and basic researchers working together to create
a database of personal therapeutic responses, continual
improvements to herbal formulations would become
possible.

From TBBM to INBM

How do we turn the INBM system from an idea into a
practice? One major step forward would be the systematic
quantitative and qualitative analysis of individual CHM
components. Such a database would help deHne parameters
for the combination treatments. One requirement is to
identify, monitor, and control the major metabolic pathways,
as altering a key molecular switch could have unintended,
ampliHed effects on the entire network. A number of studies
have begun to identify the speciHc network effects of
various CHM-extracts or CHM-derived chemicals, including
red yeast rice, Tripterygium wilfordii Hook. F., Ganoderma
lucidum, San Miao Wan, arsenic sulHde, astragaloside IV,
Artemisia capillaris Thunb, Radix Angelica Sinensis, Realgar-
Indigo naturalis formula, and quinolones (11–16). In another
example from our own work, we recently found that an
active component from Ampelopsis grossedentata targets
a novel drug-binding site on IKK-β kinase. The use of this
ingredient in combination with dexamethasone suppresses
inUammation in mice and reduces one of dexamethasone’s
side-effects: shrinkage of the thymus (17). We have also
investigated matrine, an alkaloid found in Radix Sophorae
Flavescentis. This small molecule can activate the Ca2+-
NFAT (nuclear factor of activated T cells) pathway, resulting
in anergy (immune unresponsiveness), suggesting that
it may be useful for treating autoimmune disorders (18).

Further investigation of network connections revealed that
the CHM components PAB, saikosaponin d, and shikonin
inhibit IKK-β and NFκB pathways simultaneously, while NFAT
activation can be triggered by matrine. As shown in Figure
2, the overall impact is to trigger immunotolerance (19–21).
A number of other studies have also demonstrated network-
based effects in inUammatory diseases and cancer with
CHM compounds such as PHY906 (22), curcumin (23), and
berberine (24).

In conclusion, the development of INBM will enhance our
medical and health care system, and TCM has an important
role to play in building the foundation for the approach. The
route from TBBM to INBM has obstacles, from unraveling the
crosstalk of multiple molecular pathways to understanding
CHM’s network effects, to digitalizing the large amounts of
data. Nevertheless, TCM—and our ancestors’ wisdom—offers
us a blueprint for establishing and implementing an INBM
system for the betterment of humankind.
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The hunt for antifibrotic and
profibrotic botanicals

The U.S. govern-
ment estimates that 45%
of deaths in the United
States can be attributed
to Hbrotic diseases,

which are characterized by tissue scar-
ring and often lead to chronic organ fail-
ure (1). Over the past several decades,
researchers have investigated the un-
derlying mechanisms involved in Hbrosis
and successfully pinpointed a number of
possible drug targets, such as molecular
mediators and effector cells. Moreover,
a number of exceedingly potent and
selective compounds against such targets have been devel-
oped, although many have fallen short of expectations (2). For
example, the only antiHbrotic drug registered in Europe and
the United States, pirfenidone, has shown beneHcial effects in
patients with idiopathic pulmonary Hbrosis and Hbrotic kidney
diseases; however, evidence for its efHcacy lies in modest func-
tional improvements, although its clinical efHcacy on Hbrosis
remains elusive (3–5). On the other hand, a number of herbal
medicinal products, such as those used in traditional Chinese
medicine (TCM), have been reported as modulators of Hbrosis,
but deHnitive, comprehensive scientiHc evidence of botanicals
as safe and effective antiHbrotic therapeutics is lacking.

Botanicals: A double-edged sword
Botanicals are an important source of antiHbrotic activities.

For example, halofuginone, a derivative of febrifugine isolated
from Dichroa febrifuga Lour., and curcumin from Curcuma
longa L., are reportedly antiHbrotic (6–8); silymarin, a standard-
ized mixture of Uavolignans from milk thistle [Silybum mari-
anum (Linn.) Gaertn.], has been widely used as a hepatopro-
tective and antiHbrotic agent in chronic liver diseases (9, 10).
Fuzheng Huayu, a formula widely used in China to prevent and
reverse hepatic Hbrosis, has recently completed a Food and
Drug Administration (FDA)-approved phase II trial in the United
States (11, 12).

To discover and compare inUammation-independent anti-
Hbrotic activities, we have developed high throughput cellular
models of Hbrosis to visualize and quantify excessive accumula-
tion of total collagens (a gold standard for clinical diagnosis of
Hbrosis) and the subsequent disruption of cell monolayers (re-
sembling Hbrosis-induced disruption of a tissue’s architecture)
(13). Using this in vitro platform, we have established the direct
antiHbrotic activities of Hve active compounds, 11 individual

herbs, and 16 herbal formulae (14, 15).
We found that Fuzheng Huayu and Salvia miltiorrhiza Bunge

(SMB) root, a main component of Fuzheng Huayu, display the
most potent in vitro antiHbrotic activities among all the formu-
lae and herbs that were tested (14). Besides, in a recent system-
atic review on clinical treatment of chronic hepatitis B—which
took into account 138 trials, 62 proprietary traditional drugs,
and 16,393 patients—SMB and its extracts were pinpointed
among the top Hve herbal entities reported to have the most
potent antiHbrotic activities (16).

In contrast, some botanicals are suspected of causing
Hbrosis. Herbs have been regularly reported as being associ-
ated with chronic liver damage, from Africa to Asia and across
the world (17–21). In clinical reports from Beijing and Shanghai,
for example, herbs accounted for 21%–53.6% of drug-induced
liver injury (18, 22, 23). In one of these same studies, biopsy
Hndings indicated that liver Hbrosis is not uncommon in pa-
tients with herb-associated liver injury (18).

Herbs have also been reported to be associated with
Hbrosis of the heart, mesentery, and kidney (24). For example,
mesenteric Hbrosis has been associated with long-term
consumption of formulae containing Gardenia jasminoides Ellis
fruits in Japanese patients and renal Hbrosis is now well known
to be induced by some Aristolochia taxa and other species
containing aristolochic acids (AAs) (25–27). Once reported
for medicinal use across a number of different regions, AA-
containing plants are now recognized as a worldwide health
threat and banned in most Western countries due to their
association with AA nephropathy (AAN), including Balkan
endemic nephropathy, which results from consuming grains
contaminated by Aristolochia seeds (27). In vitro and in vivo
studies indicate that many other herbs are associated with
renal Hbrosis. Notable examples include Dioscorea villosa
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FIGURE 1. Steps proposed for an effcacy-based drug development strategy,
particularly well-suited for studying antifbrotic botanicals.
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L. rhizome, an herb commonly used in Australia to treat
symptoms of menopause and rheumatoid arthritis (28), and
Leonurus japonicus Houtt., an herb commonly used in TCM for
gynecology and obstetrics (15, 29). Additionally, we previously
found that ethanolic extracts from unprocessed main roots of
Aconitum carmichaeli Debx. have potent in vitro profbrotic
activities (15)—this is likely clinically relevant since consumption
of Aconitum species is known to cause acute renal failure and
has been recently linked to end-stage renal disease (ESRD) in
a case report by the U.K. Medicines and Healthcare Products
Regulatory Agency (30).

The impact of identifying and avoiding exposure to pro-
fbrotic botanicals is profound. For instance, about one-third of
the Taiwanese population consumed AA-containing herbs be-
tween 1997 and 2003 (31), and AAN previously accounted for
up to 10% of all ESRD in Taiwan (32). The banning of AA-con-
taining herbs, together with other efforts such as public-aware-
ness campaigns, education of patients, funding for research
into chronic kidney disease, and provision of integrated care,
has turned Taiwan into one of the few regions with retarded
increase of ESRD incidence (33).

Moving forward
Due to the contradictory and complex roles botanicals play

in fbrotic diseases, there is an urgent need for studies that in-
vestigate the effcacy, safety, and good practices for botanical-
based remedies.

Since fbrotic diseases are multifactorial conditions and
botanicals are typically multitarget entities, an effcacy-based
strategy is particularly well-suited for studying antifbrotic
botanicals (Figure 1).

Such a strategy is highly dependent on disease modeling.
It is worth emphasizing that innovation is needed to develop
high-quality in silico, in vitro, and in vivo models that can
facilitate the investigation of antifbrotics and detect profbrotic
activities.

Because evidence-based medicine is a relatively new
concept in many countries (34), many clinical reports on herbal
treatment of fbrotic diseases are criticized for poor quality.
Diseases for which the literature has been recently reviewed
include liver fbrosis (35, 36), pulmonary fbrosis (36), multiple
sclerosis (36), and adhesive small bowel obstruction (37). An
effcacy-based strategy ultimately demands high-quality clini-
cal trials to prove antifbrotic effects and invites interregional
cooperation on pharmacovigilance of profbrotic botanicals,
which is challenging due to the insidious nature of fbrosis and
the variability in the distribution channels and legal status of
botanicals across regions (38, 39).

Finally, traditional use is only an indication but certainly not
a proof of either safety or effcacy (40). To harness and under-
stand botanicals both as potential antifbrotic therapeutics
and for the prevention of fbrotic diseases, future research and
innovation must focus on effcacy and safety, and must be built
on and contribute to good practices, which we have recently
defned at length (41). Development and refnement of good
practices, however, can only be achieved with sustainable
funding.
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i-Needle: Detecting the biological mechanisms of
acupuncture

A long standing obstacle to the (full)
integration and acceptance of acupuncture
in conventional medicine lies in the dif@culty
of reconciling traditionally de@ned categories
(acupoints, meridians, and energy oow or qi)
with anatomical structures and biochemical

pathways. Additionally, a uni@ed scienti@c theory to explain the
diverse effects of acupuncture (from pain control to immu-
nomodulation) is lacking, despite important advances in the
association of purinergic signaling with the effects of acu-
puncture on pain control. As new technologies simultaneously
offer enhanced capacities to explore breadth (using 'omics)
and depth (using nanobiochips) of biochemical events, we
propose the innovative conjugation of these approaches into
an intelligent needle (i-needle) as a means to overcome the
abovementioned limitations.

Acupuncture is being widely debated in the medical com-
munity as a potential alternative or complementary treatment
for many diseases (1). There are numerous challenges to
achieving a consensus over the use of acupuncture in a medi-
cal environment, including: @lling the gap in knowledge about
the underlying molecular mechanisms of acupuncture, and
(re)interpreting traditional categories (such as acupoints, me-
ridians, and qi) and therapeutic indications within an evidence-
based medicine framework. Important questions aimed at in-
creasing our understanding of the molecular effects of needle
stimulation have been posed, mostly regarding pain control
(2), functional recovery of tissue (3), and immunomodulation
(4), with remarkable work done as to the correlation of pain
control with purinergic signaling (5, 6). Using 'omics-based
technology and network representations, researchers have
successfully mapped the molecular underpinnings of tradi-
tional categories (7). More generally, the holistic method used
in acupuncture, which has long been dif@cult to reconcile with
the scienti@c reductionist viewpoint, has recently been found
to be compatible with a systems biology approach (8).

'Omics-based techniques are diverse and allow for the
screening of targets from nucleic acids (DNA-sequencing,
RNA-sequencing) to proteins and metabolites (mass spec-
trometry/liquid chromatography, nuclear magnetic resonance)
and their heterogeneous interactions (chromatin immunopre-
cipitation-sequencing), to name just the major technologies.
Recently, whole new areas of exploration have been opened
with metagenomics and metatranscriptomics where the host-
microbiome relationship can be analyzed systemically and in
situ. Further, rapidly decreasing costs are permitting research-
ers to pre@gure relatively high spatial (different body regions
and tissues) and temporal resolution. Here, we propose to

integrate such highly resolved molecular, temporal, and spatial
data to reveal the molecular signaling pathways that oow from
the tip of the needle to the disease/injury site.

Understanding the biochemical signaling pathway that
the mechanical rotation of an acupuncture needle sets into
motion (9) is an important starting point. Mechanosensing
and mechanotransduction are widespread in biology with
well-assessed relevance in embryonic development, i.e., type
1 epithelial-mesenchymal transition (EMT) (10). Their roles,
however, have not been well explored under the broader
de@nition of EMT (11)—which includes events such as wound
healing (type 2 EMT) and cancer (type 3 EMT)—despite promis-
ing therapeutic results when mechanical stimulation is locally
applied (12). Acupuncture needle stimulation (9) and low
level laser therapy (13) are among the triggers that have been
shown to initiate a series of synergistic events, including cal-
cium waves, ATP ouxes (purinergic signaling), and changes in
reactive oxygen and nitrogen species concentration, known to
initiate healing (14, 15). The homeostatic effects of type 2 EMT
include local changes in purinergic signaling, inoammation
control, regeneration, and remodeling at the site of injury. By
contrast, acupuncture is recommended for systemic diseases
like rheumatoid arthritis (1) and is thought to act in a more
global fashion.

Using the framework we propose here, we can investigate
the long range, systemic effects of mechanotransduction by
building on what has already been reported about the wound
healing process, including the presence of peripheral markers
of EMT (16).

To explore the long range effects of acupuncture, multiomic
analysis of molecular events—occurring proximally (acupoint),
distally from the stimulation point (target organ), and
systemically (blood and gastrointestinal microbiome)—can be
used to construct a spatial analysis (17). This information can
then be enriched with data about the temporal onset of early
gene expression, in addition to later time points (Figure 1A) to
construct a systems biology view (network) of the biochemical
events.

To build such networks and identify new targets for diagno-
sis and therapy, computational analysis must bring together
the different 'omics approaches (Figure 1B), coupled with the
requisite temporal and spatial resolution of the data (19). This
type of network approach can identify the most important mol-
ecules from the thousands to tens-of-thousands of interactions
and hundreds-to-thousands of molecules analyzed, also taking
into account distal factors that might play a role in causing or
modulating the pathologies.

Furthermore, the identi@cation of additional markers is
made possible with a complementary approach to the high

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.
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throughput and low sensitivity of these 'omics analyses. This
can be imagined in the form of a nanobiochip that is the size
and shape of an acupuncture needle (hence, an “intelligent”
needle or i-needle) (Figure 1C).

Toward this end, we recently created a proof-of-principle
miniaturized platform, integrating revolutionary carbon
nanotubes and nanographite petals, which can monitor fve
endogenous human metabolites using highly sensitive and se-
lective nanobiosensors (20). The electronics needed to acquire
and transfer the detected signal have already been suffciently
miniaturized (21) and can be powered by ultrathin polymer-
based batteries (22) currently available on the market and
able to meet the energy demands of the proposed i-needle
(~80–130 μAh).

The challenge for the realization of the i-needle has already
moved from the miniaturization to the integration step (23).
Progress has already been made, based on recent reports of
the measurement and transmission of temperature, pH, and
endogenous metabolite data using single-platform enzyme-
carbon nanotube hybrid sensors (24, 25) .

Conclusions

Overall, it is our hope that this research can provide a more
unifed approach to understanding the complex nature of
patient responses to acupuncture—including effects as diverse
as the control of pain, degeneration, and infammation—
and to addressing fundamental issues in acupuncture
treatment, such as the frequency of delivery, developing
more precise therapeutic indications, and establishing
proper “dosage” guidelines. These steps will undoubtedly
encourage acceptance of acupuncture as a complementary
and/or alternative personalized treatment, with important
application in a wide variety of areas including pain control,
and degenerative and chronic infammatory diseases, among
others.
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FIGURE 1. Elements of the

i-needle. (A) A variety of 'omics

techniques can be used to

monitor molecular progress

across body sites and over time.

The pictured model shows the

spatiotemporal multi-'omic

sampling of the molecular fow

of events over the therapy’s

delivery, from early molecular

activation at the acupoint to the

peripheral bloodstream and

gastrointestinal (GI) microbiome

(μbiome) to ultimately reach

the target organ. (B) Multi-'omic

systems biology enables the

identifcation of a network of

events, allowing interpretation of acupuncture in terms of a biochemical signaling fow that alters the whole system (body/patient).

Network analysis and simulations allow identi/cation of molecules that can be monitored as markers of the progress of the therapy

(18). (C) Diagram showing carbon nanotube (CNT)-based sensor integration to continuously monitor the therapy-induced biochemical

progression. Sensors are mounted on an energy-autonomous device that is able to transmit information remotely and in real-time.
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Purinergic signaling in acupuncture

The proposed role of puriner-
gic signaling in the physiological

basis of acupuncture was Brst presented in 2009.
Data showing that ATP is released from kerati-
nocytes and other skin cells during acupuncture
treatments lends weigh to this hypothesis. ATP
in turn activates P2X3 receptors on the sensory
nerves in the skin, which then transmit those
messages to motor neurons in the brain stem
that control autonomic functions and modulate
nociceptive activities. Here, we review and de-
scribe the recent evidence for purinergic signaling
underlying acupuncture effects and propose ways
to further test this hypothesis.

Introduction

It has been well established that adenosine
5’-triphosphate (ATP) is an intracellular energy
source in cellular biochemistry. In 1970, Burnstock
et al. suggested that ATP acted as a nonadrener-
gic, noncholinergic neurotransmitter in the gut (1),
and in 1972 he named the extracellular actions of
ATP, “purinergic signaling” (since ATP is a purine
nucleotide), and formulated the purinergic signal-
ing hypothesis (2).

In 2009, Burnstock proposed that purinergic
signaling could be involved in the physiological
mechanisms mediating acupuncture effects.
This hypothesis suggested that mechanical
deformation of the skin by needles or application
of heat or electrical current leads to the release
of large amounts of ATP from keratinocytes,
Bbroblasts, and other cell types in skin (Figure 1).
The released ATP then activates P2X3 ion channel
receptors on sensory nerves within the skin
and tongue that transmit messages via sensory
ganglia and the spinal cord to the brain stem
and hypothalamus. These brain regions contain
motor neurons that control autonomic functions,
including cardiovascular, gastrointestinal,
respiratory, and urinogenital activities—common
targets of acupuncture treatments. These sensory
neuron messages also modulate the pathways
that lead to centers in the cortex responsible
for conscious awareness of pain and other
central nervous system activities, including sleep
regulation (3). A number of subsequent studies have been
published that also implicate purinergic signaling in various
aspects of acupuncture, detailed below.

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.
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Supporting evidence for the hypothesis
Studies that have established the components involved

in the purinergic signaling pathway include: (i) release of
ATP (in response to mechanical or chemical stimulation)

FIGURE 1. Acupuncture

and purinergic

signaling. Insertion

and twisting of the

needles employed

in acupuncture

mechanically deforms

the skin, leading to

the release of ATP by

skin keratinocytes (1).

ATP binds to specifc

receptors located on

sensory nerve endings

in the skin, P2X3

and P2X2/3 (2). The

signaling message is

then relayed via dorsal

root ganglia to the

spinal cord (3) and

subsequently through

interneuronal pathways

(4) to the brain stem

(5) that contains motor

neurons, which control

the functions of gut,

lung, heart, arteries,

and reproductive

organs—all major

targets for acupuncture.

Signals also travel to

the pain centers of

the cortex, delivering

a message to inhibit

pain (6). (Reproduced

with permission from

reference 36.)
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from keratinocytes (4–6) and possibly from Merkel cells,
which contain high levels of ATP (7, 8); ATP has also been
shown to be released from keratinocytes upon heating (9);
(ii) immunohistochemical data demonstrating the presence
of P2X3 receptors on sensory nerve fbers in the skin (10–12)
and tongue (13); (iii) in an isolated tongue/lingual nerve
preparation, mechanical activation of the tongue with De
Frey hairs was shown to result in a discharge in the lingual
sensory nerve fbers that was mimicked by ATP activation
and blocked by P2X3 receptor antagonists (14); and (iv) both
presynaptic inhibition via adenosine A

1
and P2Y receptors,

and enhancement via P2X and A
2A
receptors at synapses in

the central nervous system have been reported (15).
Subsequent papers have built upon and extended

evidence in support of purinergic signaling underlying
acupuncture effects. Several studies have associated the skin
cells affected by acupuncture techniques with purinergic
signaling. For example, ATP has been shown to be released
from human keratinocytes in response to mechanical
stimulation by hypo-osmotic shock (16), as well as from
keratinocytes in response to heat (17). Additionally, mast
cells, which accumulate around the acupuncture needles,
also release ATP in response to mechanical stimulation (18).
Another skin cell type, human subcutaneous fbroblasts, can

FIGURE 2. Schematic illus-

tration of the central neural

pathways that carry afferent

(sensory) neural impulses

following acupuncture

treatment from various parts

of the body. Brain areas

that commonly respond in

neuroimaging studies to

acupuncture stimulation are

indicated with gray shadow.

DCEAS: dense cranial elec-

troacupuncture stimulation.

(Reproduced from 28, with

permission from Hindawi

Publishing Corporation.)



Produced by the Science/AAAS Custom Publishing Ofce

S25

also release ATP in response to bradykinin and histamine (19,
20). Tsutsumi et al. demonstrated that mechanical stimulation
can evoke the propagation of calcium waves between
human keratinocytes, induced by ATP and activation of
P2Y

2
receptors (21, 22), which is consistent with the earlier

results from Koizumi et al. (5). Tuina (traditional therapeutic
massage) and moxibustion (a traditional Chinese medicine
therapy using a moxa, often made from dried mugwort,
either used as a Muff or processed into a cigar-shaped stick; it
can be used indirectly, with acupuncture needles, or burned
on to the patient’s skin) may also act via the purinergic
signaling pathway (23). Papers describing the release of
ATP from human epidermal keratinocytes via connexin
hemichannels and vesicles involving vesicular nucleotide
transporter have recently been published (24–26). A 2010
study has claimed that adenosine, following breakdown of
released ATP during acupuncture, can act as a prejunctional
inhibitor of neurotransmission via A

1
receptors, resulting in

anti-nociceptive actions (27). Valuable reviews are available
describing the neural pathways from different skin regions to
structures in the brain stem and higher brain centers. These
pathways are important because different acupuncture sites
may activate different neural pathways impinging on specifc
nuclei in the brain stem that control autonomic functions
potentially modulated by acupuncture (Figure 2) (28, 29).

Purinergic signaling and electroacupuncture
Electroacupuncture is a form of acupuncture where a

small electric current is passed between pairs of acupuncture
needles. This is thought to augment traditional acupuncture
and is believed to be particularly helpful in treating pain.

The supraspinal antinociception effect of
electroacupuncture has been associated with P2X3 receptor
activation in the midbrain periaqueductal gray region (30).
Moreover, the analgesic effect of electroacupuncture on
chronic neuropathic pain has been shown to be mediated
by P2X3 receptors in rat dorsal root ganglion neurons (31).
Following these studies, electroacupuncture was shown to
result in a reduced expression of P2X3 and P2X2 receptors in
the dorsal root ganglion of rats with chronic neuropathic pain
(32) and visceral hypersensitivity (33). Electroacupuncture
at He-Mu points can also reduce P2X4 receptor expression
in colon and spinal cord in visceral hypersensitivity (34).
Moreover, in a review by Lin et al., the neuroprotective
effects of acupuncture were reported to act via increasing
brain derived neurotrophic factor (BDNF) expression via
stimulation of ATP (35).

Conclusions
Evidence in support of the hypothesis of purinergic

signaling mediating the physiological mechanisms
underlying acupuncture effects has been accumulating over
recent years. To help further test this hypothesis, I propose
that experienced acupuncturists focus on acupuncture
sites that induce effects that can be quantifed, such as an

increase or decrease in heart rate or blood pressure, and
identify specifc neurons that are activated in the brain using
noninvasive scanning techniques. If acupuncture-induced
effects can be identifed and quantifed, researchers could
then test whether ATP mimicks the responses and if P2X3
receptor antagonists block the effects. Moreover, we
suggest that researchers conduct experiments recording
responses from sensory neurons in the skin and tongue
in animal models and distinguish between low-threshold
fbers involved in acupuncture and high-threshold fbers
that mediate nociception, as well as recordings from the
motor nerves in the brainstem responsible for autonomic
functions.
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You see the potential in every sample, in every cell.

In your work, simplicity, affordability, and flexibility

mean more time for discovery.

Count cells in a whole new light with the

quantifiably brilliant Countess® II FL Automated

Cell Counter.
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ThereÕs only one

Assistant/Associate Professor,
Cancer Precision Medicine
The Department of Medical Oncology at the Dana-Farber Cancer Institute (DFCI) invites
applications for a full-time position. Appointment at the Assistant or Associate Professor
level at Harvard Medical School will be commensurate with academic accomplishment. This
individual will develop an independent, laboratory-based translational research program. The
application of “liquid biopsy” approaches (e.g., circulating tumor cells or cell-free DNA) is of
particular interest. Expertise in hematologic malignancies is a plus, though investigators with
solid tumor expertise may also apply. The successful candidate will join the newly-formed Center
for Cancer Precision Medicine and either the Division of Molecular and Cellular Oncology or
the Division of Hematologic Neoplasia. The research program will also interface closely with
ongoing translational research within the Departments of Pathology, Radiology and Surgery at
the Brigham and Women’s Hospital. Candidates with an interest in isolation and comprehensive
genomic/molecular characterization of circulating tumor cells or cell-free DNA from cancer
patients are especially encouraged to apply. Prior experience in team-based cancer genomics
projects is a plus. The candidate must have an MD and/or PhD and a proven track record of
outstanding laboratory research.

The candidate will work principally at the Dana-Farber Cancer Institute and the Brigham and
Women’s Hospital, while also collaborating closely with the Broad Institute of Harvard and MIT.
Salary and benefits will be competitive with other institutions. Candidates should be board
certified or board eligible in Internal Medicine and Medical Oncology. Dana-Farber Cancer
Institute is an NCI-designated Comprehensive Cancer Center.

Interested candidates must submit a curriculum vitae, a research plan and 3 letters
of reference to: Levi A. Garraway, MD, PhD, Director, Center for Cancer Precision
Medicine, Dana-Farber Cancer Institute, 450 Brookline Avenue, Boston, MA 02215.
Please send submissions via email to: ccpmsearch@partners.org

We are an equal opportunity employer and all qualified applicants will receive consideration for
employment without regard to race, color, religion, sex, national origin, disability status, protected

veteran status, or any other characteristic protected by law.

Boston, MA

Associate/Full Professor

Pharmacology

Department of Pharmaceutical Sciences

The Northeastern University Bouvé College of

Health Sciences’ Department of Pharmaceutical

Sciences seeks candidates for a full-time

tenured faculty position at the associate

or full professor level. The Department has

strengths in neuropharmacology, immunology,

medicinal chemistry, pharmaceutics, imaging,

drug discovery, development and delivery,

and it seeks candidates able to complement,

collaborate, and expand these areas of strength.

Qualified candidates must hold a Ph.D. in

pharmacology or related specialty field and will

have an extramurally-funded research program

in one of the areas of pharmacology named

above. Applicants with transferable funding will

be given priority.

To apply, visit http://apptrkr.com/553476

Northeastern University is an Equal Opportunity/

Affirmative Action, Title IX, and an ADVANCE

institution. Minorities, women, and persons with

disabilities are strongly encouraged to apply.

Northeastern University is an E-Verify employer



We are dedicated to scientific excellence and fearless

problem-solving. Our vision is to translate breakthroughs

in fundamental biomedical research into meaningful

new therapeutics that improve and extend the lives of

people, worldwide.

At Merck Research Laboratories, our team members are

specialists in their fields who come together to advance

drug discovery and development.

We are currently recruiting scientists with specialization

in the areas of biocatalysis and flow chemistry to work

within our Process Chemistry department. Candidates

must have a PhD in chemistry or chemical engineering

and 0-10 years of industrial or other relevant

professional experience.

Copyright © 2014 Merck Sharp & Dohme Corp., a subsidiary of Merck & Co., Inc.

All rights reserved. CORP-1060080-0038 11/14

Merck is an equal opportunity employer, M/F/D/V –

proudly embracing diversity in all of its manifestations.

Job Opportunities – Rahway, NJ

BIOCATALYSIS GROUP

PRE000452 Senior Scientist, Chemistry

CHE004216 Associate Principal Scientist,
Chemistry

FLOW CHEMISTRY

CHE004182 Associate Principal Scientist,
Chemistry

www.merck.com/careers

IN A COMPANY

HELPING THE WORLD’S

POPULATION BE WELL…

WE EMBARK ON A JOURNEY TO REVOLUTIONIZE

PROCESS DESIGN AND DEVELOPMENT



Faculty Positions Available in Southwest University,

Chongqing, China

Southwest University invites applications from home and abroad for faculty

positions at any level--assistant to full professors in ALL areas. Candidates must

have a doctor’s degree and exceptional research accomplishments in relevant

research fields. Competitive packages including set-up and research funds as

well as attractive salaries and benefits will be provided to all successful

candidates. Distinguished candidates who have outstanding track record in

research area and already got professor position abroad could be recruited

through the national Recruitment Program of Young Experts or the national “One

Thousand Talents Program”. Successful applicants will be offered great support

and a series of favorable policies in career development and personal well-being,

including academic teaming, research platform, housing and children's

education.

Southwest University is a comprehensive and national key university of the “211”

project directly under the Ministry of Education. It is located in Chongqing. The

university currently comprises 55 undergraduate programs, 46 master’s

programs, 21 doctor’s programs, 22 postdoctoral research stations, 3 national

key disciplines, 3 key disciplines with national support, 37 provincial key

disciplines, 1 state key laboratory, and 10 key laboratories of Ministry of

Education or Agriculture. Among its 2,700 faculty and staff members, there are

1 member of the Chinese Academy of Sciences, 2members of Chinese Academy

of Engineering,8 professors in National “One Thousand Talents Program”, 7

“Chang Jiang Scholars”, 2 recipients of National Science Fund for Distinguished

Young Scholars, 2 chief scientists of National “973” research Projects, and 13

professors in “BaiQianWan Talents Program”. The university got more than 700

national research projects and the research projects and fundsincreased by33%

per year in the past five years.

Further information is available at http://renshi.swu.edu.cn/rcgzbgs/ or from the

address: The Talents Recruitment Office, Southwest University, Beibei,

Chongqing 400715, P. R. China. Please kindly send applications or nominations

in the form of an application letter enclosing a current CV to rencai@swu.edu.cn.

Southwest Jiaotong University, P.R.China

Anticipates YourWorking Application

Southwest Jiaotong University (SWJTU), founded in 1896, situates itself in Chengdu, the provincial capital of Sichuan.

It is a national key multidisciplinary “211” and “985 Feature” Projects university directly under the jurisdiction of the

Ministry of Education, featuring engineering and a comprehensive range of study programs and research disciplines

spreading across more than 20 faculties and institutes/centers. Boasting a complete Bachelor-Master-Doctor education

system with more than 2,500 members of academic staff, our school also owns 2 first-level national key disciplines, 2

supplementary first-level national key disciplines (in their establishment), 15 first-level doctoral programs, 43 first-level

master programs, 75 key undergraduate programs, 10 post-doctoral stations and more than 40 key laboratories at national

and provincial levels.

Our university is currently implementing the strategy of “developing and strengthening the university by introducing and

cultivating talents”. Therefore, we sincerely look forward to your working application.

More information available at http://www.swjtu.edu.cn/

I. Positions and Requirements

A.High-level Leading Talents

It is required that candidates be listed in national top talents programs such as Program of Global Experts, Top Talents

of National Special Support Program, “Chang Jiang Scholars”, China National Funds for Distinguished Young

Scientists and National Award for Distinguished Teacher.

Candidates are supposed to be no more than 50 years old. The limitation could be extended in the most-needed areas of

disciplinary development.

Candidates who work in high-level universities/institutes and reach the above requirements are supposed to be no more

than 45 years old.

B. Young Leading Scholars

Candidates are supposed to be listed in or qualified to apply for the following programs:

DEFG��JF� ���N�FJP ��NJ� �F�SJG� T����F�

D��S ��� ��NJ� �F�SJG� �� EFG��JF� Y�S��F� YN����G T����F��T����F� ��� YN����G�J� ��� ��NJ� �F�SJG��

DY��SJ�S ��NJPFG��J ��� G�S ���S��SJG ��NG� Y����F��

Candidates should have good team spirit and leadership, outstanding academic achievements, broad academic vision and

international cooperation experience and have the potential of being a leading academic researcher.

C. Excellent Young Academic Backbones

Candidates under 40 years old are expected to graduate from high-level universities/institutes either in China or other

countries. Those who are professors, associate professors and other equal talents from high-level universities/institutes

overseas could be employed as professors and associate professors as well.

D. Excellent Doctors and Post Doctoral Fellows

Candidates under 35 years old are supposed to be excellent academic researchers from high-level universities either in

China or other countries.

II. Treatments

The candidates will be provided with competitive salaries and welfares that include settling-in allowance, subsidy of

rental residence, start-up funds of scientific research, assistance in establishing scientific platform and research group as

well as international-level training and promotion . As for outstanding returnees, we can offer further or specific

treatments that can be discussed personally.

III . Contact us:

Contacts: Ye ZENG &Yinchuan LI Telephone number: 86-28-66366202 Email: talent@swjtu.edu.cn

Address: Human Resources Department of SWJTU, the western park of high-tech zone, Chengdu, Sichuan, P.R.China,

611756

http://www.swjtu.edu.cn/

Faculty Position Available
at China University of Petroleum inQingdao

China University of Petroleum (UPC) is a national key university directly

affiliated with the Ministry of Education and a member of the “211 Project” and

“985 innovation platform for preponderant discipline” universities。Honored as

“the cradle of scientific and technological talents for petroleum industry”, UPC is

an important base of training high-level talents for the petroleum and

petrochemical industry and has already developed into a multi-disciplinary,

well-rounded university focusing on petroleum and engineering.

UPC now has two campuses in Shandong Province, one in Qingdao and one in

Dongying. Qingdao Campus, the main and new campus, is located in Qingdao

which enjoys a high reputation for its charming scenery and favorable climate.

We warmly welcome scientific and technological elites all over the world to join

us and build our university into a national renowned, high-level, research-oriented

institute with its petroleum-related disciplines reaching the world's first-class

level.

UPC provides eligible talents with a good academic environment and

excellent working and living conditions.

Further information is available at http:// rsc.upc.edu.cn

Contact us:

Tel: 0086-532-86981808; 86981806 E-mail: teacher@upc.edu.cn

ng g

1.Tenured professor of well-known overseas universities or experts and scholars

who have published a thesis as the original author in "Science" or "Nature" can be

recruited as a high level professor at UPC，and will be offered 2 million RMB

settling-in allowance or housing subsidy and 3-8 million RMB scientific research

and academic funds after the evaluation.

2.Experts or scholars who have a high academic reputation and are qualified

leader in certain disciplines can be recruited as a high level or regular professor，

and will be offered 1 million RMB settling-in allowance or housing subsidy and

1-3 million RMB Scientific research and academic funds after the evaluation.

3.Youth talents who qualify for China’s “Youth 1000 Talents projects” can be

offered 0.5 million RMB annual salary, 1.5 million RMB settling-in allowance or

housing subsidy and 1-3 million RMB scientific research and academic funds.

4.Youth talents who receive the position as postdoctoral, assistant professor,

associate professor or have a PhD from a famous overseas university or research

institution can be offered higher treatment than similar talents in China.

Faculty Positions inDUT

Dalian University of Technology (DUT) is located in the

beautiful coastal city of Dalian, in northeastern China's

Liaoning Province. It is a national key university of the

“211” and “985” project directly under the Ministry of

Education.

DUT is seeking to recruit excellent expert, scholars (i.e.

The Recruitment Program of Global Experts, The Plan

for Recruiting 1,000 Professorship for Young Talent,

Changjiang Scholar Distinguished Professors and

Changjiang Scholar Guest Professors) and faculties from

both home and abroad. Qualified applicants of professors,

associate professors and lecturers are required to be under

the age of 45,40,35 separately, and have obtained a PhD

degree in a nation(world)-renowned university or academy

of Chinese Academy of Sciences. DUT will provide a

good academic environment, competitive salaries at

international levels. Potential candidates are encouraged to

send your application latter enclosing a current CV to

Jiailing or ZhangYan(zhaopin@dlut.edu.cn), indicating in

the email subject with “academy + position + applicant`s

name”.

For more details, please visit the website: http://rc.dlut.edu.cn/
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institutes. Successful applicants should spend at

least 3 months per year undertaking research and

teaching on NUDT campus for 3 consecutive

years after being selected for the Program.

1000-Young-Talent Program

This program is one type of “1000-Talent Plan”

especially for young scholars under age 40.

Generally, applicants should have official

teaching or research positions in world-renowned

overseas universities or institutes. Three or more

years of overseas post-doctoral research

experience is required if the doctoral degrees

were acquired overseas, while five or more years

required if degrees obtained in Mainland China.

Special offers are granted to those who have

made distinguished research achievements.

2.Chang Jiang Scholars Program

Distinguished Professors

Applicants should be under age 45 if in a field of

natural sciences, or under 55 in a field of

humanities and social sciences. Applicants

should have worked either as associate professors

(or with above academic titles), or at equivalent

positions in world-renowned universities or

research institutes.

Chair Professors

Applicants should have worked either as

professors or at equivalent positions in world-

renowned overseas universities or research

institutes. Successful applicants should spend at

least 2 months per year undertaking research and

teaching on NUDT campus for 3 consecutive

years after being selected for the Program.

3.University DistinguishedGuest Professors

Applicants should be academicians of CAS or

CAE, or have worked either as professors or at

equivalent positions in world-renowned overseas

universities or research institutes, and should

have outstanding contribution to their domains of

specialties or with world recognized achievements.

Successful applicants should spend at least 3

months per year undertaking research and

teaching on NUDT campus for 3 consecutive

years after being selected for the Program.

4.Elite Young Scholars

This program is designed for the great cohort of

innovative and promising scientific minds under

age 40, willing to work at NUDT as full-time

faculty. Applicants should have obtained doctoral

Calls for Talents

All Over the World
NationalUniversity ofDefense Technology

The National University of Defense Technology

(NUDT) is a comprehensive national key

university under the dual supervision of the

Ministry of Defense and the Ministry of

Education as designated by Project 211 and

Project 985. The University is located in

Changsha, a magnificent city enjoying thousands

of years of history. Over the past 60 years, NUDT

has accomplished a large number of advanced

scientific achievements, among which listed the

Galaxy series and Tianhe series of supercomputer

systems, Beidou Satellite Navigation System,

Medium and Lower Speed Maglev, Core Routers

and Unmanned Vehicles. The University has

played an important part in building an

innovation oriented country. After Tianhe-1

Supercomputing System, developed by NUDT,

shocked the world as the first Chinese

supercomputer topping the TOP500 list of

fastest supercomputers, Tianhe-2 has retained the

supremacy of TOP500 for 4 times and reigned as

World’s Best Supercomputer since 2013.

In order to accelerate the establishing of a leading

university, NUDT now welcomes outstanding

scholars and technicians all over the world to our

multidisciplinary faculty positions.

Positions Available

1.1000-Talent Plan

The Innovative Talents Long Term Program

This program aims at recruiting world-class

scholars under age 55 if in a field of natural

sciences, or under 60 in a field of humanities and

social sciences as full-time professors at NUDT.

Applicants should have acquired doctoral

degree(s) and have worked either as professors or

at equivalent positions in world-renowned

oversea universities or research institutes.

Successful applicants should spend at least 9

months per year undertaking research and

teaching on NUDT campus for 3 consecutive

years after being selected for the Program.

The Innovative Talents Short Term Program

This program aims at recruiting world-class

scholars under age 55 if in a field of natural

sciences, or under 60 in a field of humanities and

social sciences as part-time professors at NUDT.

Applicants should have acquired doctoral

degree(s) and have worked either as professors or

at equivalent positions in world-renowned

oversea universities or research institutes.

Successful applicants should spend at least 3

months per year undertaking research and

teaching on NUDT campus for 3 consecutive

years after being selected for the Program.

Foreign Experts Program of 1000-Talent Plan

This program is designed for world-class

scholars of non-Chinese ethnicity under age 65.

Applicants should have worked either as

professors or at equivalent positions in

world-renowned oversea universities or research

degrees at world-renowned overseas or domestic

universities or research institutes, willing to exert

their strength and passion for research excellence

and self-fulfillment.

Research Fields in Demand

Physical Oceanography

Marine Meteorology

Data Assimilation

Marine Information Engineering

Underwater Acoustic Engineering

Oceanic Circulation

Numerical Modeling of Marine Hydrodynamics

Aerospace Propulsion Theory and Engineering

Materials Science and Engineering

Mechanics

Statistics

Atomic and Molecular Physics

Condensed Matter Physics

Quantum Communication

Quantum Information

Network Science

Synthetic Biology

Mechanical Engineering

Control Science and Engineering

Instrument Science and Technology

Satellite Navigation and Positioning

Space-based InformationAquisition and Processing

Management Science and Engineering

Applied Mathematics

Computer Science and Technology

Software Engineering

Microelectronics and Solid-State Electronics

Optical Engineering

Physical Electronics

Foreign Languages and Literature

Philosophy

International Relations

Salary and Support

Successful applicants will be offered sufficient

research support, adequate laboratory space,

highly competitive salary, startup funding and

social benefits, and extensive opportunities for

collaboration both within NUDT and with

partner institutions. Relocation or establishment

of your own research team will be supported.

Contact Us

All the position demands are long-term effective.

Any further inquiries will be welcomed via

emails. Interested applicants are invited to submit

documents including a cover letter, a CV, a brief

future research plan, 2 recommendation letters, 3

pieces of representative works to our Talent

Affairs Office:

Tel：+86-731-84572217

Fax：+86-731-84572217

E-mail：rcb@nudt.edu.cn

Address: Talent Affairs Office, Human

Resources Department, National University of

Defense Technology, 137 Yanwachi Street,

Changsha, Hunan, People’s Republic of China.
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The Physical Sciences and Engineering (PSE) Division
(http://pse.kaust.edu.sa) at King Abdullah University of Science
and Technology (KAUST) invites qualified applicants to apply
for faculty positions at all ranks (Assistant, Associate and Full
Professor) in the Chemical and Biological Engineering program.

KAUST offers superb research facilities which includes the
BioScience and Bioengineering and Analytical Core laboratories,
generous assured research funding and internationally
competitive salaries. The science produced in PSE focuses on
understanding, modeling and manipulating matter at all scales
(nano, meso and macroscopic levels), in all forms (bulk, thin
films, divided colloids, fluid flows, the earth as system, etc.) and
in interaction with external stimuli (light, heat, fluids, stresses,
etc.). The knowledge produced serves to help design and
engineer cutting-edge materials, technologies and systems.

The Chemical and Biological Engineering program offers
opportunities to develop real-world solutions to global
challenges by leveraging basic discoveries in the chemical and
biological sciences. The successful candidate will focus his/her
research in the following areas of expertise:

Process Modeling and Design
Solid academic/industrial background•

Conduct design, optimization and cost analysis of membrane•

and conventional separation processes
Teach advanced principles of process design and control.•

Advanced Water Treatment Processes/novel Membranes
(Senior-level Position)

Background and strong knowledge in the water industry•

Expertise in industry and academia•

Biomolecular Engineering (Senior-level Position)
Development and leadership of the Biomolecular•

Engineering program
Well-established research in areas such as•

biomaterials, tissue engineering, bioprocess
engineering or biomedical engineering

Reactor Design and Process Engineering (Position Open in
Kaust Catalysis Center: http://kcc.kaust.edu.sa)

Specialize in heterogeneous or photo catalysis•

Scale up reactors in the field of water splitting, high•

temperature catalytic processes and processes for air-
sensitive catalysts
Expertise in academia, industry or both•

Applicants should have a proven track record to establish a
high-impact research program, and should have a commitment
to high-quality teaching at the graduate level.

To learn more about the PSE Division and complete the online
application form, visit http://apptrkr.com/546570 . Application
requirements include the following:

Updated curriculum vitae with a full list of publications•

Statement of research•

Statement of teaching interests•

Contact details of at least four potential referees.•

Applications received by January 31, 2015 will receive full
consideration. Positions will remain open until filled.

Faculty Positions

Chemical and Biological Engineering
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The University Hospital of Basel and the Faculty of Medi-

cine of the University of Basel wish to recruit, to the new,

professorship funded by the Gertrude von Meissner

Foundation at the Institute for Pathology in the University

of Basel, a

Professor of Paediatric Osseous

and (Soft tissue) Tumours

(not tenured)

The duties in this post comprise the clinical-pathological

assessment of osseous and (soft tissue) tumours, in close

cooperation with the Osseous Tumour Reference Centre

also located in the University Hospital of Basel Pathology

Department, university-level teaching and research in par-

ticular. The main focus of the translational research is the

characterisation of molecular-genetic changes in paediatric

osseous tumours, during the course of which cooperation

and synergies with existing research groups within the

Faculty's specialisms of oncology and/or stem cells should

be utilised or created. The foundation professorship is

initially offered for a limited period of 5 years, after which

further funding may be possible.

The applicant must fulfil the following requirements:

Official designation of Specialist in Pathology or an equi-

valent qualification. Experience in the clinical-pathological

diagnosis of osseous and soft tissue tumours. Habilitation

or equivalent qualification. An internationally-recognised

track- record in carrying out of research into the field of

osseous and soft tissue tumours. Evidence of successful

competitive external funding. Enjoyment and commitment

to modern university-level teaching.

Courses in the Faculty of Medicine are taught in German.

The University of Basel stands for excellence through

diversity and advocates equal opportunities and family-

friendliness. The University endeavours to increase the

proportion of women in professorial positions and therefore

particularly welcomes applications from women.

If you require further information, please contact the Chair

of the Appointments Committee, Prof. Dr. Reinald Brunner,

(Tel. +41 61 704 2802, reinald-g-h.brunner@unibas.ch) and

University Hospital of Basel Senior Consultant in Patholo-

gy, Prof. Dr. Markus Tolnay (Tel. +41 61 328 6896, E-Mail

markus.tolnay@usb.ch).

Applications must be submitted by February 7, 2015. Infor-

mation concerning the documents to be submitted can be

found on the homepage at http://medizin.unibas.ch/ under

Dekanat/Bewerbungen.

Please send the documents, exclusively in 5 PDF files as descri-

bed in the Guidelines, to bewerbungen-medizin@unibas.ch.

UNIVERSITÄT BASEL

“Bernstein Award” 2015

YoungScientists ResearchAward

in Computational Neuroscience

TheGerman Federal Ministry of Education and
Research (BMBF)hasestablished the “National
Network for Computational Neuroscience” with
six high-performing “Bernstein Centers for
Computational Neuroscience” as the major
structural elements.

The “Bernstein Award” is equipped with up
to 1.25 Mio Euros in the form of a grant over
a period of fve years. It will be awarded to a
highly qualifed young researcher, considering
the candidates’ verifable research profle in the
feld of Computational Neuroscience and the
scientifc concept for a future young research
group. Young researchers can apply for their
own position and group. The group funded by
the “Bernstein Award” will become an integral
part of the National Network for Computational
Neuroscience. Future announcements of the
“Bernstein Award” are in the scope of the
Ministry’s planning.

The grant is provided for a scientifc project of
a young research group headed by a postdoc
regardless of nationality. The project will be
conducted at a German university or research
institution – within or outside the Bernstein
Centers. It is a prerequisite for funding that
the university or research institution concerned
employs the young researcher during the
funding period and supports him/her with the
basic equipment in terms of laboratory space
and other infrastructure. A statement made
to that effect by the receiving institution must
be included with the project outline to be
submitted.

Deadline for applications is April 15th,
2015.

For more detailed information about the
“Bernstein Award” including application
conditions please visit

http://www.nncn.de
or

http://www.gesundheitsforschung-bmbf.
de/_media/Bernstein_Award_2015_Call_

for_proposals.pdf
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The Physical Sciences and Engineering (PSE) Division
(http://pse.kaust.edu.sa) at King Abdullah University of Science and
Technology (KAUST) invites qualified applicants to apply for faculty
positions at all ranks (Assistant, Associate, and Full Professor) in the
Chemical Science Program.

KAUST offers superb research facilities which include the
Analytical, the Nanofabrication and Thin film and the Imaging
and Characterization core laboratories, generous assured
research funding and internationally competitive salaries. The
science produced in PSE is about understanding, modeling, and
manipulating matter at all scales: nano, meso, and macroscopic
levels; in all forms: bulk, thin films, divided colloids, fluid flows,
earth as system etc. and in interaction with external stimuli: light,
heat, fluids, etc. or stresses. The knowledge created serves to design
and engineer materials, technologies, and systems.

The Chemical Science Program is concerned with chemistry in all
its facets including those addressed in KAUST Research Centers,
particularly in Catalysis, Membrane, Solar Energy, and Clean
Combustion (http://chems.kaust.edu.sa).

The Chemical Science program is currently recruiting in the
following areas:

Experimental Polymer Physics: With emphasis on the dynamics and
molecular rheology of polymeric systems including, but not limited
to, branched polymers, copolymers, functionalized and responsive
polymers, nano composites, melts and solutions.

Polymer Engineering/Processing: With emphasis on a) the design,
characterization, properties and modification of polymeric materials,
b) the compounding and processing of polymeric materials and c)
the structure property relationships and applications.

Heterogeneous Catalysis: Candidates are expected to have a strong
expertise on “catalysis by design” especially on multistep reactions,
on the association of various types of catalytic concepts or tools e.g.
-acid base, -oxidation, -cascade, -confinement effect, -green and
sustainable chemistry – in situ, in operando spectroscopies.

Organometallic Catalysis for Polymer Synthesis: The main
objectives of this position will be the development of “new
concepts in polymerization catalysts towards major breakthroughs”.
An appointment in this area is needed to develop also a better
knowledge of elementary steps of polymerization with transition,
rare earth or non-transition elements. New polymeric materials
with new catalysts and a sustainable approach are domains of
strong appeal.

Analytical Chemistry NMR: Candidates should develop new

NMR techniques and apply these either to the investigation of

biomolecules such as proteins, nucleic acids or polymers or to explore

novel materials using solid-state NMR. Structural characterization,

dynamic processes and the evaluation of reaction dynamics as well

as mechanisms or understanding of the complex interplay between

solutes and solvents are examples of relevant research topics. The

candidate should be able to contribute to cutting-edge science

in a strongly interdisciplinary setting and demonstrate the ability

to participate in collaborative research. KAUST has established

outstanding NMR facilities with including a 950 MHz NMR and

a DNP-NMR. A successful candidate will have full access to these

facilities and expected to take an active role in their development.

Catalytic Reactions Engineering (Chemical and Biological

Engineering Program): This position should be focusing on

“reactor design” and establishment of a “scale up platform”. It will

complement the existing areas of expertise in Chemical Science

Program and put a greater focus on bridging chemistry and chemical

engineering: “from the bench to the processes”. Strong experience

with industrial partners is needed.

New Methods of Organic Synthetic Chemistry: This position should

be focused on initiating an organic chemistry research program

focusing on new methods of organic synthesis from different feed

stocks e.g. petrochemicals and natural products.

Applicants should have a proven track record to establish a high

impact research program and have a commitment to high quality

teaching at the graduate level.

To learn more about the PSE Division and complete the online

application form, visit http://apptrkr.com/546726

Application requirements include the following:

Updated curriculum vitae with a full list of publications•

Statement of research•

Statement of teaching interests•

Contact details of at least four potential referees•

Applications received by January 31, 2015 will receive full

consideration and positions will remain open until filled.

Faculty Positions

Chemical Science
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For more information go to:
jcu.edu.au/jobs

JCU is committed to equal
opportunity, diversity and
sustainability.

Careers in the Tropics
Lecturer/Senior Lecturer – Zoology/Ecology
Ref.No. 14283– Townsville

TheCollege of Marine and Environmental Sciences has
an enviable international research reputation, and is a
leadingAustralianUniversity in the ISI field of Ecology
and Environment.We are seeking to appoint a Lecturer
in theTerrestrial Ecosystems andClimate Change group,
to contribute to and complement our current teaching
and research profile.The appointee will have a strong
interest in teaching and research in the tropics. He/
shewill have demonstrated experience and success in
tertiary teaching, student supervision and research.The
appointee will be required to teach in appropriate areas
of zoology, ecology and/or quantitative biology, including
their area of special expertise. Preferencemay be given to
applicants with interests in one or more of the following:
terrestrial vertebrate ecology, ornithology, mammalogy,
wildlife biology, plant-animal interactions, conservation,
quantitative methods, and/or terrestrial invertebrate
biology.

TheTerrestrial Ecosystems andClimate change group is
one of the top disciplines in JamesCookUniversity for
winning competitive research grants, and belongs to
JCU’s flagship researchCollege. JCU is an excellent base
for research in tropical zoology and ecology because:
it has excellent infrastructure; there is ready access to
a wide array of environments (rainforest, savannah,
streams, wetlands, mountains and islands); there is a rich
intellectual environment in the region, including CSIRO (on
campus),WetTropics ManagementAuthority, Australian
Institute of Marine Science, Great Barrier Reef Marine Park
Authority, several government departments and successful
cognate disciplines of JCU; and it has the all the attributes
of a western-style university in a safe political and healthy
environment.

EmploymentType: Appointment will be full-time on a
continuing basis.

Salary: Lecturer - Academic Level B - $84,700 - $99,942
per annum; Senior Lecturer - Academic Level C -
$102,988 - $118,228 per annum. Level of appointment
and commencing salary will be in accordancewith
qualifications and experience. Benefits include a generous
superannuation schemewith 17% employer contributions,
five weeks annual recreation leave, flexible working
arrangements and attractive options for salary packaging.

Applications close on 11 January 2015.

Applicationsmust be lodged electronically using the

online facility located at http://www.jcu.edu.au/jobs/

For more information go to:
jcu.edu.au/jobs

JCU is committed to equal
opportunity, diversity and
sustainability.

Careers in the Tropics
Lecturer/Senior Lecturer –Marine Biology
Ref.No. 14282– Townsville

TheCollege of Marine and Environmental Sciences is a
recognisedworld leader in coral reef research.We are
seeking to appoint a Lecturer in the Discipline of Marine
Biology, within theMarine Ecosystems and ImpactsGroup,
to complement our current teaching and research profile.
The appointee will have a strong interest in teaching and
research focussed onmarine invertebrate biology and
ecology in the tropics. He/shewill have demonstrated
experience and success in tertiary teaching, graduate
student supervision and research.This is a joint research
and teaching appointment, and the appointee will be
required to teach undergraduate and postgraduate
subjects in marine biology, ecology, and/or quantitative
biology. Preferencemay be given to applicants with
interests in coral biology and ecology, and/or marine
invertebrate biology.

TheMarine Ecosystems and Impacts group is one of the
top research disciplines in James CookUniversity, and
belongs to JCU’s flagship research College. JCU provides
an excellent base for research on coral reefs because it
has excellent infrastructure including aquarium facilities
and high-performance computing facilities, and has ready
access to a wide array of marine environments within the
Great Barrier ReefWorld HeritageArea and the Pacific and
IndianOceans. JCU has a rich intellectual environment
including as the administering organisation for theARC
Centre of Excellence for Coral Reef Studies, together with
internal Centres that have an aquatic/maritime focus.
Further, theAustralian Institute of Marine Science, the
Great Barrier Reef Marine ParkAuthority and several
government departments are all locatedwithin the region.

EmploymentType:Appointment will be full-time on a
continuing basis.

Salary: Lecturer - Academic Level B - $84,700 - $99,942
per annum; Senior Lecturer - Academic Level C -
$102,988 - $118,228 per annum. Level of appointment
and commencing salary will be in accordancewith
qualifications and experience. Benefits include a generous
superannuation schemewith 17% employer contributions,
five weeks annual recreation leave, flexible working
arrangements and attractive options for salary packaging.

Applications close on 11 January 2015.

Applicationsmust be lodged electronically using the

online facility located at http://www.jcu.edu.au/jobs/
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The Institute of Bioengineering (bioengineering.epfl.ch) and School
of Life Sciences (sv.epfl.ch) at EPFL (www.epfl.ch) invite applica-
tions for a faculty position in Bioengineering. Appointments at
all levels (tenure track assistant/associate/full) will be considered.
We seek exceptional individuals who will develop and lead a

research program at the forefront of the discipline and who will
also be committed to excellence in undergraduate and graduate-
level teaching.

Areas of interest include, but are not limited to: synthetic
biology, biomolecular engineering, systems biology, stem cell
biology, tissue engineering, biomaterials, immunoengineer-
ing, functional genomics, proteomics and metabolomics. The-
matic links to research foci at the Institutes of the School of Life
Sciences (cancer, infectious, immunological and metabolic dis-
eases, neuroscience) are encouraged but not necessary. Start-up
resources and state-of-the-art research infrastructure will be avail-
able. Salaries and benefits are internationally competitive.

Bioengineering at EPFL is well integrated between the School of
Engineering and the School of Life Sciences. Close interactions
with the newly founded Wyss Center, University of Lausanne,

the University Hospital of Lausanne (CHUV), and the Ludwig
Institute for Cancer Research are encouraged.

EPFL, with its main campus located in Lausanne, Switzerland, is
a dynamically growing and well-funded institution fostering ex-

cellence and diversity. It has a highly international campus at an
exceptionally attractive location boasting first-class infrastructure.
As a technical university covering essentially the entire palette of
engineering and science, EPFL offers a fertile environment for
research collaboration between different disciplines. The EPFL

environment is multi-lingual and multi-cultural, with English
serving as a common interface.

Applications should include a cover letter with a statement of
motivation, curriculum vitae, list of publications and patents,

concise statement of research and teaching interests, and the
names and addresses of at least five referees. Applications must
be uploaded in PDF format to the recruitment web site:

https://academicjobsonline.org/ajo/jobs/5137

Formal evaluation of candidates will begin on February 1st, 2015

and continue until the position is filled.

Enquiries may be addressed to:

Prof. Matthias Lutolf

Chairman of the Committee
e-mail: bioeng-search@epfl.ch

EPFL is committed to increasing the diversity of its faculty, and
strongly encourages women to apply.

Faculty Position in Bioengineering
at the Ecole polytechnique fédérale de Lausanne (EPFL)

CONFIRMED SPEAKERS

Zakri ABDUL HAMID (MY)

Syahrilnizam ABDULLAH (MY)

Stylianos E ANTONARAKIS (CH)

Stephan BECK (UK)

Hany BINTI MOHD ARIFFIN (MY)

Ruth CHADWICK (UK)

Andrew CLARK (US)

Marcel DINGER (AU)

Evan EICHLER (US)

Andrew FUTREAL (US)

Timothy MERCER (AU)

John E RASKO (AU)

Charles ROTIMI (US)

Michael SNYDER (US)

Himla SOODYALL (ZA)

Nicole SORANZO (UK)

Henk STUNNENBERG (NL)

Meow Keong THONG (MY)

Hub ZWART (NL)

Richard A GIBBS (US)

Dean NIZETIC (SG)

Maude E. PHIPPS (MY)

Steve QUAKE (US)

Gerardo JIMENEZ-SANCHEZ (MX)

Maria KARAYIORGOU (US)

Kazuto KATO (JP)

Poh San LAI (SG)

Edison LIU (US)

Partha P MAJUMDER (IN)

www.hugo-hgm.org
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FIVE FACULTY POSITIONS IN SYSTEMS BIOLOGY,

GENOMICS, AND INFORMATICS

AT OREGON STATE UNIVERSITY

Oregon State University is searching for fve collaboratively-minded
faculty with an enthusiasm for research and teaching at the interface
between the life or environmental sciences and the quantitative or
physical sciences. Appointees will be expected to develop independent
and collaborative grant-funded research programs, at levels of scale from
the molecular to the ecological. The research, teaching, and extension
programs of the appointees are expected to integrate student success,
and diversity and inclusion, as core values. This search is part of a
large cohort of new faculty hires at OSU focused on interdisciplinary
research, on advancement of diversity, and on advancing and equalizing
student success.

To review the full position announcements, qualifcations and detailed
application information for any of these positions, go to http://
oregonstate.edu/jobs and select the relevant posting number.

COMPLEX SYSTEMS IN THE LIFE AND

ENVIRONMENTAL SCIENCES

Two assistant professor (9 month) positions are available in any domain
where the life or environmental sciences intersect with the quantitative or
physical sciences. Complex systems in the life and environmental sciences
span numerous levels of scale from metabolites, macromolecules, cells,
tissues, and organisms, to populations, communities and ecosystems.
Increasingly, understanding these systems requires interdisciplinary
collaborative research at the intersection with quantitative or physical
sciences. Each appointment will reside jointly in a life or environmental
sciences unit, and in a physical or quantitative sciences unit, depending
on the appointee’s expertise and interest. Posting #0013430; Closes
February 6, 2015. Contact:BrettTyler (brett.tyler@oregonstate.edu).

QUANTITATIVE SYSTEMS BIOLOGIST

Assistant Professor (9 month) position in the Department of Integrative
Biology (70%) and the Departments ofMathematics or Statistics (30%).
The appointeewill use and developmathematical or statistical approaches
to tackle problems in systems biology in the broad sense. Research focus
can be at any level of biological organization, but must involve strong
quantitative approaches and integrating large data sets. Candidate will
teach in the general biology curriculum and will teach courses aimed at
improving the quantitative skills of biology students.Posting #0013398.
Closes January 25, 2015. Contact:TaraBevandich (Tara.Bevandich@
science.oregonstate.edu; 541-737-5336).

MARINE EVOLUTIONARY SYSTEMS BIOLOGIST

Assistant Professor (9 month) position in the Department of Integrative
Biology. The appointee will conduct research, develop an active, grant-
supported research program that applies systems biology approaches to
evolutionary questions in marine organisms. Research focus can be at
any level of biological organization, but must involve strong quantitative
approaches and cutting-edge technologies.Appointee will teach courses
in genetics and evolution.Posting #0013400. Closes January 25, 2015.
Contact:TaraBevandich (Tara.Bevandich@science.oregonstate.edu
or 541-737-5336).

GENOMICS AND BIOINFORMATICS OF CROP PLANTS

Assistant Professor (9month) position in the Department of Horticulture.
The appointee will develop a comprehensive program in research
(both independent and collaborative), teaching and outreach in applied
genomics and bioinformatics of plants, with a focus on discovery of new
knowledge and/or creative solutions to problems related to economically
important staple and specialty crops of Oregon. The research discoveries
and impacts are to be communicated to peers, practitioners and citizens.
Posting #0013285; Closes January 25, 2015. Contact:BillBraunworth
(541-737-1317 or bill.braunworth@oregonstate.edu).

Assistant/Associate/Full Professors, Nuclear Engineering
and Health Physics
9 Month Full-Time

Nuclear Eng/Health Physics
Idaho Falls

Idaho State University seeks to signifcantly expand its research enterprise
in broad areas relating to nuclear material science and engineering while
contributing to the national objectives as outlined by the Department of
Energy in collaboration with the Idaho National Laboratory. Up to fve new
faculty, open at any rank, will be recruited into this outstanding opportunity.
Outstanding candidates with a strong proven background for developing
research and contributing to graduate and undergraduate education in the areas
of nuclear materials and nuclear fuels and various other nuclear engineering
and related areas will be considered

The Department ofNuclearEngineering andHealth Physics at Idaho State
University invites applications from individuals with a background in the
following areas:
• nuclear materials for a tenure-track position. Exceptional candidates
should possess particular interest and scholarly accomplishments in radiation
damage, structural material and fuel development, and material

characterization. Emphases in both experimentation and modeling,

including visualization and simulation, will be strongly considered.

• computational thermal-hydraulics for a tenure-track position. Exceptional
candidates should possess particular interest and scholarly accomplishments
in mass/energy balance of energy systems (chemical and nuclear) and

advanced analytics. Emphases in both experimentation and modeling,

including visualization and simulation, will be strongly considered.

• light-water reactor system analysis for a tenure-track position. Exceptional
candidates should possess particular interest and scholarly accomplishments
in safety analysis (i.e. probabilistic risk assessment (PRA)), structural

analysis, hybrid energy system integration, and instrumentation&control

(I &C). Emphases in both experimentation and modeling, including

visualization and simulation, will be strongly considered.

• light-water reactor system analysis for a tenure-track position. Exceptional
candidates should possess particular interest and scholarly accomplishments
in light-water reactor fuel and zircaloy cladding properties and behavior.

Emphases in both experimentation andmodeling, including visualization

and simulation, will be strongly considered.

• radio- and separation chemistry for a tenure-track position. Exceptional
candidates should possess particular interest and scholarly accomplishments
in pyroprocessing, actinide chemistry, and radioanalytical analysis for

safeguards applications.Emphases inboth experimentation andmodeling,

including visualization and simulation, will be strongly considered.

Successful candidates are expected to establish vigorous research programs
and help support graduate and undergraduate research. Joint appointments
with INLwill be encouraged and expected. Candidates are expected to utilize
the laboratory facilities located at the Center for Advanced Energy Studies
(CAES) facility in Idaho Falls. The Idaho Accelerator Center (IAC) and the
Research and Innovation in Science and Engineering (RISE) complex also
provide excellent experimental facilities for research. These positions are
primarily focused on research.

MinimumQualifcations: Ph.D. in nuclear science or engineering, materials
science, mechanical engineering, chemical engineering, radiochemistry, or
a related feld. Exceptionally strong candidates that are “all but dissertation
(ABD)” will be considered.

Preferred Qualifcations: Ability to obtain unescorted access to Idaho
National Laboratory research facilities. The candidates should have a
distinguished record and exceptional potential for world-class research.

Please submit the following documents with your application: Full
Academic Transcript History, full curriculum vitae, a one-page statement
of professional interests and activities, a statement of research, and the
names, and contact information (including addresses, e-mail and telephone
numbers) of four references. Reference letters optional. To apply go to
careers.isu.edu. Priority consideration will be given to applications received
by March 31, 2015. However, the positions will remain open until 1lled.
Salary will be $100,000 to $120,000 for assistant professors depending upon
education and experience. Full professors will be considered at a salary
commensurate with their experience and research record.All positions Include
a competitive bene1ts package.

Idaho State University is an Equal Opportunity/Affrmative Action
Employer. We have an institution-wide commitment to inclusion and
diversity and encourage all qualifed individuals to apply. Veterans’

preference. Upon request, reasonable accommodations in the application
process will be provided to individuals with disabilities.
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MASTER OF MEDICAL

SCIENCES DEGREE

in

IMMUNOLOGY

A comprehensive program in
Basic and Clinical Immunology.
Taught by renowned Harvard
faculty and intended for
biology graduates interested
in immunology research and
medicine, as well as for research-
oriented clinical fellows (MD,
MBBS, and equivalent degrees)
from all disciplines.

Visit http://mmscimmunology.
hms.harvard.edu/ forinformation
on our comprehensive two-year
program, including extensive
coursework and laboratory-
based research, at Harvard
Medical School.

Research Microbiologist or Research Veterinary Medical Offcer
GS-12/13

Salary Range of $69,497 to $107,434

The Food Safety and Enteric Pathogens Research Unit at the National Animal Diseases Center in
Ames, Iowa, is seeking a permanent full-time Research Microbiologist or a Research Veterinary
Medical Offcer to conduct research on the interactions between intestinal commensal microbes,
notably foodborne pathogen Salmonella species, and mucosal immune mechanisms of swine.

The scientist is responsible for molecular-based investigations to defne intestinal mucosal responses
and host defensemechanisms (innate and acquired) of early life swine. Factors eliciting those responses
include pre-weaning and postweaning colonization by intestinal commensal microbes (including
foodborne pathogen species) and diet composition. The incumbent’s knowledge and research will
supplement and complement unit efforts to reduce antibiotic use in swine, and to discover alternatives
to traditional antibiotics for inhibiting human foodborne pathogens (Salmonella,Campylobacter) thus
improving animal health and productivity. The ultimate goal of the FSEPUnit is to reduce foodborne
pathogens on the farm, the frst link in the food chain to humans.

NADC is the premier research institute within the USDA for studying diseases of large animals and
has recently undergone a $500 million upgrade of laboratory facilities. NADC resources for the
position include fow cytometry, mass spectroscopy, laser capture microdissection microscopy, a
nucleic acid center operating Illumina,MiSeq,AP3100 sequencers, an electronmicroscopy/histology
facility, bioinformatics resources, and both conventional and gnotobiotic large animal support.
NADC researchers also have access to resources and collaborators at nearby Iowa State University.
At the NADC, scientists are able to investigatemicrobe-host interactions at every level—molecular,
microbe, and natural host.

Beginning December 4, 2014, details of this position, including salary, qualifcation requirements and
application directionswill be described in JobAnnouncementsARS-D15E-0011 andARS-D15E-0010
posted on theUSAJOBSwebsite,www.usajobs.gov.U.S. citizenship is required.Applicationsmust
be received by the closing date of Thursday, January 22, 2015.

Contacts: Application procedure: Heather Lee, Heather.Lee@ars.usda.gov, 301-504-1410
Scientifc information: Thad Stanton, Thad.Stanton@ars.usda.gov, 515-337-7350

USDA/ARS is an Equal Opportunity Employer and Provider.

FACULTY POSITIONS IN MYCOLOGY

The Institut Pasteur in Paris announces an international call for outstanding candidates

at all levels to establish independent research groups in the Mycology Department.

Preference will be given to studies on human pathogenic flamentous fungi and yeasts,

fungal cell biology or population genetics and genomics. Research on model species

will be also considered when connecting to fungal pathogenesis. Attractive start-up and

ongoing support includes salary, equipment, and operating costs. In addition, Institut

Pasteur provides access to state-of-the-art technology platforms, and to laboratories

and research infrastructure in disease-endemic regions through the Pasteur International

Network. Further information on the Institute and on-campus facilities can be found at

http://www.pasteur.fr. Further information on the Mycology Department can be found

at http://www.pasteur.fr/mycology.

The application should comprise the following (in order) in a single pdf fle: i) A brief

introductory letter, ii) A Curriculum Vitae, a list of 10 selected publications and a full

publication list, iii) A description of past and present research activities (up to 3 pages),

iv) The proposed research project (up to 6 pages, including a summary).

Junior candidates [1] should also provide:

v) The names of 3 scientists fromwhom letters of recommendation can be sought, together

with the names of scientists with a potential confict of interest from whom evaluations

should not be requested.

Applications and requests for information should be addressed to

myco_call2015@pasteur.fr by February 27, 2015. Short-listed candidates will be invited

for interviews in the spring 2015 and decisions will be announced by the summer 2015.

[1] Institut Pasteur is an equal opportunity employer. Junior group leaders should be

less than 8 years after PhD at the time of submission. Women are eligible up to 11 years

after their PhD if they have one child and up to 14 years after their PhD if they have two

or more children.

The Department of Biomedical Engineering in the School of
Engineering at the City College of New York (CCNY) of the
City University of New York seeks to recruit an outstanding
faculty member with expertise to complement their growing
program in neural engineering. Other areas of specialization
in the department include: tissue engineering,
nanotechnology/biomaterials, cardiovascular engineering,
and musculoskeletal biomechanics. It is expected that
appointment will be made at the level of Assistant Professor,
though outstanding candidates at more senior levels will be
considered.

Responsibilities will focus on developing successful,
extramurally funded research program as well as excellence
in teaching at the graduate and undergraduate levels.

The City College of New York, in the heart of New York City,
is building upon its strengths in neuroscience, which is
currently comprised of more than 20 faculty from 5 different
departments across the campus. Shared research
instrumentation include state of the art microscopy, several
EEG systems, TMS, tDCS, non-invasive optical imaging, and
a research-dedicated MRI scanner scheduled to be
operational by the end of 2014.

The research environment in the CCNY BME department is
very strong, and builds upon internal strengths as well the
New York Center for Biomedical Engineering (NYCBE) - a
unique consortium between the Grove School of Engineering
and seven of the premier health care and medical institutions
in New York City. The research productivity of the faculty in
the CCNY BME department is among the top in the nation
and supported by over $5,000,000 annual in extramural grant
support. The National Research Council rankings put the
department in the top 10% in the nation terms of research
productivity and #1 in the nation in terms of diversity. Its
commitment to diversity is reflected in its unique composition
of over 50% female or minority faculty. Additional information
on the department can be found at bme.ccny.cuny.edu.
CCNY is the founding and flagship college of the City
University of New York (CUNY).

To apply, please view Job ID 11824) at
http://www.cuny.edu/employment/jobsearch.html, and follow

all instructions.

Assistant, Associate, or Full Professor
Biomedical Engineering (tenure-track)



Research Faculty Positions

Four full-time research faculty positions are currently available at the

Boys Town National Research Hospital in Omaha, Nebraska.We seek two

qualifed independent investigators at any level (entry level preferred) to
join our Center for Sensory Neuroscience, a multidisciplinary group of
laboratories with a focus on molecular processes underlying hearing and
vision. We seek an additional two qualifed independent investigators at
any level to join our Center for Hearing Research, a multidisciplinary group
of laboratories with a focus on perception and communication in children
with hearing loss. Applicants for all four positions should have a Ph.D. and
at least 3 years post-doctoral experience, the talent and personal drive to
establish a robust and collaborative independent research program and the
ability to successfully compete for extramural support. The Hospital will
provide generous laboratory space and start-up packages along with a strong
mentoring program for young investigators. Salary support for these positions
is provided from a mix of Hospital and state funds as well as NIH grants.

Interested parties should submit a current CV, including the names of

3-5 references, and a 2-page research statement to:

Jessica Diekmann

Boys Town Human Resources

jessica.diekmann@boystown.org

402 498-1783

https://www.boystownhospital.org/

Boys Town National Research Hospital is an Equal Employment Opportunity

Employer. Qualifed applicants will receive consideration for employment
without regard to their protected veteran status. Boys Town National
Research Hospital is also an equal employment opportunity employer of

individuals with disabilities. Please contact us at 1-877-639-6003 if you need
an accommodation to complete the application process. Boys Town National
Research Hospital is an Af-rmative Action Employer and participates in

the E-Verify program.
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Assistant Professor – Biology
IU Northwest Biology

Applications are invited for a tenure-track assistant professor position in the BiologyDepartment at Indiana
University Northwest.

Teaching focus: Sophomore-level genetics, introductory biology (e.g. BIOL L101) and upper level in area
of expertise. This would include lectures, labs, and discussions. Specifc teaching experience in systems that
complement department strengths but fll department needs would be ideal. This could include molecular
genetics, population genetics (e.g. aquatic organisms, other novel organisms), human genetics, phylogenetics
and evolution, and quantitative genetics.

Research focus:Any realmof research in geneticswill be considered frommolecular/cellular to organismal/
population. Study systems that match department facilities and the tractability of certain genetic systems
should be considered (e.g. fruit fies and plants are easier to maintain given facilities than vertebrates
and humans). IUN maintains a zebra fsh colony in conjunction with the Northwest Center for Medical
Education. The ideal candidate would be particularly interested in pursuing a vigorous research program
that would be attractive to undergraduates interested in careers in biological feldwork, laboratory research,
or health professions.

Service focus: Service to the campus and candidate’s profession is expected, but one emphasis will be
excellence in advising undergraduate students toward their degree.

One of eight campuses of Indiana University, Indiana University Northwest is located in metropolitan
Northwest Indiana, approximately 30 miles southeast of Chicago and 10 miles from the Indiana Dunes
NationalLakeshore.The campus has a diverse student population of over 6,000 students and offersAssociate,
Baccalaureate and Master degrees in a variety of undergraduate and graduate programs in arts and sciences,
business and economics, education, nursing and health professions, public and environmental affairs, and
social work. IU Northwest emphasizes high quality teaching, peer-reviewed research and service. As a
student-centered campus, IU Northwest is committed to academic excellence characterized by a love of
ideas and achievement in learning, discovery, creativity, and engagement.

Required qualifcations include an earned doctorate. Post-doctoral experience is preferred. Evidence of
previous teaching experience and/or future potential are helpful. Salary and benefts are competitive.
Please upload: (1) curriculum vitae; (2) letter of application; (3) statement of research and teaching; and
(4) list of references with contact information to include mailing address, e-mail address, and telephone
numbers. Interested candidates should review the application requirements and submit their application at
https://indiana.peopleadmin.com/postings/1308 by January 5, 2015. Expected start date is August 1,
2015. Questions regarding the position or application process can be directed to the Search Committee
Chair, Peter Avis, Indiana University Northwest, 3400 Broadway, Gary, IN 46408, pavis@iun.edu,

(219) 980-6717.

INDIANAUNIVERSITY

SENIOR FACULTY POSITION IN

BIOCHEMISTRY, MOLECULAR

BIOLOGY, AND GENETICS

The Department of Biochemistry andMolecular
Biology at the Penn State University College of
Medicine invites applications from outstanding
senior scientists with Ph.D.,M.D., or equivalent
degrees for a full-time tenure-track position.We
seek candidates at theAssociate or Full Professor
level who have an active and highly competitive
independent research program in the area of
human genetics and genomics, particularly with
an emphasis of the genomics of disease related
traits. The successful applicant will serve as
associate director of the Penn State Institute for
Personalized Medicine (http://www2.med.psu.
edu/ipm) and should be familiarwith development
of protocols for Institutional Review Boards and
with management of CLIA laboratories.

For additional information, please visit the
following website: http://www2.med.psu.edu/
biochemistry/.

Applicants should submit a curriculum vitae
and a brief statement of research plans to www.
psu.jobs, position #55016 and arrange for three
letters of reference to be sent to Faculty Search
Committee, biochem_apply@hmc.psu.edu.
Application should be received prior toFebruary
1, 2015.

Penn State is committed to Affrmative Action,
Equal Opportunity and the diversity of its

workforce.

Assistant or Associate Professor of Comparative Medicine

The Department of Comparative Medicine at Stanford University invites
applications for a tenure-track position at the ASSISTANT or ASSOCIATE
Professor level. The main criterion for appointment in the University Tenure
Line is a major commitment to research and teaching.

We are particularly interested in an outstanding investigator whose animal
model-based research synergizes with general themes in, but not limited to,
comparative genomics and genetics, cancer biology, immunology and
microbiology, bioengineering, neuroscience, bioinformatics, stem cell biology,
and/or regenerative medicine. We fully support the One Health initiative and
welcome applicants whose research has translational applications.

Faculty rank will be determined by the qualifications and experience of the
successful candidate. The successful applicant should have a DVM/VMD,
PhD, or MD. We are particularly interested in candidates who have an active
research program, a strong record of independent research and extramural
funding, and a demonstrated commitment to excellence in teaching.

A joint appointment with another department at Stanford is also possible.

Applications will be reviewed beginning April 24, 2015 and accepted
until the position is filled.

Submit a brief cover letter describing future research plans, a curriculum
vitae and publication list, and the names of at least three (3) references to:

Ms. Alice Schroeder, compmed-stanford@lists.stanford.edu
Executive Assistant, Department of Comparative Medicine

For more information about the Department of Comparative Medicine at
Stanford University, please visit: http://med.stanford.edu/compmed/.

Stanford University is an equal opportunity employer and is committed to increasing
the diversity of its faculty. It welcomes nominations of and applications from women,
members of minority groups, protected veterans and individuals with disabilities, as

well as from others who would bring additional dimensions to the university’s
research, teaching and clinical missions.



HUMAN FRONTIER

SCIENCE PROGRAM

CALL FOR LETTERS OF INTENT
FOR RESEARCH GRANTS:

AWARD YEAR 2016

HFSP supports international preferably intercontinental
collaborations in basic life science research. Applications
are invited for grants to support innovative approaches to
understanding complex mechanisms of living organisms.
Applicants are expected to develop novel lines of research
distinct from their ongoing research. Preliminary results are
not required.

Program Grants are for independent scientists at all stages
of their careers while Young Investigators’ Grants are for
teams of scientists who are allwithin 5 years of establishing an
independent laboratory and within 10 years of obtaining their
PhDs. Both provide 3 years support for 2 – 4 member teams,
with not more than one member from any one country, unless
critical for the innovative nature of the project. Awards are
dependent upon team size and successful teamswill receive up
to $450,000 per year. The principal applicant must be located
in one of theHFSPmember countries but co-investigators may
be located in any country.

Please read the guidelines on the website (www.hfsp.org).
Teams must register via the web site by March 19, 2015
so as to submit a letter of intent online by the March 31,
2015 deadline.

Specifc enquiries: grant@hfsp.org

RESEARCH IS ON

THE WAY TO SUCCESS

WITH YOU

Application modalities: visit our website: http//www.eva2.inserm.fr

Application deadline:
- Research Associates: January 15th, 2015 - 4.00.pm (GMT+1)
- Research Directors: February 17th, 2015 - 4.00.pm (GMT+1)

Inserm is the only French public research institute to focus entirely on
human health. Its researchers are committed to studying all diseases,
whether common or rare.
Through its diversity of approaches, Inserm provides a unique environment
for researchers. 13 000 researchers, engineers and technicians work in
the 289 Inserm laboratories housed in hospitals, universities and research
campuses, all over France.

Inserm is recruiting:

93 tenure positions are offered
to researchers (m/f) dedicated
to biomedical research
Candidates to Research Associates and Research Directors positions
must have a PhD (or equivalent degree). There is no nationality restriction.

The role of themicrobiome in

musculoskeletal health and disease

The microbiome is increasingly recognised as
influencing health and disease.

To help clarify the role of the microbiome in
musculoskeletal disease, applications are invited
from multidisciplinary groups using innovative
approaches to address novel questions in this area.

Microbiome Pathfinder Awards will support de-
velopment work to enable successful applicants
to apply for future follow-on programmatic
support. These awards will provide support for up
to £300,000 for 24months.

The Microbiome Strategic Programme Award
will provide longer term support to established
multidisciplinary groups. This prestigious award
will provide support for up to £2m for 5 years.

The call launches on Monday 5 January 2015.
For further details and how to apply, visit the Arthritis
Research UK website www.arthritisresearchuk.org
from this date.

Registered Charity England andWales No. 207711, Scotland No. SC041156.

Call for
applications

New intensive summer course: Neurotechnologies
for Analysis of Neural Dynamics

Directors: DavidW. Tank andMichael Berry, Princeton University,

Dates: June 15 – July 12, 2015.

OnlineApplication Form and Course Schedule: NAND.princeton.edu

Application Deadline: February 1, 2015.

This course is designed to emphasize themajorways that scientists trained
in the physical and information sciences contribute to the advance of
neuroscience. It will introduce students with quantitative training in the
physical sciences,mathematics or engineering to the concepts and research
methodologies of modern neuroscience. Topics covered will range from
cellular biophysics to systems neuroscience, including particularly
imagingmethods for the study of single neurons, networks of neurons and
human brain dynamics during execution of behavioral computations.The
coursewill be unique in its focus on neural dynamics at several scales of
complexity – cells, circuits, intact brains – and the combination of didactic
lectures and laboratory exercises, including cellular biophysics, synaptic
interactions and plasticity in neuronal networks, and fMRI imaging of
targeted brain regions in human subjects.The course includes substantive
instruction in neurotechnologies, ranging from large-scalemulti-electrode
and optical recording, optogenetic stimulation andmathematical analysis
of neural dynamics within the datasets produced by these methods. The
capstone of this course will be one-week student-designed research
projects integrating concepts andmethodologies encountered during the
initial formal lectures and laboratory exercises.
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Learn more and

keep your job search

out of the cheap seats.

● Search thousands of job postings

● Create job alerts based on your criteria

● Get career advice from our Career Forum experts

● Download career advice articles and webinars

● Complete an individual development plan at “myIDP”

Target your job search using relevant resources

on ScienceCareers.org.

ScienceCareers.org

“《科学》职业”

已经与Cernet/

赛尔互联开展合

作。中国大陆的

高校可以直接联

系Cernet/赛尔互

联进行国际人才

招聘。

“《科学》职业”

已经与Cernet/

赛尔互联开展合

作。中国大陆的

高校可以直接联

系Cernet/赛尔互

联进行国际人才

招聘。

请访问

Sciencecareers.org/CER

点得联系信息。

Cernet



PROFESSOR AND DEPARTMENT CHAIR

DEPARTMENT OF NEUROBIOLOGY

UNIVERSITY OF MASSACHUSETTS

MEDICAL SCHOOL

The University ofMassachusettsMedical School invites applications for
the position of Professor and Chair of the Department of Neurobiology.
This highly successful department has focused on fundamentalmechanisms
of brain function using model genetic systems (http://www.umassmed.
edu/neurobiology/) and is now expanding its neuroscience research
and scholarship capabilities. The Medical School seeks an individual of
outstanding research and leadership capability who will further promote
and catalyze breakthrough science in neurobiology.

The Neurobiology department occupies one floor of a state-of-the-
art research building at the Medical School. Core facilities for deep
sequencing, proteomics, genotyping, fuorescence-activated cell sorting,
digital imaging/confocalmicroscopy, genomics/bioinformatics, transgenic/
knockout mice, and mouse metabolic phenotyping, among many other
techniques are available. The position is highly competitive with regard
to start-up funds, laboratory space and salary.

Applicants should submit a cover letter explaining their interest in
department leadership, curriculum vitae and contact information for three
references to https://academicjobsonline.org/ajo/5228. Inquiries, but not
applicationmaterials,may be directed to the SearchCommitteeChair,Dr.
Michael P. Czech (michael.czech@umassmed.edu).

As an Equal Opportunity and Affrmative Action Employer, UMMS
recognizes the power of a diverse community and encourages

applications from individuals with varied experiences, perspectives, and
backgrounds.

Assistant Professor in
Climate Change Cluster (4) Positions

The UNH College of Life Sciences and Agriculture (COLSA) seeks to
hire four tenure-track assistant professors with demonstrated interests and
expertise in (1) Environmental Economics, (1) Agricultural Engineering,
(1) Forest Ecosystem Health, and (1) Quantitative Ecology. Candidates
must have a Ph.D. in the appropriate field, and demonstrated potential to
develop and lead strong and productive research programs. Working
under the auspices of the New Hampshire Agricultural Experiment
Station, the successful candidates will be expected to compete
successfully in national and regional funding initiatives, achieve national
and international prominence in their fields, and provide leadership in
engagement with our stakeholders. They will embrace interdisciplinary
approaches, and will be expected to interface with broad segments of the
science-to-policy spectrum. Successful candidates will be expected to
train graduate students and to develop and teach outstanding courses at the
undergraduate and graduate levels. Integrating areas of research strength
with academic programs is a key goal of the UNH Academic Plan. The
new faculty will be located within the College of Life Sciences and
Agriculture, matched with the department that best suits their position,
interests and expertise. Likely home departments are Natural Resources
and the Environment (NREN) and Biological Sciences (BS).

The University actively seeks excellence through diversity among its
administrators, faculty, staff, and students, and prohibits discrimination on
the basis of race, color, religion, sex, age, national origin, sexual orientation,
gender identity or expression, disability, veteran status, or marital status.
Application by members of all underrepresented groups is encouraged.

Complete application information is available at:
colsa.unh.edu/employment. Review of applications will begin on
January 20, 2015 and will continue until the positions are filled. All
applicants will be required to apply online at https://jobs.usnh.edu.
Please direct all inquiries to Jane Garnett, COLSA search coordinator,
603-862-5417, Jane.Garnett@unh.edu.

The University of New Hampshire is an Equal Opportunity/
Equal Access/Affirmative Action institution.

SCIENCE EDUCATION IN BIOLOGY

DEPARTMENT OF BIOLOGY

COLORADO STATE UNIVERSITY

POSITION: The Department of Biology at Colorado State University
(Fort Collins, Colorado) is recruiting a faculty member who is advancing
areas of Science Education in Biology for a tenured/tenure-track faculty
position at the rank of Assistant or Associate Professor. Relevant areas
of interest include (but are not limited to) how students learn science,
analysis and development of instructional approaches, and methods of
assessment.

QUALIFICATIONS:Applicants must have a Ph.D. either in an area of
Biology or in Science Education with an emphasis in Biology by the time
of their application. Must have teaching experience in higher education,
and active research demonstrated with peer-reviewed publications in
science education with relevance to Biology.

DATES AND RECORDS: This position will be available as early as
August 16, 2015. For full consideration, complete applications must be
received by January 19, 2015.

For instructions on how to apply and to view full job description:
http://www.biology.colostate.edu/employment/

CSU is an EO/EA/AA Employer. Colorado State University conducts
background checks on all fnal candidates.
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Search thousands of jobs
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Get a job on the go.

Search worldwide for thousands of
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process is seamless, linking you
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customized push notifications.

Scan this code to
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No one in my family had ever stud-

ied science. I was already midway 

through college, with just a high 

school biology class behind me. I 

struggled through remedial math, 

then chemistry and physics. One 

graduate school accepted me. For the 

next 2 years, I taught and worked in 

a research lab, studying membranes. 

I aced my graduate courses. Mem-

branes didn’t seem to play a role in 

reprogramming development, so I 

transferred to Albert Einstein Col-

lege of Medicine, to a laboratory that 

studied enzymes involved in tran-

scription and DNA replication. 

“Be here as often as possible,” my 

new graduate adviser said. I went 

to dinner at 5 p.m. and returned 

at 7 p.m. “Where were you?” he de-

manded. From then on, I humbly 

apprenticed myself. I brought din-

ner in, studied while my gels ran, 

and slept on the orange vinyl couch in the women’s lounge. 

“You’ve studied enough. Let’s go to a movie,” one boy-

friend said. I shooed him away. Another offered marriage 

and travel if I would quit my Ph.D. program. Ha! My ex-

periments were my life. Finally, I married a cute medical 

student I met at a mixer in the research center lobby. He 

followed me to my postdoc at the University of California, 

Berkeley, where I was a Damon Runyon Cancer Research 

Foundation Fellow. While my husband was on call, and 

even when he wasn’t, I buried myself in transcription fac-

tors that control developmental genes. 

I applied for tenure-track positions and was offered sev-

eral: Duke. Johns Hopkins. Brandeis. My husband said he 

would go anywhere. I committed to Hopkins and wrote my 

first big National Institutes of Health grant. My husband 

served me with divorce papers. I fell into a state of shock. 

Twelve years had passed since I’d fallen in love with my fern. 

At Hopkins,  I was unable to lift a pipette, let alone con-

centrate on building a lab. I had 

written for scientific journals, but 

now I wrote madly in my own jour-

nal, using words as therapy to fig-

ure out what had gone wrong. 

An old boyfriend invited me to 

sunny Los Angeles. Skeptically, I 

boarded a plane to a world of palm 

trees, movies, restaurants, and—

surprisingly—laughter and love. 

These were tastes of a life I had 

missed. For months, I assumed 

my attraction to this “real” world 

was a transient response to the 

trauma of divorce. I expected my 

love for the lab to return. My grant 

was rejected by a couple of points. 

I moved to LA with no job pros-

pects. I became a live-in girlfriend.

I remarried, re-divorced, prac-

ticed piano again, and raised two 

children. I bought a house near 

mountains and hiking trails. I 

read. I briefly accepted a tenure-track assistant professor-

ship at a liberal arts college, assuming I was ready for the 

lab again. 

I wasn’t. It was as a teacher that I made sense of myself. 

Teaching gave me a life of work but also a life of people 

and play. Colleges, though, want research. I resigned.

Today I teach 11th and 12th grade physiology. I have been 

a school board chair and a high school principal. I often 

work with special education and at-risk students. Many 

of them have trouble focusing because of traumatic life 

events. I can relate. I still love ferns, but I’ll let someone 

else figure out their genetic switches. I’m okay with water-

ing the ferns in my backyard. ■

Karen Perkins is a teacher at Palisades Charter 

High School in Los Angeles. For more on life and careers, 

visit www.sciencecareers.org. Send your story to 

SciCareerEditor@aaas.org. IL
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“I still love ferns, but I’ll let 
someone else figure out their 

genetic switches.” 

For the love of ferns

I 
attended Hampshire College to major in music. While watering plants in the greenhouse to fulfill 

my community service requirement, I fell in love with a fern. ¶ Intending to make thousands of 

them, I discovered the college laboratory, where I tweezed the furry rhizomes of Davallia fejeensis 

into agar-filled test tubes, careful to keep my sleeve out of the Bunsen burner flame used to keep 

things sterile. Between frat parties and piano practice, I made a discovery: Agar prepared for 

growing bacteria caused the rhizomes to reprogram and become reproductive-like structures. My 

discovery set me on a path to research. I would stay on that path for about a dozen years.

By Karen Perkins

WO R K I N G  L I F E
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