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T
he current crisis with the Ebola virus vividly illus-

trates the priority that must be given to infectious 

diseases because of their potentially devastating 

consequences to individuals and to society. Few 

would argue against the need for more research 

on Ebola and the expedited development of a 

cure; however, recent incidents in biocontain-

ment laboratories and the proliferation of such facilities 

globally raise concerns about safety and have split the 

scientific community. Scientists who defend research on 

dangerous pathogens as vital to protecting populations 

are opposed by those who fear the potential devastation 

caused by the intentional or un-

intentional release of pathogens 

from the lab. Achieving a “culture 

of safety,” so often alluded to after 

recent lapses in biosafety proce-

dures, demands adopting a  “cul-

ture of responsibility” as well.

Certainly, the U.S. Centers for 

Disease Control and Prevention has 

a far broader mission today than 

in the 1970s, when it investigated 

the first outbreaks of Ebola virus 

in Zaire and Sudan. Nevertheless, 

its labs and every lab worldwide 

must enforce a culture of safety 

and responsibility. Lapses have led 

to illnesses and deaths in lab work-

ers and in the community, such as 

in 2004, when the mishandling of 

the virus that causes severe acute 

respiratory syndrome resulted in 

tertiary infections and the death 

of an attending physician in China. 

The risks must be reduced, even if 

they cannot be eliminated. Train-

ing and safe lab operations require 

greater emphasis. Infrastructure, 

not just innovation, is critical.

 “Gain-of-function” research in which pathogens are 

altered to increase transmissibility has raised the debate 

about research on dangerous pathogens to an even more 

contentious level. Those in public health must develop a 

better understanding of the real and potential benefits 

of such research, whereas those engaged in the research 

should acknowledge more fully the real and potential risks. 

But a far wider discussion on gain-of-function research is 

needed. Some have called for a meeting like the Asilomar 

Conference on Recombinant DNA in 1975, where biosafety 

guidelines were drawn up. Others have called for greater 

engagement by the U.S. National Academies, whose work, 

including the 2003 “Fink report” on research standards 

and practices for potentially dangerous applications 

of biotechnology, has been so vital. Some propose that 

members of the U.S. National Science Advisory Board for 

Biosecurity, who have already contributed greatly to the 

discussion, should be engaged, but report to an entity in-

dependent of funding decisions. All of these recommen-

dations have merit, and there is no one solution. No single 

meeting or organization is likely to grapple successfully 

with the conundrum of weighing the risks and benefits of 

certain lines of research. Meetings held as isolated events 

have the potential to be more di-

visive than constructive.

When the Human Genome 

Project was begun and complex 

ethical issues arose, an ongoing 

program to study the Ethical, 

Legal, and Societal Implications 

was funded as an integral part 

of the project.  Similar dedica-

tion to scholarly work on ethi-

cal and societal issues related 

to the controversial study of 

dangerous pathogens, includ-

ing gain-of-function research, 

should be robustly supported. 

The nascent (and now defunct) 

Policy, Ethics and Law cores of 

the Regional Centers for Excel-

lence in Biodefense (funded by 

the U.S. National Institute of 

Allergy and Infectious Diseases) 

offer examples of contributions 

that can be gained from such 

support, including the engage-

ment and training of scientists 

in ethical issues related to gain-

of-function research, biosafety, 

and biosecurity. 

Why are scientists required to understand the individ-

ual risks to participants in a clinical trial but not required 

to have ethical training related to the potential risks of 

research to the public? This is a fundamental disconnect 

in the ethics education of scientists and in the review pro-

cess of protocols. 

Scientists conduct work for the benefit of humanity. 

When the balance is unclear as to risks and benefits, as 

it currently is, should we not adhere to the principle of 

“first do no harm?”

    Culture of responsibility    

Ruth L. Berkelman 

is director of 

the Center for 

Public Health 

Preparedness and 

Research at the 
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training related to the 
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AROUND THE WORLD

Japan’s science-friendly budget
TOKYO |  Japan’s ministry of education 

showed strong support for research in its 

proposed budget for the next fiscal year, 

announced last week. It asked for an 

18% increase, to $11.1 billion, for science 

and technology spending. This includes a 

53% increase, to $494 million, for pro-

grams to turn lab discoveries into new 

products and industries. It also bolsters 

grants-in-aid for small groups at univer-

sities and research centers, with a 5.8% 

increase to $2.4 billion. Big science facili-

ties, including the SPring-8 synchrotron 

and the Japan Proton Accelerator Research 

Complex, would also enjoy budget 

increases. Government-wide S&T spending 

won’t be known until officials gather the 

requests from the various ministries. The 

budget will be finalized and submitted to 

the legislature in December and take effect 

1 April. http://scim.ag/Jbudget

Dark matter hunters catching up
SHANGHAI , CHINA |  At a 24 August press 

conference, physicists in China announced 

the latest result in the search for particles 

of dark matter, the mysterious stuff whose 

gravity binds the galaxies. Researchers 

with a subterranean detector called 

PandaX spotted no such particles float-

ing about. That isn’t surprising because 

the larger, more sensitive LUX detector 

in South Dakota hasn’t seen anything 

either. However, PandaX is designed so 
W

ith this picture, ecologist Petra Wester from Heinrich 

Heine University Düsseldorf in Germany documents for 

the fi rst time that the Namaqua rock mouse (Aethomys 

namaquensis) pollinates the pagoda lily (Whiteheadia 

bifolia) in South Africa, solving a long-standing mystery. 

The lily’s low-hanging bowl-shaped fl owers, stif  stamens, 

easily accessible nectar, and weak nutty scent hinted that a rodent 

might be its pollinating partner. Wester found that as the mouse leans 

in to lick the nectar, the stamens transfer pollen to its nose. The image 

earned Wester $400 and fi rst place in the BMC Ecology photo contest, 

a competition set up in 2012 by the journal to reward researchers who 

best capture ecological interactions. The journal’s editorial board and 

a guest judge, Caspar Henderson, author of Book of Barely Imagined 

Beings: A 21st Century Bestiary, picked Wester’s shot from among 

313 entries. It was taken at night, after many days and nights of watch-

ing the fl owers to determine how they were pollinated. In addition to 

a runner-up—an albatross feeding her chick—fi ve other photographs 

were selected as the best in their subfi elds. http://scim.ag/BMCwin

Furry pollinator wins photo contest

The rock mouse and the pagoda lily are pollination partners. 

NEWS
I N  B R I E F

“
The story follows a brilliant bioethicist who is called 

in at crisis moments to solve the most complicated, 
dynamic and confounding medical issues imaginable.

”Variety’s synopsis of a TV pilot commissioned by CBS based 

on well-known bioethicist Arthur Caplan.

The PandaX dark matter detector. 

Published by AAAS
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that researchers can quickly quadruple 

its mass, giving them “a window of about 

a year” to try to leapfrog LUX in sen-

sitivity before an even bigger detector 

called XENON1T comes on line in Italy, 

says PandaX spokesman Xiangdong Ji of 

Shanghai Jiao Tong University. Richard 

Gaitskell, a LUX collaborator from Brown 

University, calls the new result “very 

credible.” http://scim.ag/_pandaX

U.S. begins biosafety review
WASHINGTON, D.C . |  Declaring September 

“National Biosafety Stewardship Month,” 

the National Institutes of Health (NIH) is 

conducting a “safety stand-down” to ensure 

that its researchers are properly tracking 

and handling all infectious agents. White 

House science officials have asked all rel-

evant federally funded labs to do likewise, 

and NIH wants its grantee institutions to 

participate as well. The request follows 

three recent mishaps at federal labs involv-

ing anthrax, smallpox, and H5N1 bird flu 

(see p. 1112). http://scim.ag/_biosafety

Ruling in skeleton dispute
SAN FRANCISCO, CALIFORNIA |  Three 

scientists have lost their bid to prevent 

burial of two 9000-year-old human skel-

etons claimed by the Kumeyaay people of 

southern California. The remains, discov-

ered beneath the University of California, 

San Diego (UCSD), chancellor’s residence, 

could provide data on the origins of people 

in the New World. But the tribe considers 

the skeletons to be the remains of their 

ancestors rather than scientific specimens 

(Science, 8 October 2010, p. 166). The three 

university professors filed suit against 

UCSD in 2012 after it agreed to return 

them, arguing that the remains predate the 

arrival of the Kumeyaay tribe to the area. 

Last week, a federal circuit court upheld 

What makes these stones slither?

S
cientists think they have solved the mystery of the “slithering stones” in Death 

Valley, California. Hundreds of these boulders sporadically manage to slide 

across the surface of the desert lakebed Racetrack Playa, leaving behind zigzag 

trails. The phenomenon has never been observed, although scientists have 

proposed many explanations, from hurricane-force winds to floating ice sheets. 

In 2011, researchers installed a weather station and time-lapse cameras near the 

playa, and placed 15 GPS-embedded limestone rocks in the lakebed. But for 2 years 

the stones didn’t budge an inch. Then in November 2013, rain created a shallow pond, 

which froze on cold desert nights. In daylight, the surface ice broke up into floating 

windowpane-thin sheets that, nudged by the light breezes, could push more than 

60 rocks at a time. The analysis appeared on 27 August in PLOS ONE.

BY THE NUMBERS

53
Cases of Ebola, including 31 deaths, 

confirmed in the Democratic 

Republic of the Congo by the World 

Health Organization as of 

2 September, in an outbreak 

unrelated to the West African strain.

7.3
Distance, in light-years, from Earth 

of detected water clouds around 

a brown dwarf—the first sighting 

beyond our solar system.

45
Minutes during which mayfly larvae 

must hold their breath while molt-

ing, according to a new study in 

Freshwater Science, which suggests 

molting stresses may increase with 

rising temperatures. 

Published by AAAS
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an earlier decision ruling against the 

professors on procedural grounds. 

They are now considering an appeal. 

http://scim.ag/repat

Twenty coral species protected
SILVER SPRING, MARYLAND |  Ocean 

acidification, warming waters, and disease 

are stalking 20 species of Caribbean and 

Pacific corals, prompting the U.S. National 

Oceanic and Atmospheric Administration 

(NOAA) to seek protection for them 

under the Endangered Species Act (ESA). 

Last week, NOAA added the 20 species 

to two already on the list of threatened 

NEWS   |   IN BRIEF

organisms. (None hold the more restric-

tive “endangered” status.) “I don’t think 

we can make any decision anymore about 

ESA listings without taking into account 

the reality that the planet is warming, that 

the ocean is changing, and will continue to 

change,” says the agency’s Russell Brainard. 

NOAA’s decision completes action on a 

2009 request to list 83 coral species under 

the act. http://scim.ag/20coral

Ebola vaccines fast-tracked
BETHESDA, MARYLAND |  The spreading 

Ebola epidemic in West Africa has ampli-

fied calls for a vaccine and a treatment. 

Last week saw progress on both fronts. 

The U.S. National Institutes of Health 

announced on 28 August that it was 

fast-tracking clinical studies of an Ebola 

vaccine developed in collaboration with 

GlaxoSmithKline. Several countries will 

soon launch small-scale studies of the 

genetically engineered vaccine to assess 

safety and immune responses. Separately, 

a group led by scientists from the Public 

Health Agency of Canada reported that a 

cocktail of antibodies called ZMapp res-

cued 100% of 18 monkeys initially infected 

with high doses of Ebola and treated up 

to 5 days later. (See p. 1108 for more Ebola 

coverage.) http://scim.ag/ebolastudies

Neandertal artistry? 

O
ne of the biggest debates in 

archaeology is whether Neandertals 

were capable of the kind of 

abstract and symbolic expression 

that prehistoric modern humans 

demonstrated in their cave wall paintings. 

Possible evidence for Neandertal art—a 

41,000-year-old red disk on the wall of 

the Spanish cave of El Castillo—was 

reported a couple of years ago, but could 

have been painted by modern humans 

who entered Europe around that time. 

Now, archaeologists working at Gorham’s 

Cave, a former Neandertal haunt on the 

coast of Gibraltar, have found a cross-

hatched pattern etched into the hard 

rock floor. The deep incision lay under 

archaeological layers dating back at least 

39,000 years—but containing stone 

tools that only Neandertals made, they 

report this week in the Proceedings of the 

National Academy of Sciences. Whether 

such simple patterns are good evidence 

for complex symbolic expression is still 

under debate. http://scim.ag/_engrave

Pillar coral

(Dendrogyra 

cylindricus)

Published by AAAS
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By Laura Margottini, in Rome

S
cientists who trafficked in potentially 

dangerous viruses. Company execu-

tives who produced and sold an illegal 

animal vaccine. Corrupt government 

officials turning a blind eye. A recently 

completed Italian police report has all 

the ingredients of a biothriller. It alleges that 

between 2000 and 2008, a “criminal organi-

zation” of more than 40 people colluded to 

profit financially from Italy’s fight with avian 

influenza—and possibly even helped spread 

the disease.

The 400-page report, unpublished but 

obtained by Science, is the culmination of a 

10-year investigation by the Italian police 

that involved extensive wiretapping of the 

key players. Among its targets are Ilaria 

Capua, a top avian influenza researcher at 

the Istituto Zooprofilattico Sperimentale 

delle Venezie (IZSVe) in Legnaro, along 

with her colleagues Stefano Marangon and 

Giovanni Cattoli; executives at the Italian 

branch of animal vaccine company Merial, 

which is part of Sanofi; officials within the 

Ministry of Health and public research agen-

cies; and veterinarians working for the Ital-

ian poultry industry.

News about the investigation was first 

leaked in a story in the Italian magazine 

L’Espresso in April. But its reporters did not 

have access to the full report, which Science 

has reviewed, along with related government 

documents and transcripts of phone calls.

Capua, who was elected a member of the 

Italian Chamber of Deputies in 2013, dis-

misses the charges and says she suspects they 

may be politically motivated, although she 

declined to speculate about who might want 

to target her and why. Capua’s lab at IZSVe is 

an internationally renowned reference labo-

ratory for bird flu; her job at the institute 

is on hold during her government service. 

Cattoli says the accusations are “a huge mis-

understanding that I hope will be cleared 

soon.” Marangon declined to comment.

The report details myriad transactions 

over an 8-year period that included two bird 

flu outbreaks that devastated poultry farms 

in the northeast of Italy. The first one, caused 

by a strain called H7N1, started in 1999 and 

lasted until 2001; the second, with H7N3, oc-

curred between 2002 and 2003 and sickened 

not only birds but also at least seven poultry 

farmers. (They suffered from an eye infec-

tion called conjunctivitis but recovered.)

E.U. rules forbid the use of vaccines to 

bring avian influenza outbreaks under con-

trol, because with most vaccines, it’s impos-

sible to tell birds that are infected but not 

sick from those that have been vaccinated. 

Instead, outbreaks are usually stamped 

out by culling infected flocks. The report 

says that Merial ignored the rules by pro-

ducing an illegal vaccine against H7N1 in 

2000 and selling it to Italian farmers eager 

to save their flocks. Police caught veterinar-

ians administering the vaccine at a farm in 

Bagnolo di Sogliano al Rubicone, according 

to the report; the wiretaps suggested it was 

produced by Merial.

The report says the vaccine was produced 

in France, from an H7N3 bird flu strain 

originating in Pakistan that Capua sold to 

Merial for an unspecified amount, without 

proper government authorizations. It quotes 

a tapped phone conversation, years later, in 

which Paolo Candoli, a manager at Merial 

in Italy, asked a colleague “Did we buy it?” 

apparently referring to the virus. “Yes, we 

did,” the colleague answered. “We bought it 

in Padua. We paid for it handsomely, as we 

did with all the strains we bought from her.” 

Candoli did not respond to requests for com-

ment; Merial sent Science a statement saying 

“the company has always operated in com-

pliance with national and EU regulations.”

Late in 2000, the European Commission 

gave Italy permission to vaccinate against 

H7N1 using a so-called DIVA vaccine—for 

“differentiating infected from vaccinated 

animals”—developed by the IZSVe team 

from the Pakistani virus and produced by 

Merial. At that time, Romano Marabelli, 

who was the government’s chief veterinary 

officer, authorized Merial to import the Paki-

stani strain for vaccine production, as well 

as vaccine produced at Merial labs in France. 

In doing so, Marabelli gave Merial an unfair 

advantage over other animal vaccine compa-

nies, the report says, allegedly in return for 

money. Approving the vaccine meant that 

“what used to be an illegal business” became 

a legal one, the police say.

Marabelli, who was recently promoted to 

the position of general secretary of the Min-

istry of Health, stepped down after the story 

A veterinarian 

inspects a goose at an 

Italian farm in 2006.

I N  D E P T H

ITALY

Police claim leading flu 
researcher illegally sold virus
Italian probe depicts web of scandal, including illegal 
animal vaccines and deliberate outbreaks

Published by AAAS
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in L’Espresso appeared. He did not respond 

to requests for comment, but in an April 

statement, he said he resigned “to lift the 

Ministry from any embarrassment due to 

the media attacks.”

The report charges that Capua and 

Marangon illegally sold other virus strains 

to Merial as well, giving the company a 

head start in the production of vaccines. 

They also tipped Merial managers off about 

impending vaccination decisions, the re-

port says, which they learned about during 

meetings with the Ministry of Health and 

the European Commission. Merial manag-

ers allegedly smuggled influenza viruses 

into Italy, stuffed in their carry-on luggage, 

or had the samples sent to them in DHL 

packages. The viruses were then handled il-

legally in makeshift labs and even stored in 

home fridges.

Police say that Merial rewarded the three 

IZSVe researchers for their services through 

an illegal company that they had set up, run 

by Richard Currie, Capua’s husband and a 

manager at Fort Dodge, another animal 

vaccine company. Currie, in an e-mail to 

Science, says that the allegations “come as 

a great surprise and … I firmly refute them.”

Perhaps the most explosive charge is that 

Candoli and others deliberately spread bird 

flu viruses from 1999 on in an attempt to 

create a market for vaccines and pressure 

the government to approve them. The re-

port uses the term “attempted epidemics,” 

but does not specify how they might have 

been triggered. The evidence appears to be 

circumstantial. During calls with veterinar-

ians working for poultry farms in north-

ern Italy, Candoli told them it was time to: 

“Stop spreading that illness!” In 2005, he 

and a Merial colleague discussed whether it 

might be the right time for someone to find 

Italian ducks infected with H5; at the time, 

a dangerous strain called H5N1 was fanning 

out of Asia to Africa and Europe. Twenty 

days after the call, an H5N1 virus—although 

not of the Asian strain—was isolated from a 

dead duck near Modena.

Capua says many of the allegations 

simply don’t make sense and show that 

police officers didn’t have the scientific 

background to understand the conversa-

tions they were listening to. She notes, for 

instance, that it makes no sense to tie her 

to the H7N3 outbreak, as the report does, 

because genomic analyses have shown 

that the Pakistani strain she allegedly sold 

to Merial was different from the one that 

caused the outbreak. She says she is suing 

L’Espresso for defamation because of the 

April article. 

The report does not appear to have been 

reviewed by scientific experts. Police repeat-

edly refer to the poultry outbreaks as zoo-

noses, for instance, a term scientists use for 

diseases transmitted from animals to hu-

mans. At one point, a transcript mentions 

a mosquito-borne disease called West Nair, 

when presumably West Nile was discussed.

Christianne Bruschke, chief veterinary 

officer of the Netherlands and a former 

avian influenza specialist at the World Or-

ganisation for Animal Health, says that it’s 

“hard to believe” that an international com-

pany like Merial would deal in illegal vac-

cines, let alone attempt to spread disease. 

(Bruschke stresses that she has no specific 

knowledge about the case or the accusa-

tions.) The claim that Capua secretly helped 

a private company profit from influenza 

viruses is ironic, Bruschke says, because 

Capua became well known internation-

ally as an advocate for openness. In 2006, 

she argued that avian influenza research-

ers should rapidly share the sequences of 

strains they obtained instead of hoarding 

such sequences so they could publish them 

(Science, 10 November 2006, p. 918).

The investigation is now in the hands 

of Giancarlo Capaldo, an experienced and 

well-respected prosecutor and mafia fighter 

who has handled many national and inter-

national criminal cases, including corrup-

tion in the public health system. Capaldo is 

expected to hear the accused in the coming 

weeks before deciding whether to close the 

case and discharge them, or recommend 

bringing it to trial.

As long as she is a member of the Parlia-

ment, Capua enjoys immunity from pros-

ecution. Capua says she can return to her 

position at IZSVe at the end of her politi-

cal career, but that she has no intention of 

doing so. ■

Laura Margottini is a science writer in 

Rome. With reporting by Martin Enserink.

Three-part 
ancestry for 
Europeans
Eurasian “ghost lineage” 
contributed to most modern 
European genomes

ANCIENT DNA

By Ann Gibbons, in Basel, Switzerland

H
ow do you make a modern Euro-

pean? For years, the favored recipe 

was this: Start with DNA from a 

hunter-gatherer whose ancestors 

lived in Europe 45,000 years ago, 

then add genes from an early farmer 

who migrated to the continent about 

9000 years ago. An extensive study of an-

cient DNA now points to a third ingredi-

ent for most Europeans: blood from an 

Asian nomad who blew into central Europe 

perhaps only about 4000 or 5000 years 

ago. This third major lineage originated 

somewhere in northwestern Asia, per-

haps on the steppes of western Asia or in 

Eastern Europe.  

This is a “ghost lineage,” because no pure-

blood member of this group survives today. 

But whoever these people were, their de-

scendants successfully spread far and wide, 

for their genes show up not only in Europe-

ans but also in Native Americans, accord-

ing to a talk by paleogeneticist Johannes 

Krause of the University of Tübingen in 

Germany, who spoke at a biomolecular ar-

chaeology meeting here last week.   

Those who heard the talk in a packed 

auditorium at the University of Basel were 

impressed by the genomic data’s high 

resolution—it is the largest data set of 

ancient DNA ever presented in a single 

study—even though some aren’t convinced 

about the exact details. “What’s great about 

this is we’re finally unpacking the genomic 

history of our species,” says evolution-

ary biologist Greger Larson of Durham 

University in the United Kingdom. “But 

as we add more genomes, it all gets more 

complicated.”

Ancient genome data have been coming 

so fast and furious lately that researchers 

are still adjusting to the “new” view that 

Europe was populated by not one, but two 

different types of people: hunter-gatherers, 

descended from the first modern humans 

to arrive in Europe 45,000 years ago, and 

Ilaria Capua says the accusations against 

her are unfounded.

Published by AAAS
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farmers, who arose in the Middle East and 
started moving in about 9000 years ago. 
That picture replaced many European ar-
chaeologists’ view of farming as a cultural 
revolution that spread through indigenous 
hunter-gatherers—a hypothesis that held 
sway until 5 years ago. It lost favor as DNA 
studies began to show that farming spread 
through the movement of people, not just 
ideas (Science, 11 October 2013, p. 181).

To sharpen the genomic picture of mod-
ern Europeans, Krause and population 
geneticist David Reich of Harvard Univer-
sity sequenced the complete genomes of a 
7000-year-old farmer from Stuttgart, Ger-
many, and eight hunter-gatherers from Lux-
embourg and Sweden who lived 8000 years 
ago. They also collaborated with 123 other 
researchers, who gave them access to sam-
ples from other prehistoric farmers such 
as Ötzi the Iceman as well as from ancient 
hunter-gatherers from Europe and Asia. 

They compared these ancient genomes 
with genetic data from 2345 present-day 
humans from 192 populations. The result-
ing insights go well beyond the origin of 
Europeans. One discovery was that the an-
cestors of the first farmers to reach Europe 
were among the first people to split from 
the modern human population that swept 
out of Africa some 60,000 years ago and 
gave rise to all non-Africans, Krause said 
in his talk. This split might have happened 
in the Middle East or Arabia shortly after 
moderns left Africa—and long before any-
one took up farming. 

The study’s other big discovery was the 
mysterious Eurasian DNA. It is missing 
from hunter-gatherers from Luxembourg 
and Spain, as well as from the early farm-
ers sequenced so far. But it shows up in an-
cient hunter-gatherers in Scandinavia. And 

it is widespread in modern Europeans, ac-
counting for about 20% of the genome of 
most Europeans, on average, reaching 29% 
in central and northern Europeans, such as 
Estonians, Lithuanians, and Scandinavians. 
People in southern Europe today have very 
little of this ghost lineage and instead in-
herited a high proportion of their genes—
up to 90% in the case of Sardinians—from 
the first European farmers. 

A clue to where the mystery DNA origi-
nated turned up far afield, in the genome 
of the 24,000-year-old Mal’ta boy from Si-
beria (Science, 25 October 2013, p. 409): It 
closely matches the European sequences. 
No living Asians still carry the boy’s type 
of DNA. But significant portions of his ge-
nome also live on in Native Americans, sug-
gesting that they, like Europeans, are partly 
derived from the same source in northern 
Eurasia, Krause reported. He concluded 
that these Eurasians lived in Siberia 24,000 
years ago. Some of their descendants then 
crossed Beringia to the New World more 
than 14,000 years ago. Others reached 
Scandinavia—but not central or Western 
Europe—by 8000 years ago, explaining 
the presence of their DNA in Scandinavian 
hunter-gatherers. Then, sometime after 
7000 years ago, people carrying this DNA 
entered central and Western Europe. In his 
talk, Krause noted that previous work has 
shown a major shift in mitochondrial DNA 
types in central Europe about 4000 to 5000 
years ago, and speculated that this group’s 
expansion may be the cause. 

Previous studies have also found some 
genetic ties between Europeans and Na-
tive Americans, notes population geneti-
cist Wolfgang Haak of the University of 
Adelaide in Australia, a co-author on the 
new study, a draft of which is available on 

a biology preprint server. Thanks to these 
ancient Eurasians, “someone with northern 
European ancestry is more closely related 
to Native Americans than southern Europe-
ans are,” says Pontus Skoglund, a postdoc at 
Harvard who analyzed DNA from the Swed-
ish skeletons but was not a co-author.

In their talks, Haak and Krause each 
proposed that the late influx of these 
“ghost” Eurasians might be related to 
what’s known archaeologically as the 
Corded Ware culture of nomadic herders, 
who imprinted twisted cord or rope onto 
their pottery. These nomadic pastoralists 
herded their cattle east from the steppes 
north of the Black Sea and occupied large 
areas of northeast and central Europe by 
2500 B.C.E. 

While researchers continue to track the 
ghost lineage, they have begun to fill in the 
portraits of Europeans’ other ancestors. 
Genes from the ancient hunter-gatherers 
in Spain and Luxembourg suggest that 
they had blue or light-colored eyes, dark 
hair, and relatively dark skin. The early 
German farmer, by contrast, was a woman 
who had brown eyes, dark hair, and 
lighter skin, according to a talk by Karola 
Kirsanow of Johannes Gutenberg Univer-
sity Mainz in Germany.  

As researchers talked after the presenta-
tions, several wondered if the genetic his-
tory of modern populations is likely to get 
even more complicated. “The more genomes 
you get, the more populations you find,” says 
Robin Allaby, an evolutionary geneticist at 
the University of Warwick in Coventry, U.K. 
Some question whether three migrations are 
enough to explain the complex genetic his-
tory of Europeans. But if the genomicists are 
right, the chief components of the latest Eu-
ropean recipe will endure. ■

Extent of the Corded Ware culture, 3000 to 2350 B.C.E.

Spreading out. The Corded Ware people, known for 

distinctive pottery with cord impressions, began to 

expand their reach starting about 5000 years ago, 

and may have brought Eurasian genes to Europe.

30
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Extent of the Corded Ware culture, 3
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By Kai Kupferschmidt

A
lessandro Vespignani hopes that his 

latest work will turn out to be wrong. 

In July, the physicist from North-

eastern University in Boston started 

modeling how the deadly Ebola vi-

rus may spread in West Africa. Ex-

trapolating existing trends, the number 

of the sick and dying mounts rapidly from 

the current toll—more than 3000 cases and 

1500 deaths—to tens and then hundreds of 

thousands. “The numbers are really scary,” 

he says. 

Vespignani is not the only one trying to 

predict how the unprecedented outbreak will 

progress. Last week, the World Health Orga-

nization (WHO) estimated that the number 

of cases could ultimately exceed 20,000. And 

scientists across the world are scrambling to 

create computer models that accurately de-

scribe the spread of the deadly virus. Such 

models “are incredibly helpful” in curbing an 

outbreak, says infectious disease researcher 

Jeremy Farrar, who heads the Wellcome Trust 

research charity in London. They can help 

agencies such as WHO predict the medical 

supplies and personnel they will need—and 

can indicate which interventions will best 

stem the outbreak. Mathematical epidemi-

ologist Christian Althaus of the University of 

Bern, who is also building Ebola models, says 

both WHO and Samaritan’s Purse, a relief 

organization fighting Ebola, have contacted 

him to learn about his projections.

But the modelers are hampered by the 

paucity of data on the current outbreak and 

lack of knowledge about how Ebola spreads. 

Funerals of Ebola victims are known to 

spread the virus, for example—but how many 

people are infected that way is not known. 

“Before this we have never had that much 

Ebola, so the epidemiology was never well 

developed,” says Ira Longini, a biostatistician 

at the University of Florida in Gainesville. 

“We are caught with our pants down.”

To a mathematician, combating any out-

break is at its core a fight to reduce one num-

ber: R
e
, the pathogen’s effective reproductive 

rate, or how many people an infected per-

son in turn infects on average. An R
e
 above 

1 means the disease will spread. Below 1, an 

outbreak will stall. 

Outbreak models typically track four 

groups of people: those who are susceptible, 

those who have been infected but are not 

contagious yet, those who are sick and can 

transmit the virus, and those who have recov-

ered. A model, in essence, describes the rates 

at which people move from one group to the 

next. From those, R
e
 can be calculated. 

If the disease keeps spreading as it has, 

most of the modelers Science talked to say 

WHO’s estimate will turn out to be conser-

vative. “If the epidemic in Liberia were to 

continue in this way until the 1st of Decem-

ber, the cumulative number of cases would 

exceed 100,000,” Althaus predicts. Such long-

term forecasts are error-prone, he acknowl-

edges. But other modelers aren’t much more 

encouraging. Caitlin Rivers of the Virginia 

Polytechnic Institute and State University in 

Blacksburg expects roughly 1000 new cases 

in Liberia in the next 2 weeks and a similar 

number in Sierra Leone.

Vespignani has analyzed the likelihood 

that Ebola will spread to other countries. Us-

ing data on millions of air travelers and com-

muters, as well as mobility patterns based on 

data from censuses and mobile devices, he 

has built a model of the world, into which he 

can introduce Ebola and then run hundreds 

of thousands of simulations. In general, the 

chance of further spread beyond West Africa 

is small, Vespignani says, but the risk grows 

with the scale of the epidemic. Ghana, the 

United Kingdom, and the United States are 

among the countries most likely to have an 

introduced case, according to the model. 

(Senegal, which reported its first Ebola case 

last week, was in his top 10 countries, too.)

The models are only as good as the data 

fed to them; up to three-quarters of Ebola 

cases may go unreported. The modelers are 

also assuming that key parameters, such as 

the virus’s incubation time, are the same as 

in earlier outbreaks. “We might be missing 

the boat and we have no signal to indicate 

that,” says Martin Meltzer of the U.S. Cen-

ters for Disease Prevention and Control 

in Atlanta. 

The biggest uncertainty is how much doc-

tors, nurses, and others can slow the virus. 

There are many ways of pushing down R
e
, 

Farrar says—washing hands, wearing masks, 

or quarantining people, for example. “But 

given the complexity of this outbreak and the 

limited resources, we need to find out what 

are the two or three things that will most 

help drive down infections,” Farrar says, and 

that’s where models can help. 

Rivers has evaluated interventions, such 

as increased use of protective equipment or 

campaigns to isolate infected people. In the 

most optimistic scenario, every contact of in-

fected people is traced, and transmission in 

hospitals is reduced by 75%. Even that, while 

drastically reducing the number of Ebola 

deaths, did not push R
e
 below 1 in her model. 

The challenge varies by country, Althaus 

says. “In Guinea and Sierra Leone, R
e
 is close 

to 1 and the outbreak could be stopped if in-

terventions improve a bit.” In Liberia, R
e
 has 

been near 1.5 the whole time. “That means 

work is only just beginning there.”

People in West Africa will have to alter 

behaviors, Meltzer says. “We won’t stop this 

outbreak solely by building hospitals. There 

will have to be a change in the way the com-

munity deals with the disease.” Modeling 

that is easy enough, Vespignani says. “I can 

decrease the transmission at funerals by 40% 

easily in a model. That’s one line of code. But 

in the field that is really hard.” ■

Models of Ebola can incorporate 

quarantines like the one in Liberia 

recently lifted due to protests (above). 

INFECTIOUS DISEASE

Estimating the Ebola epidemic
Modelers of infectious diseases strive to predict spread of 
the virus—and how to stop it

Published by AAAS
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By Dyani Lewis, in Kakadu National Park

J
ust after dawn, Danielle Stokeld sets 

out on foot to inspect small mammal 

traps nestled among spindly eucalyp-

tuses and pandanus pines in Kakadu 

National Park in Australia’s far north. 

In spite of knee-high spear grass, the 

ecologist with the Northern Territory’s De-

partment of Land Resource Management 

zips through her 2.4-kilometer route, man-

aging to check all 117 traps in less than an 

hour. The reason for her alacrity: Every last 

trap is empty.

Back at Kakadu’s South Alligator ranger 

station later on that cool July morning, other 

researchers say they have fared no better. 

After 2 weeks of trapping, the dire reality is 

becoming clear. From 4000 traps at six sites, 

all the researchers were able to snare were 

a single delicate mouse and two northern 

quolls—spotted hedgehog-sized marsupials 

with long fleshy tails. 

In northern Australia, mammal popu-

lations are in free fall. Over the past 2 de-

cades, scientists have documented sharp 

declines in quolls, bandicoots, and other na-

tive fauna. The plight of these animals has 

grown so desperate that in July, the Austra-

lian government appointed the nation’s first 

threatened species commissioner, Gregory 

Andrews, a Department of the Environment 

staffer now tasked with devising broad ap-

proaches to stem the tide of extinctions. The 

solutions are not obvious, but mounting 

evidence points to the arch villain: feral cats, 

aided and abetted by fire. 

The European influx beginning 2 centu-

ries ago turned the island continent into a 

crucible of extinction. Since then, 29 land 

animal species have gone extinct, including, 

most famously, the thylacine, or Tasmanian 

tiger, which winked out early last century. 

Other vanished fauna include species of 

bettongs, bandicoots, potoroos, bilbies, and 

wallabies. Australia’s losses represent about 

a third of the world’s mammal extinctions 

over the past 500 years. Many disappeared 

before 1950, after getting squeezed out of 

habitats and falling prey to invaders includ-

ing cats and European red foxes. Another 

invader, the cane toad, has been a bane to 

northern quolls, which eat the toads and 

succumb to poison they secrete.

Other species are barely hanging on: 

Some 55 endemic land mammals—20% of 

Australia’s total—are threatened with ex-

tinction. “You look at the outback and see 

how vast and natural it seems to be,” says 

John Woinarski, a conservation biologist at 

Charles Darwin University (CDU), Casua-

rina. “But we’ve clearly fractured its ecologi-

cal processes.”

As losses accumulated in southern and 

central Australia, the sparsely populated 

north appeared to offer a safe haven. Bigger 

than Alaska, the tropical savannas that span 

parts of Western Australia, the Northern 

Territory, and Queensland have vast tracts 

of intact vegetation and, importantly, have 

proven inhospitable to the red fox. But the 

sanctuary was illusory. In the late 1980s, 

when Woinarski began his studies in the 

Northern Territory, 200 traps would catch 

30 or 40 animals overnight. Nowadays, a 

typical haul is zero. “It’s heartbreaking,” he 

says. “Things that were there a decade be-

fore have just disappeared.”

Feral cats are undeniably the chief culprit. 

In a paper published online last month in 

the Journal of Applied Ecology, Woinarski 

and colleagues showed that cats unleashed 

in an experimental enclosure can extirpate 

the long-haired rat, a native of northern Aus-

tralia’s savannas. And after dissecting a feral 

cat shot by a Kakadu ranger, Stokeld found 

in its stomach the remains of a dusky rat, 

four grassland mosaic-tailed rats, and two 

fawn antechinuses, a carnivorous marsu-

pial. The nonprofit Australian Wildlife Con-

servancy (AWC) estimates that every day in 

Australia, an astounding 75 million animals 

fall prey to roughly 15 million feral cats.

But scientists doubt that the cats, which 

began fanning out across Australia soon af-

ter European settlers first arrived in 1788, 

are acting alone. The recent declines, says 

Chris Johnson, an ecologist at the Univer-

sity of Tasmania, Hobart, beg the question, 

“Why now?”

The answer may be changing fire regimes. 

Before Europeans arrived, aboriginal Aus-

tralians would burn small patches or path-

ways of bush to create conditions ideal for 

hunting or for moving more easily through 

the landscape. As aboriginal populations 

dwindled, “nastier” fires that burned hotter 

and left bigger fire scars became the norm, 

says Jeremy Russell-Smith, a fire ecologist 

at CDU. In recent unpublished research us-

ing GPS tracking in northwestern Australia, 

Sarah Legge, chief scientist at AWC, revealed 

that more widespread burning helps feral 

cats pick off critters exposed by the loss of 

ground cover.

To deprive the cats of their hunting 

grounds, AWC has implemented an inten-

sive fire management regime at the Morn-

ington Wildlife Sanctuary in northwestern 

ECOLOGY 

Small mammals vanish in northern Australia
Scientists are struggling to rein in the culprit: feral cats, aided by fire

Northern quolls 

are in decline in 

Kakadu National Park.

NEWS   |   IN DEPTH
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Australia’s Kimberley region, intended to 

safeguard unburned vegetation. The reserve 

has also assiduously culled feral herbivores 

such as cattle, horses, and donkeys that thin 

the vegetation. As a result, native rodent and 

marsupial numbers have shot up fourfold in 

some habitats over just 3 years.

Curtailing feral cat populations is a 

more formidable challenge. One promising 

approach is an experimental bait contain-

ing para-aminopropiophenone, a chemical 

that converts hemoglobin in the blood-

stream into methemoglobin, which cannot 

transport oxygen. In a trial with the bait in 

central Australia last year, feral cat num-

bers fell by more than 50%. However, trials 

in other areas didn’t go so well, perhaps 

due to a greater abundance of live prey, 

which the cats favor over bait, or heavy 

rainfall that dampened the bait’s appeal.

Some species may end up making their 

last stands on islands or in mainland 

arks fenced off from predators. In 2003, 

64 captive-bred northern quolls were re-

leased on two islands free of cane toads 

off Australia’s northern coast. A decade on, 

each island has several thousand quolls, 

says Dion Wedd, a curator at the Territory 

Wildlife Park in Berry Springs who was in-

volved in the breeding program. Still, most 

scientists see such refuges as a last resort. 

Says Alaric Fisher, an ecologist at the De-

partment of Land Resource Management: 

“We need [approaches] that work outside 

of fences.” ■

Dyani Lewis is a writer in Melbourne, 

Australia.

By Dennis Normile, in Tokyo

T
wo discredited papers have subjected 

a leading Japanese research center to 

an extraordinary form of collective 

punishment. On 27 August, chemist 

Ryoji Noyori, president of RIKEN, Ja-

pan’s biggest research institution, an-

nounced that its Center for Developmental 

Biology (CDB) in Kobe will be stripped of 

half of its 500-plus staff, renamed, and put 

under new management. 

The hammer blow to the 14-year-old CDB 

is coming under heavy fire. Some outsiders 

see it as an overreaction to the research fi-

asco, in which CDB’s Haruko Obokata and 

colleagues announced what would have 

been a revolutionary new 

way to produce stem cells. 

They say RIKEN is need-

lessly sacrificing a research 

powerhouse that has pro-

duced groundbreaking re-

sults. RIKEN officials say 

they have received more 

than 170 letters from sci-

entists worldwide lobbying 

to keep the CDB intact. “I 

worry the downsizing will 

lead to a deterioration of 

research activity,” says 

CDB director Masatoshi 

Takeichi. “But I hope that 

the reform will give it a 

fresh start as a new, more 

dynamic research insti-

tute,” he says.

The papers at fault, published online in 

Nature on 29 January, reported that ex-

posing mature mouse cells to a mild acid 

solution produced stem cells capable of 

developing into all tissue types. This stim-

ulus-triggered acquisition of pluripotency 

(STAP) method was far simpler than other 

ways of creating stem cells. But the claims 

quickly unraveled (Science, 21 March, 

p. 1299). On 1 April, a RIKEN committee 

pronounced Obokata guilty of misconduct 

for falsifications and fabrications in the pa-

pers. The authors retracted the papers on 

2 July. Then in a tragic turn, Yoshiki Sasai, 

one of the senior co-authors, committed 

suicide on 5 August. A RIKEN team trying 

to replicate the STAP method reported last 

week that it has so far failed to do so.

Meanwhile, a RIKEN-appointed outside 

committee on 12 June recommended dis-

mantling CDB in order to head off a recur-

rence of such misconduct. The committee 

laid most of the blame on Obokata’s shoul-

ders, but it also found that lax oversight 

and a push for breakthrough results by top 

management set the stage for disaster. 

Norio Nakatsuji, a stem cell scien-

tist at Kyoto University, blames CDB 

management for what he calls “hyper-

promotion” of the STAP findings, which 

turned Obokata into a media sensation. 

Nakatsuji believes CDB orchestrated the 

hype to build a case for more funding. 

Critics also fault RIKEN’s initial response 

when questions arose about the STAP pa-

pers. The first investigating 

committee never asked why 

senior co-authors endorsed 

such a sloppy paper, says 

Robert Geller, a geophysi-

cist at the University of 

Tokyo.! Others say manage-

ment shortcomings stretch 

to the top. “RIKEN’s lead-

ers, including Professor 

Noyori, must resign,” says 

Masahiro Kami, a medical 

doctor at the University of 

Tokyo who follows ethical 

issues.

Asked about this at the 

27 August press confer-

ence, Noyori replied that “it 

is the responsibility of the 

president to lead the charge 

in executing” the reform. Many of the re-

form’s details are still hazy, but Noyori 

said that RIKEN will form a new institute 

around 250 CDB researchers, with the re-

maining staff moved to other RIKEN facili-

ties. RIKEN will recruit a new director.

For those at the lab bench, “Downsizing 

and renaming the center in such a negative 

way is discouraging,” says Shigeo Hayashi, 

a developmental biologist and CDB princi-

pal investigator. While waiting for the new 

institute to take shape, he says that he and 

his colleagues are “making every effort” 

to keep their research going. And Hayashi 

doesn’t want others to share their fate. “I 

really hope that this will not set a prece-

dent of making the penalty for fraudulent 

papers organizational upheaval.” ■

RIKEN shrinks troubled center
Japan’s developmental biology powerhouse brought to 
knees by misconduct revelations

JAPAN

Critics are calling for Ryoji Noyori 

to step down.

The dead zone  

Small mammals are vanishing from tropical 
northern Australia.

Source: J. Russell-Smith et al., Front 

Ecol Environ (2013) (Online Issue 1) 
© The Ecological Society of America
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By Robert F. Service

W
hat could possibly lure Willem-

Alexander, king of the Nether-

lands, to a sleepy farm town in 

the northwest corner of Iowa? Cel-

lulosic ethanol, in quantities that 

have never flowed before. This 

week, with the king in attendance, officials 

were scheduled to turn on the spigots at a 

new plant in Emmetsburg—a joint venture 

between POET, an American biofuels com-

pany, and the Dutch firm Royal DSM. It is 

the first facility capable of producing etha-

nol from plant waste on a commercial scale.

“It’s finally a start,” says Wallace Tyner, an 

agricultural economist at Purdue University 

in West Lafayette, Indiana, who tracks biofu-

els. Similar plants in Kansas and elsewhere 

in Iowa are set to open within the next few 

months. They and a few smaller plants could 

ultimately produce some 340 million liters 

(90 million gallons) of cellulosic ethanol a 

year. But cellulosic ethanol producers still 

face another daunting hurdle: politics.

In the United States, ethanol made mostly 

from corn kernels has long been mixed with 

gasoline to reduce smog. Cellulosic ethanol 

comes instead from the nonedible parts of 

crops—so-called corn stover, for instance. 

Boosters of the new technology say using 

agricultural waste instead of food crops of-

fers farmers a new source of revenue, gen-

erates far less greenhouse gases, requires 

no new cropland, and displaces additional 

imported oil.

But commercializing cellulosic ethanol 

has been a heavy lift. To convert plant matter 

to fuel, producers have to add costly chemi-

cal treatments to unzip the plants’ biopoly-

mers, called cellulose and hemicellulose, 

into simple sugars that can be fermented 

with yeast. According to the U.S. Depart-

ment of Energy, the cost of making small vol-

umes of ethanol this way has dropped from 

about $2.38 per liter ($9 per gallon) in 2001 

to about $0.53 per liter ($2 per gallon) today. 

Even so, Tyner and others say it remains to 

be shown whether they can do so in large 

volumes to match the $2.80 cost of whole-

sale gasoline today.

In 2005, Congress set out to ensure de-

mand by passing the Renewable Fuel 

Standard, which requires oil refiners and 

importers to sell rising volumes of renew-

able fuels. This year, they were supposed to 

sell 6.6 billion liters of cellulosic ethanol. 

But technical challenges and the 2008 re-

cession hit the industry hard. Last year, cel-

lulosic ethanol producers turned out just 

1.1 million liters of fuel from a handful of 

small facilities. In response, the U.S. Environ-

mental Protection Agency (EPA) waived most 

of its blending requirements and imposed a 

system of credits that gasoline refiners and 

importers must now purchase for each gal-

lon of mandated cellulosic ethanol that they 

fail to blend. Lately, those incentives have 

added about $0.23 per liter ($1 per gallon). 

So if current commercial cellulosic ethanol 

producers can manufacture fuel below $1 per 

liter ($3.80 per gallon), market forces should 

push refiners and importers to buy it.

Even that price target will be a stretch for 

the new commercial plants, Tyner believes. 

And if producers achieve it, the industry 

will still face the problem of inadequate de-

mand. As Tyner puts it: “Where is all that 

ethanol going to go?” EPA now requires gas-

oline blenders to add 10% ethanol to their 

fuel, a mix known as E10. Fulfilling that 

mandate requires about 51.1 billion liters of 

ethanol a year. But corn ethanol companies 

already produce more than 53 billion liters 

of ethanol and sell the excess overseas, leav-

ing no market for still more ethanol from 

the new cellulosic plants.

Producers want EPA to take up the slack 

by raising the blend requirements. But oil 

companies and gas station owners have 

balked at the cost of changing their pumps 

and other infrastructure to support higher 

ethanol fuels. After weighing their argu-

ments against those of ethanol support-

ers, EPA last November sided with the oil 

companies and proposed lowering the total 

ethanol volume (corn plus cellulosic) re-

quirement for 2014 to 49.2 billion liters.

That would be misguided, says Bruce 

Babcock, an economist with Iowa State 

University in Ames. In the September 2014 

issue of Energy Economics, he and Iowa 

State colleague Sébastien Pouliot suggest 

that even a modest increase in the cost of 

cellulosic ethanol credits probably would 

encourage the fuel industry to make major 

changes in infrastructure—enough to boost 

new investment in cellulosic ethanol plants.

For that to happen, however, EPA would 

have to reverse course and increase the vol-

ume of ethanol it mandates. Is the Obama 

administration willing to risk provoking 

the ire of deep-pocketed oil interests with 

tight midterm elections looming? The an-

swer may come soon: EPA is scheduled to 

release its final rules for ethanol volumes 

in 2014 later this month and unveil its pro-

posed volumes for 2015 shortly thereafter. ■

The spigots are open at a 

new cellulosic ethanol plant 

in Emmetsburg, Iowa.

RENEWABLE ENERGY

Cellulosic ethanol at last?
Large volumes of fuel from crop wastes will soon start 
flowing in the U.S.—unless policymakers balk

Published by AAAS
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new experiments that rekindled concern. 

He and colleagues highlighted the accident 

risks facing the growing number of labs 

working with dangerous pathogens—just 

before a spate of biosafety and biosecurity 

incidents at government labs. And despite 

Lipsitch’s relatively extreme views—he’d 

like to essentially end most of the contested 

research—even some opponents say his 

persistence has helped force the opposing 

camps to try to reach consensus.  

“I appreciate the concern” that Lipsitch 

and others have helped articulate, says 

virologist Ron Fouchier of Erasmus MC 

in Rotterdam, the Netherlands, who pub-

lished one of the most controversial of the 

flu studies. “Hopefully, the meetings … will 

address the facts properly, and as a conse-

quence be more constructive.”  

Lipsitch is “an incredibly thoughtful 

guy who’s able to step back a bit and take 

an unbiased, dispassionate position,” says 

David Relman, a CWG member and a micro-

biologist at Stanford University in Palo Alto, 

California. “He bends over backward to hear 

both sides and find common ground.”

Lipsitch, 44, is a relative latecomer to 

the debate over how to balance science and 

safety in studies of dangerous pathogens. In 

the United States, the September 2001 an-

thrax attacks (see timeline, p. 1113) led to a 

vast expansion of federal funding and labs 

for biodefense research—and a slew of new 

safety and security rules for U.S.-funded sci-

entists working with “select agents.” Jour-

nal editors pledged to think twice before 

publishing “dual use” results that could be 

used for good or evil. 

The most recent chapter in the debate be-

gan 3 years ago this month, after Fouchier 

presented a startling study at a meeting in 

Malta. His lab had altered the H5N1 avian 

flu virus, which can kill humans who catch it 

from birds, so that it could spread more eas-

ily among mammals (Science, 2 December 

2011, p. 1192). A short time later, it became 

known that another researcher—Yoshihiro 

Kawaoka of the University of Wisconsin, 

Madison—had conducted similar experi-

ments. The researchers—who had submit-

ted their papers to Science and Nature, 

respectively—argued the work would help 

By Jocelyn Kaiser

FEATURES

The catalyst

T
his past July, Harvard University 

epidemiologist Marc Lipsitch sat 

down with a group of other ex-

perts worried about controversial 

flu experiments. The studies cre-

ate potentially dangerous new 

viruses that critics fear could 

escape from laboratories and 

cause a pandemic or be used as 

bioweapons; Lipsitch and his colleagues 

hoped to find ways to persuade govern-

ments to rein them in. But the agenda took 

an unexpected turn. Phones began ring-

ing: Journalists wanted reaction to several 

recent lab accidents involving dangerous 

pathogens—and to news that four of the 

18 scientists participating in the meeting 

had just been abruptly dismissed from a 

high-profile panel that advises the U.S. gov-

ernment on biosecurity. “It quickly became 

clear to us that this was an opportunity,” 

Lipsitch says. 

His group seized it. They came up with 

a name—the Cambridge Working Group 

(CWG)—and crafted a statement that they 

distributed widely. “Experiments involv-

ing the creation of potential pandemic 

pathogens should be curtailed” until risks 

and benefits could be thoroughly weighed 

publicly, it argued. The 14 July statement 

drew extensive media attention, and nearly 

300 researchers eventually signed on. Then 

came an online response a few days later 

from Scientists for Science—an opposing 

alliance of researchers who support the 

controversial flu experiments, arguing that 

they are adequately regulated and poten-

tially valuable. Still, to Lipsitch’s surprise, 

they gave a little ground: They agreed that 

researchers needed to publicly air the is-

sues. Soon, plans were being firmed up for 

a symposium later this year at the National 

Academy of Sciences in Washington, D.C., 

and perhaps a broader discussion orga-

nized by the U.S. government. 

The turn of events highlights Lipsitch’s 

rapid rise as a prominent voice in the de-

bate over risky research, which has roared 

back to life after a lull lasting nearly 2 years. 

The one-time philosophy major turned bi-

ologist has recently shown a knack for be-

ing in the right place at the right time, with 

a message and data that have helped shape 

the conversation. 

Earlier this year, for instance, Lipsitch 

published a critical analysis that argued for 

safer alternatives to the controversial flu 

studies—just as other scientists reported 

Published by AAAS
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NEWS

A risky research timeline
Debate over biosafety and biosecurity

has deep roots

the world better prepare for a flu pandemic. 

Critics were appalled: Some said the work 

amounted to a recipe for bioterrorists; oth-

ers raised the specter of a catastrophic lab 

escape. A U.S. government advisory panel—

the National Science Advisory Board for 

Bio security (NSABB)—recommended that 

journals publish the studies only if editors 

cut key details. That idea proved un workable, 

however, and 2 years ago the studies were 

published in full. But the uproar led flu re-

searchers to voluntarily declare a yearlong 

moratorium on “gain-of-function” studies 

that enhance dangerous pathogens. It also 

prompted the U.S. government to develop 

new rules aimed at strengthening funding 

reviews for so-called DURC, or dual use re-

search of concern (see sidebar, p. 1115).

The controversy fascinated Lipsitch, who 

is not an influenza virologist. He’s a math-

ematical modeler and experimental bacteri-

ologist who studies the spread of pathogens 

including influenza, and he has always been 

interested in the world beyond science. He 

studied philosophy at Yale University, and 

before going abroad to earn his doctorate in 

zoology at the University of Oxford, he spent 

a summer working at a newspaper, The Jew-

ish Daily Forward, where he says he learned 

to write fast. In his hometown of Atlanta for 

a postdoc at Emory University in the late 

1990s, he persuaded about 50 scientists to 

sign a letter protesting a state plan to put 

a disclaimer in biology textbooks that cast 

doubt on the evidence for evolution. “I do 

think scientists have a responsibility to use 

what we know to be socially useful,” says 

Lipsitch, who comes across as resolute yet 

soft-spoken.

That outlook drew him into the H5N1 con-

troversy soon after Fouchier gave his Malta 

talk. Lipsitch was intrigued by the challenge 

of weighing the potential risks and benefits 

of the studies. On the benefit side, the H5N1 

researchers had argued that their genetic 

tinkering, which enabled the virus to gain 

the ability to move more easily between 

ferrets, would help identify mutations use-

ful to vaccine developers and public health 

officials on the lookout for dangerous new 

flu strains. The risk was that if strains like 

those created by Kawaoka or Fouchier ever 

Marc Lipsitch wants to turn the bitter debate over 
risky virus research into a search for solutions

September 2001
Anthrax mail attacks kill 5, infect 17 in U.S.

February 2003
U.S. tightens regulation of labs studying 

dangerous “select agents”

October 2003
U.S. National Academies identifies 

7 types of risky research, recommends 

government advisory board on biosecurity

June 2005
First meeting of U.S. National Science 

Advisory Board for Biosecurity (NSABB)

October 2005
Science publishes sequence of 1918 flu 

virus (after NSABB consultation) 

December 2011
NSABB recommends against publishing 

H5N1 papers

January 2012
Flu researchers impose voluntary

moratorium on gain-of-function studies

March 2012
NSABB, in split vote, recommends 

publishing H5N1 papers

New U.S. policy for oversight of bio medical 

dual use research of concern (DURC)

January 2013
Flu research moratorium ends

February 2013
New U.S. rules for reviewing H5N1 studies

August 2013
U.S. drafts rules for university oversight of 

DURC; new rules for H7N9 flu studies

June 2014
Anthrax accident at Centers for Disease 

Control and Prevention (CDC)

July 2014
Live smallpox found in storage at National 

Institutes of Health

CDC reveals H5N1 accident; suspends 

some lab work and shipments

August 2014
White House announces new biosafety 

reviews, asks labs to inventory pathogens

Marc Lipsitch is worried about accidents at high-containment laboratories, 

such as the U.S. Army Medical Research Institute in Maryland.

Published by AAAS
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escaped—by design or accident—they might 

sicken or kill large numbers of people.

Lipsitch and others were skeptical of the 

alleged benefits of lab studies. Such studies 

in the early 2000s had suggested that a mu-

tation making the H1N1 flu strain resistant 

to the antiviral drug Tamiflu would never 

emerge in nature because it lowered the vi-

rus’s fitness. But in fact, the resistance muta-

tion did appear and spread widely in 2007 

and 2008. Such results, Lipsitch says, sug-

gested that the arguments for the H5N1 stud-

ies “make sense only if you think that there’s 

a high chance that what you see in the lim-

ited number of strains you can study in a lab 

is strongly predictive of what 

will happen in nature.” 

When Lipsitch examined 

the safety of laboratories 

working with H5N1 and other 

dangerous viruses, he began 

to think the risks of such 

work had been downplayed. 

It is typically restricted to the 

most secure laboratories—

so-called biosafety level 3 

(BSL-3) and BSL-4 laborato-

ries, which have contained 

workspaces and can require 

employees to wear respira-

tors or head-to-toe “moon 

suits.” But he found that 

government data show U.S. 

biosafety labs have plenty 

of accidents: between 100 

and 275 potential releases of 

pathogens each year in labs 

that handle select agents, 

or two to four per week, 

between 2008 and 2012. 

(Lipsitch’s critics point out 

that the reports include 

mundane things like spills 

and record-keeping errors; 

rarely has a lab worker be-

come infected.) And many 

researchers suspect that a 

1977 H1N1 flu outbreak re-

sulted from a lab escape. 

“I had always found bio-

safety a pretty dry topic, to 

be honest,” says Lipsitch, who runs his own 

small BSL-2 lab. “But when you start to think 

of it in terms of a contagious disease and the 

risk of a new pandemic, it suddenly becomes 

something that’s more connected to what I 

am interested in.”

The accident data helped persuade 

Lipsitch that gain-of-function experiments 

that create potential pandemic pathogens—

what he and others call PPPs—simply aren’t 

warranted. An inadvertent humanmade 

pandemic would be inflicted by scientists 

on people who had no say in whether the 

risks were justified, he argues. And in June 

2012, he and three co-authors summed up 

their views in an opinion piece for Science 

(22 June 2012, p. 1529), arguing that pro-

posed PPP studies posed an “exceptional level 

of risk” and calling for a new U.S. govern-

ment body to conduct risk-benefit analyses. 

Not long after the Science paper appeared, 

the controversy faded and the H5N1 studies 

ultimately resumed. But beneath the surface, 

the debate continued to simmer. And ear-

lier this year, it boiled over once more after 

Fouchier, Kawaoka, and other researchers 

published a new series of virus studies (see 

box, p. 1114). Although some had been re-

viewed by U.S. officials un-

der the new rules, they again 

raised questions about risky 

research—and who should 

decide whether a study gets 

funded or published.

Just as those papers were 

drawing attention, Lipsitch 

and Yale epidemiologist 

Alison Galvani argued that 

such studies are not only 

risky, but also unnecessary. 

Their 20 May PLOS Medi-

cine paper laid out detailed 

alternatives to gain-of-

function studies, including 

using computers and lab 

work with benign strains 

to identify important muta-

tions. The paper also mar-

shaled recent data on lab 

accidents, finding that if 

just 10 BSL-3 laboratories 

operated for 10 years, the 

chances of lab-acquired in-

fection would be nearly 20%. 

About 1100 U.S. BSL-3 labs 

are now registered to work 

with select agents (some are 

clustered in one facility); 

that’s nearly triple the num-

ber that existed in 2001.

The paper drew media 

attention and, in the scien-

tific world, stirred strident 

reactions. Fouchier said it 

overstated the risks, pointing out that there 

had been only 11 nonfatal infections in U.S. 

labs over 7 years, and none involved viruses. 

Kawaoka argued that studying only benign 

flu strains could produce misleading results. 

Columbia University’s Vincent Racaniello, 

who has dismissed Lipsitch’s efforts as a 

“crusade,” bashed the paper’s ethical, scien-

tific, and safety arguments on his popular 

podcast, This Week in Virology, along with 

several guests. “I’m disturbed. … [A]ll of 

its points are really unfounded,” Racaniello 

said. In reaction, one Lipsitch defender, bio-

ethicist Nicholas Evans of the University of 

Pennsylvania, wrote a blog post calling the 

podcast “a platter of incorrect statements, 

bad reasoning, and some all-out personal 

attacks.”

Tensions rose in mid-June, after the U.S. 

Centers for Disease Control and Prevention 

(CDC) disclosed that a high-security bio-

defense lab had mishandled live anthrax 

cultures, potentially exposing dozens of 

workers. Within days, Lipsitch had submit-

ted a commentary to The New York Times, 

which it published with the headline: “An-

thrax? That’s Not the Real Worry.” Experi-

ments creating PPPs were a “[m]uch more 

troubling” threat, he wrote. 

Lipsitch’s uncanny timing continued in 

the following weeks. First came news that 

scientists had discovered forgotten vials of 

smallpox dated to 1954 in a refrigerator on 

the National Institutes of Health (NIH) cam-

pus, ramping up worries about lab safety. 

Then came the Cambridge meeting. Its orga-

nizers, Lipsitch and Peter Hale of the Foun-

dation for Vaccine Research in Washington, 

D.C., had told invitees that the plan was to 

discuss “strategies and tactics” for influenc-

ing the debate on PPP experiments. 

But 3 days before the Monday gathering, 

CDC chief Thomas Frieden held an unusual 

press conference to discuss the anthrax and 

smallpox incidents—and unveil a new rev-

elation that made Lipsitch and Galvani look 

remarkably prescient. A CDC lab, Frieden 

announced, had shipped out a relatively 

benign poultry flu sample that workers had 

accidentally contaminated with the more 

dangerous H5N1 virus. Frieden halted some 

research and shipments and launched a 

broad biosafety review. The message was 

unmistakable: Even the best, most regulated 

labs in the world make errors. 

Lipsitch’s skeptical message got yet an-

other coincidental boost that weekend. News 

surfaced that the Department of Health and 

Human Services was completely remak-

ing the membership of its NSABB biosafety 

advisory group, excusing all the remaining 

members who had helped found the panel 

in 2005 and served through the H5N1 con-

troversy. Though NIH officials said it was a 

routine turnover, some observers saw it as 

another sign that government biosafety ef-

forts were in worrying disarray. 

By that Monday in July, it was an obvious 

step for the CWG to piggyback on such news 

with its statement, Lipsitch says. But reaching 

consensus wasn’t easy: Some group members 

resisted calling for a complete moratorium 

on PPP studies. For instance, microbiologist 

Arturo Casadevall of Albert Einstein College 

of Medicine in New York City and Michael 

Imperiale of the University of Michigan dis-

agree with Lipsitch and Galvani’s argument 

2 April, Journal of Virology

H7N1 is not on the U.S. gov-

ernment’s list of flu strains 

requiring special review, but 

Daniel Perez’s lab at the Uni-

versity of Maryland, College 

Park, makes it transmissible 

in ferrets while remaining 

highly pathogenic. 

10 April, Cell

Ron Fouchier’s lab at Eras-

mus MC in the Netherlands 

identifies specific set of mu-

tations that make H5N1—a 

bird flu that does not spread 

readily in mammals—

transmissible in ferrets.

11 June, Cell 

Host & Microbe

Yoshihiro Kawaoka’s group at 

the University of Wisconsin, 

Madison, creates a virus sim-

ilar to 1918 flu using genes 

from current bird strains.

Controversial papers
Three papers this year have 

helped renew debate over 

efforts to create or enhance 

dangerous pathogens:
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that the flu experiments aren’t justified be-

cause they are of limited scientific value. 

Such work may not be able to pinpoint mu-

tations that could emerge in nature, but it 

can be “of huge value” in answering broader 

questions, such as whether a particular bird 

strain could ever become transmissible in 

mammals, Casadevall says. He says he fi-

nally agreed to the word “curtail” because 

under U.S. rules the gain-of-function flu ex-

periments “are already curtailed.”

Still, Lipsitch’s impact on the public 

conversation was clear when Scientists for 

Science weighed in a few days later with 

its response, which was partly organized 

by Racaniello and has attracted more than 

170 signers. “[O]nly by engaging in open 

constructive debate can we learn from one 

another’s experience,” the Scientists for Sci-

ence statement says. And, in a sign of how 

eager some are to reach detente, a few re-

searchers, including Imperiale and Colum-

bia University virologist Ian Lipkin, signed 

both statements. “There has to be a coming 

together of what should be done,” Lipkin 

says. “It doesn’t help for people to be pissing 

on one another.”

Lipsitch is clearly pleased by the more 

polite turn. “The good thing is that I think 

the temperature of the rhetoric is much 

cooler now.” And he’s willing to accept 

some credit for helping establish a middle 

ground “that has been suddenly occupied 

from both sides,” he says. “Whatever the 

outcome, I think there’s reason to expect 

that it will lead to less risk of accidents 

than allowing the status quo to continue. 

And luckily everybody seems to think [the 

issue is] worth discussing.”

It’s not easy to see how the two sides 

might strike a truce. Kawaoka and Fouchier 

both hope that if their critics better under-

stand the safety and security measures in 

their labs, they will agree that the flu stud-

ies should continue. Some researchers, such 

as Casadevall, have suggested technological 

solutions, such as engineering a gene se-

quence into experimental viruses that could 

prevent them from replicating in humans. 

Others believe more inclusive and power-

ful government review bodies are needed to 

oversee proposed experiments. 

Whatever the outcome this time, the 

current drama has helped place the spot-

light on a new player. Lipsitch “is one of 

the bravest scientists I know,” says epide-

miologist Lone Simonsen, a CWG member 

and longtime friend and collaborator now 

at George Washington University in Wash-

ington, D.C. “If he feels strongly about an 

issue he will pursue and talk about it, even 

though it is a point of view most of his sym-

pathetic colleagues share but would not 

discuss aloud.” ■

By David Malakoff

E
ven as scientists and government 

officials struggle anew with the 

question of how to regulate risky 

biological research, the United 

States and other nations are still 

working to fully implement the rules 

and policies that emerged from the last 

big debate, over the 2011 studies that 

made H5N1 more transmissible. 

Some of the biggest changes have 

occurred in the United States, by far the 

single largest funder of potentially risky 

research. Under rules adopted in 2012, 

the National Institutes of Health (NIH) 

and other funding agencies now screen 

proposals for “dual use research of con-

cern” (DURC)—work that could be used 

for good or bad ends. At NIH, proposals 

deemed DURC get a special review and, 

if funded, special requirements, includ-

ing that researchers submit manuscripts 

for prior review before sending them to 

a journal. As of this past June, NIH tells 

Science, it had reviewed about 30 DURC 

papers from extramural researchers 

and six from intramural researchers. In 

addition, it was monitoring eight DURC 

projects and had requested changes to 

some experiments.

A second U.S. government policy, 

which calls on universities and other 

institutions to play a bigger role in 

identifying DURC and mitigating risks, 

has been in limbo since a draft was 

released in April 2013. It has drawn 

criticism from both academic officials, 

who fear it could be too onerous, and 

biosafety advocates, who fear it is too 

lax. The issue got new attention this 

past June, when Yoshihiro Kawaoka of 

the University of Wisconsin, Madison, 

published a study on a flu virus similar 

to the deadly 1918 strain. University 

reviewers had judged the study was not 

DURC, Nature reported, but federal 

officials disagreed. (They nonetheless 

agreed to fund it.) 

Other new rules require NIH to give 

special reviews to projects aimed at giv-

ing new capabilites to two dangerous flu 

viruses—H5N1 and H7N9. As of June, 

one grant and one contract had received 

those reviews, NIH says.

Critics argue that the new reviews are 

still not preventing NIH from funding 

questionable studies—but there is wide 

disagreement on whether or how the 

process should be altered. In the mean-

time, some researchers are also calling 

for clearer rules for journal editors, who 

often must decide whether to publish 

findings that could be misused. Others 

see the need for new government 

oversight bodies to decide which results 

should see the light of day. ■

A policy morass

Anthrax bacteria
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Greenland deglaciation puzzles
CLIMATE

Summer melt water on glacial ice, George VI Sound, Antarctica.

PERSPECTIVES

Nitrogen isotope data help to resolve puzzling observations during the last deglaciation

          A
bout 23,000 years ago, the southern 

margins of the great Northern Hemi-

sphere ice sheets across Europe and 

North America began to melt. The 

melt rate accelerated ~20,000 years 

ago, and global sea level eventually 

rose by ~130 m as meltwater flowed into 

the oceans. Ice cores from the Greenland 

and Antarctic ice sheets show the rise in 

atmospheric CO
2
 concentrations that ac-

companied this shift in global ice volume 

and climate. However, discrepancies in the 

temperature reconstructions from these 

cores have raised questions about the long-

term relationship between atmospheric CO
2
 

concentrations and Arctic temperature. On 

page 1177 of this issue, Buizert et al. ( 1) re-

port temperature reconstructions from 

three locations on the Greenland ice sheet 

that directly address these problems.

The relative amount of heavy to light wa-

ter isotopes in snow mostly depends on how 

cold it is when the snow falls. For this rea-

son, ratios of light to heavy water isotopes 

By Louise Claire Sime from ice cores (see the figure) have long 

been used to reconstruct past temperatures 

in Antarctica and Greenland ( 2). These 

temperature reconstructions, alongside ice 

core CO
2
 records, have been crucial for ad-

vancing understanding of past climate, but 

they also have puzzling features.

The first puzzle is the timing of North-

ern Hemisphere warming. Once a certain 

mass of Northern Hemisphere ice has accu-

mulated, changes in Northern Hemisphere 

summer insolation—that is, the amount of 

solar irradiation received at Earth’s surface P
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during summer—are expected to initiate 

melting. Northern Hemisphere warming 

would thus be expected to precede or ac-

company Southern Hemisphere warming. 

Yet, although most Northern Hemisphere 

ice sheets were in retreat by ~19,000 years 

ago ( 3), the Greenland isotopic record does 

not begin to rise until ~14,700 years ago (see 

the figure). Denton et al. ( 4) used the term 

“mystery interval” to describe the Oldest 

Dryas period (~18 thousand to 15 thousand 

years ago), when Northern Hemisphere 

summer insolation, Northern Hemisphere 

ice melt, atmospheric CO
2
 concentrations, 

and Southern Hemisphere temperatures 

rose, yet Greenland water isotope ratios do 

not record a similar rise in Northern Hemi-

sphere temperatures.

Using a general circulation model (GCM), 

He et al. ( 5) have shown that allowing North-

ern Hemisphere ice sheet meltwater to flow 

into the ocean generates a bipolar seesaw ef-

fect, with the Southern Hemisphere warming 

at the expense of the Northern Hemisphere. 

This effect is large enough to explain most 

of the north-south onset discrepancy. In the 

North Atlantic, surface freshwater from ice 

melt inhibits the formation of dense salty 

deep water, leading to extensive winter sea 

ice in the Northern Hemisphere.

Buizert et al. further this analysis by ex-

ploiting the fact that water isotopes are not 

the only way to track temperature in ice 

cores. When snow becomes denser after it 

has been deposited, the nitrogen isotope ra-

tio, δ15N, changes as a function of tempera-

ture, thus providing information that does 

not depend on water isotope data. The au-

thors use δ15N to reconstruct temperatures 

from three locations in Greenland. They 

show that previous temperature recon-

structions based on water isotopes masked 

a small temperature rise during the mystery 

interval. Furthermore, the geographical pat-

tern of their results supports the idea that 

the timing of the deglacial warming onset 

strongly depended on heat transported by 

the Atlantic Ocean ( 6). Thus, variations in 

meltwater flowing into the North Atlantic, 

via ocean circulation, largely controlled 

both the timing and magnitude of the 

onset of the Greenland deglacial warming 

( 5,  6).

A second puzzle lies in the temperature 

relationship between the Oldest Dryas and 

the Younger Dryas (~12.8 thousand to 11.5 

thousand years ago). Atmospheric CO
2
 con-

centrations rose by about 50 parts per mil-

lion (ppm) between these intervals. The 

ocean likely delivered a similar amount of 

heat to Greenland during each interval. Yet, 

Greenland ice core temperature reconstruc-

tions based on water isotopes imply that the 

Younger Dryas was colder than the Oldest 

Dryas ( 7). Scientists have suggested that the 

Younger Dryas was an outlier, triggered ei-

ther by a single catastrophic flood discharge 

or a comet impact, but these ideas have lost 

traction due to a lack of evidence ( 8). Climate 

models predict that rising CO
2
 will cause a 

rise in Greenland temperature. The colder 

temperatures of the Younger Dryas thus rep-

resent the second puzzle.

Liu et al. ( 9) performed GCM simulations 

of the whole period and also modeled water 

isotope behavior during selected intervals. 

Despite a simulated ~5°C Greenland warm-

ing, their modeled water isotope results 

match the observed isotopic drop in the 

Younger Dryas. Buizert et al.’s temperature 

reconstructions confirm this warming. The 

misleading water isotope results may have 

come about because reduction in the North-

ern Hemisphere ice sheet height by 2 km 

between the Oldest and the Younger Dryas 

modified atmospheric circulation, causing a 

relative increase in moisture advected from 

the North Pacific region ( 9,  10) that reduced 

water isotope ratios. 

Buizert et al.’s successful Greenland tem-

perature reconstructions based on δ15N imply 

that similar Antarctic core reconstructions 

may be possible. Alongside GCM-based pa-

leoclimate modeling tools (5, 9), new Ant-

arctic temperature information could help 

to clarify the relationship between Antarctic 

climate and ice sheet changes.    ■
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Glacial termination puzzles. Ice core water isotope records suggest that Greenland warmed suddenly and much 

later than Antarctica, even though summer Northern Hemisphere insolation and atmospheric CO
2
 levels rose in 

step with Antarctic warming. Buizert et al. report temperature reconstructions that help to resolve this puzzling 

observation. Envelopes show the maximum and minimum values for each set of ice cores. See ( 13) for more details. 
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          A
myotrophic lateral sclerosis (ALS), 

also known as Lou Gehrig’s disease, 

is a devastating neurodegenerative 

disorder that causes a progressive 

loss of motor neurons, leading to pa-

ralysis and death typically within 2 

to 5 years of onset. There are no cures and 

few treatments. ALS shares some genetic 

and pathological overlap with another 

neurodegenerative disease, frontotempo-

ral dementia (FTD), which causes changes 

to personality and language. Mutations in 

the gene called chromosome 9 open reading 

frame 72 (C9orf72) are the most common 

genetic cause of both ALS and FTD. On 

pages 1139 and 1192 of this issue, Kwon et 

al. ( 1) and Mizielinska et al. ( 2), respectively, 

describe how C9orf72 mutations might 

cause neurodegeneration.

Mutations in the C9orf72 gene were iden-

tified as the most common cause of ALS 

and FTD ( 3,  4). This discovery completely 

revolutionized research on both condi-

tions, with intense efforts now focused on 

understanding the mechanisms by which 

C9orf72 mutations cause disease and de-

veloping therapeutic strategies to treat 

patients harboring these mutations. The 

mutational mechanism is a massive expan-

sion of a hexanucleotide repeat, GGGGCC 

(G is guanine and C is cytosine) located in 

a noncoding region of the C9orf72 gene. 

Normally, the number of repeat copies 

ranges from 2 to 23, whereas hundreds or 

even thousands of copies constitute the 

disease-causing range. How do these extra 

GGGGCC repeats cause disease? There are 

three main hypotheses. One proposal is that 

expanse of repeats may interfere with the 

expression of C9orf72, thereby resulting in 

a loss of gene function that is detrimental 

( 5). Another possibility is that the GGGGCC 

repeat transcript (as well as the antisense 

CCCCGG repeat transcript) may accumu-

late in RNA foci ( 6) and sequester RNA 

binding proteins, which could disrupt RNA 

metabolism. There is also the idea based on 

the perplexing finding that the long repeat 

is translated into protein in all six reading 

frames of the RNA (sense and antisense 

directions) in a manner that does not de-

pend on the presence of the start codon 

ATG (A, adenine; T, thymine; G, guanine). 

This repeat-associated non-ATG translation 

(RAN translation) thus produces the dipep-

tide repeat proteins glycine-alanine (GA), 

glycine-proline (GP), proline-alanine (PA), 

glycine-arginine (GR), and proline-arginine 

(PR). These dipeptide repeat proteins are 

themselves aggregation-prone and accumu-

late in affected brain regions ( 7). Of course, 

these three mechanisms are not mutually 

exclusive, but determining the contribu-

tion of each aberration will be critical for 

the development of effective therapeutic 

interventions.

To dissect potential contributions from 

the repeat RNA and those of the dipeptide 

translation products to disease, Mizielin-

ska et al. generated repeat RNA constructs 

harboring interruptions that preclude their 

translation. The authors engineered a series 

of stop codons in both the sense and anti-

sense RNAs every 12 GGGGCC repeats. This 

way, the RNA could be expressed but the 

dipeptide translation products would not. 

They validated that the pure repeats and in-

terrupted repeats formed the G-quadruplex 

structures characteristic of GGGGCC repeats 

( 5), indicating that the interruption strat-

egy did not grossly affect the repeat struc-

ture. Both pure and interrupted constructs 

also formed RNA foci when expressed in 

cultured neuronal cells. The authors then 

generated transgenic fruit flies expressing 

either the pure or interrupted GGGGCC 

repeats. Remarkably, expression of pure 

Clogging information flow in ALS

Nuclear havoc. Polymers of arginine-rich dipeptides (GR and PR) derived from the C9orf72 GGGGCC repeat expansion can enter cells, transport to the nucleus, and accumulate 

in the nucleolus. These dipeptides can interfere with the splicing of precursor mRNA and rRNA biogenesis. The dipeptides might disrupt mRNA export and import from the 

nucleus, localization, and translation in the cell.

By Joseph Paul West III1,2 and 

Aaron D. Gitler1

Dipeptide repeat proteins produced in certain neurodegenerative diseases 
exert toxicity by blocking RNA biogenesis

CELL BIOLOGY

Nucleus

Splicing

5�

5�

3�

5�
3�

3�

5�

3�
Ribosomal

assembly

rDNA

Pre-rRNA

rRNA

PR dipeptide polymer

GR dipeptide polymer
Export

Export

RNA binding

proteins

Export

Nuclear

pore

Nucleolus Cytoplasm

Translation

IL
L

U
S

T
R

A
T

IO
N

: 
C

. 
B

IC
K

E
L

/
S
C
IE
N
C
E

Published by AAAS



 5 SEPTEMBER 2014 • VOL 345 ISSUE 6201    1119SCIENCE   sciencemag.org

repeats (able to form dipeptides) in the fly 

eye caused degeneration, whereas the inter-

rupted constructs (producing RNA only) did 

not. Likewise, expressing pure repeats in the 

nervous system of adult flies led to toxicity 

and early lethality, whereas the interrupted 

repeats had no effect. Blocking translation 

by cycloheximide treatment of flies par-

tially suppressed the phenotype, indicating 

that toxicity was attributable to translation. 

Thus, Mizielinska et al. demonstrate that the 

GGGGCC repeats can cause toxicity through 

the production of aberrant translation prod-

ucts and not from the RNA alone.

But which of the five possible dipeptides 

(GA, GP, PA, GR, PR) translated from the 

C9orf72 repeat drives neurodegeneration? 

Mizielinska et al. generated transgenic flies 

expressing each dipeptide independently, 

but not in the context of a repeat sequence—

that is, rather than using GGGGCC to pro-

duce the dipeptides, because the genetic code 

is degenerate (more than one codon codes 

for the same amino acid), the authors could 

use different codons to make the dipeptides 

of interest (e.g., GR) without having a repeti-

tive sequence. Expression of two of the di-

peptides, GR and PR, was sufficient to cause 

toxicity and early lethality when directed to 

the eye or nervous system. The others were 

less toxic, but the GA dipeptide did show 

some toxicity later in life. These results focus 

attention on the arginine-containing dipep-

tides (GR and PR), and, to a lesser extent, 

GA, on driving neurodegeneration caused by 

C9orf72 mutations in FTD and ALS.

Kwon et al. also identify the arginine-

containing C9orf72 dipeptides GR and PR 

as drivers of toxicity, but present a new 

hypothesis to explain how they might con-

tribute to FTD and ALS pathogenesis. In a 

broader sense, their study connects two of 

probably the most exciting new concepts in 

ALS and FTD research: C9orf72 nucleotide 

repeat expansion and the remarkable prop-

erty of some RNA binding proteins (e.g., 

FUS, EWSR1, TAF15, hnRNPA2) harboring 

low-complexity sequences (also known as 

prion-like domains) to form polymeric as-

semblies, which incorporate into hydro-

gels in vitro ( 8). Such assemblies are akin 

to RNA granules (e.g., P-bodies and stress 

granules) that play key regulatory roles 

in gene expression ( 9). Many of the RNA 

binding proteins that can associate with 

hydrogels have serine-arginine (SR) repeat 

domains. These SR domain–containing 

proteins are regulated by phosphorylation 

(on the serine residues of the SR domains) 

by kinases. Kwon et al. show that this 

phosphorylation can control the associa-

tion of SR proteins with hydrogels made up 

of RNA binding proteins such as hnRNPA2. 

Phosphorylation releases the SR domain 

protein from the gel. Mutating most of the 

serines in the SR domain protein to glycine 

(e.g., to convert these domains to GR instead 

of SR) blocks the effects of the kinases, and 

the mutant SR domain proteins are no lon-

ger able to be released from the hydrogel.

Kwon et al. recognized that some of the 

dipeptide RAN translation products pro-

duced from the C9orf72 repeat transcripts 

resembled the mutated SR domains (e.g., 

GR and PR). The authors thus proposed an 

intriguing hypothesis: These RAN transla-

tion products associate with hydrogels (or 

similar types of assemblies in vivo, such as 

RNA-containing granules) but are impervi-

ous to the regulatory action of kinases, and 

consequently, might clog up the traffick-

ing of SR domain–containing RNA bind-

ing proteins that are moving in and out 

of these granules to transfer information 

throughout the cell. This block in informa-

tion flow (e.g., alterations in RNA process-

ing) could lead to cellular dysfunction and 

might underpin neurodegeneration in ALS 

and FTD. Indeed, recombinant RAN trans-

lation products comprising either polymers 

of GR or PR bound hnRNPA2 hydrogels and 

were resistant to kinase treatment ( just like 

the mutated SR domains). When Kwon et 

al. added these recombinant GR and PR 

proteins to cultured cells, they entered the 

cells, got into the nucleus, and then local-

ized to the nucleolus, where they caused cell 

death (see the figure).

To determine why GR and PR proteins 

are toxic and to define the potential conse-

quences of their accumulation in nucleoli, 

Kwon et al. added one of the dipeptides 

(PR) to cultured astrocytes (a key cell type 

relevant for ALS) and performed RNA se-

quencing to assess potential RNA process-

ing alterations. They identified a number 

of splicing changes as well as changes in 

the amounts of different mRNAs and ma-

jor impairments in synthesis of ribosomal 

RNA (rRNA). These results suggest that by 

binding to nucleoli and clogging multiple 

steps along the pathway of RNA biogenesis, 

dipeptide products of the C9orf72 repeat 

expansion could cause disease. Kwon et al. 

hypothesize that the arginine-rich stretches 

of the GR and PR peptides make them 

rogue mimics of nuclear localization sig-

nals, which may facilitate their entering the 

nucleus and wreaking havoc on multiple 

steps of RNA biogenesis. The derangements 

in RNA processing pathways, perhaps ini-

tially mild but accumulating over decades, 

may eventually lead to neurodegenerative 

disease pathogenesis.

The studies of Mizielinska et al. and 

Kwon et al. strongly implicate dipeptide 

toxicity as a central component of neu-

rodegeneration. A major challenge is to 

decipher the mechanism by which RAN 

translation products contribute to neuro-

toxicity, and to reexamine dipeptide pa-

thology in human disease with a focus on 

distinguishing GR and PR from the other 

ones (e.g., GP, GA, PA). Another recent 

study by Su et al. ( 10) presents a potentially 

game-changing biomarker assay to detect 

and quantify one of the RAN translation 

products from patient cerebrospinal fluid. 

Assays for the abundance of the disease-as-

sociated dipeptides could be used in a clini-

cal trial setting to monitor the efficacy of 

potential disease-modifying therapies that 

target the repeat RNA expansion. These 

approaches could include small molecules, 

as shown by Su et al. ( 10), and antisense 

oligonucleotides ( 6,  11,  12). More focus on 

understanding the molecular mechanisms 

of RAN translation could reveal new and 

unexpected therapeutic strategies. Perhaps 

there are ways to specifically prevent the 

production of the more toxic dipeptides in 

exchange for expressing more of some of 

the benign ones. Unbiased screens using 

model organisms (yeast, flies, worms, etc.) 

to identify suppressors of dipeptide toxic-

ity, combined with validation in human pa-

tient samples and cell lines, may also reveal 

mechanisms underpinning dipeptide toxic-

ity and may suggest approaches to mitigate 

this toxicity.   ■
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“The derangements in 
RNA processing pathways, 
perhaps initially mild but 
accumulating over decades, 
may eventually lead to 
neurodegenerative disease 
pathogenesis.”
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          M
arine microbes play a central role 

in the biogeochemical cycles of 

carbon and nutrients such as ni-

trogen, phosphorus, and iron. The 

processes that control these com-

plex cycles range from subcellular 

metabolism to the properties and dynamics 

of whole oceanic regions. Two studies in this 

issue provide further insight into how fun-

damental biological processes affect biogeo-

chemical cycles in the oceans. On page 1173, 

Saito et al. ( 1) show how nutrient availabil-

ity drives large-scale patterns in the abun-

dances of nutrient-related proteins. The 

catalytic site in one such protein, reported 

on page 1170 by Yong et al. ( 2), suggests a 

potential biochemical linkage between two 

key nutrient cycles.

Phytoplankton—the tiny single-celled 

photosynthetic organisms that form the 

base of the marine food web—are respon-

sible for roughly half of global oxygen 

production. The sinking and breakdown 

of the organic material produced by these 

organisms lowers atmospheric carbon di-

oxide concentrations and removes essential 

nutrients from the surface ocean ( 3). Lim-

ited availability of some of these nutrients, 

particularly nitrogen (N) and iron (Fe), can 

be a key constraint on the productivity of 

surface ocean regions ( 3).

The coupling between carbon and nutri-

ent cycles depends on the activity, composi-

tion, and abundance of the macromolecules 

that make up most biological material ( 3). 

Over the past two decades, oceanographers 

have therefore increasingly turned to mo-

lecular biology techniques to interrogate the 

abundance, activity, and diversity of marine 

microbes and the biomolecules they contain. 

For example, changes in lipid composition 

have been linked to nutrient availability ( 4).

Proteins are also useful biomarkers of 

nutrient stress ( 5). Surveys of oceanic micro-

bial populations have revealed many diverse 

nutrient transport proteins in low-nutrient 

systems ( 6). Saito et al. now use quantitative 

proteomic mass spectrometry to determine 

changes in the absolute abundance of mul-

tiple proteins over oceanic scales spanning 

thousands of kilometers. Sampling across 

a transition between mainly N-limited and 

mainly Fe-limited regions, the authors focus 

on proteins associated with the abundant 

open-ocean phytoplankton Prochlorococcus 

( 7). They observe coherent changes in the 

abundances of multiple-nutrient stress-re-

lated proteins, demonstrating in situ micro-

bial responses to varying nutrient limitation 

regimes (see the figure, panels A and B). 

They are able to detect these large-scale pat-

terns of multiple nutrient limitations with-

out the need for complex time-consuming 

incubation experiments ( 3).

Understanding of protein abundance and 

function is particularly important because 

these macromolecules catalyze and medi-

ate the reactions that drive biogeochemi-

cal cycles ( 8). Proteins can also be a large 

sink for cellular nutrients, including N and 

trace metals ( 3). Saito et al. show that in 

the boundary region sampled between the 

low-N and low-Fe regions, essential cellular 

N resources are simultaneously allocated to 

different proteins related to N and Fe stress, 

at least at the community level. These re-

sults argue against a simple interpretation 

where only one nutrient becomes limiting 

at a time, instead suggesting a degree of 

colimitation ( 3,  9).

Many catalytic proteins require transi-

tion metals, including Fe, Mn, Co, Ni, and 

Zn ( 10). Requirements for such proteins 

are a key driver of the potential for these 

nutrients to become (co)limiting in the 

oceans ( 9). A new example of this potential 

How proteins respond to nutrient limitations. The availability of limiting nutrients varies throughout the oceans. 

Saito et al. ( 1) show that urease proteins associated with uptake and assimilation of urea, an organic N source, are 

abundant in low-N regions (A); in contrast, the flavodoxin protein, which can replace an Fe binding equivalent, is 

abundant in a low-Fe region (B). In low-P regions, uptake of P from phosphomonoesters can be facilitated by alkaline 

phosphatase enzymes such as PhoA and PhoX. Yong et al. (2) show that a member of the PhoX family ( 11) binds Fe, in 

contrast to the Zn-binding PhoA. Selection between these enzymes, or the organisms containing them, might thus be 

expected in low-P environments depending on the relative availability of Zn (C) or Fe (D).

By C. Mark Moore 
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Microbial proteins and oceanic nutrient cycles
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“Over the past two decades, 
oceanographers have 
therefore increasingly 
turned to molecular biology 
techniques to interrogate 
the abundance, activity, and 
diversity of marine microbes 
and the biomolecules they 
contain.”

Ocean microbes respond to limited nutrients by tuning the abundance of specific proteins
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is provided by Yong et al. Under conditions 

of low phosphorus (P) availability, marine 

microbes extract inorganic phosphate from 

organic phosphomonoester substrates us-

ing alkaline phosphatase enzymes ( 11). The 

best-studied of these enzymes, PhoA, binds 

Zn, leading to suggestions that P and Zn 

may be colimiting in certain environments 

( 9,  11). However, the alternative PhoX fam-

ily of phosphomonoesterases does not re-

quire Zn and appears to be more widely 

distributed in marine systems ( 11).

Yong et al. show that a member of the 

PhoX family binds 2 Fe and 3 Ca atoms in a 

catalytic cofactor that has several distinctive 

characteristics. From the biogeochemical 

perspective, the presence of Fe in the PhoX 

active site suggests a direct biochemical link-

age between the Fe and P cycles, which could 

lead to these elements becoming colimiting. 

The relative availability of Zn or Fe in low P 

environments might thus drive selection be-

tween PhoA and PhoX or between the organ-

isms capable of producing these enzymes ( 11) 

(see the figure, panels C and D). Techniques 

of the type used by Saito et al. could be used 

to determine whether distributions of PhoA 

and PhoX correspond to patterns of P, Zn, 

and Fe availability in the oceans.

The two studies ( 1,  2) substantially advance 

our understanding of some of the micro-

bial proteins that influence global nutrient 

cycles. Wider application of the techniques 

used by the authors holds great promise 

for further discoveries. Many metal-binding 

proteins remain largely uncharacterized ( 10, 

 12). Proteomic identification and quantifica-

tion techniques ( 1,  6) could also be combined 

with biogeochemical rate measurements to 

decipher how microbial proteins operate to 

maintain elemental cycles ( 8). Given the dual 

role of proteins as biogeochemical catalysts 

and as a major sink for nutrients, fuller char-

acterization ( 2), alongside quantification of 

abundance ( 1) and activity, could provide a 

fundamental mechanistic underpinning of 

the coupled nutrient cycles.   ■
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Nambu ( 3). The existence of superconduct-

ing condensates has been firmly established. 

In contrast, unambiguous experimental evi-

dence for the coherent excited state (called 

the Higgs mode) had been missing. On page 

1145 of this issue, Matsunaga et al. ( 4) report 

direct observation of the Higgs mode in the 

conventional superconductor niobium ni-

tride (NbN) excited by intense electric field 

transients.

Conventional superconductivity appears 

in metals when the phases of electronic 

wave functions lock to each other, forming 

a macroscopic quantum state that conducts 

current without energy dissipation. It can 

be described by a complex order param-

eter Φ(k) = |Φ(k)|exp(iφ), which acquires 

a nonzero value only in the superconduct-

ing state. A result of this description is that 

a superconducting phase transition must 

lead to a spontaneous breaking of symme-

try. Consequently, the energy of the system 

shows a minimum at a certain value of the 

radial amplitude |Φ(k)|, which is, how-

Particle physics in a 
superconductor

The Higgs amplitude mode. (A) Energy of a system as a function of the complex order parameter Φ in a state with 

spontaneously broken symmetry. The Higgs mode corresponds to the amplitude oscillations of Φ shown by the 

blue arrow. The excitation by a light pulse at half the resonance frequency starts a coherent oscillation of the order 

parameter. The induced superconducting current is nonlinear and leads to emission of the third harmonic of the 

excitation wave. (B) Energy of quasi-particles as a function of their momentum near the Fermi energy of a normal 

metal (dashed blue line) and a superconductor with energy gap 2∆ (solid red line). (C) Energy of a relativistic particle-

antiparticle system with rest mass m
0
 as a function of its momentum.

By Alexej Pashkin and Alfred Leitenstorfer  

A superconducting condensate can display analogous 
behavior to the Higgs field

PHYSICS

          T
he recent discovery of the Higgs boson 

has created a lot of excitement among 

scientists. Celebrated as one of the 

most fundamental results in experi-

mental physics ( 1), the observation of 

this particle confirms the existence of 

the associated Higgs field that plays a piv-

otal role in the Standard Model of particle 

physics. Because of the Higgs boson’s large 

mass (about 125 GeV), it could be detected 

only in the world’s largest and most pow-

erful accelerator—the Large Hadron Col-

lider at CERN, Geneva. Although it sounds 

strange, the theoretical proposal of the 

Higgs mechanism was actually inspired by 

ideas from condensed matter physics, which 

typically works at much lower energies (a 

few electron volts or less). In 1958, Ander-

son discussed the appearance of a coherent 

excited state in superconducting conden-

sates with spontaneously broken symmetry 

( 2). Later, this approach was advanced by 
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ever, independent of the phase φ (see the 

figure, panel A). Thus, only a displacement 

of |Φ(k)| comes with a restoring force that 

establishes the Higgs mode at a finite fre-

quency of 2ω∆.

The collective Higgs mode appears only 

in a Lorentz-invariant relativistic theory 

( 5), which is usually associated with high-

energy particle physics. Obviously, the en-

ergy scale in superconductors is far below 

the level where relativistic effects play a 

noticeable role. Why, then, does the Higgs 

mode appear in this case? The reason is 

that the superconducting energy gap opens 

up in the spectrum of quasi-particles at the 

Fermi energy. Electrons with properties 

modified by their environment are termed 

quasi-particles in condensed matter phys-

ics, and the Fermi level denotes the energy 

limit up to the point that their quantum 

states are occupied at zero temperature. 

Whereas the energy of quasi-particles in 

a normal metal depends linearly on their 

momentum in this region, it acquires a 

form analogous to the relativistic case in 

the superconducting state. The gap energy 

2∆ = 2�ω∆ plays the role of the rest mass of 

a particle-antiparticle pair (see the figure, 

panels B and C). Mathematically, this situa-

tion results in a formal identity of the Dirac 

Hamiltonian of Lorentz-invariant quantum 

theory and the BCS Hamiltonian used in 

the microscopic description of supercon-

ductivity developed by Bardeen, Cooper, 

and Schrieffer.

The Higgs amplitude mode in super-

conductors does not come with a dipole 

moment. Therefore, it cannot couple to 

electromagnetic radiation directly. None-

theless, using the formalism of Anderson’s 

pseudospins, Matsunaga et al. demonstrate 

that there exists a quadratic coupling 

between light and the Higgs mode that 

should result in resonant excitation at half 

the resonance frequency ω∆. To prove this 

prediction, Matsunaga et al. irradiated a 

superconducting NbN sample with intense 

light pulses with central frequencies from 

0.3 to 0.8 THz (1.2 meV to 3.3 meV). Such 

energies correspond to the low supercon-

ducting transition temperature of 15 K in 

NbN. They fall into the terahertz spectral 

region, where both microwave and optical 

sources were once rather limited in ampli-

tude. This problem has been solved recently 

with the development of tabletop terahertz 

sources based on femtosecond laser am-

plifiers. Optimized nonlinear conversion 

schemes now deliver unprecedented peak 

electric fields of terahertz light beyond 

1 MV/cm ( 6) or even 100 MV/cm in the 

multi-terahertz region ( 7).

Matsunaga et al. have observed two man-

ifestations of the Higgs mode. First, they 

used a delayed broadband probe terahertz 

pulse to trace the dynamics of the order pa-

rameter (the superconducting energy gap). 

By careful measurements at different exci-

tation frequencies and gap energies tuned 

by temperature, they convincingly demon-

strate that the order parameter oscillates 

at twice the terahertz driving frequency, 

confirming their initial report ( 8). Second, 

in accordance with the theoretical predic-

tion by the authors, the superconducting 

current induced in the sample should os-

cillate at the third harmonic of the excita-

tion. The experiment clearly detects the 

terahertz field emitted by this current and 

its resonant character with respect to the 

superconducting gap energy.

The results reported by Matsunaga et al. 

show that superconductors exhibit a strong 

“quantum” nonlinearity that originates 

from spontaneous breaking of symmetry 

and the resulting Higgs mode. Novel high-

field terahertz technology is now actively 

used to study such quantum nonlinearities 

in solids ( 9– 12). Quite generally, the goal is 

to gain insight into strongly coupled low-

energy excitations of complex matter by in-

vestigating their nonlinear dynamics with 

subcycle temporal resolution. This power-

ful new approach will continue to provide 

information that is inaccessible to conven-

tional techniques based on linear analysis 

in the spectral domain. ■  

REFERENCES

 1. A. Cho, Science 337, 141 (2012).  
 2. P.  W.  Anderson, Phys. Rev. 110, 827 (1958).  
 3. Y. Nambu, Phys. Rev. 117, 648 (1960).  
 4. R. Matsunaga et al., Science 345, 1145 (2014).
 5. M. Varma, J. Low Temp. Phys. 126, 901 (2002).  
 6. J. Hebling, K.-L. Yeh, M. C. Hoffmann, B. Bartal, K. A. 

Nelson, J. Opt. Soc. Am. B 25, B6 (2008).  
 7. A. Sell, A. Leitenstorfer, R. Huber, Opt. Lett. 33, 2767 

(2008).  
 8. R. Matsunaga et al., Phys. Rev. Lett. 111, 057002 (2013).  
 9. S. Leinß et al., Phys. Rev. Lett. 101, 246401 (2008).  
 10. B. Zaks, R. B. Liu, M. S. Sherwin, Nature 483, 580 (2012).  
 11. F. Junginger et al., Phys. Rev. Lett. 109, 147403 (2012).  
 12. O. Schubert et al., Nat. Photonics 8, 119 (2014).  

“…the goal is to gain 
insight into strongly coupled 
low-energy excitations 
of complex matter 
by investigating their 
nonlinear dynamics…”

Department of Physics, University of Konstanz, 78457 Konstanz, 
Germany. E-mail: alfred.leitenstorfer@uni-konstanz.de 10.1126/science.1257302

          M
any physiological and behavioral 

events exhibit circadian rhythms, 

which are driven by internal circa-

dian “clocks” that coordinate bio-

logical functions through the cyclic 

expression of at least 10 to 20% of 

the genes in any given tissue ( 1). The robust-

ness of circadian rhythms deteriorates with 

age, and circadian perturbation results in 

the development of disorders such as diabe-

tes, obesity, and brain dysfunction. Central 

to the mammalian clock is the complex of 

transcriptional regulatory proteins CLOCK 

and BMAL1 ( 2). A recent study by Masri et 

al. ( 3) proposes that SIRT1 and SIRT6, two 

sirtuin family members with nicotinamide 

adenine dinucleotide (NAD+)–dependent 

deacetylase activity, regulate different facets 

of the CLOCK-BMAL1 network, and more 

surprisingly, control distinct classes of he-

patic circadian genes. Partitioning circadian 

transcription by sirtuins suggests that in 

response to internal and external stimuli, 

circadian clocks selectively control sirtuin-

dependent functions that are broadly asso-

ciated with metabolism, stress resistance, 

inflammation, aging, and tissue regenera-

tion, to provide organisms with plasticity to 

adapt to changing environments.

The molecular basis of circadian rhythms 

is a transcriptional-translational feedback 

loop ( 2). The CLOCK-BMAL1 complex in-

duces the expression of a number of genes, 

including the negative regulators of CLOCK-

BMAL1. CLOCK has acetyltransferase ac-

tivity toward BMAL1 and histones ( 4), 

implicating chromatin remodeling in regu-

lating circadian transcription. Acetylated 

BMAL1 appears more stable, and histone 

acetylation is associated with a relaxed chro-

matin state that is more permissive to gene 

transcription in eukaryotic cells. Masri et al. 

show that SIRT6, a histone deacetylase ( 5), 

associates with CLOCK-BMAL1 and reduces 

their chromatin binding. This finding pro-

vides a critical piece in the circadian clock 

Partitioning 
the circadian 
clock

By Yannan Xi and Danica Chen   

Sirtuin proteins divide 
control of the circadian gene 
expression and metabolism
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puzzle. CLOCK-BMAL1 induces the expres-

sion of the gene Nampt, which encodes an 

enzyme that catalyzes a rate-limiting step in 

NAD+ biosynthesis ( 6,  7). The resulting in-

crease in the cellular NAD+ concentrations 

activates SIRT1 and SIRT6. The deacety-

lase activity of SIRT1 counteracts CLOCK to 

drive the cyclic acetylation/deacetylation of 

BMAL1 and histones and orchestrate their 

function along the circadian cycle ( 8,  9). By 

contrast, SIRT6 activation reduces chroma-

tin binding of CLOCK-BMAL1, tipping the 

balance toward the establishment of a re-

pressive chromatin state.

Masri et al. further took a systems biology 

approach to study hepatic circadian tran-

scription regulated by SIRT1 and SIRT6. Ab-

lation of the genes encoding SIRT1 or SIRT6 

specifically in the mouse liver disrupted 

the expression of a large number of genes 

whose expression normally oscillates over a 

24-hour period. This supports an essential 

role for these sirtuins in regulating CLOCK-

BMAL1 activity. Surprisingly, the absence of 

hepatic SIRT1 or SIRT6 also caused a wide-

spread oscillatory transcription of genes 

that was not observed in the livers of wild-

type mice. Such large-scale de novo oscil-

lating transcripts can also be triggered by 

nutritional challenge ( 10). These findings 

highlight the existence of numerous mo-

lecular pathways that influence circadian 

clocks, which may serve to systematically 

reprogram biological functions in a cell in 

response to changing environments.

A key discovery of Masri et al. is that 

SIRT1 and SIRT6 regulate distinct classes of 

circadian genes (see the figure). Comparison 

of SIRT1- and SIRT6-dependent oscillating 

transcripts revealed remarkably little over-

lap. Genomic partitioning by sirtuins has 

physiological consequences. By integrating 

high-throughput circadian transcriptomics 

with circadian metabolomics data, Masri 

et al. found that SIRT1 and SIRT6 control 

different classes of circadian metabolites, 

reflecting their differential regulation of 

circadian transcription. Whereas SIRT1 

preferentially controls peptide and cofactor 

metabolism, SIRT6 preferentially regulates 

fatty acid and carbohydrate metabolism.

How does a deficiency in SIRT6 result 

in de novo rhythmic expression of a large 

number of transcripts and their related me-

tabolites? Sterol regulatory element–binding 

protein 1 (SREBP-1), a transcription factor 

that controls fatty acid metabolism, may 

play an essential role. Masri et al. found that 

SREBP-1 binding sites are highly enriched 

at the promoters of circadian genes that re-

spond to SIRT6. Circadian recruitment of 

SREBP-1 to the promoter of its target gene 

increased in the absence of SIRT6. The liv-

ers of SREBP-1–deficient mice displayed 

disrupted circadian expression of SREBP-1 

target genes. How SIRT6 specifically influ-

ences the circadian chromatin recruitment 

of SREBP-1 remains an open question.

The findings by Masri et al. have many 

important implications. The high-resolu-

tion systems approach used in their study, 

integrating circadian transcriptome and 

circadian metabolome, contrasts with cur-

rent metabolic and physiological studies 

that sample gene expression and metabo-

lites at one nonspecified time point, which 

may inevitably miss important information 

and generate inconsistency. The systems ap-

proach provides a new framework for future 

physiological studies. The discovery that cir-

cadian genes can be differentially controlled 

by sirtuins will also initiate further studies 

into signals that differentially activate sirtu-

ins. This may yield new insights about the 

reorganization of circadian rhythms by envi-

ronmental stimuli.

A closer connection between sirtuins and 

circadian clocks is likely to enrich the un-

derstanding of both sirtuin biology and cir-

cadian regulation. Elucidating the circadian 

regulation by SIRT2 and SIRT7, two other 

sirtuin family members with nuclear local-

ization and important physiological func-

tions ( 11,  12), may provide insights into the 

etiology of metabolic diseases and aging.   ■
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          T
he captain of the starship 

Voyager from one of the 

latter-day Star Trek televi-

sion series expressed the 

sentiments of many by 

stating: “Coffee, the fin-

est organic suspension ever de-

vised.” On page 1181, Denoeud et 

al. present a draft genome of the 

diploid Coffea canephora ( 1), one 

of the two founder species of the 

tetraploid crop Coffea arabica. 

Coffee, the plant bearing the ir-

resistible bean that delivers the 

most widely consumed psycho-

active drug in the world—caffeine—joins 

a long list of crop species that have been 

sequenced using ever-improving genomic 

hardware and assembly software ( 2). High-

quality genome assemblies facilitate the 

resequencing of many cultivated varieties, 

landraces (local ecotypes), and sometimes 

wild, crop-related species. The challenge 

now is to translate these decoded genomes 

into new and improved tools for plant 

breeding; there is a need for a better bal-

ance of research priorities, with greater em-

phasis on crop phenotypes.

Linking genotypes to phenotypes is cur-

rently a game with few rules, particularly 

when traits are challenging to describe or 

measure because of their continuous distri-

bution in populations—for example, mean 

yield or yield stability. One reason for the 

slower progress in the arena of crop pro-

ductivity phenotyping is that scientists in 

academic institutions are less inclined to 

be passionate about observable or simply 

measured traits than about results from 

sophisticated high-throughput machines 

that profile many molecular or growth-

related traits. In addition, phenotyping of 

such integrative quantitative traits is much 

more challenging to archive than the digital 

cracking of four-base nucleic acid codes or 

20 amino acid–based proteins. Unlike the 

well-established, publicly available reposi-

tories for DNA and proteins, there exists 

no equivalent consensus on the structur-

ing of repositories for data generated from 

the many phenotypic studies that are being 

conducted on sequenced plant varieties ( 3).

What’s worse is that in most cases fol-

lowing publication of crop biology papers, 

molecular data are released without the 

corresponding potentially commercially 

valuable phenotypic data. For example, in 

rice (Oryza sativa), which feeds roughly 

half the world population, 3000 variants 

from 89 countries were sequenced reveal-

ing 18.9 million single-nucleotide polymor-

phisms (SNPs) ( 4). But what good are 3000 

genomes if the associated phenotypic data, 

and sometimes seed stocks, are kept pro-

prietary? A wake-up call is needed for sci-

entists, granting agencies, journal editors, 

and referees: What we eat are phenotypes, 

and seriously addressing global food secu-

rity demands that, at least in the domain 

of crop plants, phenotypic data should be 

shared between scientists in the same man-

ner as for sequences ( 3).

Coffee, which is admired for its aroma, 

flavor, and the alkaloid stimulant caffeine, 

has a number of attributes that make it par-

ticularly suitable for linking genomes and 

phenotypes for the purpose of sustaining 

an industry that is struggling with climate 

change and pests ( 5). The center of coffee 

diversity is in Africa. From there the bev-

erage spread throughout the world begin-

ning as early as 500 years ago. Nowadays, 

the top coffee-growing countries are Brazil, 

Vietnam, Indonesia, Colombia, and Ethio-

pia—this last being the birthplace of the 

crop plant and where more than 1 million 

households are engaged in growing coffee. 

The worldwide production of Arabica coffee 

relies on a small number of cultivars with 

very little genomic and phenotypic diversity 

between them, relative to those available in 

Africa, the center of origin. The key for en-

suring that coffee can survive as an afford-

able crop lies in the genetic variation found 

in African species. This variation will help 

to mitigate the effects of unstable 

climate and plant diseases, as well 

as modify the wealth of health-

related chemicals present in the 

coffee seeds ( 6) (e.g., naturally de-

caffeinated Arabica coffee) ( 7).

A recent survey of coffee ge-

netic resources in Ethiopia found 

an alarming rate of genetic ero-

sion of the gene pool due to defor-

estation coupled with inadequate 

conservation efforts. According 

to the Biological Diversity Con-

vention ( 8), the benefits derived 

from discoveries made on the 

basis of biodiversity must be 

equitably shared with the coun-

try of origin. The complexity of 

monitoring beneficial traits introduced 

from endemic species often leads to situa-

tions where countries refuse to make their 

genetic resources accessible. Perhaps the 

draft coffee genome presented by Denoeud 

et al. can be used to provide an unequivo-

cal means to monitor, via SNP diversity, the 

utilization of genetic resources after they 

leave their country of origin. The substan-

tial value of the coffee production chain 

is accrued by highly profitable companies 

that transport, roast, blend, and sell the cof-

fee; these are typically located in rich, cof-

fee-importing countries. The danger to the 

coffee crop ( 5) should provide an incentive 

for all stakeholders to initiate international 

collaborations in genomic-assisted breed-

ing projects and germ plasm conservation 

with poor, coffee-exporting countries. This 

proposal is compatible with the fact that 

coffee is the most popular plant associ-

ated with genomics, because every genome 

meeting has coffee breaks that are needed 

to reinvigorate the audiences and to pro-

mote communication, conversation, and 

the sharing of knowledge.     ■
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Smell the cof ee. Cof ea canephora joins many other crop species and varieties 

with a draft genome sequence.

Recording and archiving crop phenotype diversity 
needs to catch up with genomic data
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           I
n March 2014, the International Court of 

Justice (ICJ), the principal judicial organ 

of the United Nations, ruled that a Japa-

nese whaling program in the Antarctic, 

ostensibly for scientific purposes, was 

not sufficiently research-oriented and 

thus was illegal ( 1). The ICJ’s critical assess-

ment represents the first time that scientific 

whaling has been reviewed by an authorita-

tive body outside the International Whaling 

Commission (IWC). With Japan 

considering a replacement pro-

gram, and the IWC meeting later 

this month, we discuss minimum realistic 

actions the IWC should take in response to 

the ICJ judgment. More broadly, we believe 

the approach used by the ICJ in reaching 

its judgment provides a precedent for how 

arbitrators might assess scientific principles 

when resolving complex technical disputes.

Commercial whaling is currently prohib-

ited under the International Convention on 

the Regulation of Whaling (ICRW). Japan ar-

gued that its Japanese Whale Research Pro-

gram under Special Permit in the Antarctic 

(JARPA II) program satisfied Article VIII of 

ICRW, which allows special permits autho-

rizing killing, taking, and treating of whales 

“for purposes of scientific research” ( 2). The 

stated objectives of JARPA II, which also had 

no stated time limit, were (i) monitoring the 

Antarctic ecosystem, (ii) modeling competi-

tion among whale species and developing 

future management objectives, (iii) elucida-

tion of temporal and spatial changes in stock 

structure, and (iv) improving the manage-

ment procedure for minke whales. Under 

JARPA II, Japan issued permits to take up to 

935 minke whales (850 ± 10%) per year and 

50 each of humpback and fin whales. The 

number of minke whales taken was substan-

tially less than 850 in all but one year; more 

than 3500 were taken from 2005 to 2013 (see 

the photo). No humpback and fewer than 20 

fin whales were taken.

Applying scientific principles in 
international law on whaling

An adult and subadult Minke whale are dragged aboard the Nisshin Maru, a Japanese whaling vessel.

By William de la Mare 1 † and 

Nick Gales 1, Marc Mangel 2 *   

The approach might address disputes beyond whaling and the courtroom

SCIENCE AND LAW

1Australian Antarctic Division, Kingston, Tasmania 6050, 
Australia. 2University of California, Santa Cruz, CA 95064, USA. 
*Corresponding author. msmangel@ucsc.edu. †The opinions 
expressed herein are those of the authors. They do not 
necessarily ref ect the position of the Australian government 
on any of the issues raised.
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The ICJ decided in favor of Australia, 

which had argued that JARPA II was not 

“for purposes of scientific research” as re-

quired by Article VIII ( 3). The ICJ ordered 

Japan to revoke permits granted to JARPA 

II. This ended Japan’s program of Southern 

Ocean whaling, which had polarized and 

disenfranchised scientists ( 4,  5) and galva-

nized environmentalists.

States that appear before the ICJ under-

stand that its judgments are binding and 

without appeal. Whereas Japan indicated 

that it would abide by the judgment and 

terminated JARPA II, it appears that Japan 

hopes to devise a replacement program to 

commence in 2015. Although the judgment 

does not preclude whaling under Article 

VIII, the reasoning of the ICJ has clear im-

plications that any future special permit 

program must meet higher scientific stan-

dards than JARPA II did.

LOGIC OF SCIENCE, NOT DETAILS. At the 

heart of the judgment was whether Japan’s 

program is “for purposes of scientific re-

search.” Japan argued that its activities in-

volved science and, therefore, Article VIII 

rendered JARPA II wholly outside any other 

provisions of the ICRW. In essence, Japan 

argued that if an activity involves scientific 

research it is also “for the purposes of sci-

entific research,” which fulfills obligations 

under Article VIII. Japan argued that this 

decision is self-determined by the state is-

suing the permit.

Australia argued that “scientific research” 

is subject to internationally accepted norms 

not unique at the level of the nation-state. 

Australia argued that scientific research in 

the context of Article VIII should be charac-

terized by features that include (i) defined 

and achievable objectives; (ii) use of ap-

propriate methods, including use of lethal 

methods only where objectives cannot be an-

swered through alternate methods; and (iii) 

proper assessment and response through the 

community of scientists. Japan offered no al-

ternative model but argued that Australia’s 

interpretation was overly restrictive.

The ICJ was not persuaded that activities 

must satisfy Australia’s normative criteria in 

order to constitute “scientific research” in 

the context of Article VIII, although many 

elements of those criteria were taken into ac-

count by the ICJ ( 3). Rather than offering its 

own definition of science, the ICJ proceeded 

by first asking whether, and ultimately con-

cluding that, the activities associated with 

Published by AAAS
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the lethal take in JARPA II could in principle 

be characterized as scientific research.

The ICJ then considered whether the 

whaling itself was “for purposes of scien-

tific research,” as required by the ICRW, 

by examining whether the elements of the 

program’s design and implementation were 

reasonable in relation to achieving its stated 

scientific objectives. The ICJ relied heavily 

on presentations by Australia and Japan, 

using commonalities of expert testimony 

(authors N.G. and M.M. called by Australia 

and L. Walløe called by Japan) when exam-

ining relevant elements of the program’s 

design and implementation. These elements 

included (i) use and scale of lethal research, 

(ii) methods used to select sample sizes, (iii) 

comparisons of target sample sizes and ac-

tual take, (iv) program time frame, (v) scien-

tific output of the program, and (vi) degree 

to which the program coordinates its activi-

ties with related research projects.

The ICJ paid particular attention to incon-

sistencies between the methods of determin-

ing sample sizes for the different species ( 6). 

Rather than trying to decide whether sample 

sizes were scientifically correct or necessary, 

the ICJ looked at the logic: If the sample 

sizes were purported to be necessary for 

achieving the objectives, then failing to col-

lect the specified numbers must mean either 

that the objectives would not be attained or 

that the specified sample sizes were unnec-

essarily large. In either case, program design 

and implementation are not logically consis-

tent, that is, not reasonable.

The ICJ noted that no adjustments were 

made to JARPA II objectives when specified 

sample sizes were not achieved. The ICJ 

found that the statements and practices of 

Japan supported the argument by Australia 

that sample sizes were determined using 

criteria other than science. The ICJ found 

that JARPA II failed against the measure of 

reasonableness for the other criteria as well 

( 6). The ICJ found that if a state issues a per-

mit, it cannot fund the activities by using 

more lethal sampling than consistent with 

the objectives of the research.

Because the practice of JARPA II was not 

reasonable in relation to achieving its sci-

entific objectives, the ICJ concluded that it 

was not “for purposes of scientific research.” 

Even if a program involved some “scientific 

research,” the taking of whales in such a pro-

gram does not fall within Article VIII unless 

the activities are pursued “for the purposes of 

scientific research,” the ICJ having concluded 

that the two elements were cumulative ( 7).

In addition, the ICJ concluded that deter-

mination of whether whaling under Article 

VIII was for the “purposes of scientific re-

search” is not open to self-judgment and can-

not simply depend on a state’s perception.

POLITICIZED REVIEW. The ruling is a 

challenge both to Japan’s determination to 

continue whaling in Antarctica and to the 

IWC’s ability to respond credibly to serious 

external judgment. Although not explicitly 

noted by the ICJ, the judgment highlights 

weaknesses of the review process within the 

IWC. Logical and scientific inconsistencies 

in JARPA II were pointed out in the IWC 

scientific committee’s mandatory review of 

the original proposal ( 8). Cogent scientific 

criticisms were dismissed by Japan as po-

litically motivated, a label that makes many 

scientists reluctant to engage in the review 

process. Consequently, even though logical 

inconsistencies noted by the ICJ as flaws had 

been identified by many members of the sci-

entific committee, these did not stand out in 

the committee’s reviews as being so serious 

that they required attention. The salience of 

the committee reports was further degraded 

because proponents of the program were 

involved in writing and editing the reviews.

It is fair to say that the scientific com-

mittee is politicized, as it involves scientists 

from both whaling and nonwhaling coun-

tries, most of whom are appointed by their 

governments. However, in a scientific re-

view, the motivations of critics should be ir-

relevant. Either criticisms are scientifically 

valid or they are not. If they are valid, they 

should not be ignored because of political 

differences. Weak reviews of the JARPA II 

proposal by the scientific committee en-

abled commissioners to dismiss divergent 

views as reflecting political opinions rather 

than being serious scientific flaws.

Regardless of Japan’s future actions, its 

approach in self-determining scientific va-

lidity has been found to be incorrect. The 

reasoning of the ICJ indicates that a state 

proposing a scientific take should provide 

sufficient information on program design 

and implementation and on how the sam-

ple sizes are necessary for achieving the 

objectives. Objectives cannot be stated in 

such vague terms that scientific judgment 

of their achievability is reduced to a contest 

of scientific opinions based on differing in-

terpretations of what the objectives mean. 

Objectives, methods, and sample sizes must 

be sufficiently detailed so as to be capable 

of quantitative evaluation using normal 

scientific procedures. Long-term proposed 

research should specify intermediate objec-

tives so research can be adjusted or aban-

doned if they are not achieved.

The IWC review processes need to be im-

proved so that clear advice on the scientific 

achievability of a program’s objectives can be 

provided by its scientific committee despite 

the variety of political views therein. This is 

why measurable objectives and prospective 

quantitative evaluations are needed. The 

burden of proof on the validity of a scien-

tific proposal properly resides with the pro-

ponent, who should sit outside the review 

process. The IWC should transmit the advice 

of the scientific committee to the proposing 

state along with any other observations it 

may have. A state proposing a special permit 

should adjust its proposal to take full account 

of scientific criticisms and the advice from 

the commission and scientific committee.

BEYOND THE COURTROOM. By using the 

test of reasonableness, the ICJ provided a 

clear, well-constructed judgment focused 

on the logic, rather than details, of science. 

Such an approach could serve as a useful 

model in resolving other disputes over com-

plex technical issues. Beyond the courtroom, 

the misrepresentation of science to advance 

nonscience agendas is a common feature 

in disputes involving economic, social, or 

political values ( 9– 11). The ICJ’s approach 

represents a model for separating scientific 

matters and the nonscientific agenda in 

other complicated disputes involving sci-

ence, society, and law. The ICJ demonstrated 

that it is possible to sit above the detailed 

technicalities of scientific research and still 

determine whether practices were for pur-

poses of science or nonscience. We hope the 

IWC can learn from their example.   ■
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          A
s infants entering the world, we are 

bombarded with a cacophony of 

bright lights, loud noises, and our 

first encounters with hard edges and 

visual stimuli. A baby will stare at a 

seemingly empty corner, transfixed 

at the contrast in the line formed where 

two walls meet. Everything is novel and de-

mands scrutiny, but eventually we are able 

to ignore extraneous and repetitive infor-

mation as we learn to direct our attention.

In On Looking: A Walker’s Guide to the 

Art of Observation, Alexandra Horowitz 

aims to reverse normal human develop-

offer a glimpse backward in time.

Even when nothing appears to be there 

at all, there is something to perceive. 

Horowitz repeatedly illustrates how the 

absence of signs can be just as telling as 

a sign itself. The muting of sound can give 

information about one’s surroundings or 

climate through reflection or absorption 

of sound waves. Layers of warm and cool 

air can usher sound waves farther by creat-

ing a sound corridor, a phenomenon that 

assists songbirds that sing at twilight. The 

absence of insect markers like galls, ex-

crement, or the leftovers from a meal can 

indicate the presence of a non-native tree, 

which local insects have not had a chance 

to develop a taste for.

Horowitz is so successful at igniting one’s 

curiosity, she leaves us wanting just a bit 

more from her book. Much like the walks 

from which it is composed, some chapters 

in On Looking can seem like a meandering 

ramble through discrete neighborhoods, 

creating a desire in the reader for a more 

additive experience and connection be-

tween chapters. Additionally, some theories 

posited make one wonder about the evi-

dence that may support or argue against the 

presented perspective and the qualifications 

of her experts. This, however, is just a tes-

tament to how well On Looking challenges 

the reader’s perception and encourages the 

reader to look at seemingly small or insig-

nificant pieces of an experience from all 

perspectives, allowing one to find interest 

in almost anything should one simply look.   

Pay attention!
PERCEPTION

10.1126/science.1255876
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          M
ath Bytes: Google Bombs, Choco-

late-Covered Pi, and Other Cool Bits 

in Computing manages to fulfill its 

aim of providing a “tasty byte of 

math and computing” while fol-

lowing a clear, concise, and to-the-

point format. It achieves this without losing 

the reader in an off-putting ramble, which 

can often be the case with books relating to 

math and computing that are intended for 

the general public.

The fonts that we see in everyday digital 

text are actually represented in computers 

as functions. Because of this, we can, with 

the touch of a button, make the letters ap-

pear at various sizes without losing any 

resolution. The “font can be stored with 

Whimsical 
math

SCIENCE COMMUNICATION

By Rachael Skyner 

On Looking

A Walker’s Guide to the Art 

of Observation

Alexandra Horowitz

Scribner, 2013. 319 pp

How much do you see?

Math Bytes

Google Bombs, Chocolate-

Covered Pi, and Other 

Cool Bits in Computing

Tim Chartier

Princeton University Press, 

2014. 150 pp.

ment by opening our eyes to unseen worlds 

that surround us but often go unnoticed. 

Accompanied by a progression of “experts,” 

including a typographer, a naturalist, an 

animal behaviorist, an urban planner, 

and a sound engineer, Horowitz weaves 

through city blocks, focusing on elements 

that are ordinarily tuned out or missed 

entirely. She does this conversationally, in-

terspersing conversation with nuggets of 

information on the science behind why we 

see, hear, smell, and feel things a certain 

way—or why we don’t.

From an entire universe of insect life 

contained in a single tree to the emergent 

properties of herd behavior governing the 

unstated rules of navigating a busy side-

walk, each chapter is intended to shift the 

reader’s perspective. The walls of skyscrap-

ers become man-made habitats provid-

ing ecological niches for rodents, pigeons, 

raptors, and plants that evolved cliff-side. 

Faded lettering on a building becomes the 

individual biography of the structure—

“ghost signs” layered over or removed by 

years of paint or changing facades—that 
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          A 
miller’s daughter spun gold thread 

from hay. Stone soup fed an entire 

town. A farmer grew tons of juicy mel-

ons in one of the harshest desert cli-

mates in the Americas. In each story, 

something is created from nothing.

Of the three, only the story of the Chihua-

huan melon farmer is neither fairy tale nor 

parable. Centuries-old technology known 

as olla irrigation breathes life into acres 

of melon vines, enabling them to thrive in 

an otherwise inhospitable environment. 

The paltry 9 inches of annual rainfall is 

harnessed to support a robust agricul-

tural business. Judicious water use and re-

source conservation are the main tenets of 

desert farming worldwide, transforming 

arid scrubland and desert margins into 

flourishing and resilient farmsteads.

Gary Nabhan is a conservation scientist, 

ecologist, and farmer; he is intimately famil-

iar with the challenges faced by traditional 

desert agricultural communities. He vis-

its with farmers in Saharan oases and the 

margins of the Gobi Desert, as well as other 

desert regions, learning the techniques and 

adaptations that have sustained life in ex-

treme environments for thousands of years. 

A full third of the land on our planet is des-

ert or semi-desert, receiving on average less 

than 20 inches of rainfall per year ( 1). Over 

the tens of thousands of years of human mi-

gration and agricultural evolution, societies 

have found elegant and simple solutions to 

living in water-compromised environments.

These solutions are increasingly relevant 

as countries experience progressively hotter 

average temperatures and face dwindling 

water resources. Dramatic changes are al-

ready being witnessed by ecologists and 

experienced by farmers. Pests such as bark 

beetles have been able to spread without a 

cold-weather check, damaging and killing 

thousands of trees in U.S. and European 

forests. Severe drought conditions in the 

United States this year have left 385,000 

acres of farmland fallow in California alone 

( 2). Desert vegetation has adapted to its 

environment over millennia. Each 

native species contains a wealth of 

evolutionarily derived resiliencies 

in form and function. Scientists and 

traditional farmers have drawn on 

these botanical success stories to 

shape physical farmland, advance 

water harvesting, and create hardy 

agricultural ecosystems. Biomim-

icry of living desert systems in par-

ticular has been a noted success, 

especially the use of nurse trees to 

create microenvironments in which 

crops can blossom.

Each chapter contains a Planning and 

Practice section with practical step-by-step 

advice on how to create desert-adapted 

and ecoconscious garden and agricultural 

landscapes. Lessons range from reducing 

summer heat loads on houses to creating 

effective rain irrigation, inspired by tra-

ditional farming on the floodplains of the 

Sonoran Desert. These solutions are both 

ingenious and effective, drawing on our 

global heritage to solve today’s problems as 

well as prepare for those of the future.

By learning from agricultural desert ex-

periences, farmers, scientists, and ecologi-

cally conscious citizens will be prepared 

for the challenges created by future climate 

change.   

REFERENCES AND NOTES
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Desert wisdom and agriculture
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Growing Food in a Hotter, 
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Lessons from Desert Farmers 
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The reviewer is at the Department of Plant Sciences, 

University of California, Davis, CA 95616, USA. E-mail: 

kaywatt@ucdavis.edu

only a few points even though thousands 

of pixels will make up the complete curve.” 

Tim Chartier’s book talks through and ex-

plains many examples such as this, which 

we often take for granted in our everyday 

computing activities. The book also consid-

ers some more abstract ideas, such as using 

milk and white chocolate chips to visualize 

an estimation of the value of pi (hence the 

slightly bizarre book title). Chartier also 

describes a way to use matrix operations 

to see which celebrities you physically re-

semble. The variation in complexity of the 

material covered within the book makes 

it an extremely satisfying read. Ideas such 

as “chocolate-covered pi” may be used as a 

fun and educational activity with children, 

whereas understanding Google’s page-rank 

algorithm may be more suited to those 

with a solid grounding in post–high school 

mathematics. For those who are struggling 

with certain materials, the author offers ad-

ditional online resources and a rich list of 

references. This book is not suitable for a 

quick read on the beach; it requires a will-

ingness to be challenged intellectually.

Chartier’s format for this rather 

unique book involves using an assort-

ment of examples to extract the theoreti-

cal knowledge required to understand the 

underlying mathematical theory, often of-

fering a “challenge” for readers to work 

through themselves. This kind of hands-on 

or learn-by-example approach is something 

that the general reader may not have come 

across since high school. I feel this book 

bridges the gap between a traditional popu-

lar science format and the higher level of 

understanding that academic texts often 

provide. Overall, this book delivers on its 

intentions and provides interesting insights 

to some of the complex, highly sophisticated 

algorithms that lie behind some of our most 

widely used technological resources. This 

book gives the general public a sense of the 

world of computer science, without them 

having to enroll in an undergraduate com-

puter science course.   

10.1126/science.1255950
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“Let’s start with a simple 
chocolatey problem that 
will open a door to ideas 
of calculus.”

Olla irrigation.
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Fauna in decline: 
Meek shall inherit
ALTHOUGH LARGE ANIMALS capture 

our attention and directly or indirectly 

play essential ecological and ecosystem 

functions (1), it is the sheer diversity and 

abundance of invertebrates that make 

them “run the world” (2). A recent Review 

presented evidence of human-induced 

pervasive defaunation in terrestrial ecosys-

tems (“Defaunation in the Anthropocene,” 

R. Dirzo et al., special section on Vanishing 

Fauna, 25 July, p. 401). Given that larger 

animals are more likely to go extinct [Dirzo 

et al. and (3)], invertebrates may soon play 

even more important roles in the dynamics 

of ecosystems than they already do (1, 4).

Many of the vertebrate species that have 

been locally extirpated or are in decline are 

herbivores, seed dispersers, or granivores 

[Dirzo et al. and (1, 3)]. Therefore, as the 

Anthropocene progresses, invertebrates—

and notably ants—will be the prospective 

heirs of these plant-animal interactions.

Although human disturbances affect 

ants, the effect is frequently much less 

pronounced than on vertebrates or on 

other insects such as Lepidoptera and 

bees (3, 5). Ants are remarkably abun-

dant across most terrestrial ecosystems, 

interacting with many other species of 

insects, plants, and vertebrates. There 

is increasing evidence that ants benefit 

fleshy-fruited plants adapted for verte-

brate seed-dispersal; indeed, they can be 

quantitatively as important as birds as 

seed removers (6). The dominant herbivore 

in the Neotropics—leaf-cutter ants (Atta 

spp.)—actually increases in abundance 

after ecosystem disturbance, which could 

profoundly alter plant regeneration and 

ecosystem processes (7). As invasive ant 

species continue to change the composition 

of local biota across the globe, there could 

be further cascading effects on plant and 

animal communities (8). With continued 

Anthropocene extinctions, it will become 

increasingly critical to elucidate the myriad 

ways through which this dominant group 

of invertebrates influences ecosystem func-

tions across continents and biomes.
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Fauna in decline: 
Extinct pigeon’s tale 
E. STOKSTAD’S NEWS article about the 

ecological consequences of elimination of 

megafauna resulting from overhunting 

(“The empty forest,” special section on 

Vanishing Fauna, 25 July, p. 397) is espe-

cially poignant, given that 2014 marks 100 

years since the extinction of the passenger 

pigeon (Ectopistes migratorius), once 

the most abundant bird of eastern North 

American forests. In the 19th century, new 

railroads across the eastern United States 

expanded the market for wild meat, just as 

new roads through the tropical forests are 

affecting hunting in Borneo and elsewhere 

in the developing world today. The pas-

senger pigeon was unable to withstand 

the onslaught of unregulated commercial 

hunting, and the story is being repeated in 

the forests of Borneo and elsewhere.

The passenger pigeon population 

crashed from billions in the mid–19th cen-

tury, to extinction of the wild population in 

less than half a century, to extinction with 

the loss of the last captive bird in 1914. 

Stokstad describes alarmingly similar tra-

jectories for hunted mammals and birds of 

Borneo, even in an area that is nominally 

protected as a national park.

There were a number of ecological 

consequences of the extinction of the 

passenger pigeon. The pigeons damaged 

forest canopies and deposited nutrient-

rich excrement, which may have been 

important for the maintenance of now-rare 

canebrakes in the southeastern United 

States (1). Because of their dietary prefer-

ences, their extinction changed the balance 

between white oaks and red oaks (2). The 

extinction of the passenger pigeon may 

even have led to an increase in the inci-

dence of Lyme disease (3, 4). The pigeons 

were effective seed predators. In years with 

a bumper crop of acorns and beechnuts, 

the pigeons ate so much that competitors 

for the food, such as white-footed mice 

(Peromyscus), could not eat enough to 

increase in number. Now, in the pigeons’ 

absence, the mice increase during these 

years (5). Because mice are the reservoir 

for the tick-transmitted Lyme disease 

bacterium (Borrelia), when they increase 

in number, the Borrelia do as well, and 

increased cases of Lyme disease result (6). 

These impacts are still being felt a century 

after the last passenger pigeon died.
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Carbon: No silver bullet

ON BEHALF OF the European Academies 

Science Advisory Council (EASAC)—estab-

lished by the national science academies in 

Europe to advise EU policy-makers on the 

science underpinning key decisions—we 

would like to respond to S. M. Benson’s 

Editorial, “Negative-emissions insurance” 

(27 June, p. 1431). EASAC has recently com-

pleted two studies on carbon capture and 

storage (CCS) (1) and on biofuels in Europe 

(2). The studies broadly support Benson’s 

view that bioenergy with CCS might make 

a useful contribution to climate change 

mitigation in Europe, but their overall con-

clusion is that it is likely to be modest. 

As Benson recognizes, CCS is expensive. 

Costs are likely to be higher for biomass 

CCS than for CCS associated with large 

fossil-fuel–based plants, as the biomass 

CCS will be smaller scale and often remote 

from CO
2
 transport and storage facilities. 

The EASAC study concluded that there is 

rather limited scope to bring costs down. 

Confidence in the long-term integrity of 

CO
2
 storage will build slowly, given the need 

to monitor geological processes over long 

periods of time. This will slow the rate of 

the rollout of CCS in Europe. Furthermore, 

only limited indigenous biomass resources 

in Europe can sustainably be harvested for 

energy uses without deleterious impacts on 

the environment and food production. 

The research, development, and dem-

onstration of relevant technologies to 

promote biomass-based CCS should be 

actively pursued, but it is no silver bullet. 
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TECHNICAL COMMENT ABSTRACTS

Comment on “Local impermeant anions establish the neuronal chloride 

concentration”

Juha Voipio, Walter F. Boron, Stephen W. Jones, Ulrich Hopfer, John A. Payne, Kai Kaila

■ Glykys et al. (Reports, 7 February 2014, p. 670) conclude that, rather than ion transport-

ers, “local impermeant anions establish the neuronal chloride concentration” and thereby 

determine “the magnitude and direction of GABA
A
R currents at individual synapses.” If 

this were possible, perpetual ion-motion machines could be constructed. The authors’ 

conclusions conflict with basic thermodynamic principles.

Full text at http://dx.doi.org/10.1126/science.1252978

Comment on “Local impermeant anions establish the neuronal chloride 

concentration”

Heiko J. Luhmann, Sergei Kirischuk, Werner Kilb

■ Glykys et al. (Reports, 7 February 2014, p. 670) proposed that cytoplasmic impermeant 

anions and polyanionic extracellular matrix glycoproteins establish the local neuronal 

intracellular chloride concentration, [Cl–]
i
, and thereby the polarity of γ-aminobutyric acid 

type A (GABA
A
) receptor signaling. The experimental procedures and results in this study 

are insufficient to support these conclusions. Contradictory results previously published 

by these authors and other laboratories are not referred to.

Full text at http://dx.doi.org/10.1126/science.1255337

Response to Comments on “Local impermeant anions establish the neuronal 

chloride concentration”

J. Glykys, V. Dzhala, K. Egawa, T. Balena, Y. Saponjian, K. V. Kuchibhotla, B. J. Bacskai, K. T. 

Kahle, T. Zeuthen, K. J. Staley

■ We appreciate the interest in our paper and the opportunity to clarify theoretical and 

technical aspects describing the influence of Donnan equilibria on neuronal chloride ion 

(Cl–) distributions.

Full text at http://dx.doi.org/10.1126/science.1253146
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Response to Comments on “Local
impermeant anions establish the
neuronal chloride concentration”
J. Glykys,1 V. Dzhala,1 K. Egawa,1 T. Balena,1 Y. Saponjian,1 K. V. Kuchibhotla,2

B. J. Bacskai,1 K. T. Kahle,3 T. Zeuthen,4 K. J. Staley1*

We appreciate the interest in our paper and the opportunity to clarify theoretical and
technical aspects describing the influence of Donnan equilibria on neuronal chloride ion
(Cl–) distributions.

W
e first address the concerns of Voipio et al.
(1) about Donnan equilibria and then
the concerns of Luhmann et al. (2) on
technical aspects of our study (3). Re-
garding Donnan energetics, Voipio et al.

state: “If Cl−were initially in equilibrium across a
membrane, then the mere introduction of im-
mobile negative charges (a passive element) at
one side of the membrane would, according to
their line of thinking, cause a permanent change
in the local electrochemical potential of Cl−,
thereby leading to a persistent driving force for
Cl– fluxes…”. The first section of the quote is a
concise description of Donnan effects on the
Cl– distribution, and the resultant electrochem-
ical potential is the Donnan potential (4). The
last part of the quote—“thereby leading to a per-
sistent driving force for Cl– fluxes”—is the point
of confusion.
The Donnan potential is the membrane volt-

age at which the system is at equilibrium— i.e., at
which there is no free energy available to do
work such as moving Cl– across the membrane.
The free energy to drive membrane Cl– currents
is supplied by the process that shifts the mem-
brane potential away from the Donnan potential
and thereby shifts the system away from equi-
librium. The driving force for electrogenic Cl–

flux across the membrane depends on the dif-
ference between the shifted membrane potential
and the Donnan potential, not the Donnan po-
tential itself. Without the addition of energy to
the system to shift the membrane potential, there
will be no net ion flux across the membrane in a
system at equilibrium.
Regarding the distribution of impermeant

charges, Voipio et al. express two concerns. First,
they cite charge screening studies to support

their argument that impermeant anion distri-
butions do not alter either the bulk [Cl–] or the
free energy of Cl– flux across the membrane. For
sufficiently thin anion layers, we agree. Charge
screening studies concern the effects of the
charged polar heads of phospholipids compris-
ing lipid bilayers. These are not the distributions
that we describe.
Intracellularly, most intracellular anions can-

not permeate g-aminobutyric acid type A (GABAA)
receptor–operated channels, and these imper-
meant anions are not confined to a thin layer
along the membrane. Nevertheless, Voipio et al.
are concerned that “[a] consequence of the logic
of Glykys et al. is that local charges could even
reverse ‘the polarity of local GABAAR signaling.’ ”
Since the classic studies of Coombs, Eccles, and
Fatt (5), it has been routine to manipulate the
Cl– equilibrium potential in intracellular record-
ings by replacing various amounts of Cl– in the
recording electrode solution with less permeant
anions. Thus, it is widely accepted that (exog-
enous) intracellular impermeant local charges can
displace [Cl–]i and thereby change the polarity of
GABAAR signaling.
Extracellularly, bulk cerebrospinal fluid has a

high [Cl–] and few impermeant charges. How-
ever, neurons are not apples bobbing in a sea of
cerebrospinal fluid. Rather, they are embedded
in a gelatinous extracellular matrix composed
of polyanionic biopolymers that are sufficiently
dense to impart the matrix with a tortuosity that
far exceeds that of cerebrospinal fluid (6). Al-
though the exceptionally high charge density of
these anionic biopolymers is well established
(7), the actual spatial distribution of fixed anionic
charges in the brain’s extracellular matrix has
only rarely been considered (8) and merits more
study.
Voipio et al. express a second concern regard-

ing the distribution of intracellular imperme-
ant anions: “...a gradient in cytosolic impermeant
charge density would create opposing [Cl–] and
electrical potential gradients within the cell. How-
ever, under these conditions, the electrochemical
potential of Cl–would be uniformwithin the cell.”

This was our point also. If the electrochemical
potential for [Cl–]i is uniform within the neuron,
then oppositely directed Cl– cotransport is not
required to maintain differences in subcellular
[Cl–]i (9). Although the electrochemical poten-
tial of Cl–would be uniform within the cell, the
electrochemical potential of Cl– across the cell
membrane would not be uniform at subcellular
locations containing differing concentrations of
impermeant anions, as has been repeatedly ob-
served (10, 11).
Luhmann et al. raise several technical questions

for which we provide the following clarifications.
Regarding the sensitivity of Clomeleon, with a
dissociation constant (Kd) of ~100mM, the change
in the fluorescence ratio is 1% D ratio per 1- to
2-mM change in Cli for Cli between 1 and 20mM
[figure 3C in (12); figure 3C in (11); and supple-
mental figure 7B in (13)]. This sensitivity is suf-
ficient to test our hypotheses. [Cl–]i and volume
stability experiments can be found in figure S4
in (3).
Regarding the variance in [Cl–]i, including im-

mature preparations: A key finding driving the
current study is the substantial variance in neu-
ronal [Cl–]i, which has also been reported by other
groups using Clomeleon (11, 14), as well as per-
forated patch (15) and dual cell–attached record-
ings (16). Intraneuronal [Cl–]i is also variable
(10, 11). Rather than being an experimental defi-
ciency, we propose that the variability of [Cl–]i is
a fundamental feature of the brain’s composition.
Regarding the effects of NKCC1 inhibition, our

data are consistent with the cited studies. Data in
figure 3, H and I, in (3) are from two different
populations of neurons and are well within the
range of values shown in figure 1, B and C, in (3).
NKCC1 inhibition reduces [Cl–]i in neurons with
high initial [Cl–]i and increases [Cl–]i in neurons
with low initial [Cl–]i [figures S1B, S2B, and S3 in
(3)] (17, 18). Fluorometric techniques sample doz-
ens to hundreds of neurons. Electrophysiological
studies, including our earlier studies, report a
handful of recorded cells selected based on the
experimenter’s preferences for cell turgor. In light
of our findings regarding the relation between
neuronal volume and [Cl–]i, such selection could
readily bias small samples of neurons.
Regarding knockout studies of transporters,

as stated in the concluding sentence of the sum-
mary of our study, cation-chloride transporters
are critically important for restoring [Cl–]i and
volume after signaling transients. The sequelae
of chronic cation-chloride cotransport inhibition
[e.g., (19)] do not invalidate our hypotheses.
Regarding Na/K/ATPase (adenosine triphos-

phatase), the suggested experiment was not in-
cluded because we had previously reported that
perforated patch measurement of [Cl–]i during
Na/K/ATPase inhibition showed only very modest
changes in [Cl–]i that were well within the range
we would predict (20).
Regarding the permeability of gluconate, this

anion permeates a variety of Cl– channels with
permeabilities ranging from 10 to 40% of Cl–

(21–23), which is ample for the experiment we
performed. The interesting hypotheses put
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forward as to why the experiment using weak
organic acids might not work would only be
valid if proton buffering were purely passive—i.e.,
only in the absence of proton pumps and ex-
changers. We and others, including Luhmann’s
group [e.g., (24)], have also altered the cyto-
plasmic concentration of relatively impermeant
anions by introducing gluconate directly from
the recording pipette solution. This approach
of altering [A]i eliminates the dependence on
membrane transport or permeation.Much larger
reductions in [Cl–]i can be demonstrated with
this technique, and the data robustly support the
idea that [A]i and [Cl–]i are inversely related.
Regarding the seizure experiments, our confir-

mation of the predicted correlation between neu-
ronal volume and [Cl–]i changes during seizures
has not been previously reported. As indicated in
our publication, cation-chloride cotransporters
are important elements in [Cl–]i homeostasis,
but, based on our experiments, what they do not
do is determine the [Cl–] set point.

We accept that this is a complex topic to in-
troduce in a short communication, and we ap-
preciate the opportunity to provide clarifications
based on the theoretical and technical questions
raised here. These questions do not affect the
validity of our conclusions. Cl– homeostasis and
GABA signaling are more complex than we ini-
tially envisioned. Our hypothesis and data have
provided an explanation for the inter- and intra-
neuronal variance of [Cl–]i observed in different
preparations and experimental approaches and
create broad opportunities for further research.
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Comment on “Local impermeant
anions establish the neuronal
chloride concentration”
Heiko J. Luhmann,* Sergei Kirischuk, Werner Kilb

Glykys et al. (Reports, 7 February 2014, p. 670) proposed that cytoplasmic impermeant
anions and polyanionic extracellular matrix glycoproteins establish the local neuronal
intracellular chloride concentration, [Cl–]i, and thereby the polarity of g-aminobutyric acid
type A (GABAA) receptor signaling. The experimental procedures and results in this
study are insufficient to support these conclusions. Contradictory results previously
published by these authors and other laboratories are not referred to.

G
lykys et al. (1) performed experiments with
the Cl– indicator Clomeleon, which has a
Kd of ~90 mM (2, 3). Therefore, most of the
data points (the ones with low [Cl–]i) were
obtained in a range, in which it is difficult

to reliably calculate [Cl–]i from the yellow fluores-
cent protein/cyan fluorescent protein (YFP/CFP)
ratio. The low Cl– sensitivity of Clomeleon at low
[Cl–]i and the potential temporal instability of flu-
orescent signals (CFP, YFP, background, and the
like) require thorough control measurements,
which are not provided in this publication. More-
over, despite the broad distributions of [Cl–]i in
the present study (from almost 0 mM to >50mM),
in many cases the distributions presented for in-
dividual experiments are much narrower [figures
3, B and I, and S6B in (1)].
The authors report nearly identical [Cl–]i val-

ues for immature and adult hippocampal neurons,
which is in contradiction to numerous previous
reports using electrophysiological measurements
of g-aminobutyric acid (GABA) reversal poten-
tials [e.g., (4, 5)] or fluorimetric [Cl–]i measure-
ments with Clomeleon [e.g., (2, 3)]. The authors
also report that inhibition of the cation-Cl– trans-
porter NKCC1 with bumetanide does not signif-
icantly influence [Cl–]i, which is in disagreement
with previous studies in comparable age groups
demonstrating that inhibition of NKCC1 reduces
[Cl–]i [e.g., (3, 6)] and attenuates the depolarizing

effect of GABA (7–10). Even in the current study,
bumetanide caused a substantial reduction in basal
[Cl–]i (from 16.6 T 14.6 to 7.1 T 10 mM) [figure 3, H
and I, in (1)], but this effect is not discussed ap-
propriately. Furthermore, a variety of studies dem-
onstrated that overexpression, knockdown, or
knockout of the Cl– transporters KCC2 and NKCC1
affects [Cl–]i homeostasis [e.g., (11–13)]. We pos-
tulate that the discrepancies between the data
obtained in this present study and previously pub-
lished results must be discussed in this paper.
We also wonder why the ouabain effect on

the cellular volume was determined with the Na+-
sensitive dye sodium-binding benzofuran iso-
phthalate (SBFI) and not by Clomeleon fluores-
cence, although the latter was used by the authors
to measure volume changes induced by hyper-
osmotic solution and epileptiform activity [figures
3, F and G, and 4 in (1)], as well as in previous
papers by these authors (3, 14). Measurements
of [Cl–]i during ouabain application would be an
ideal test for the main hypothesis of the authors.
In addition, to verify “that extracellular Na+ does
not exert a significant Donnan effect,” it must be
demonstrated that ouabain affects the intracel-
lular Na+ concentration, which is not shown in
the manuscript. Finally, blocking Na+/K+ adeno-
sine triphosphatase (ATPase) massively interferes
with the driving forces for many secondary active
transporters, which is not adequately discussed
in the current Report.
To test prediction 2, the authors use weak or-

ganic acids to increase the intracellular concen-
tration of anions. However, D-lactate and pyruvate

permeate the membrane in the uncharged form
and dissociate inside the cell, with the vast ma-
jority of the protons being buffered intracellularly
(15). The resulting decrease in the concentration
of intracellular buffer anions will thus roughly
balance the additional amount of organic anions
introduced by the weak acids, leaving the total
intracellular charges mostly unchanged. In con-
trast, and unlike what was stated by Glykys et al.,
gluconate is a membrane-impermeable weak acid.
Thus, the observation that this weak acid induces
the same effect as the membrane-permeable weak
acids D-lactate and pyruvate further disproves
that this effect can be attributed to an accumu-
lation of intracellular anionic charges.
The [Cl–]i increase induced by epileptiform

activity in organotypic slice cultures [figure 4 in
(1)] has already previously been reported by the
authors and has been linked to seizure-induced
elevations of [K+]e, shifting the driving force on
NKCC1 (14). Thus, this finding is not new and
nicely supports the conventional hypothesis of
[Cl–]i homeostasis.
In our opinion, the experiments shown by

Glykys et al. (1) do not provide convincing data
to support the hypothesis that fixed anionic charges
establish the transmembrane Cl– distribution.
Astonishingly, Glykys et al. fully ignore the ma-
jority of previous observations on the role of KCC2
and NKCC1 in neuronal Cl– regulation (including
their own previous papers), which are in contra-
diction with their current hypothesis. Therefore,
we are afraid that the authors’ major hypothesis
is in disagreement with the newly provided ex-
perimental evidence, as well as with previously
published data.
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Glykys et al. (Reports, 7 February 2014, p. 670) conclude that, rather than ion transporters,
“local impermeant anions establish the neuronal chloride concentration” and thereby
determine “the magnitude and direction of GABAAR currents at individual synapses.”
If this were possible, perpetual ion-motion machines could be constructed. The authors’
conclusions conflict with basic thermodynamic principles.

T
he magnitude and polarity of chloride (Cl−)
currents mediated by g-aminobutyric acid
type A receptor (GABAAR) channels depend
on the transmembrane Cl− electrochemical
gradient. It is generally thought that cation-

chloride cotransporters (CCCs) (1)—and, to a lesser
extent, bicarbonate-coupled chloride transporters
(2, 3)—are the primary mechanisms that generate
and maintain nonequilibrium transmembrane
distributions of Cl− and thereby generate the
driving force for Cl− currents.
In their recent Report, Glykys et al. (4) con-

clude that immobile negative charges near the
extracellular surface of the cell membrane and
impermeant negative charges in the cytosol play
a central role in generating the driving force for
Cl− currents through GABAARs. Notably, however,
any hypothetical mechanism based on immobile
or impermeant charges that, without consum-
ing energy, would maintain a driving force for
channel-mediated Cl− currents or for transporter-
mediated Cl− fluxes would conflict with basic
thermodynamics.
The driving force of a channel-mediated Cl− flux

depends on the difference in electrochemical po-
tential (free energy) of Cl− ions between the intra-
cellular and extracellular solutions. If immobile
negative charges are present near the membrane,
they cause a negative shift in local electrical po-
tential that repels Cl− ions (5–7). Although the
resulting fall in local Cl− concentration (or, more
precisely, in local Cl− activity) decreases the chem-
ical component of the electrochemical potential
of Cl− ions, the change in local electrical poten-
tial has exactly the opposite effect on the elec-

trical component (5–7). In more general terms,
mobile ions such as Cl− affected by electrostatic
effects will move until they attain an equilibrium
distribution. Consequently, the electrochemical
potential gradient of Cl− ions between the in-
tracellular and extracellular solutions is not sen-
sitive to local immobile charges. Consider the
consequences if Glykys and co-workers were
correct. If Cl− were initially in equilibrium across
a membrane, then the mere introduction of im-
mobile negative charges (a passive element) at
one side of the membrane would, according to
their line of thinking, cause a permanent change
in the local electrochemical potential of Cl−, there-
by leading to a persistent driving force for Cl−

fluxes with no input of energy.
A comparable argument, based on Donnan

theory, can be made for impermeant negative
charges distributed throughout the cytosol. A
change in the concentration of impermeant cy-
tosolic negative charge would—in the absence
of further energy input—cause both a change in
intracellular [Cl−] and an opposing change in
membrane potential (Vm), so that the electro-
chemical potential for Cl− is unchanged. Similarly,
a gradient in cytosolic impermeant charge density
would create opposing [Cl−] and electrical poten-
tial gradients within the cell. However, under
these conditions, the electrochemical potential
of Cl− would be uniform within the cell. It is pos-
sible that a change in impermeant cytosolic neg-
ative charge could lead to a secondary change
in Vm that would alter transmembrane driving
forces of ion species. However, producing and
maintaining such a shift in Vm would require
the input of energy. Moreover, in the absence of
active ion transport, a persistent change in Vm

would lead to the dissipation of electrochem-
ical gradients for ions across a membrane with
a finite leak. Therefore, we focus next on Cl−

transporters.
The free energy of Cl− transport mediated by

CCCs and other secondary active Cl− transporters

depends on the product of the activities of the
transported ion species on each side of the mem-
brane (8). Immobile charges influence the local
activities of these ion species, as well as the local
electrical potential. The net effect is no change
in the product of local ion activities (ai). Taking
as an example the K+-Cl− cotransporter 2 (KCC2),
the product aK · aCl remains constant, as can
be readily shown using the free energy function
electrochemical potential or the Boltzmann equa-
tion (7, 8). Qualitatively, this lack of effect is a
consequence of the attracting and repelling
action of immobile charges on cations and an-
ions. Therefore, transmembrane driving forces
calculated for CCCs using bulk ion activities are
not affected by immobile charges present in the
vicinity of membranes, and these driving forces
correctly predict the direction in which CCCs
transport Cl−, which is important in setting
the transmembrane electrochemical gradient
of Cl− ions. The same considerations apply to
mobile impermeant cytosolic charges, which
have no effect on electrochemical potentials of
cytosolic ions. If the above arguments were not
true, perpetual ion-motion machines could be
constructed along the lines outlined above for
Cl− channels.
In summary, a fundamental misconception in

the paper by Glykys et al. is their central as-
sumption that local immobile or impermeant
charges could, by altering local Cl− concentrations,
affect the driving forces for channel-mediated
Cl− currents or transporter-mediated Cl− fluxes
and thereby (in their words) “determine the
homeostatic set point for [Cl−]” in neurons.
However, by themselves, changes in the densi-
ty of immobile or impermeant charges cannot
cause maintained changes in the energy of any
mobile ion species, including HCO3

−, to which
Glykys et al. ascribed special properties (“[HCO3

−]
is fixed by pH requirements”). A consequence of
the logic of Glykys et al. is that local charges could
even reverse “the polarity of local GABAAR
signaling.” This is energetically impossible.
Given these theoretical objections to their in-

terpretations, we choose not to comment here
on the experimental results of Glykys et al.
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NANOMATERIALS

Tuning the twisting 
in helical nanowires
Assembly of inorganic nanopar-

ticles into complex structures 

often requires a template. 

Researchers can now assemble 

helical nanowires out of cubic 

magnetite nanocrystals by tuning 

interactions that bind or separate 

them. Singh et al. floated the 

nanocrystals on a liquid and 

aligned them with a magnetic 

field. After the liquid evaporated, 

different twisted nanowires 

remained. The helices varied 

according to the concentration 

of nanocrystals, their shape, and 

the strength of the magnetic 

field. Competition between weak 

forces drives this self-assembly 

and can lead to arrays with the 

same twist direction. — PDS

Science, this issue p. 1149

METAL ALLOYS

A metal alloy that is 
stronger when cold
Metal alloys normally consist of 

one dominant element, with oth-

ers in small amounts to improve 

specific properties. For example, 

stainless steel is primarily iron 

with nickel and chromium but 

may contain trace amounts of 

other elements. Gludovatz et 

al. explored the properties of a 

high-entropy alloy made from 

equal amounts of chromium, 

manganese, iron, cobalt, and 

nickel. Not only does this alloy 

show excellent strength, ductil-

ity, and toughness, but these 

properties improve at cryogenic 

temperatures where most 

alloys change from ductile 

to brittle. — MSL

Science, this issue p. 1153

RESEARCH
Marine microbes get 
creative amid scarcity   
Yong et al., p. 1170

NEURODEGENERATION

Dipeptide repeat 
peptides on the attack
Certain neurodegenerative 

diseases, including amyotrophic 

lateral sclerosis (ALS), are asso-

ciated with expanded dipeptides 

translated from RNA transcripts 

of disease-associated genes 

(see the Perspective by West 

and Gitler). Kwon et al. show 

that the peptides encoded by 

the expanded repeats in the 

C9orf72 gene interfere with 

the way cells make RNA and 

kill cells.  These effects may 

account for how this genetic 

form of ALS causes 

disease. Working 

in Drosophila, 

Mizielinska et al. 

aimed to distin-

guish between the 

effects of repeat-

containing RNAs 

and the dipeptide 

repeat peptides that 

they encode.  The 

findings provide evidence that 

dipeptide repeat proteins can 

cause toxicity directly. — SMH

Science, this issue p. 1139 and p. 1192; 

see also p. 1118

PHYSIOLOGY

Connecting DNA 
damage to fibrosis
In the autoimmune disease 

systemic sclerosis (SSc), high 

collagen production by fibro-

blasts causes “scarring” of the 

skin and internal organs. During 

this process, called fibrosis, 

the Wnt signaling pathway is 

frequently activated. Svegliati et 

al. found that antibodies in the 

DEVELOPMENT

Bringing up baby

D
iet influences microbes in the 

intestine, and for the immune 

system to develop normally, 

microbes must colonize the gut. It 

remains unclear how profoundly 

diet shapes the primate immune system 

or how durable the influence is. Ardeshir 

et al. demonstrate that breast-fed and 

bottle-fed infant macaques develop 

dramatically different immune systems, 

which remain different for at least six 

months after they begin receiving identi-

cal diets. These findings may explain the 

variation in people’s susceptibility to 

conditions involving the immune system, 

as well as the variation in how well the 

immune system protects people against 

certain infectious diseases. — OS

Sci. Transl. Med. 6, 252ra121 (2014).

I N  SC IENCE  J O U R NA L S Edited by Melissa McCartney 

and Margaret Moerchen

 Feeding methods matter to macaques

Studying neurodegeneration in Drosophila

Published by AAAS
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serum from SSc patients stimu-

lated a pathway that suppressed 

the expression of WIF-1, which 

encodes a Wnt inhibitor, and 

triggered collagen production in 

fibroblasts from normal individu-

als. Effects were similar when 

cells were treated with DNA-

damaging agents. In fibroblasts 

from SSc patients, inhibiting 

this pathway caused the cells to 

express WIF-1 and produce less 

collagen. In a mouse model of 

fibrosis, inhibiting this pathway 

prevented fibrotic skin thicken-

ing. – LKF

Sci. Signal. 7, ra84 (2014).

PLANT GENOMICS

Coffee, tea, and 
chocolate converge
Caffeine has evolved multiple 

times among plant species, but 

no one knows whether these 

events involved similar genes. 

Denoeud et al. sequenced 

the Coffea canephora (cof-

fee) genome and identified a 

conserved gene order (see the 

Perspective by Zamir). Although 

this species underwent fewer 

genome duplications than 

related species, the relevant caf-

feine genes experienced tandem 

duplications that expanded their 

numbers within this species. 

Scientists have seen similar but 

independent expansions in dis-

tantly related species of tea and 

cacao, suggesting that caffeine 

might have played an adaptive 

role in coffee evolution. — LMZ

Science, this issue p. 1181; 
see also p. 1124

PALEOCLIMATE

Old and older, 
cold and colder
Greenland surface air tem-

peratures changed dramatically 

during the last deglaciation. 

The exact amount is unknown, 

which makes it difficult to 

understand what caused those 

changes. Buizert et al. report 

temperature reconstructions 

for the period from 19,000 to 

10,000 years before the present 

from three different locations in 

Greenland and interpret them 

CELL BIOLOGY

A long noncoding 
RNA helps cells divide
When cells divide, they distribute 

chromosomes to the daughter 

cells. Centromeres—specialized 

regions of chromosomes—

ensure that the chromosomes 

segregate properly during the 

process. Quénet and Dalal 

find that an RNA transcribed 

from human centromeric DNA 

recruits proteins that form this 

specialized region. Unlike many 

RNAs, the centromeric RNA 

does not encode a protein, but 

instead binds to two proteins, 

CENP-A and HJURP, that help 

“package” DNA and proteins 

together so that the centromere 

can function properly. — GR 

eLife 10.7554/eLife.03254 (2014).

SIGNAL TRANSDUCTION

A drug’s two-part way 
to block dopamine
The dopamine receptor DR2 is a 

potential target for antipsychotic 

drugs. A new study reports an 

unusual mechanism of action 

for a small molecule that targets 

DR2.  The core structure of the 

molecule, called SB26952, sug-

gests it would bind to the same 

place as dopamine (the ortho-

steric site). Instead, however, it 

acts like an allosteric inhibitor—

that is, an inhibitor that binds 

to a secondary (allosteric) site 

on DR2, preventing dopamine 

from binding to the orthosteric 

site. Campbell et al. now report 

that SB26952 binds to both the 

orthosteric and allosteric sites in 

one DR2 molecule, which is part 

of a pair. This inhibits dopamine 

binding to the orthosteric site of 

the second DR2 molecule. — VV

Nat. Chem. Biol. 10.1038/
nchembio.1593 (2014).

CLIMATE CHANGE

Anthropogenic de-icing 
on a grand scale
The Greenland ice sheet has 

been losing mass at increas-

ingly rapid rates over the past 

several decades, as expected 

due to climate warming, but it is 

with a climate model (see the 

Perspective by Sime). They 

provide the broad geographic 

pattern of temperature variabil-

ity and infer the mechanisms of 

the changes and their seasonal-

ity, which differ in important 

ways from the traditional

view. — HJS
Science, this issue p. 1177; 

see also p. 1116

GENOME EDITING

Genome editing corrects 
a muscle disease
Patients with Duchenne muscular 

dystrophy find their muscles 

growing progressively weaker. 

Studies identified dystrophin as 

the culprit gene, which galvanized 

research into gene-targeted 

therapies. Long et al. apply 

genome editing to “correct” the 

disease-causing mutation in mice 

genetically destined to develop 

the disease. This germline 

editing strategy kept muscles 

from degenerating, even in mice 

harboring only a small percent-

age of corrected cells. Although 

not feasible for humans, this 

proof of concept sets the stage 

for applying genome editing to 

specific cell types involved in the 

disease. — PAK

Science, this issue p. 1184

THE RIBOSOME

Caught in the act 
of making protein
The ribosome is a large RNA-

protein complex that converts 

the genetic code stored in 

messenger RNA (mRNA) into 

proteins. Zhou et al. have 

determined the structure of a 

bacterial ribosome caught in 

the act of decoding an mRNA. 

Transfer RNAs (tRNAs) decipher 

the genetic code in the mRNA 

to ensure that the ribosome 

uses the correct amino acids. 

The structure shows tRNAs in 

the process of being moved 

between successive protein-

building binding pockets as the 

ribosome reads the mRNA like 

a piece of old-fashion computer 

tape. — GR

Science, this issue p. 1188

IN OTHER JOURNALS
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Centromeres help 

chromosomes 

segregate
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to Staphylococcus epidermi-

dis or Escherichia coli, which 

acidify their local environments. 

The release depends on the 

antibiotic used, the film fabrica-

tion method, and the overall 

thickness of the film, providing 

multiple ways to control antibi-

otic delivery. — MSL

ACS Nano 10.1021/nn500674g (2014).

QUANTUM MECHANICS

Quantum imaging of 
Schrödinger’s cat
These images of a cardboard 

cutout of a cat were made 

with light that never touched 

it. Barreto Lemos et al. began 

with two identical photons, one 

shining through the object and 

the other going by it, and made 

them overlap and interfere. Each 

photon is also created with a 

photon of shorter wavelength; 

they share a quantum connec-

tion called entanglement which 

allows the researchers to make 

the shorter-wavelength photons 

also interfere. The pair can then 

go one way or the other when 

they hit a beam splitter. Thus, 

by scanning the longer-

wavelength photon pairs 

over the object, the team can 

construct two images—one for 

each direction out of a beam 

splitter—using the shorter-

wavelength photons that never 

actually touched the object. The 

technique makes it possible to 

image an object using a color of 

light that would normally pass 

through it. — AC

Nature 10.1038/nature13586 (2014).

difficult to tell whether that loss 

is a result of human forcing. Fyke 

et al. examine how that can be 

done, using a coupled ice sheet/

climate model. They find that 

anthropogenic warming should 

produce a bimodal pattern of 

melting between the interior and 

the coast and suggest that such 

a pattern is already emerging. 

They also suggest that a well-

studied location, the Greenland 

Ice Sheet summit region, may 

be an ideal place to monitor the 

pace of climate change. — HJS

Geophys. Res. Lett.
10.1002/2014GL060735 (2014).

DRUG DELIVERY

Layers of ways to 
control drug release
When people overuse antibi-

otics, microbes can develop 

resistance.  In a setting such as 

a hospital, where bacteria may 

accumulate on the surfaces of 

medical devices, it is impor-

tant to be able to administer 

antibiotics on demand, without 

overusing them. Zhuk et al. 

show how films made from 

tannic acid and one of three 

antibiotics can decrease antibi-

otic use. They created a film that 

does not release any antibiotic 

at a pH of 7.4, but which does 

release it when it is exposed 

CO
2
 REDUCTION

An edgy way to 
transform carbon dioxide
Plants are adept at turning 

CO
2
 into organic material. 

Unfortunately, humans have 

outpaced them in the other 

direction, releasing substantially 

more CO
2
 into the atmosphere 

than natural photosynthesis can 

concurrently consume. Although 

chemists are late entrants to the 

CO
2
 conversion game, they’re 

now redoubling their effort in the 

face of climate change. Asadi 

et al. present a cost-effective 

catalyst for electrochemical 

reduction of CO
2
 to CO, an 

important feedstock for a wide 

range of commodity chemicals. 

The catalyst, molybdenum 

disulfide, is highly active at its 

edges and ultimately less expen-

sive than the gold and silver 

previously investigated for this 

purpose. — JSY

Nat. Commun. 10.1038/
ncomms5470 (2014).

HUMAN GENETICS

When genetic diversity 
hurts the kids
Although we think of the 

genome as fixed, errors in DNA 

replication and recombina-

tion can cause changes. As the 

organism develops, individual 

nucleotides may mutate, or 

genetic material may duplicate 

or be deleted. Such “somatic 

mosaicism” means that differ-

ent cells and tissues in the body 

may have different genomes. To 

determine whether this affects 

human disease, Campbell et al. 

took blood samples from 100 

families with children who have 

genetic disorders. They found 

that approximately 4% of the 

parents (who were all healthy) 

exhibited somatic mosaicism, 

which suggests that the affected 

children inherited the muta-

tion from a mosaic parent. 

These results suggest that 

somatic mosaicism is probably 

more common than previously 

thought and affects human 

health. — LMZ 

Am. J. of Hum. Genet. 10.1016/
j.ajhg.2014.07.003 (2014). 

PLANT SCIENCE

Tolerating aluminum

S
orghum bicolor can tolerate hot 

and dry conditions, which makes 

it an important grain in West 

Africa.  But low phosphorus and 

high aluminum concentrations in 

soil there impede its growth. Leiser et 

al. studied sorghum varieties in West 

Africa and discovered a region in the 

sorghum genome that allowed plants to 

tolerate both aluminum toxicity and low 

amounts of phosphorus. The authors 

hypothesized that aluminum toxicity 

activates a key gene that may have the 

felicitous side effect of helping the plant 

use phosphorus more efficiently. — PJH

BMC Plant Biol. 14, 206 (2014).

Harvesting sorghum in West Africa 

Published by AAAS
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Surprise found by 
γ-ray metal detector 
Astronomers commonly use 

type-Ia supernovae as standard 

distance measurement tools, 

though the physics of these 

bright sources are not fully 

understood. One product of the 

thermonuclear explosion is 56Ni, 

which probably lies at the heart 

of the supernova cloud. Diehl 

et al. detected the gamma-ray 

emission from 56Ni in SN2014J 

much earlier than expected, only 

about 20 days after the initial 

explosion. This early exposure 

suggests both an asymmetric 

event and the production of 56Ni 

farther out in the ejecta than pre-

dicted. These sources will help 

astronomers measure distances 

far beyond where supernovae 

have been studied. — MMM 

Science, this issue p. 1162 

EARTHQUAKE DYNAMICS

The earthquake that 
rocked northern Chile
Subduction zones often produce 

the largest earthquakes on 

Earth. A magnitude 8.2 earth-

quake (Iquique) occurred in 

one such zone off the coast of 

northern Chile on 1 April 2014, 

in a seismic gap that had not 

experienced a large earthquake 

since the 9.0 one in 1877. Ruiz 

et al. analyzed continuous GPS 

data to monitor the movement 

of plates over time in this region, 

including before and after major 

earthquakes. The most recent 

large quake was preceded by

 an extended series of smaller 

earthquakes and creeping 

westward movement of the 

coastline. — NW

Science, this issue p. 1165

SUPERCONDUCTIVITY

Optically manipulating 
superconductors
In superconductors, electrons 

of opposite momenta pair to 

form a highly correlated state 

that manages to flow without 

encountering any resistance. 

Matsunaga et al. manipulated 

the wavefunction of these pairs 

in the superconductor NbN 

with an electromagnetic pulse 

that they transmitted through 

a thin layer of the material (see 

the Perspective by Pashkin and 

Leitenstorfer). The supercon-

ducting gap, which is the energy 

needed to break the pairs apart, 

oscillated at twice the frequency 
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of the pulse’s electric field. When 

they matched this frequency 

to half the gap, the authors 

excited a collective mode in the 

superconductor called the Higgs 

mode, a relative of the Higgs 

boson in particle physics. — JS

Science, this issue p. 1145;

 see also p. 1121

METALLOPROTEINS

Cofactors linked to 
nutrient limitation
Microbes require inventive ways 

to acquire scarce nutrients from 

the environment. Enzymes 

that catalyze the acquisition 

of phosphorus from dissolved 

organic matter, for example, rely 

on complex metal cofactors in the 

active site. Yong et al. determined 

the crystal structure of the 

PhoX alkaline phosphatase from 

Pseudomonas fluorescens (see 

the Perspective by Moore). The 

metal centers arrange themselves 

in a triangular structure of two 

iron atoms and one calcium atom, 

bridged together by an oxide ion. 

The presence of iron, which itself 

is a trace nutrient in most envi-

ronments, suggests that it limits 

phosphorus acquisition. – NW

Science, this issue p. 1170; 
see also p. 1120

CRYSTAL NUCLEATION

Watching nucleation 
pathways in calcite
The initial stage of crystalliza-

tion, the formation of nuclei, is 

a critical process, but because 

of the length and time scales 

involved, is hard to observe. 

Nielsen et al. explored the crys-

tallization of calcium carbonate, 

a well-studied material but 

one with multiple nucleation 

theories. Different calcium and 

carbonate solutions were mixed 

inside a fluid cell and imaged 

using a liquid cell inside a trans-

mission electron microscope. 

Competing pathways operated 

during nucleation, with both the 

direct association of ions into 

nuclei from solution and the 

transformation of amorphous 

calcium carbonate into and 

between different crystalline 

polymorphs. — MSL

Science, this issue p. 1158

INNATE IMMUNITY

Bringing in the agent of 
your own destruction
Cells need mechanisms to 

detect and disable pathogens 

that infect them. Tam et al. now 

show that complement C3, a 

protein that binds to pathogens 

in the blood, can enter target 

cells together with the pathogen. 

Once inside the cell, the pres-

ence of C3 triggers both immune 

signaling and degradation of 

the internalized pathogen. The 

discovery of this pathway reveals 

that cells possess an early 

warning system of invasion that 

works against a diverse array of 

pathogens and does not require 

recognition of any specific 

pathogen molecules. — SMH

Science, this issue p. 1134

DYNAMIC ORDERING

Liquid crystals on a 
deformable substrate
The orientation of the molecules 

in a liquid crystalline material 

will change in response to either 

changes in the substrate or an 

external field. This is the basis 

for liquid crystalline devices. 

Vesicles, which are fluid pockets 

surrounded by lipid bilayers, will 

change size or shape in response 

to solvent conditions or pressure. 

Keber et al. report on the rich 

interactions between nematic 

liquid crystals placed on the 

surface of a vesicle. Changes 

to the vesicle size, for example, 

can “tune” the liquid crystal 

molecules. But conversely, 

the shape of the vesicles can

 also change in response to 

the activity of the nematic 

molecules. — MSL

Science, this issue p. 1135

MARINE MICROBES

Protein markers of 
cyanobacterial stress
Nutrients including iron, 

nitrogen, and phosphorus 

limit primary productivity in 

the oceans. Determining how 

abundant cyanobacteria such as 

Prochlorococcus adapt to nutri-

ent stress across marine settings 

requires accurate molecular 

assays. Saito et al. developed a 

proteomic and metaproteomic 

approach capable of targeting 

specific metabolic biomarkers 

from mixed communities in 

seawater (see the Perspective 

by Moore). Prochlorococcus 

proteins are indicative of a major 

limiting nutrient across a wide 

transect in the Pacific Ocean; 

however, they also show that 

the limitation of multiple 

nutrients at overlapping 

biomes is an additional 

source of stress. — NW

Science, this issue p. 1173; 
see also p. 1120
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INTRODUCTION: Intracellular pathogens, 

which include viruses and some bacteria, 

typically disseminate through extracellu-

lar fluids before entering their target cells 

and beginning replication. While in the 

extracellular environment, pathogens can 

be intercepted by humoral immunity 

or by professional immune cells. How-

ever, immune surveillance is not always 

sufficient to prevent infection, and all cells 

need innate mechanisms to detect and 

disable pathogens.

RATIONALE: We hypothesized that one 

method of pathogen detection may be to 

take advantage of the pathogen’s transi-

tion between extracellular and intracellular 

Intracellular sensing of complement 
C3 activates cell autonomous 
immunity

INNATE IMMUNITY

Jerry C. H. Tam, Susanna R. Bidgood, William A. McEwan, Leo C. James*

RESEARCH ARTICLE SUMMARY

Intracellular complement C3 activates innate immunity. Complement component 

C3 covalently attaches to pathogens in the extracellular space. Upon pathogen entry into 

the cytosol, the cell senses attached C3. Sensing of C3 triggers a dual sensor and ef ector 

response, involving mitochondrial antiviral signaling (MAVS)–dependent immune signaling 

and proteasome-mediated viral degradation. 
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environments. Complement is a system of 

immune serum proteins with the ability to 

attach covalently to pathogens. We inves-

tigated whether this irreversible tagging 

of pathogens results in complement com-

ponent C3 being carried into the cytosol 

during infection. Given that C3 should not 

otherwise be present inside the cell, we 

tested whether this could act as an inva-

sion signal.

RESULTS: Antibodies and complement 

components C3 and C4, but not other se-

rum proteins, were found to associate with 

adenovirus. During adenoviral infection, 

deposited C3 was carried into cells, result-

ing in potent nuclear factor–κB (NF-κB) ac-

tivation. Activation of NF-κB by C3 required 

viral entry into the cytosol, and no activity 

was observed when C3-coated adenovirus 

was trapped in endosomes. In addition 

to NF-κB, C3 also activated the activating 

protein 1 (AP-1) and interferon regulatory 

factor 3 (IRF3)/IRF5/IRF7 transcription 

pathways. Induction of these signaling 

pathways resulted in robust cytokine se-

cretion, including interferon-β. Cytosolic 

C3 sensing was dependent on a number 

of signaling hubs known to be involved in 

innate immunity. In addition to activating 

immune signaling, C3 targeted cytosolic 

adenovirus for rapid degradation via the 

AAA–adenosine triphosphatase (ATPase) 

valosin-containing protein (VCP) and the 

proteasome. This degradation pathway po-

tently restricted viral infection. 

C3-dependent intracellular sensing was 

widely conserved in mammals. Moreover, C3 

activated NF-κB upon 

infection of diverse cell 

lines and primary cells 

including human lung 

cells, a physiologically 

relevant adenovirus tar-

get. Intracellular C3 also 

activated NF-κB in response to infection by 

diverse nonenveloped viruses—including 

papillomavirus, astrovirus, calicivirus, rhi-

novirus, poliovirus, coxsackievirus, entero-

virus, and the facultative cytosolic bacteria 

Salmonella—but not enveloped respiratory 

syncytial virus. Picornaviruses were much 

less susceptible to complement sensing as 

a result of antagonism by their 3C prote-

ase, which cleaved C3 and prevented NF-κB 

activation and proteasome-mediated re-

striction. However, treatment with the 3C 

antagonist rupintrovir prevented 3C cleav-

age and restored full complement sensing of 

rhinovirus and poliovirus.

CONCLUSION: Complement mediates a po-

tent intracellular immune response to non-

enveloped viruses and cytosolic bacteria. 

The deposition and covalent attachment of 

C3 onto pathogens results in its transloca-

tion into cells during infection, in which it 

simultaneously induces an antiviral state 

and directs the degradation of viral par-

ticles. Intracellular complement immunity 

is highly effective against a range of patho-

gens, occurs in a variety of cell types, is 

independent of professional immune cells, 

and is highly conserved in mammals. ■ 
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INNATE IMMUNITY

Intracellular sensing of complement
C3 activates cell
autonomous immunity
Jerry C. H. Tam, Susanna R. Bidgood, William A. McEwan, Leo C. James*

Pathogens traverse multiple barriers during infection, including cell membranes. We found
that during this transition, pathogens carried covalently attached complement C3 into
the cell, triggering immediate signaling and effector responses. Sensing of C3 in the
cytosol activated mitochondrial antiviral signaling (MAVS)–dependent signaling cascades
and induced proinflammatory cytokine secretion. C3 also flagged viruses for rapid
proteasomal degradation, preventing their replication. This system could detect both viral
and bacterial pathogens but was antagonized by enteroviruses, such as rhinovirus and
poliovirus, which cleave C3 using their 3C protease. The antiviral rupintrivir inhibited
3C protease and prevented C3 cleavage, rendering enteroviruses susceptible to
intracellular complement sensing. Thus, complement C3 allows cells to detect and
disable pathogens that have invaded the cytosol.

H
ost colonization by intracellular patho-
gens typically involves the penetration of
mucosal layers and dissemination through
extracellular fluids. Humoral immunity
has two major components—the heat-

labile complement system and the heat-stable
immunoglobulin system—and provides robust
protection against invading pathogens. Such
protection has been extensively studied, but
insights into its function have recently emerged.
Antibodies have been shown to be carried into
cells by nonenveloped viruses during infection,
where they act as danger-associated molecular
patterns (DAMPs) to activate innate immunity
(1, 2) and inhibit viral replication both in vitro
(2–5) and in vivo (6). We hypothesized that this
phenomenon may not be specific to antibodies
and that mislocalization of serum proteins as a
result of pathogenmovement from extracellular
to intracellular compartments might be a
strategy widely exploited by host immunity.
The complement system is composed of

more than 30 proteins (7), with three activation
methods—classical (antibody-directed), lectin
(mannan-binding lectin or ficolin-directed), and
alternative (spontaneous) pathways—leading
to covalent deposition of C3 on the pathogen
surface. Effector functions of complement stem
from this deposition: C3 prevents receptor en-
gagement, acts as an opsonin, and activates the
terminal complement components to form a
membrane attack complex, whereas cleaved com-
ponents are anaphylatoxins. Most antiviral com-
plement studies have used enveloped viruses (8).

However, nonenveloped viruses and adenoviral
gene therapy vectors are also susceptible to com-
plement deposition (9), whereas some possess
specific complement-evasion strategies (10, 11).
Owing to the lack of a lipid bilayer, themembrane
attack complex cannot form on nonenveloped
viruses, so aside from blocking receptor engage-
ment, it is not clear how complement inhibits
nonenveloped virus infection.

Results

Complement component C3 elicits
NF-kB activation

Antibody in the cytosol has been shown to ac-
tivate innate immune signaling cascades, estab-
lishing an antiviral state via receptor, TRIM21
(1, 2). We tested whether other serum compo-
nents are able to elicit similar responses by at-
taching to incoming pathogens. Infection of
human embryonic kidney (HEK) 293T cells
carrying a nuclear factor kB (NF-kB)–driven
luciferase reporter, with an adenovirus type 5
vector (AdV), did not activate NF-kB (Fig. 1A).
In contrast, incubation of AdV with normal hu-
man serum (Serum) led to robust NF-kB acti-
vation. Treatment of this serum by means of
heat-inactivation at 56°C [heat-inactivated serum
(HI Serum)] or addition of EGTA (Serum+EGTA)
to chelate calcium each reduced NF-kB induc-
tion. Plasmin is a host serine protease that is
pathogenically activated by Staphylococci to
cleave protein components from their capsule for
immune evasion (12). Serum was treated with
plasmin for 30 min before quenching with a-2-
antiplasmin (Serum+Plasmin) and then incu-
bated with AdV (Fig. 1A). Plasmin treatment
abolished NF-kB induction but did not alter AdV
infection. We then determined the antibody com-

ponent of signaling, with the use of antibody-
depleted serum (Serum-Ig) and a heat-inactivated
form (HI Serum-Ig). Incubation of AdV with
either Serum-Ig or HI Serum-Ig confirmed that
antibody is responsible for part of this NF-kB
activation (1). However, a heat-labile component
functioned independently of antibody (Fig. 1B).
This signaling component within serum con-
sisted of a heat-labile, calcium-dependent protein
(Fig. 1, A and B) that appears to function along-
side and independently of antibody, which is
consistent with known properties of the com-
plement system (7).
To categorize which serum components can

attach to nonenveloped virus particles and there-
by activate signaling, serum was incubated with
AdV and spun through 30% sucrose to remove
unbound proteins, with attached proteins de-
tected by means of enzyme-linked immuno-
sorbent assay (ELISA) (Fig. 1C). Antibodies of
immunoglobulin M (IgM), IgA, and IgG isotypes
bound to AdV, but IgD and IgE did not. Com-
plement component C3 was strongly detected,
showing that it deposited on AdV. C4 was also
detected, indicating that classical activation had
occurred. Mannan-binding lectin (MBL) and C-
reactive protein (CRP) were not detected, sug-
gesting that the lectin pathway was not required
for complement deposition on AdV. Pentaxin 3
(PTX3) has antiviral activity against influenza
(13) but was not detected bound to AdV (Fig. 1C).
These data are supportive of complement acti-
vating NF-kB upon AdV infection. Infection ex-
periments were carried out in the presence of
serum lacking specific complement components
(Fig. 1D). Although there was reduced NF-kB ac-
tivation in C1- and C2-deficient serum (Serum-C1
and Serum-C2, respectively), only C3-deficient
serum (Serum-C3) diminished induction com-
parably with heat inactivation. Serum deficient
in components after C3—Serum-C5 and Serum-
C6—did not have any impact compared with
AdV+Serum. C4-deficient serum (Serum-C4) also
gave similar responses to that observed from
Serum-C1 and Serum-C2 (Fig. 1E). To further
confirm the importance of C3, Serumwas treated
with Naja naja kaouthia cobra venom, which is
known to cleave and inactivate C3 (14), and this
resulted in a similar reduction inNF-kB induction
by serum as heat-inactivation (Fig. 1F). NF-kB
activation in C3-deficient serum was restored by
the addition of recombinant C3 protein (Fig. 1G).
Serum deficient in factor B or factor D, which are
components of the alternate pathway (7), gave
similarly diminished NF-kB activation to serum
lacking C1 or C2, suggesting that both the alter-
nate and classical pathways are important for C3
deposition (Fig. 1, D and H). We reconstituted
the alternate deposition pathway using purified
proteins (AdV+C3fBfD). Activated purified C3 po-
tently induced NF-kB in the presence but not the
absence of AdV (Fig. 1H). To test whether sig-
naling was mediated by C3 attached to virus or
by cleaved anaphylatoxins, AdV+C3fBfDwas pel-
leted through 30% sucrose. Pelleted AdV+C3fBfD
stimulated NF-kB comparably with unpelleted
material, showing that it was C3-bound AdV that
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initiated signaling (Fig. 1I). Thus, C3 attached to the
pathogen surface activates NF-kB upon infection.

Nonimmune cells have an intracellular
C3 receptor

Most cells express inhibitory complement recep-
tors CD46 (also known as complement regu-

latory protein) and CD55 (decay accelerating
factor), whereas professional immune cells ex-
press a number of activating complement recep-
tors (15). Consistent with this, HEK293T, HeLa,
and Caco-2 cells and primary normal human
lung fibroblasts (NHLFs) all expressed CD46 and
CD55 (Fig. 2A), whereas only THP-1 monocytes

expressed the activating receptors, complement
receptor 1 (CR1, also known as CD35), CR3 (made
up of CD11b and CD18), and CR4 (CD11c and
CD18). Depletion of CD46 or CD55 (fig. S1A) had
no impact on signaling detected in HEK293T cells
(Fig. 2B), suggesting that C3-mediated NF-kB
activation is not due to detection by these cell-
surface receptors.
Antibodies activate immune signaling in non-

professional cells when carried into the cytosol
by an infecting virus (1). We investigated wheth-
er C3 similarly activates signaling when carried
into the cell during virus infection. Because AdV
infection is dependent on receptor-mediated en-
docytosis (16), we tested whether endocytosis in-
hibitors prevent C3 activation of NF-kB. Inhibition
of endosomal acidification by bafilomycin A1
(BafA1), or the endocytic pathway by Ras super-
family inhibitor CID1067700 (CID) (17), abol-
ished AdV+C3fBfD–mediated NF-kB signaling
in HEK293T, whereas induction by tumor ne-
crosis factor (TNF) remained unaffected (Fig. 2C).
The same effect was seen in NHLFs (Fig. 2D).
However, signaling in THP-1 cells, which have
activatory cell-surface receptors for C3, was not
affected by endocytosis inhibitors (Fig. 2E). To
confirm that C3 induced signaling in nonpro-
fessional cells was a result of intracellular sensing,
we used an endosomal disruption assay, in which
wemeasured cytosolic delivery of a constitutively
expressing nano-luciferase plasmid. Incubation
of cells with C3fBfD had little impact on AdV
escape from endosomes, whereas BafA1 and CID
abolished it (Fig. 2F), verifying that AdV did not
reach the cytosol in the presence of these in-
hibitors. To test whether C3 remained attached
to AdV during entry of the virus, cells were ex-
amined by means of confocal microscopy. AdV
particles could be detected within the cell and
colocalized with AlexaFluor-488–labeled C3 that
was deposited before infection (Fig. 2G). More-
over, no C3 was detected in the absence of vi-
rus, suggesting that C3 was deposited onto virus
and transported into the cell. Last, to show that
signaling by intracellular C3 is independent of
corecognition of viral pathogen–associatedmolec-
ular patterns (PAMPs), beads were incubated
with the C3fBfD mix and transfected into cells
(Fig. 2H). Only Beads+C3fBfD that had been
transfected into cells were capable of signaling.
Thus, nonimmune cells possess a signaling path-
way that allows them to sense intracellular com-
plement C3.

C3 signaling leads to pro-inflammatory
cytokine production by activating NF-kB,
IRF, and AP-1 transcription factors

Next, we investigated which signaling pathways
are activated by intracellular C3 sensing. Canon-
ical NF-kB signal transduction involves the trans-
forming growth factor b (TGFb)–activated kinase
(TAK)–binding protein (TAB)–TAK complex, which
activates the inhibitor of NF-kB (IkB) kinase (IKK)
complex to phosphorylate IkB, promoting IkB
degradation and releasing NF-kB to translocate
into the nucleus. Inhibitors of the TAB-TAK com-
plex (5Z-7-oxozaeanol), the IKK complex (IKK
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Fig. 1. Complement C3-bound virus induces NF-kB signaling in nonimmune cells. (A) NF-kB activity
of HEK293T cells challenged with PBS, AdV, serum, HI Serum, EGTA-treated serum (Serum+EGTA),
Plasmin-treated serum (Serum+Plasmin), or AdV incubated with the previous sera. (B) HEK293T cells
treated with AdV incubated with Serum, HI Serum, antibody-depleted Serum (Serum-Ig), or HI Antibody–
depleted Serum (HI Serum-Ig). (C) Concentration of serum components IgM, IgA, IgG, IgD, IgE, C3, C4,
Mannan-Binding Lectin (MBL), C-Reactive Protein (CRP), and Pentaxin 3 (PTX3) bound to AdV after
incubation of AdV+Serum as measured with ELISA. (D to F) NF-kB activity of HEK293Tcells treated with
AdV incubatedwith (D) serumdeficient in complement components (Serum-C1 to -C6), (E) serumdeficient
in complement C4 (AdV+Serum-C4) or heat-inactivated Serum-C4 (AdV+HI Serum-C4), or (F) CVF-treated
serum (AdV+Serum+CVF). (G) NF-kB activity of HEK293Tcells after challenge with AdV+Serum, AdV+HI
Serum, or Serum-C3 reconstituted with purified C3 (Serum-C3 + C3). (H) HEK293T treated with AdV
incubated with serum deficient in factor B (AdV+Serum-fB) or factor D (AdV+Serum-fD). (I) NF-kB activity
of HEK293T cells treated with AdV incubated with C3-Factor B-Factor D (AdV+C3fBfD) with and without
subsequent virus pelleting. Data are representative of three experiments; results in (A), (B), and (D) to (I) are
as fold change over PBS-treated controls; mean T SEM; data in (C), mean T SEM.
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VII), and NF-kB release (panepoxydone) each
inhibited signaling (Fig. 3A). Furthermore, in-
creased phosphorylation of these components
was detected upon infection with virus carrying
deposited C3 (Fig. 3B). NF-kB components p65,
p50, and p52 were activated by AdV+C3fBfD
(Fig. 3C) as well as interferon regulatory factor
3 (IRF3), IRF5, and IRF7 (Fig. 3D) and the acti-
vating protein 1 (AP-1) family, c-Jun, JunB, JunD,
and FosB (Fig. 3E). c-Fos was activated by virus
regardless of C3, suggesting that other mecha-
nisms are involved in its activation. Thus, C3 is
sensed by a pattern recognition receptor (PRR)
that activates classical immune transduction path-
ways. Immune activation by complement-coated
virus, but not virus alone, induced secretion of
pro-inflammatory cytokines, as demonstrated by
the detection of interleukin-6 (IL-6), TNF, CCL4,
IL-1b, and interferon-b (IFN-b) bymeans of ELISA
after challenge with AdV+Serum and AdV+HI Se-
rum (Fig. 3F), as well as the reconstituted alternate
pathway of AdV+C3fBfD (Fig. 3G).

C3 enables proteasome-dependent
restriction of virus infection

The above data suggest that C3 can act as aDAMP
to activate innate immunity. Next, we investi-
gated whether C3 also mediates a direct effector
response to inhibit viral infection. We used an

adenovirus vector that expresses green fluores-
cent protein (GFP) after productive infection.
AdV incubated with Serum, HI Serum, Serum
+EGTA, or Serum+Plasmin and AdV alone was
added to HeLa cells, with infected cells enu-
merated by means of flow cytometry (Fig. 4A).
As with signaling, restriction by a heat-labile,
calcium-dependent protein component capable
of functioning independently of antibody was ob-
served (Fig. 4B). This restrictionwasC3-dependent,
as shown by the loss of heat-labile neutraliza-
tion after CVF treatment (Fig. 4C). Moreover,
restriction could be reconstituted in the absence
of serum by using C3fBfD (Fig. 4D). Depletion
of CD46 or CD55 had no effect on restriction,
showing that capture via these membrane com-
plement receptors was not responsible for this
phenotype (Fig. 4E and fig. S1A). Binding to com-
plement receptor CD46 has been suggested to
stimulate autophagy (18); however, the auto-
phagy inhibitor 3-methyladenine (3-MA), and
phosphatidylionsitol-3-kinase inhibitors KU55933
and Gö6976 (19) had no effect on restriction (Fig.
4F) but induced p62 retention (fig. S1B). TRIM21
is required for intracellular neutralization of
antibody-coated pathogens (4, 5). Depletion
of TRIM21 removed the heat-stable component
of restriction but did not affect the heat-labile
component (Fig. 4G and fig. S1C), confirming

that TRIM21 has a role in antibody-mediated
neutralization but not complement-mediated
restriction.
A characteristic of antiviral immunity is IFN

regulation, and most antiviral genes are IFN-
stimulated (20). TRIM21 is an IFN-stimulated gene
(4, 5), and the efficiency of antibody-dependent
intracellular neutralization is dependent on the
amount of TRIM21 in the cell. To determine
whether C3-mediated restriction was also IFN-
inducible, cells were stimulated before infec-
tion (Fig. 4H). IFN increased the ability of the
cell to restrict viral infection via complement C3,
suggesting that complement recognition occurs
through an IFN-stimulated gene.
Antibodies mediate intracellular neutraliza-

tion by targeting viruses for degradation by the
AAA–adenosine triphosphatase (ATPase) valosin-
containing protein (VCP) (also known as p97) (3)
and the proteasome (4). To determine whether
C3 also mediates restriction by recruiting these
enzymes, we tested the effect of DBeQ (a VCP in-
hibitor) and epoxomicin (a proteasome inhibitor).
Each inhibitor perturbed restriction of AdV by
C3, suggesting that C3 activates an intracellular,
VCP, andproteasome-dependent pathway (Fig. 4I).
To test directly whether the block to infectionwas
the result of targeted degradation of incoming
virions, we performed a fate-of-capsid experiment
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Fig. 2. Signaling in response to C3-bound virus is mediated by an intra-
cellular receptor. (A) Immunoblot for complement receptors and GAPDH
(loading control) in HEK293T, HeLa,Caco-2, NHLFs, and THP-1monocyte cells.
(B) HEK293Tcells treated with control, CD46, or CD55 siRNA and challenged
with AdV+Serum, AdV+HI Serum, and AdV+Serum+CVF. (C to E) NF-kB ac-
tivity after treatment with DMSO, Bafilomycin A1 (BafA1), or CID1067700
(CID); challenged with AdV+C3fBfD or TNF in (C) HEK293T, (D) NHLFcells, or
(E) THP-1 cells. (F) Endosomal disruption in HEK293Tmeasured by delivery of
a nano-luciferase–expressing plasmid present in cell supernatant by infecting

AdV, after treatment with DMSO, BafA1, or Rab7, as relative luminescence units (RLUs). (G) Confocal microscopy of HeLa cells 30min after treatment with AdV
with AlexaFluor-488–labeled C3, stained with DAPI and antibody to AdV. Scale bars, 20 mm. (H) HEK293Tcells treated with Beads incubated with C3fBfD (Beads
+C3fBfD), with or without transfection reagent. Data are representative of three experiments; results in (B) to (E) and (H) are as fold change over PBS-treated
controls; mean T SEM; data in (F), mean T SEM.

RESEARCH | RESEARCH ARTICLE



in which levels of the AdV major capsid protein,
hexon, were measured at different time points.
Hexon was rapidly degraded in a proteasome-
dependent manner, but only when complement
was present (Fig. 4J). These restriction pheno-
types did not just occur in HeLa cells but could
also be replicated in primaryNHLF cells (Fig. 4K).
Thus, in addition to activating innate immunity,
the attachment of C3 to invading virions labels
them for degradation by VCP and the protea-
some, restricting virus infection.

Intracellular complement immunity
conserved in mammals

Complement protein/receptor interactions are
thought to be species-specific (21), although re-

cent observations have disagreed with this view
(22). We investigated whether intracellular com-
plement immunity is conserved among mam-
mals. Serum from different mammalian species
was incubated with AdV, pelleted to remove un-
attached complement components, and then
added onto HEK293T cells. Human, mouse,
cat, rabbit, and guinea pig serum all elicited
complement-mediated signaling (Fig. 5A). We
then tested whether this signaling was present
in cell lines derived from different mammals. Hu-
man (HEK293T), African green monkey (Vero),
mouse [mouse embryonic fibroblasts (MEFs)],
cat [feline embryonic airway (FEA)], and dog
[Madin-Darby canine kidney (MDCK)] cells all
signaled in response to complement-coated AdV

(Fig. 5B). Thus, a system of intracellular comple-
ment immunity is conserved within mammals.

Intracellular complement immunity
effective against diverse pathogens

Because complement-sensing was independent
of viral PAMPs (Fig. 2H), we hypothesized that
it may be an effective way of activating im-
munity during infection by diverse pathogens.
Complement-sensing allowed detection of infec-
tion by replication-competent wild-type adeno-
virus 5 (WT AdV), confirming previous experiments
that were carried out with replication-deficient
virus lacking the E1 and E3 genes (Fig. 5C). In
addition, infection by human papillomavirus
virus (HPV)–like particles, human astrovirus 1
(hAstV), feline calicivirus (FCV), human rhino-
virus 14 (HRV), poliovirus 2 (PV), and coxsack-
ievirus B3 (CVB) also elicited NF-kB induction
in a complement-dependent manner (Fig. 5C).
These viruses use different strategies for cell
entry. Adenovirus (23) and rhinovirus 14 (24)
lyse the endosome during infection, whereas
poliovirus (25) and coxsackievirus (26) form a
pore in the endosome membrane. Accordingly,
endosomal disruption assays revealed an asso-
ciation between endosomal disruption, and the
potency of complement mediated signaling for
these viruses (fig. S1K).
Complement deposition on an enveloped virus

occurs on the lipid membrane and not its inter-
nal capsid. Consequently, during infection by an
enveloped virus, complement should be left be-
hind on the outside of the plasma membrane or
inside endosomes. To test this, we infected cells
with respiratory syncytial virus (RSV), an enve-
loped virus that enters through membrane fu-
sion (27) in the presence of serum. As expected,
no complement signaling was observed during
RSV infection (Fig. 5D).
Nonenveloped viruses are not the only intra-

cellular pathogen capable of being targeted by
complement deposition. Salmonella enterica
enterica serovar Typhimurium can escape from
their salmonella-containing vesicles and repli-
cate in the cytosol (28). Antibody deposited on
bacterial surfaces has previously been shown
to be detected by TRIM21 (1). In HeLa, Caco-2,
andMEF cells, signaling in response to C3-coated
wild-type bacteria was detected (Fig. 5E). Signal-
ing was substantially more pronounced in the
DSifA mutant, which has a reduced vesicular in-
tegrity and a greater propensity to enter the cy-
tosol (Fig. 5F) (29). Thus, a variety of different
pathogens can be detected by the presence of
intracellular C3.

Viral antagonism to intracellular
complement immunity

The hallmark of an antiviral response is that it
should exert selection pressure on pathogens so
as to evolve and escape it (30). To investigate the
possibility of viral antagonism, we compared the
activation of immunity by complement between
different viruses.We observed that although there
was complement-mediated NF-kB activation upon
infection with viral particles such as AdV and
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Fig. 3. C3-mediated signaling initiates proinflammatory cytokine production. (A) NF-kB luciferase
activity in NHLF cells treated with DMSO, 5Z-7-oxozaeanol, IKK VII, or panepoxydone. (B) Levels of total
and phosphorylated IKKa, IkB, or p65 in HEK293Tcells treatedwith AdV+C3fBfD 4 hours after infection as
measured with ELISA. (C to E) Levels of (C) NF-kB components (D) IRF family proteins, and (E) AP-1
components measured with DNA-binding ELISA from NHLFs 4 hours after challenge with AdV+C3fBfD.
(F and G) Levels of cytokines 24 hours after challenge by AdV incubated with (F) Serum, HI Serum, or
Serum+CVFor (G) AdV+C3fBfD. Data are representative of three experiments; results in (A) to (E) as fold
change over PBS-treated controls, mean T SEM; data in (F) and (G), mean T SEM.

RESEARCH | RESEARCH ARTICLE



HPV (Fig. 6A), this was substantially weaker
during infection with viruses such as hAstV, PV,
and HRV. This suggests that these viruses have
strategies that allow them to evade detection by
C3. hAstV is known to inactivate complement
component C1, limiting the amount of comple-
ment deposition (10). Ultraviolet (UV)–inactivation
of HRV restored complement-mediated NF-kB
activation to the levels of replication-deficient
vectors, AdV and HPV, suggesting that an en-
coded component was antagonizing C3-mediated
signaling (Fig. 6A).

HRV expresses a cytosolic 3C protease (HRV
3C Pro) that we hypothesized to mediate antag-
onism, given previous observations of 3C-mediated
cleavage of RIG-I (31). Using in silico analysis of
potential 3C cleavage sites (32), both HRV 3C Pro
and PV 3C protease (PV 3C Pro) were predicted
to cleave complement C3. To test whether ex-
pression of 3C proteases enables viruses to in-
hibit intracellular C3 signaling, we incubated
AdV+C3fBfD with albumin or with recombinant
HRV 3C Pro (Ext HRV 3C) and observed cleavage
of C3 bymeans of immunoblot (Fig. 6B). HRV 3C

Pro did not cleave the viral proteins but removed
the larger complement-bound band (Fig. 6C).
Next, we expressed HRV 3C Pro or PV 3C Pro in
HEK293T cells before infection with AdV+Serum.
Expression of either 3C protease reduced NF-kB
induction to levels observedwith AdV+HI Serum
and AdV+Serum+CVF, suggesting that comple-
ment signaling had been prevented (Fig. 6D).
Indeed, expression of either protease was suffi-
cient to cause AdV to behave similarly to HRV
(AdV+HRV 3C Pro, AdV+PV 3C Pro) (Fig. 6D). To
confirm that the observed effect of 3C protease
was due to cleavage of complement and not a
factor inside the cell, AdV incubated with differ-
ent sera was treated with recombinant 3C pro-
tease before pelleting the virus to remove the
protease, before addition to HEK293T cells (Fig.
6E). Preinfection treatment with recombinant 3C
proteases (Ext HRV 3C and Ext PV 3C) perturbed
NF-kB induction similarly to expression inside
target cells. In addition to antagonizing sensing,
HRV 3C Pro or PV 3C Pro were also effective in
preventing complement-mediated restriction (Fig.
6F). In order to permit escape from intracellular
complement immunity, 3C protease must be syn-
thesized and act rapidly after infection.Whenwe
blotted for C3 after infection, full cleavage was
noted for HRV+C3fBfD within 45 min (Fig. 6G).
However, no changes for AdV+C3fBfD were ob-
served after 2 hours. Overexpression of HRV 3C
Pro was sufficient to confer C3 cleavage during
AdV infection. Thus, cleavage of C3 is a fast and
effectivemethod of evading intracellular comple-
ment immunity.
We further hypothesized that if 3C protease

allows viruses such as PV or HRV to evade in-
tracellular complement immunity, then inhi-
bition of 3C protease should make these viruses
susceptible. To test this, we used rupintrivir, a
specific, nonreversible inhibitor of the HRV 3C
protease (33). Its addition to cells infected with
HRV increased the levels of complement-mediated
signaling so that HRV+Rupintrivir behaved sim-
ilar to viruses lacking complement antagonism
(Fig. 6H). Rupintrivir treatmentwas also sufficient
to make PV visible to complement sensing. When
cells were treatedwith rupintrivir, this lead to a loss
of C3 cleavage by HRV (Fig. 6I). To investigate the
kinetics of antagonism, rupintrivir was added at
various times after infection with AdV, HRV, or
PV, and its effect on signaling was determined.
Rupintrivir inhibited a process that antagonized
complement-mediated sensing within the first
hour of infection (Fig. 6J). This time scale matches
the kinetics of C3 cleavage by 3C. By 1.5 hours
after infection, addition of rupintrivir was un-
able to restore heat-labile signaling, which is con-
sistent with C3 cleavage being completed by this
time. Rupintrivir had no impact on complement-
mediated AdV sensing. These rapid kinetics are
similar to those previously reported for PV 2A
protease (34), formed from the same polypeptide
as 3C protease. Complement also activates cell-
surface signaling in professional cells. Virally
encoded 3C antagonism did not prevent this re-
sponse. Rupintrivir had no effect on signaling in
THP-1 cells infected with HRV+Serum, a finding
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Fig. 4. C3 promotes intracellular restriction of virus. (A to D) Levels of infection in HeLa cells after
challenge with GFP-encoding adenovirus AdV, pretreated as indicated. (E) Levels of infection in
HEK293Tcells treated with control, CD46, or CD55 siRNA. (F and G) Levels of infection in HeLa cells
treated with (F) DMSO, 3-MA, KU55933, or Gö6976 or (G) control or TRIM21-directed siRNA. (H and I)
HeLa cells after stimulation with (H) BSA, or IFN-a or (I) treated with DMSO, VCP inhibitor DBeQ, or
proteasome inhibitor epoxomicin. (J) Immunoblot for AdV capsid component hexon and GAPDH in
HeLa cells treated with DMSO or epoxomicin at indicated times after challenge with AdV+C3fBfD. (K)
Levels of infection in NHLF cells treated with DMSO or epoxomicin. Data are representative of three
experiments; results in (A) to (I) and (K) are percentage infected cells normalized to AdVonly controls,
mean T SEM.
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that is consistent with their extracellular detec-
tion of the C3-coated virus (Fig. 6K). Our data
suggest that rupintrivir could be used therapeuti-
cally to enhance host detection of 3C-expressing
viruses. We found that NF-kB induction by com-
plement, facilitated by rupintrivir treatment, was
sufficient to induce IFN-b secretion upon HRV
infection (Fig. 6L). Thus, viral expression of 3C
protease cleaves complement C3 inside the cell

to disable signaling and restriction. Inhibition of
3C protease counteracts this effect.

Complement-mediated signaling
independent of known PRRs,
but requires MAVS

The ability of complement C3 to enable sensing
of a wide variety of different pathogens suggests
that a particular PAMP is not required for detec-

tion. To test this, we blocked Toll-like receptor
activity by inhibiting MyD88 and TRIF (Fig. 7A),
as well as knockdown of RIG-I and MDA5 (Fig.
7B and fig. S1D). In addition, we inhibited Syk (Fig.
7C), which blocks signaling through Fc receptors
and type II C-type lectin receptors, and de-
pleted cells of STING, the endoplasmic reticulum–
associated adaptor involved in cytosolic DNA
detection (Fig. 7D and fig. S1E). All of these per-
turbations to known signaling pathways had no
effect on complement-mediated signaling.
However, depletion of mitochondrial antiviral

signaling (MAVS) abolished the heat-labile com-
ponent of signaling, suggesting that MAVS is re-
quired forC3-mediated immuneactivation (Fig. 7D
and fig. S1E). Sendai virus has been reported to
activate MAVS activation by inducing aggrega-
tion (35), as detected with microscopy and semi-
denaturing gel electrophoresis. We carried out
microscopy forMAVS andmitochondrialmarker
TOM20 in cells treated with phosphate-buffered
saline (PBS), AdV, C3fBfD, or AdV+C3fBfD 6hours
after infection (fig. S2A) and noted no apparent
aggregation at this time point. This is consistent
with published literature, in which aggregation
of MAVS only occurs after 9 hours of infection
(35). Overexpression of MAVS lead to increased
protein levels, but the same localization was ob-
served (fig. S2B). We carried out semidenaturing
gel electrophoresis but were not able to detect
aggregation, except when MAVS was overex-
pressed (fig. S2C). Thus, we observed rapid MAVS-
dependent signaling that was independent of
aggregation, with similar kinetics to that observed
during MAVS-induced IRF3 dimerization (36)
and IkBa phosphorylation (37).
Owing to the involvement of MAVS in C3

sensing, we investigated whether TNF receptor–
associated factor (TRAF) proteins are required
for signal transduction. Depletion of TRAF6 re-
duced complement-mediated NF-kB signaling
(Fig. 7E and fig. S1F), although simultaneous
knockdown of TRAF2, -3, -5, and -6 (siT2,3,5,6)
was required to abolish signaling, similar to pub-
lished data (38). Given the importance of TRAF6,
we also investigated the adaptor p62 (39). Deple-
tion of p62 (Fig. 7F) lead to a similar loss of NF-kB
induction, as did knockdown of TRAF6. Individ-
ual depletion of TRAF proteins had a partial ef-
fect on IRF activation (Fig. 7G), whereas siT2,3,5,6
depletion was completely inhibitory, demon-
strating redundancy. In addition, knockdown
of TBK1 or inhibition with BX795 (40) prevented
IRF activation (Fig. 7H), demonstrating that TBK1
is important in C3-mediated signaling. Thus, in-
tracellular C3 activates MAVS with downstream
signaling proceeding via the TRAF proteins in a
partially redundant manner.

Intracellular antibody and complement
cooperate to activate signaling

TRIM21 has previously been identified as a
PRR for cytosolic antibody (1, 4), and depletion of
TRIM21 (fig. S1C) resulted in decreased signaling
fromAdV+Serum (Fig. 8A). However, TRIM21 de-
pletion only decreased the heat-stable component
of signaling because only AdV+IgG, and not AdV
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Fig. 5. C3 detection is conserved in mammals and is active against RNA and DNA nonenveloped
viruses and bacteria. (A) HEK293Tcells challenged with AdV incubated with human, mouse, cat, rabbit,
and guinea pig serum. (B) HEK293T (human),Vero (African greenmonkey), MEF (mouse), FEA (cat), and
MDCK II (dog) cells challenged with AdV+Serum or AdV+HI Serum. (C) NF-kB activity after challenge with
WTAdV, HPV, hAstV, FCV, HRV, PV, and CVB.WTAdVand HRVwere carried out on HEK293T; HPV, PV, and
CVB were carried out on HeLa; hAstVwas carried out on Caco-2; and FCVwas carried out on FEA cells.
(D) NF-kB activity in HeLa after challenge with RSV incubated with sera. (E) NF-kB activity in HeLa,
Caco-2, and MEF cells after challenge with WT Salmonella+C3fBfD. (F) MEF cells challenged with DSif
Salmonella+C3fBfD. Results are representative of three experiments, as fold change over PBS-treated
controls; data in (A) to (D), mean T SEM; data in (E) and (F), mean T SEM.
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+C3fBfD, signaling was affected. This confirms
that although TRIM21 is a receptor for antibody,
it is not a receptor for complement C3. Codeple-
tion of TRIM21 and MAVS abolished signaling

from AdV+IgG, AdV+C3fBfD, or AdV+Serum, sug-
gesting that the ability of intracellular serum
proteins to induce signaling (Fig. 1A) is entirely
dependent on these two pathways.

We noted that knockdown of MAVS did not
have any effect on AdV infection in the presence
of serum, whereas knockdown of TRIM21 in-
creased infection (Fig. 8B), which is consistent
with loss of antibody-dependent intracellular
neutralization. However, neither MAVS nor
TRIM21 depletion had any effect on the restric-
tion of AdV+C3fBfD (Fig. 8C). This suggests that
C3 mediates an effector response that is inde-
pendent of MAVS and TRIM21.

C3 signaling and restriction contribute
independently to reduce viral infection

Next, we investigated the relationship between
C3-mediated signaling and restriction. Transfec-
tion of complement C3–coated beads was suffi-
cient for NF-kB induction, and this activity was
dependent on MAVS and TRAF6 (Fig. 8D), dem-
onstrating that PAMPs are not required for C3
detection. Moreover, there was strong induction
of IRF3, -5, and -7 in cells in which restriction
was prevented by using a proteasome inhibitor
(Fig. 8E). Thus, C3-mediated detection is not de-
pendent on viral components liberated during re-
striction. Last, restriction of AdV was not affected
by addition of the IkB inhibitor panepoxydone
(Fig. 8F), which previously inhibited signaling
(Fig. 3A), suggesting that restriction is also inde-
pendent of cell signaling. Thus, C3 mediates in-
dependent signaling and restriction pathways, as
has been shown previously for antibody (1, 2, 4).
Although the above data show that C3 me-

diates an effector response that is independent
of signaling, we investigated whether signaling
leads to an antiviral state that also contributes
toward reducing viral infection. Supernatant
was collected from HEK293T cells 3 days after
challenge with PBS, AdV, C3fBfD, or Adv+C3fBfD
and transferred to fresh uninfected HeLa cells.
These uninfected cells were then challengedwith
an IFN-sensitive reporter virus (Sindbis with a
GFP transgene). Supernatant from AdV+C3fBfD–
infected cells was sufficient to protect cells from
Sindbis infection (Fig. 8G) in aMAVS-dependent
manner. Adenovirus is relatively resistant to IFN
treatment (41), but rhinovirus is IFN-sensitive
(42). To investigate the relative contributions
of C3-mediated signaling and restriction on a
spreading infection, we added epoxomicin or
panepoxydone during HRV infection of HeLa
cells treated with control or MAVS-targeted small
interfering RNA (siRNA) (Fig. 8H). Epoxomicin
reversed the ability of complement to restrict
HRV, which is in line with the finding for AdV.
However, panepoxydone and MAVS depletion
also partially reversed restriction, suggesting that
signaling in response to C3 contributes to the
antiviral state. Thus, C3 elicits a direct antiviral
restriction mechanism and promotes signaling,
which induces an antiviral state.

Discussion

We investigated whether extracellular serum pro-
teins mediate intracellular immune responses in-
side nonimmune cells upon pathogen infection.
We found evidence for intracellular pathogen de-
tection via the sensing of attached complement.
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Fig. 6. Viral antagonism of C3-mediated signaling. (A) NF-kB induction by the heat-labile component
of serum activity after infection of HEK293Tcells by AdV, HPV, hAstV, PV, HRV, and UV-inactivated HRV
(UV-HRV), shown as fold change of Virus+Serum over Virus+HI Serum signaling levels. (B and C) Immu-
noblot for C3 (B) and AdV (C) in samples comprising C3 deposited on AdV incubated with recombinant
HRV 3CProtease (Ext HRV 3C) or components thereof. (D) NF-kB activity in HEK293Texpressing HRV 3C
Protease (HRV 3C Pro) or PV 3C Protease (PV 3C Pro). (E) NF-kB activity in HEK293T treated with BSA,
Ext HRV 3C, or recombinant PV 3C Protease (Ext PV 3C), with AdV complexes pelleted. (F) Levels of
infection of HeLa cells challenged with AdV, AdV+Serum, AdV+HI Serum, and AdV+Serum+CVF treated
with Ext HRV 3C, or Ext PV 3C, followed by pelleting. (G) Immunoblot for C3 after infection of HeLa cells
expressing empty vector or HRV 3C Pro by AdV+C3fBfD or HRV+C3fBfD. (H) NF-kB activity in HEK293T
cells treated with DMSO or 3C antagonist rupintrivir, challenged with HRV incubated with sera. (I) Im-
munoblot for C3 after infection of HeLa with AdV+C3fBfD or HRV+C3fBfD treated with DMSO or rupintrivir.
(J) NF-kB activity induced by the heat-labile component of serum upon AdV, HRV, or PV infection of
HEK293Tcells treated with DMSO or rupintrivir at indicated times after infection. (K) NF-kB activity in
THP-1 cells treated with DMSO or rupintrivir and challenged with sera-incubated HRV. (L) IFN-b ELISA
from NHLFcells infected with HRVunder different conditions after treatment with DMSO, Ext HRV 3C,
or rupintrivir. Data from dot plots are from five experiments (dots aremean of 6 replicate samples), bar
graphs are representative of three experiments, data in (D), (E), (H), and (K) are as mean T SEM; data
in (L) are mean T SEM; data in (J) are mean T SEM.
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Complement C3 is covalently deposited onto path-
ogens in the extracellular space. During infec-
tion, pathogens carry C3 inside the cell, activating
innate immunity and mediating a restriction
pathway that degrades virus. Key features of
this intracellular complement immune response
are that it is cell-type–independent and requires
translocation of C3 into the cytosol. This allows
pathogens to be sensed during their natural in-
fection pathway rather than relying on the cap-
ture of immune complexes by professional cells.
The importance of this system is suggested by

the evolution of countermeasures that allow cer-
tain viruses to antagonize it. Both rhinovirus and
poliovirus have evolved a mechanism to evade
C3 detection by cleaving C3 using an encoded 3C
protease.
C3 signalingwas independent of known PRRs,

such as Toll-like receptors and RIG-like receptors,
and occurred for DNA and RNA nonenveloped
viruses and intracellular bacteria, suggesting
that exposure of PAMPs is not directly responsi-
ble. Detection was dependent on MAVS, activat-
ing transcription factors, and proinflammatory

cytokine secretion. The minimum requirement
for NF-kB activation was found, comprising re-
constituted alternate pathway components (C3,
factor B, and factor D) bound to beads and trans-
fected into cells. C3-coated AdV only initiated sig-
naling when intracellular and post-endosomal,
suggesting that the initial receptor is cytosolic.
Sensing of complement-coated virus results in

a restriction response that leads to degradation
of virus and inhibition of infection. This process
involves the proteasome, which is similar to the
restriction phenotypes after recognition of retro-
viral capsid by TRIM5a (43) and antibody by
TRIM21 (1, 4). As with antibody, complement-
mediated degradation also requires the AAA-
ATPase VCP (3).
Taken together with our previous work on in-

tracellular antibodies (1–6), the data here suggest
that serum proteins may have an important role
in detecting breaches in the physiological barrier
of cellmembranes. C3 has recently been described
as mediating immunity to Chlamydia psittaci,
which is an obligate intracellular bacterium in
mice (44). In addition, C1q has been implicated
as providing an intracellular signaling role by
interacting with RIG-I and MDA5 (45). Whether
these effects are related to the signaling de-
scribed in this study is still to be investigated.
Ultimately, there may be a number of host pro-
teins and corresponding set of receptors that
stimulate immunity based on a system of topo-
logical displacement.
The discovery that picornaviruses such as HRV

and PV encode a 3C protease capable of cleaving
C3 and inactivating its intracellular function has
implications for treatment strategies. HRV is par-
ticularly sensitive to IFN (42), and treatments
that prevent the virus from suppressing IFN in-
duction could be highly effective. Rupintrivir is
used to control viremia and has been reported
to decrease cytokine production (46). However,
cytokines such as IL-6 and IL-8 were measured
3 days after infection, by which time rupin-
trivir may have reduced viremia, resulting in a
complex phenotype. In our study, rupintrivir was
removed 3 hours after infection, resulting in the
measurement of responses from a single round
of infection and unbiased by differing levels of
replication. We propose that in vivo, rupintri-
vir may have dual functions, increasing the
complement-mediated detection of virus and
hence production of IFN-b as well as inhibiting
the production of progeny virions by interfer-
ence with polypeptide cleavage.
Last, this system illustrates how a single DAMP

can lead to the simultaneous detection and re-
striction of a pathogen. Signaling in response to
C3-coated pathogens is independent of PAMPs
and does not require proteasome-dependent re-
striction to reveal molecular determinants. Re-
striction of the pathogen occurs immediately
upon infection and is not dependent on the simul-
taneous activation of cell signaling. However, these
two responses cooperate to enable the efficient
reduction of spreading infection. Although this
is a relatively new concept in immunology, it is
exemplified by the receptors TRIM5a (43, 47),
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Fig. 7. C3-mediated signaling is MAVS dependent. (A) NF-kB activity in HEK293T cells treated
with control peptides, or inhibitors of MyD88 or TRIFafter challenged with AdV+C3fBfD or LPS. (B to F)
NF-kB activity after challenge by AdV incubated as indicated on HEK293Tcells treated with (B) control,
RIG-I, or MDA5 siRNA; (C) DMSO or inhibitors Syk I and Syk III; (D) control, MAVS, or STING-directed
siRNA; (E) control, TRAF2, TRAF3, TRAF5, TRAF6, or pooled TRAF2,3,5,6 (siT2,3,5,6) siRNA; and (F)
control, TRAF6, or p62 siRNA. (G) IRF3, -5, and -7 binding to consensus DNA response elements in
HEK293Tcells treated with siRNA as in (E). (H) IRF3, -5, and -7 binding to DNA response elements in
HEK293Tcells treated with control, MAVS, or TBK1 specific siRNAs, or with inhibitor, BX795. Data are
representative of three experiments; results in (A) to (H) are as fold change over PBS-treated controls,
mean T SEM.
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TRIM21 (1, 4), and tetherin (48, 49). These systems
allow the cell to capitalize on a single sensing
event to elicit multiple immune responses.

Materials and methods

Cells

HEK293T, HeLa, Vero, Caco-2, FEA, MDCK II, and
MEF cell linesweremaintained inDulbecco’sMod-
ifiedEagleMedium (DMEM) supplementedwith
10% fetal calf serum, 100 U/ml penicillin, and
100 mg/ml streptomycin. MEF cells were obtained
fromC57BL/6mice as in (5). THP-1 cells weremain-

tained in RPMI-FCS with penicillin/streptomycin
as above and 20 nM 12-O-tetradecanoylphorbol-
13-acetate (TPA).NHLFs fromLonza (Basel, Switzer-
land) were maintained in Fibroblast Growth
Medium 2 (Lonza), supplemented with 10% fetal
calf serum, 0.1% insulin, 0.1% amphotericin-B,
and 0.1% gentamicin according to the manufac-
turer’s instructions.

Viruses and bacteria

E1- and E3-deleted adenovirus vector bearing a
GFP transgene (AdV) was from Viraquest (North
Liberty, Iowa). WT AdV, HRV, PV, and enterovirus

71 (EV71) were all from ATCC (Manassas, Virginia)
and grown inHeLa cells, and cell-free supernatant
was harvested and frozen 8 days after infection.
HPV 16 L1/L2 virus-like particles were produced
with plasmids from M. Müller, German Cancer
Research Center, following the protocol of Buck
and Thompson (50). Human Astrovirus 1 molec-
ular clone pAVIC (hAstV) (51) was provided by
I. Goodfellow, University of Cambridge, and recov-
ered following the method of Fuentes et al. (52).
Respiratory syncytial virus GFP-expressing mole-
cular clone rgRSV(224) (RSV) (53) was provided by
M. Peeples, Ohio State University. RSV was ex-
panded in HeLa cells and harvested 2 days after
infection. Feline calicivirus strain F9 (FCV) was
provided by D. Brown, University of Cambridge.
FCVwas expanded in FEA cells and harvested 24
hours after infection. Coxsackie virus B3 mo-
lecular clone expressing a GFP transgene (CVB),
eGFP-CVB3 (54), was obtained from J. L. Whitton,
Scripps Institute. Sindbis virus–GFP (Sindbis) vector
was produced by means of in vitro transcription
of linearized plasmids DH-BB and pSin-eGFPwith
mMessage mMachine SP6 kit (Life Technologies,
Carlsbad, California) and transfection of RNA
into HEK293T cells with Lipofectamine 2000. WT
AdV, HRV, and CVB were prepared by means of
CsCl banding (4), and HPV was prepared by
means of banding in OptiPrep (Sigma-Aldrich, St
Louis,Missouri). PV, EV71, hAstV, RSV, and Sindbis
were used directly from cell-free supernatant, with
FCV by pelleting cell-free supernatant through
30% sucrose. Viruses were quantified by the me-
dian tissue culture infectious dose (TCID50) meth-
od, or GFP where possible. Wild-type (strain
12023) or DsifA Salmonella enterica enterica
serovar Typhimurium were prepared as in (1).

Serum and serum treatments

Normal human serum (Serum) aswell as the com-
plement series–depleted serum (Serum-C1, -C2,
-C3, -C5, and -C6) were obtained from Sigma.
Rabbit serum was also obtained from Sigma.
Antibody-depleted serum (Serum-Ig), with the
control serumwere fromSCIPAC(Kent,UK). Serum
depleted of C4 (Serum-C4), factor B (Serum-fB), and
factor D (Serum-fD), along with matching control
serum, was from Quidel (San Diego, California).
Mouse and cat serum were from Equitech Bio
(Kerrville, Texas). Heat inactivation was carried
out at 52°C for 45 min. EGTA treatment was per-
formed by adding 0.2 M EGTA in 0.2 M MgCl2.
Purified complement C3, factor B, and factor D
were from Millipore (Billerica, Massachusetts).
Cobra venom factor (CVF) was purified fromNaja
naja kaouthia venom (MPBiomedicals, SantaAna,
California) byusing themethodofVogel andMuller-
Eberhard (55). Recombinant human rhinovirus
3C protease was fromExpedeon (Cambridgeshire,
UK), and recombinant poliovirus 3C protease was
prepared by I. Goodfellow, University of Cam-
bridge. Serumwas used at themaximumconcen-
tration that had no impact on entry, as found by
the endosomal disruption assay (typically 1/5 to
1/10 dilutions in PBS), with depleted serum
verified by using sheep red blood cell hemolysis
assays (56).
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Fig. 8. C3 leads to concur-
rent and independent sig-
naling and restriction. (A)
NF-kBactivity inHEK293Tcells
treated with control, or MAVS

and TRIM21 siRNA. (B) Levels of in-
fection of HeLa cells treated with con-
trol, orMAVS andTRIM21 siRNA, then
DMSOorepoxomicin, after infectionwith
AdV, AdV+Serum, or AdV+HI Serum.

(C) Cells as in (B), infected with AdV or AdV+C3fBfD.
(D)NF-kBactivity inHEK293Tcells treatedwith control, or
MAVSandTRAF6siRNA, transfectedwithBeads+C3fBfD.
(E) IRF3, -5, and -7 binding to DNA response ele-

ments in HEK293Tcells treated with DMSO or epoxomicin. (F) Levels of infection of HeLa cells treated
with DMSO or epoxomicin and panepoxydone after challenge with AdV, treated as indicated. (G) Rel-
ative level of Sindbis infection of HeLa cells in the presence of fresh medium (DMEM), medium with
IFN-a, or supernatant from cells treated with control or MAVS siRNA, challenged with PBS or AdVand
C3fBfD. (H) Viability of HeLa cells challenged with dilutions of C3fBfD in a spreading HRV infection
assay. Cells were treated with control or MAVS siRNA, then with DMSO, MG132, or panepoxydone.
Data are representative of three experiments; results in (A) to (G) are mean T SEM; data in (H) are
mean T SEM.
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Antibodies
Serum components binding to AdV ELISAs—
goat anti-human IgM HRP, goat anti-human IgA
HRP, goat anti-human IgG HRP, mouse anti-
human IgD HRP, and mouse anti-human IgE
HRP—were obtained from Abcam (Cambridge,
UK). Detection of human C3b, C4b, Mannan-
binding lectin, and C-reactive protein were modi-
fied from ELISA detection kits from Abcam.
Pentraxin 3 detection was by means of modified
ELISA kits from Hycult Biotech (Uden, Nether-
lands). Immunoblot of CD11b, CD11c, CD18, CD35,
CD46, CD55, p62, and complement C3 was by
antibodies from Abcam. Immunoblot of RIG-I,
MDA5, phosphorylated IKK, total IKK, phospho-
rylated IkB, total IkB, phospshorylated NF-kB
p65, total p65, TRAF2, TRAF3, TRAF5, TRAF6, and
glyceraldehyde-3-phosphate dehydrogenase (GAPDH)
(loading control) used antibodies fromCell Signal-
ing Technologies (Beverly, Massachusetts). Im-
munoblot for STING and MAVS used antibodies
from Santa Cruz Biotechnology (Dallas, Texas).
Immunoblot and immunofluorescence for AdV
hexon used polyclonal goat anti-adenovirus 5 anti-
body fromMillipore. Immunofluoresence was per-
formed by using MAVS and TOM20 antibodies
from Santa Cruz Biotechnology.

siRNA knockdown

TRIM21 siRNA was carried out as in (4). siRNA
againstRIG-I,MDA-5, STING,MAVS,TBK1,TRAF2,
TRAF3, TRAF5, and TRAF6 were from Santa Cruz
Biotechnology. siRNA against CD46 and CD55
were from Origene (Rockville, Maryland). p62
siRNA was from Life Technologies. siRNA was
transfected by using RNAiMAX from Life
Technologies.

Inhibitors

Pepinh-MyD and Pepinh-TRIF (Invivogen, Tou-
louse, France) were used alongside the supplied
control peptide at 50 mM.One mM5Z-7-Oxozaeanol
(Sigma), 2 mg/ml panepoxydone (Enzo Life Sci-
ences, Exeter, UK), 200 nM IKK Inhibitor VII
(Millipore), 1 mM Bafilomycin A1 (Santa Cruz
Biotechnology), 20 nM CID1067700 (Millipore),
and Epoxomicin (Millipore) was added at 2 mM.
KU55933 (Millipore) was used at 10 mM, Gö6976
(Millipore) was used at 5 mM, DBeQ (BioVision,
Milpitas, California)wasusedat 8mM,andrupintrivir
(Santa Cruz Biotechnology)was used at 2 mM. All
were added 1 hour before infection.

Plasmids and reporter constructs

Luciferase reporter cell lines were produced by
transfection of pGL4.32 NF-kB (Promega, Fitch-
burg, Wisconsin). NHLFs were transduced with
Cignal Lenti NF-kB (Qiagen, Hilden, Germany).
Minimal-CMV promoter–driven nano-luciferase
plasmid, pNL1.1CMV, was from Promega. Ex-
pression constructs for HRV 3C Protease and PV
3C Protease were from Origene. Flag-MAVS
was cloned into pcDNA3.1(+) by using NotI
and XhoI primers: forward 5′- ACGTGCGGCCG-
CCACCATGGACTACAAAGACGATGACGACAAG-
ATGCCGTTTGCTGAAGACAAGAC-3′ and reverse
5′-GGCGTCTGCACTAGTGACTCGAGTCTA-3′.

Plasmids were transfected by using Lipofect-
amine 2000 (Life Technologies).

Luciferase reporter assay

Cells were plated at 1 × 104 per well in 96 well
plates. The day after plating, virus and serum
were incubated 1:1 for 1 hour before addition to
cells. Viruses were added at the following titers:
AdV, 1.5 × 106 IU per well; WT AdV, 4.22 × 106 IU
per well; HPV, L1/L2 protein at 1.92 mg per well;
hAstV, 7.5 × 105 IU per well; FCV, 2.8 × 105 IU
per well; HRV, 3.16 × 106 IU per well; PV, 2.0 ×
106 IU per well; CVB, 2.0 × 106 IU per well;
EV71, 2.0 × 105 IU per well; and RSV, 2.0 × 105 IU
per well. For positive controls, 10 pg/ml recom-
binant TNF or 50 pg/ml LPSwas used. Cells were
incubated for 6 hours (18 hours for HPV) at 37°C
before addition of Steadylite Plus luciferase re-
agent (Perkin Elmer, Waltham, Massachusetts)
and reading on a BMG Pherastar FS platereader.
For assays involving pelleting, AdV and PBS or
serum were mixed before layering onto 30%
sucrose and spinning for 4 hours at 28,000 x g at
4°C, resuspending pellet in PBS. For transfection
of beads, 0.25 mm biotin-coated latex beads
(Sigma) were incubated with 500 mg/ml C3, fac-
tor B, and factor D (Sigma) or PBS for 1 hour.
Beads were transfected by using Lipofectamine
2000 (Life Technologies). For infections with S.
Typhimurium, overnight stationary phase cultures
were diluted 1/33 into 5 ml of fresh LB medium
and grown at 37°C, 400 rpm for 3.5 hours. A 1/500
dilution of these cultures was incubated with
250 mg/ml C3, factor B, and factor D for 15 min
before addition of a 10 ml mix onto cells. Luciferase
was read 7 hours after infection.

ELISAs

Serum-binding ELISAs carried out incubating
AdV+Serum for 1 hour before ultracentrifuga-
tion at 28,000 x g for 4 hours at 4°C through
30% sucrose. The pellet was resuspended in
PBS before binding to polystyrene high-binding
Microlon plates (Greiner-Bio-One, Frickenhau-
sen, Germany) overnight, blocking for 2 hours
with Marvel, before addition of serum. Quan-
tification was carried out by using kits listed in
antibodies section,with subtraction of signal from
Marvel-blocked wells. NHLF cells were plated
and infected in the samemanner as for luciferase
reporter assays. Cells were fixed with 4% parafor-
maldehyde and permeabilized with 0.1% Triton-
X100 in the plate 4 hours after infection, and
abundance of phosphorylated proteinswasmea-
sured by using the NF-kB signaling kit (Cell
Signaling Technologies). For analysis of cytokine
production, supernatant was harvested 24 hours
after infection and analyzed by means of ELISA
kits: IL-6 (Life Technologies), TNF (Life Technolo-
gies), CCL4 (Abnova, Taipei City, Taiwan), and
IFN-b (Life Technologies). Plates were read by
using a SpectraMAX 340PC (Molecular Devices,
Sunnyvale, California) at 450 and 650 nm.

Endosomal disruption assay

Endosomal disruption assay was modified from
Seth et al. (57). Cells were plated at 1 × 104 per

well in 96 well plates, in DMEM containing
12 mg/ml pNL1.1CMV (Promega). Virus mixes
were added as for the NF-kB reporter. Cells were
left for 18 hours after infection at 37°C, before
addition ofNanoLuc reagent (Promega) and read-
ing on a BMG Pherastar FS platereader.

Confocal microscopy

For intracellular C3 visualization, HeLa cells were
plated on glass coverslips andpermitted to adhere
overnight. Purified C3 was labeled with Alexa-
Fluor488-SDP Ester (Life Technologies) at 4°C
for 2 hours, before storage at –80°C. AdV was in-
cubated with 250 mg/ml labeled C3, factor B, and
factor D for 15 min before infection for 30 min.
For MAVS activation visualization, HEK293T cells
were transfected with pcDNA3.1-EV or pcDNA3.1-
FLAG-MAVS 48 hours before infection by using
Fugene 6. Cells were plated on glass coverslips
pretreatedwithCellTak (BectonDickinson,Franklin
Lakes, New Jersey) and permitted to adhere over-
night. AdV was incubated with 250 mg/ml of C3,
factor B, and factor D; or AdV was incubated
with PBS; or C3, factor B, and factor D were
incubated alone for 1 hour before addition to
cells for 6 hours. Cells were washed and fixed
with 4% paraformaldehyde, before permeabi-
lization with 0.1% Triton X-100 and blocking
with 5% bovine serum albumin (BSA). Immu-
nostaining for AdVwas by anti-adenovirus 5 goat
polyclonal antibody (Millipore), MAVS was by
mouse monoclonal (Santa Cruz Biotechnology),
and TOM20was by a rabbit polyclonal (Santa Cruz
Biotechnology). Coverslips were mounted on me-
dium containing 4' 6-diamidino-2-phenylindole
(DAPI) and imaged by using a Zeiss 63X objec-
tive on a Jena LSM 710 microscope (Carl Zeiss
MicroImaging, Oberkochen, Germany).

Neutralization assay

HeLa cells were plated at 1 × 105 per well in 6 well
plates. The day after plating, AdV and sera were
incubated 1:1 for 1 hour before addition to cells.
AdVwas infected with 3.75 × 104 IU per well. Eigh-
teen hours after infection, cells were harvested
and GFP positive cells enumerated by means of
flow cytometry by using a BD FACS Calibur 2.
IFN treatment was with addition of 1000 U/ml
Interferon-a (Sigma) 24 hours before infection.

Fate-of-capsid experiment

HeLa cells were plated at 1 × 105 per well in 6 well
plates. The day after plating, AdV and sera were
incubated 1:1 for 1 hour before addition to cells.
AdV was infected with 7.5 × 104 IU per well. Cells
were harvested by scraping at 0, 1, 2, 4, and 6 hours
after infection, followed by immunoblot for AdV.

MAVS aggregation

MAVS aggregation was carried out as previously
described by Hou et al. (35). Briefly, HEK293T
cells were challenged with PBS, AdV, C3fBfD,
or AdV+C3fBfD for 6 hours, after which they
were harvested, andmitochondrial extracts were
produced by douncing and ultracentrifugation.
HEK293T cells expressing Flag-MAVS was har-
vested 3 days after transfection. Samples were
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controlled for total protein and ran in Tris-Acetate
gels as semidenaturing gel electrophoresis, with
immunoblot carried out for MAVS.

Transfer of media experiment

Sindbis experiment was carried out as previously
described (1). Briefly, HeLa cells were infected
with PBS, AdV, C3fBfD, or AdV+C3fBfD. Cell
supernatant was collected 3 days after challenge
and used to treat fresh “reporter”HeLa cells. Other
reporter HeLa cells were provided fresh media
(DMEM) or were stimulated with 1000 U/ml
Interferon-a (Sigma). The following day, cells
were infected with Sindbis virus at multiplicity
of infection = 0.3, before enumeration of GFP-
positive cells 1 day after infection.

Restricting titer experiment

Cells were plated at 5 × 103 per well in 96 well
plates. Serial dilutions of 250 mg/ml C3, factor
B, and factor D were incubated with 20× TCID50

units HRV for 1 hour before addition to cells.
DMSO, MG132, or panepoxydone were added
1 hour before infection, and cells were washed
16 hours after infection into DMEM supplemented
with 2% fetal calf serum. Seven days after in-
fection, a MTT [3-(4,5-dimethylthiazol-2-yl)-2,5-
diphenyltetrazolium bromide] assay (Sigma)was
performed, permeabilizing cells by DMSO, mea-
suring absorbance with a SpectraMAX 340PC
(Molecular Devices) at 540 nm.
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DYNAMIC ORDERING

Topology and dynamics of active
nematic vesicles
Felix C. Keber,1,2* Etienne Loiseau,1* Tim Sanchez,3* Stephen J. DeCamp,3 Luca Giomi,4,5

Mark J. Bowick,6 M. Cristina Marchetti,6 Zvonimir Dogic,2,3 Andreas R. Bausch1†

Engineering synthetic materials that mimic the remarkable complexity of living organisms
is a fundamental challenge in science and technology. We studied the spatiotemporal
patterns that emerge when an active nematic film of microtubules and molecular motors is
encapsulated within a shape-changing lipid vesicle. Unlike in equilibrium systems, where
defects are largely static structures, in active nematics defects move spontaneously and can
be described as self-propelled particles. The combination of activity, topological constraints,
and vesicle deformability produces a myriad of dynamical states. We highlight two
dynamical modes: a tunable periodic state that oscillates between two defect configurations,
and shape-changing vesicles with streaming filopodia-like protrusions. These results
demonstrate how biomimetic materials can be obtained when topological constraints are
used to control the non-equilibrium dynamics of active matter.

F
undamental topological laws prove that it
is not possible to wrap a curved surface with
lines without encountering at least one sin-
gular point where the line is ill defined.
This mathematical result is familiar from

everyday experience. Common examples are dec-
orating Earth’s surface with lines of longitude
or latitude or covering a human hand with par-
allel papillary ridges (fingerprints). Both require
the formation of singular points known as topo-
logical defects (1). The same mathematical con-
siderations apply when assembling materials on
microscopic length scales. Nematic liquid crys-
tals are materials whose constituent rod-like mol-
ecules align spontaneously along a preferred
orientation that is locally described by the di-
rector (line) field. Covering a sphere with a nematic
leads to the formation of topological defects called
disclinations. Mathematics dictates that the net
topological charge of all defects on a spherical
nematic must add up to +2, where a charge of s
denotes a defect that rotates the director field
by 2ps. The basic nematic defects have charge
+½ or –½, corresponding to a p rotation of the
director field in the same sense or the opposite
sense, respectively, as that of any closed path
encircling the defect (2–6). Defects on topolog-
ically constrained geometries can acquire highly
complex and tunable spatial arrangements, which

can drive assembly of intriguing higher-order
hierarchical materials (7, 8). For this reason,
combining conventional soft materials with topo-
logical constraints has emerged as a promising
platform for organizing matter on micrometer
length scales. So far, most studies in this area
have focused on investigating equilibrium mate-
rials confined on rigid nondeformable surfaces
of varying topology (9–17). Equilibrium statistical
mechanics imposes tight constraints on the prop-
erties of such topological soft materials, which
can acquire remarkable spatial complexity but can-
not sustain persistent temporal dynamics.
Recent advances have enabled the assembly of

active nematic liquid crystals in which the con-
stituent rod-like building blocks continuously
convert chemical energy into mechanical motion
(18–20). Such materials are no longer constrained
by the laws of equilibrium statistical mechanics.
Consequently, unconfined active nematics exhibit
highly sought-after properties such as spontane-
ous chaotic flows that are tightly coupled to
continuously generating and annihilating motile
defects (21–23). We have merged active nematics
with soft topological constraints to create topolog-
ical active matter. Microtubule-based active nemat-
ics were confined onto a deformable spherical
surface provided by a lipid vesicle. Similar to
well-studied equilibrium nematics confined on a
sphere, topology requires the formation of de-
fects with a net topological charge of +2. In stark
contrast to the equilibrium case, however, ac-
tivity generated by energy-consuming kinesin
motors endows the active nematic defects with
motility. As a result, the complex spatial defect
structure becomes dynamic and the active nematic
vesicles are turned into robust colloidal clocks
with tunable frequency. By controlling the vesicle
tension, we coupled the oscillatory dynamics of
the active nematic cortex to vesicle deformations,

creating biomimetic shape-changing materials.
Our experiments suggest a route for designing
soft materials with controlled oscillatory dynam-
ics. They further raise intriguing questions about
how the dynamics of topological activematter can
be enriched by increasing the complexity of the
constraining surface, by controlling the nature of
the synchronization transitions that occur in
arrays of colloidal oscillators, and through the use
of active crystals and other far-from-equilibrium
materials (24).

Assembly of active nematic vesicles

We built on recent work by encapsulating active
nematics into deformable vesicles. Active nematic
vesicles encapsulating microtubules, kinesin mo-
tor clusters, and the nonadsorbing polymer poly-
ethylene glycol (PEG) within a lipid vesicle were
produced using an emulsion transfer technique
(25). PEG induces adsorption of microtubule fila-
ments onto the inner leaflet of the vesicle by the
depletion mechanism (26). At high microtubule
concentration, the entire vesicle surface is coated
with a dense monolayer of extensile microtubule
bundles, effectively creating a two-dimensional
(2D) nematic cortex. Individual kinesin motors,
fueled by energy from adenosine triphosphate
(ATP) hydrolysis, processively move along a mi-
crotubule backbone at velocities up to 0.8 mm/s
(27). When bound into multimotor clusters through
a biotin-streptavidin linkage, kinesin clusters form
cross-links with adjacent microtubules, induc-
ing them to slide relative to each other and gen-
erating active extensile stresses (19, 28, 29). We
image active nematic vesicles by confocal micros-
copy (30).
In equilibrium there are multiple defect arrange-

ments that minimize the free energy of a 2D
spherical nematic, with the exact configuration
depending on the strength of the elastic con-
stants. Under the assumption that the bend and
splay elastic moduli are equal, the free energy is
minimized when four +½ defects are located at
the corners of a tetrahedron inscribed within the
sphere (2, 3, 5). This configuration is favored be-
cause defects of the same charge repel each other.
Placing them at the corners of a tetrahedron max-
imizes their separation, thus minimizing liquid
crystal distortions. The 3D reconstruction of the
surface-bound active nematic reveals the presence
of four +½ disclination defects (Fig. 1), in agree-
ment with theoretical predictions for equilibrium
systems and previous experimental observations of
spherical nematic shells of finite thickness (4).

Oscillating defect dynamics in active
nematic vesicles

At finite ATP concentrations, active energy in-
put provided by kinesin clusters drives the micro-
tubule nematic far from equilibrium, yielding
surprising dynamics. In planar nematics active
stresses destabilize the homogeneous state (31–33)
and generate self-sustained streaming flows, with
the continuous creation and annihilation of mo-
tile defects that interact through elastic and hy-
drodynamic forces (19, 21–23). When the nematic
film is confined to the surface of a sphere, active
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unbalanced stresses drive motility of the four
+½ surface-bound disclinations, which leads to
streaming flows of the entire vesicle (Fig. 1 and
movie S1). The dynamics of spherical active ne-
matics is simpler than that of their planar counter-
part, as the four +½ defects on spherical nematics
never disappear and their lifetime is limited only
by the vesicle stability. Furthermore, the spatial
confinement used in our experiments suppresses
the production of additional defect pairs, thus
providing a unique opportunity to study the dy-
namics of a few isolated interacting defects in
a controlled way. We speculate that the defect
proliferation seen in planar nematics does not
occur in our vesicles because they are too small.
In all cases, the vesicles’ diameter is well below
the length scale ‘a at which the homogeneously
ordered system is unstable to bend deformations.
For microtubule-based planar active nematics, ‘a
is estimated to be ~100 mm (19).
Similar to the equilibrium case, the repulsive

elastic interactions between four +½ disclinations
in an active spherical nematic normally favor a
tetrahedral defect configuration (2, 3, 5). In
active systems, however, the asymmetric shape of
comet-like +½ disclinations also generates active
stresses and associated flows that in turn drive
defect motion. For extensile systems, defects are
propelled at constant speed toward the head of
the comet (Fig. 1C) (21). It is not possible for the
four defects to simultaneously minimize elastic
repulsive interactions and move with a prescribed
velocity determined by the ATP concentration
while keeping their relative distance constant. As
a result, defects move along complex spatiotem-
poral trajectories. To elucidate this emergent dy-
namics, we imaged the time evolution of active

vesicles by confocal microscopy and traced the
3D position of the individual defects (Fig. 1 and
movie S1). At any given time, the positions of
the four defects are described by the variables
aij, which denote the angle between radii from
the vesicle center to each of the six defect pairs
ij (Fig. 2A). For a tetrahedral configuration, all
six angles are aij = 109.5°, while for a planar con-
figuration a12 = a23 = a34 = a41 = 90° and a13 =
a24 = 180° (and permutations), resulting in an
average angle of 〈a〉planar ¼ 1=6∑

4
i<j¼1aij = 120°

(Fig. 2A). The temporal evolution of all six angles
reveals a clear pattern of defect motion (Fig. 2B).
For example, at time t = 602 s, two angles assume
a large value near 180° while the other four are
~90°, indicating a planar configuration. Forty-
three seconds later, this configuration switches
to a tetrahedral configuration in which all angles
are equal (Fig. 2D). Observations on longer time
scales demonstrate that the defects repeatedly
oscillate between the tetrahedral and planar con-
figurations, with a well-defined characteristic fre-
quency of 12 mHz (Fig. 2C). The frequency is set
by themotor speed and the size of the sphere, and
can be tuned by the ATP concentration, which
determines the kinesin velocity (fig. S1) (27).

Particle-based theoretical model
describes oscillatory dynamics
of active nematic vesicles

The oscillatory dynamics of spherical nematics
can be described by a coarse-grained theoretical
model. As shown recently, +½ defects in exten-
sile nematics behave as self-propelled particles
with velocity v0 proportional to activity and di-
rected along the axis of symmetry u (Fig. 3A and
fig. S2) (10). Each defect is then characterized by

a position vector on the sphere ri = ri(q, ϕ),
where q andϕ are the spherical coordinates, and
a unit vector ui = (cos yi , sin yi) describing the
orientation of the comet axis and directed from
the tail to the head. In local coordinates ui =
cos yi eqi + sin yi eϕi , where eqi and eϕi are unit
vectors in the latitudinal and longitudinal direc-
tions, respectively, and yi is the local orientation
(fig. S3). Adapting the planar translational dy-
namics to the curved surface of the sphere, and
augmenting it with the dynamics of orientation,
the equations of motion of each defect are given
by the overdamped Newton-Euler equations for
a rigid body

zt
dri
dt

− v0ui

� �
¼ f i ð1Þ

zr
dyi

dt
¼ Mi ð2Þ

where fi = –dE/dri and Mi = –dE/dyi are the
force and torque on the ith defect due to the
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Fig. 1. Defect dynamics of an active nematic film on the surface of a spherical vesicle. (A) Hemi-
sphere projection of a 3D confocal stack of a nematic vesicle. The positions of four +½ disclination
defects are identified. (B) Time series of hemisphere projections over a single period of oscillation in
which the four defects switch from tetrahedral (t = 0 s) through planar (t = 41 s) and back to tetrahedral
(t = 90 s) configurations. Scale bar, 20 mm. (C) Comet-like +½ disclination defect with schematic of the
orientation of the nematic director (red lines). (D) Schematic of the defect configurations at the time
points of (B) and intermediate times (t = 24 s, t = 65 s). The black arrowheads indicate the direction of
defect motion.

Fig. 2. Oscillatory dynamics of topological de-
fects. (A) Tetrahedral (blue) and planar (red) defect
configurations.The green scatterplots show themea-
sured positions of the defects on the unit sphere
at the extremal configurations. (B) Top: Kymograph
showing the time evolution of angular distances aij
of all six defect pairs [as indicated in (A)]. Bottom:
The average angle oscillates between the tetrahe-
dral configuration (〈a〉 = 109.5°, blue line) and the
planar configuration (〈a〉 = 120°, red line). An ex-
emplary transition between the two configurations
is indicated by the colored arrowheads (t = 602 s,
t = 643 s, t = 684 s). (C) Power spectrum of 〈a〉.The
peak at 12 mHz is associated with tetrahedral-
planar oscillations. FFT, fast Fourier transform. (D)
Distributions of angles aij. Gaussian fits return angles
of 109° T 13° for the tetrahedral configuration (blue)
and 90° T 12° and 163° T 9° for the planar config-
uration (red).
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repulsive interactions with the other three, with E
the elastic energy of the defects, and zt and zr are
translational and rotational frictions, respectively
(30). The dynamical equations are solved numer-
ically on the sphere, with defects initially randomly
spaced along the equator and with random ori-
entations. In equilibrium v0 = 0 and the defects
relax toward the minimum of their potential
energy, with the four defects sitting at the vertices
of a regular tetrahedron (Fig. 3B and fig. S4).
In the presence of activity, a finite v0 allows the

defects to escape from their minimal-energy con-

figuration. This leads to an oscillatory dynamics
characterized by a periodic motion of the de-
fects between two symmetric tetrahedral con-
figurations (Fig. 3, C and E), passing through an
intermediate planar one (Fig. 3D). The oscil-
lations arise from the competition between the
active force ztv0ui and the elastic force fi. The
period is determined by the sum of the time
scales for the defect to move uphill and down-
hill in the energy landscape (Fig. 3F, fig. S5, and
movie S2). The period of the oscillations is equal
to the time required for a defect to perform a

full revolution around the sphere axis; thus, T ≈
2pR/v0 and the frequency increases linearly with
activity (fig. S6). Oscillations occur if the rotational
dynamics is fast relative to the translational dy-
namics. For the defects to overshoot when they
approach the minimum in the energy landscape,
they need to quickly reorient before being at-
tracted back into the energy minimum (fig. S7).
The dynamics of the average angle 〈a〉 (Fig. 3F)
reproduces very closely our experimental find-
ings (Fig. 2B).
Thus, the perpetual oscillatory dynamics of

active nematic vesicles results from the interplay
of topology, liquid crystalline order, and activity.
The spherical topology of the vesicles imposes the
existence of exactly four +½ defects with particle-
like features. The entropic elasticity originating
from the local nematic order shapes the energy
landscape through which the defects move. Fi-
nally, activity powered by ATP hydrolysis fuels
the defect motion. The outlined mechanism leads
to robust oscillatory dynamics that survives the
presence of noise, which is inevitable in the ex-
perimental system.

Active nematic cortex drives large-scale
vesicle shape changes

The flexibility of the encapsulating vesicle al-
lows us to study the uncharted regime in which
the dynamics of an active nematic cortex couples
to a deformable constraining surface (movie S3).
To explore the dynamics of this entire regime,
we apply a hypertonic stress inducing a water ef-
flux that deflates the vesicle (Fig. 4 and movie
S4). The shape of slightly deflated vesicles con-
tinuously fluctuates around a mean spherical
shape and is characterized by the continuous
growth and shrinkage of the major and minor
axis of an ellipse, with a periodicity set by the
defect transport speed. In addition, these vesi-
cles exhibit four motile protrusions that are tight-
ly coupled to the dynamics of the underlying
disclination defects. Deflating the vesicles further
causes a marked change in shape: The overall
vesicle becomes anisotropic and motile, with
filopodia-like protrusions growing in size and
reaching lengths of tens of micrometers. The 3D
reconstruction of shape-changing flaccid vesicles
demonstrates the existence of only four protru-
sions (Fig. 4B), this number being determined by
the fundamental topological constraints. Re-
swelling the vesicle causes the amplitude of the
shape deformations to continuously decrease,
the protrusions to vanish, and the vesicle to re-
cover its initial spherical shape.
The other parameter that critically affects the

emergent behavior of spherical nematics is the
vesicle diameter (34, 35) (Fig. 5). Decreasing
the diameter increases the curvature of surface-
bound microtubules and the energetic cost of
confining active nematics to a spherical surface.
For vesicles with radii larger than 18 mm, we only
observe oscillations of four motile +½ defects
(Fig. 5H). For smaller radii, the population of
vesicles and the emergent dynamics becomes
heterogeneous (Fig. 5I). For example, we observe
a dynamical mode in which microtubules form a
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Fig. 3. A theoretical model that describes nematic defects as self-propelled particles predicts
oscillatory dynamics. (A) Active +½ disclinations with an axis of symmetry u behave as self-propelled
particles by generating a local flow (black lines) that convects the defect core toward the head of the
comet-like structure described by the director field (blue lines). (B) In the absence of activity, four +½
sphere-bound disclinations relax toward the minimum of their potential energy, with the four defects
sitting at the vertices of a regular tetrahedron. (C to E) For active nematics, the defects undergo a self-
organized periodic motion: Starting from a passive equilibrium tetrahedral configuration (C), they pass
through a planar configuration (D) on the way to another tetrahedral configuration (E) and then back
again periodically. (F) The average angular distance 〈a〉 as a function of time with asymmetric oscillations
between a tetrahedral state [i.e., 〈a〉 = 109.5°, shown in (C) and (E)] and a planar state [i.e., 〈a〉 = 120°,
shown in (D)].The energy landscape reveals a minimum for the tetrahedral configuration and a maximum
for the planar one. The average angle 〈a〉 does not distinguish between the two equivalent alternating
tetrahedra shown in (C) and (E).When described in terms of this coordinate, the dynamics oscillates from
the minimum of the plot in (B) to the maximum, then back to the same minimum.
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rotating ring around the equator of a spherical
vesicle (Fig. 5A). The diameter of the microtubule
ring increases because of extensile forces driven
by molecular motors. To satisfy the spherical
confinement the ring eventually buckles out of
the equatorial plane, forming a saddle shape

configuration which initiates the formation of
the four +½ defects. The defects collide pairwise
and fuse, such that a new ring is formed (Fig. 5,
C and D, and movies S5 and S6). By this mech-
anism, the vesicle switches between the ring
structure and the structure characterized by four

+½ defects (Fig. 5B). For the same parameters
we also find that stiff microtubules can deform
the vesicle, forming a spindle-like structure with
two +1 defects at the spindle poles. Structurally,
spindle-like vesicles resemble the isotropic-nematic
tactoids found in equilibrium liquid crystals (Fig.
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Fig. 4. Vesicle shape changes driven by defect dynamics. A 10%
hypertonic stress is applied at t = 5.2 min to provide an excess mem-
brane area. (A) Confocal images showing the z-projection of the ves-
icle shape, with corresponding 3D schematics shown in (B). Starting
from a spherical nematic vesicle with four +½ defects (t = 5 min), four
dynamic protrusions grow from the defect sites while the vesicle slowly
deswells. At t = 78 min, the vesicle reswells and the protrusions de-
crease in size and eventually disappear. (C) Bottom: The amplitude
of shape deformations increases over time, as shown by the plot of
the vesicle aspect ratio (ratio of major to minor ellipse axis), reaching
a maximum value of 1.6 at t = 75 min. Restoring vesicle volume Ṽ by
applying a hypotonic stress at t = 78 min inverts the effect, sup-
pressing shape fluctuations. Red arrowheads denote when osmotic
stresses are applied. Top: Estimate of the time evolution of Ṽ.

Fig. 5. Size-dependent morphology and dynamics of flexible nematic
vesicles. (A to D) Ring-mode vesicle. (A) Microtubule bundles arrange in
a ring around the equator. (B) Fraction of time spent by the vesicles in the
ring configuration. (C) Schematic illustrating the transition between the ring
and the four +½ defect configuration. The corresponding z-projected
confocal images for this sequence are shown in (D). (E to G) Spindle-like
vesicle. (E) Each pole contains a +1 aster-like defect. (F) Temporal evolution
of the distance between the two +1 aster-like defects. While extending, the
microtubule bundles buckle and the two +1 protrusions fold on each other.
This results in cycles of microtubule extension, buckling, and folding (light

blue lines are guides to the eye). A sequence of confocal images illustrating this dynamics is shown in (G). (H) Schematic of a large spherical vesicle
exhibiting four +½ defects. (I) Types of dynamics. The histogram shows the percentage of vesicles displaying a defect configuration as a function of the
radius (total count = 168). For radii above 18 mm, all the vesicles exhibit the four +½ defect configuration shown in (H). For radii in the range 10 to 18 mm,
vesicles that undergo continuous transitions between four +½ defect (blue) and ring (cyan) configurations [shown in (A)] are found. The color code for
the defect topology is shown in the pictograms; some cases remain uncharacterized because of resolution limitations. Scale bars, 8 mm.
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5E) (36). Active spindle-like vesicles also exhibit
interesting dynamics. Taking advantage of the
excess membrane area stored in the membrane
tension, the constituent extensile microtubule
bundles push outwardly to extend the spindle
poles. At a critical bundle length, the connectivity
of the constituent microtubule bundles in the
central spindle region decreases and the spindle
becomes unstable, buckles, and folds into a more
compact shape. At this point, the microtubules
start extending again, and the cycle of vesicle
extension, buckling, folding, and reextension re-
peats multiple times (Fig. 5, F and G, and movie
S7). It is also possible to observe vesicles that
transition between spindle and ring structures
(fig. S8 and movie S8).
Our results demonstrate how combining ac-

tive matter with topological constraints yields
structures and dynamics that cannot be observed
in conventional equilibrium systems (37–40). Spe-
cifically, we have shown that confining active ne-
matic films onto the surface of a sphere suppresses
defect generation and yields a robust and tu-
nable oscillatory dynamics that iswell describedby
a coarse-grained theoretical model. Furthermore,
confinement and the constraints imposed by to-
pology simplify the complex dynamics of planar
active nematics that exhibit complex chaotic spa-
tiotemporal behavior.
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NEURODEGENERATION

Poly-dipeptides encoded by the
C9orf72 repeats bind nucleoli, impede
RNA biogenesis, and kill cells
Ilmin Kwon,1 Siheng Xiang,1 Masato Kato,1 Leeju Wu,1 Pano Theodoropoulos,1

Tao Wang,2 Jiwoong Kim,2 Jonghyun Yun,2 Yang Xie,2 Steven L. McKnight1*

Many RNA regulatory proteins controlling pre–messenger RNA splicing contain serine:arginine
(SR) repeats. Here, we found that these SR domains bound hydrogel droplets composed of
fibrous polymers of the low-complexity domain of heterogeneous ribonucleoprotein A2
(hnRNPA2). Hydrogel binding was reversed upon phosphorylation of the SR domain by
CDC2-like kinases 1 and 2 (CLK1/2). Mutated variants of the SR domains changing serine to
glycine (SR-to-GR variants) also bound to hnRNPA2 hydrogels but were not affected by CLK1/2.
When expressed in mammalian cells, these variants bound nucleoli.The translation products
of the sense and antisense transcripts of the expansion repeats associated with the C9orf72
gene altered in neurodegenerative disease encode GRn and PRn repeat polypeptides. Both
peptides bound to hnRNPA2 hydrogels independent of CLK1/2 activity.When applied to
cultured cells, both peptides entered cells, migrated to the nucleus, bound nucleoli, and
poisoned RNA biogenesis, which caused cell death.

A
mong familial causes of amyotrophic lat-
eral sclerosis (ALS) and/or frontotemporal
dementia (FTD), between 25 and 40% of
cases are attributed to a repeat expansion
in a gene designated C9orf 72, with an open

reading frame (ORF). The hexanucleotide repeat
sequence GGGGCC normally present in 2 to 23
copies is expanded in affected patients to 700 to
1600 copies (1, 2). The pattern of genetic inher-
itance of the C9orf 72 repeat expansion is dom-
inant, and multiple lines of evidence suggest
that the repeat expansion causes disease. Two

theories have been advanced to explain repeat-
generated toxicity. First, in situ hybridization as-
says have identifiednuclear dots containing either
sense or antisense repeat transcripts (3–5), which
leads to the idea that the nuclear-retained RNAs
might themselves be toxic. More recently, equally
clear evidence has been generated that both the
sense and antisense transcripts of the GGGGCC
repeats associated with C9orf 72 can be translated
in an ATG-independent manner (without an ATG
start codon) known as repeat-associated non-
ATG (RAN) translation (6). Depending on read-
ing frame, the sense transcript of the repeats can
be translated into glycine:alanine (GAn), glycine:
proline (GPn), or glycine:arginine (GRn) polymers.
RAN translation of the antisense transcript of
the GGGGCC repeats of C9orf 72 lead to the
production of proline:alanine (PAn), proline:
glycine (PGn), or proline:arginine (PRn) polymers.
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These repeat-encoded polymers are expressed
in disease tissue (5, 7–9). The disordered and hy-
drophobic nature of these polymers, at least the
GAn, GPn, and PAn versions, properly predicted
that they would aggregate into distinct foci with-
in affected cells (5, 9). Another plausible explana-
tion for repeat-generated toxicity is the idea that
thepolymeric aggregates resulting fromRANtrans-
lation of either the sense or antisense repeats are
themselves toxic.
Here, we investigated a third and distinct in-

terpretation as to the underlying pathophysiology
associated with repeat expansion of the hexanu-
cleotide repeats associated with the C9orf72 gene.
We suggest that two of the six RAN translation
products, GRn encoded by the sense transcript
and PRn encoded by the antisense transcript, act
to alter information flow from DNA to mRNA to
protein in amanner that poisons both pre-mRNA
splicing and the biogenesis of ribosomal RNA.

Serine:arginine domains of
pre-mRNA splicing factors bind
hnRNPA2 hydrogels in a
phosphorylation-regulated manner

Our standard method of retrieving proteins en-
riched in unfolded, low-complexity (LC) sequences
involves the incubation of cellular lysates with
a biotinylated isoxazole (b-isox) chemical (10).
When incubated on ice in aqueous buffers, the
b-isox chemical crystallizes. X-ray diffraction
analyses of the b-isox crystals revealed the sur-
face undulation of peaks and valleys separated
by 4.7 Å. It is hypothesized that, when exposed to
cell lysates, disordered, random-coil sequences
can bind to the surface troughs of b-isox crystals

and, thereby, be converted to an extended b-strand
conformation.When the crystals are retrieved by
centrifugation, they selectively precipitate DNA
and RNA regulatory proteins endowed with LC
sequences. When these methods were used to
query the distribution of nuclear proteins pre-
cipitated by b-isox microcrystals, scores of pro-
teins annotated as being involved in the control
of pre-mRNA splicing were retrieved (11).
Many splicing factors contain long repeats of

the dipeptide sequence serine:arginine (SR). Given
theLCnature of SRdomains,wehypothesized that
it was this determinant that facilitated b-isox pre-
cipitation. Focusing on a member of the SR pro-
tein family that has been studied extensively,
serine:arginine splicing factor 2 (SRSF2), we ap-
pended its SR domain to green fluorescent pro-
tein (GFP) to ask whether the SR domain might
be sufficient to mediate b-isox precipitation. GFP
is a well-folded protein that, alone, is not pre-
cipitated by b-isox crystals (10). When fused to
the SR domain of SRSF2, GFP was precipitated
efficiently by b-isox crystals (fig. S1, A and B).
When incubated at high concentrations, the

LC domains of certain RNA regulatory proteins,
including FUS, EWS, TAF15, and hnRNPA2,
polymerize into amyloid-like fibers. In a time-
and concentration-dependent manner, these fi-
bers adopt a hydrogel-like state (10). No evidence
of polymerization or hydrogel formation was ob-
served upon incubation of the GFP fusion protein
containing the SR domain of SRSF2 (designated
GFP:SRSF2). We then asked whether the fusion
protein might be bound and retained by hydrogel
droplets formed from polymers of the LC domain
of hnRNPA2 (10). Indeed,GFP:SRSF2boundavidly

to hydrogel droplets formed from the LC domain
of hnRNPA2 (Fig. 1A).
The SR domains of splicing factors can be

phosphorylated (12–14). Two related protein ki-
nase enzymes, CDC2-like kinase 1 (CLK1) and
CDC2-like kinase 2 (CLK2), phosphorylate serine
residues within SR domains (fig. S1C) (15–18). In
order to ask whether phosphorylation of SR
domains might affect their binding to hydro-
gel droplets formed from the LC domain of
hnRNPA2, we prebound the GFP:SRSF2 fusion
protein and then exposed the droplets to ATP
alone, CLK1/2 enzymes alone, or a mix of ATP
and enzymes. Release of the GFP:SRSF2 test
protein was observed in a time-, enzyme-, and
ATP-dependent manner (Fig. 1A).
The CLK1/2 protein kinases themselves con-

tain SR domains, presumably to help guide these
enzymes to the proper subnuclear locations where
they serve to regulate the activities of SR domain–
containing splicing factors (17). Hydrogel droplets
were coexposed to GFP:SRSF2 along with a de-
rivative of CLK2 containing an SR domain. In this
case, exposure to ATP alone facilitated release of
GFP:SRSF2, presumably because of activation of
the CLK2 enzyme held by its SR domain in prox-
imity to the GFP:SRSF2 test protein (fig. S1D).
The SRSF2 splicing factor contains two SR

domains, one located between residues 117 and
169 of the polypeptide and another located be-
tween residues 177 and 221 (fig. S2). Out of 21
serine residues within the former SR domain, 16
were mutated to glycine, which led to a variant
designated SRSF2G1. Likewise, 14 out of 17 serine
residues within the latter SR domain were mu-
tated to glycine, which led to the SRSF2G2 variant.
These two mutants were recombined to produce
the SRSF2G1/G2 variant (fig. S2). The altered SR do-
main of the SRSF2G1/G2 variant was fused to GFP
(GFP:SRSF2G1/G2), expressed in bacteria, purified,
and exposed to hnRNPA2 hydrogel droplets. Like
the native SR domain, the GFP:SRSF2G1/G2 variant
bound to the hydrogel droplets. By contrast, when
the bound hydrogel droplets were exposed to ATP
and either of the CLK1/2 enzymes, no GFP was
released (Fig. 1B).

Binding of native and serine-to-glycine
variants of SRSF2 to nuclear puncta

SR domain–containing pre-mRNA splicing fac-
tors localize to various puncta in the nucleus of
eukaryotic cells (19). In interphase nuclei, SR-
containing proteins are found in puncta vari-
ously termed “interchromatin granule clusters”
or nuclear speckles. These puncta are roughly 1
to 3 mm in diameter and are composed of smaller
granules connected by a thin fibril (20). Hypo-
phosphorylated SR domains associate with the
periphery of nucleoli in a region termed nucleolar
organizing region (NOR)–associated patches
(NAPs) (21). Knowing that the SR domain of the
SRSF2G1/G2 mutant binds to hnRNPA2 hydrogels
in amanner immune to CLK1/2-mediated release,
we transfected cultured cells with GFP-tagged ver-
sions of the four SRSF2 variants (the native protein
and the three mutants: SRSF2G1, SRSF2G2, and
SRSF2G1/G2). Unlike the native SRSF2 protein,
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Fig. 1. CLK1/2-
mediated release of
GFP-fused SR domain
frommCherry:hnRNPA2
hydrogel droplets.
Hydrogel droplets
composed of mCherry
fused to the LC
domain of hnRNPA2
were incubated with
protein solution of
GFP-fused to SR
domains from either
SRSF2 (A) or SRSF2G1/G2
(B). Both GFP proteins
bound well to the
mCherry:hnRNPA2
hydrogels as revealed
by GFP signal trapped
at the periphery of
hydrogel droplets (22).
After overnight incubation
with either CLK1 or
CLK2, prebound GFP-
fused SR domain of
SRSF2 was released
from the mCherry:hnRNPA2 hydrogels in the presence of ATP [third and fifth panels of (A)]. The GFP-
fused to the SR domain of SRSF2G1/G2 was resistant to CLK1/2-mediated release from hydrogels [third
and fifth panels of (B)].

RESEARCH | RESEARCH ARTICLES



which distributed to nuclear speckles, the other
three proteins associated with nucleoli (Fig. 2A).
When cotransfected with an expression vector
encoding CLK1 enzyme, partial release from nu-
cleoli was observed for the SRSF2G1 and SRSF2G2
mutants, yet no release was observed for the
SRSF2G1/G2 mutant (Fig. 2B). Thus, it appears that,
by changing serine residues to glycine in the three
mutants of SRSF2, we created mimics of the hy-
pophosphorylated state of SR proteins. Because
the SRSF2G1 and SRSF2G2 proteins can only be
partially phosphorylated by CLK1, and because
the SRSF2G1/G2 variant cannot be phosphorylated,
we reason that these proteins become trapped in
nucleoli at an early stage of the pathway of nu-
clear speckle formation and pre-mRNA splicing.

The GRn and PRn RAN translation
products of C9orf72 bind
hnRNPA2 hydrogels

The sense and antisense transcripts of the GGGGCC
repeat expansions associated with familial forms

of ALS and FTD can be translated in an ATG-
independent manner (5, 7, 9). Depending on
reading frame, the sense repeat transcript en-
codes GAn, GPn, or GRn polymers. Likewise, the
antisense transcripts of the repeats encode PAn,
PGn, and PRn polymers. We focused on the GRn

translation product of the sense repeat transcript
and the PRn translation product of the antisense
repeat transcript for three reasons. First, these
polymers are considerably more hydrophilic than
the GAn, GPn, PAn, and PGn polymers and are less
likely to aggregate. Second, the GRn and PRn

polymers might, by virtue of the abundance of
arginine residues, be self-programmed to return
to the nucleus after cytoplasmic translation (owing
to the fact that nuclear localization signals tend
to be enriched in basic amino acids). Third, these
polymers are reminiscent of the SRSF2G1, SRSF2G2,
and SRSF2G1/G2 variants that bound to hnRNPA2
hydrogel droplets independent of the effects of the
CLK1 enzyme (Fig. 1) and are associated tightly
with nucleoli in living cells (Fig. 2).

GFP derivatives were prepared that contained
20 repeats of the dipeptide sequence SR, GR, or
PR (22). After expression in bacterial cells and
purification, each fusion protein was incubated
with hnRNPA2 hydrogels. Unlike GFP itself, which
did not bind to any of the hydrogels used, the
GFP:SR20,GFP:GR20, andGFP:PR20 fusionproteins
bound avidly to hnRNPA2 hydrogel droplets.When
protein-bound hydrogels were exposed to CLK1
or CLK2 in the presence of ATP, GFP:SR20 was
liberated but not GFP:GR20 or GFP:PR20 (Fig. 3).
We interpret these results in the same way as
observationsmadewith GFP:SRSF2 and its serine-
to-glycine variants (Figs. 1 and2). CLK1/2-mediated
phosphorylation of the serine residues in the
GFP:SR20 fusion protein is interpreted to facilitate
its release from hnRNPA2 hydrogel droplets. Be-
cause the GRn and PRn polymers have no serine
residues, they cannot be phosphorylated and
released from hydrogels upon exposure to CLK1/2
and ATP.

The GRn and PRn RAN translation
products of C9orf72 penetrate cells,
migrate to the nucleus, bind nucleoli,
and kill cells

Polymeric versions of the GRn and PRn transla-
tion products of C9orf 72 were synthesized that
contained 20 dipeptide repeats terminated by
an epitope tag (22). The synthetic peptides were
solubilized in aqueous buffer and applied to cul-
tured U2OS cells (a human osteosarcoma cell
line) for 30 min at 10 mM. The cells were then
fixed and stained with antibodies capable of rec-
ognizing the hemagglutinin (HA) epitope tag.
Both the GR20 and PR20 polymers entered cells,
migrated to the nucleus, and bound to nucleoli
(Fig. 4A). The morphology of U2OS cells was
altered after prolonged exposure to the GR20 and
PR20 translation products of C9orf 72 hexanucleo-
tide repeats. Alteration in cell morphology was
more pronounced for the PR20 peptide than for
GR20. Within 24 hours of exposure to 10 mM of
PR20, U2OS cells began to display a spindlelike
phenotype. Upon exposure to 30 mM of the PR20

peptide for 24 hours, almost all cells were de-
tached from the culture substrate and dead (fig.
S3A). Similar effects on cell morphology and via-
bility were observed for cultured human astrocytes
(fig. S3B).
The stability of the GR20 and PR20 peptides

was analyzed by immunoblotting. After the ad-
ministration of a single dose of each peptide,
U2OS cells were incubated for the indicated time
periods. After retrieval of culture medium, cells
were then washed with phosphate-buffered sa-
line, lysed, and deposited onto nitrocellulose dot
blots that were probedwith antiserum specific to
the HA epitope. These measurements gave evi-
dence of a relatively short half-life for the GR20

peptide (20 to 30 min), but a much longer half-life
for the PR20 peptide (72 hours) (fig. S4, A and B).
Cell viability was then measured for cul-

tures exposed to varying levels of the PR20 (22). A
median inhibitory concentration (IC50) value of
5.9 mM was observed for the PR20 peptide (Fig.
4B). Similar cellular toxicity was observed for the
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Fig. 2. Native or S-to-G mutated variants of SRSF2 localize to different nuclear puncta. GFP fusion
proteins linked to either the native, full-length SRSF2, or the SRSF2G1, SRSF2G2 or SRSF2G1/G2 mutants
were transfected in U2OS cells in the absence (A) or presence (B) of a coexpressed mCherry:CLK1 fusion
protein.The native SRSF2 protein localized to nuclear speckles and was dispersed into the nucleoplasm in
the presence of cotransfected mCherry:CLK1. The SRSF2G1 and SRSF2G2 mutants localized to nucleoli as
deduced by costaining with antibodies specific to the nucleolar marker, fibrillin. The SRSF2G1 mutant was
partially redistributed from nucleoli to the cytoplasm in the presence of mCherry:CLK1. The SRSFG2
mutant was partially redistributed from nucleoli to the nucleoplasm in the presence of mCherry:CLK1.
Coexpression of mCherry:CLK1 had no effect on the nucleolar localization of the SRSF2G1/G2 mutant.
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GR20 peptide, but only when the GR20 peptide
be added every 2 hours (Fig. 4C). Cell death in
response to the PR20 peptide was also time-
dependent. After administration of 10 mM of
the PR20 peptide, half-maximal impact on cell
viability was observed roughly 36 hours later
(fig. S4E). When cells were exposed to a 30 mM
dose of the peptide, 50% cell death was ob-
served at 6 hours (fig. S4F).

Exposure of cultured cells to the GR20

and PR20 translation products of
C9orf 72 impairs both pre-mRNA splicing
and the biogenesis of ribosomal RNA

Having observed that GR20 and PR20 translation
products of the C9orf 72 hexanucleotide repeats
bound nucleoli and killed cultured cells, we won-
dered whether this might be the consequence of
alterations in RNA biogenesis. To this end, cul-
tured human astrocyte cells were exposed for
6 hours to the synthetic PR20 peptide and used to
prepare RNA for deep sequencing. Computa-
tional analysis of the RNA-sequencing (RNA-seq)
data predicted alteration in splicing in a variety
of cellular mRNAs (22). Validation of predicted
changes in pre-mRNA splicing was conducted by
use of strategically designed polymerase chain
reaction (PCR) primers (22). PCR products con-
sistent with predicted alterations in splicing
were subjected to DNA sequencing (fig. S5A).
In all cases, predicted changes in pre-mRNA
splicingwere confirmed, with the degrees of effect
on splicing ranging from modest, in the cases of
the nascent polypeptide-associated complex sub-
unit alpha (NACA) and RAN guanosine triphos-
phatase (GTPase) mRNAs, to severe, in the cases
of the pentraxin-related protein PTX3 and the
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Fig. 4. Synthetic GR20 and PR20 peptides bind nucleoli and kill cells. (A) Peptides containing 20 repeats of GR
or PR (GR20 or PR20, respectively) were synthesized to contain an HA epitope tag and applied to cultured U2OS
cancer cells (left) or human astrocytes (right). Cells were fixed and stained with either the HA-specific antibody
(green signal) or an antibody to the nucleolar protein fibrillin (red signal). Both GR20 and PR20 synthetic peptides associated prominently with nucleoli.
Measurements of U2OS cell viability revealed toxicity in response to both PR20 (B) and GR20 (C) synthetic peptides. Cell viability was measured at 72 or
12 hours after initial treatment of PR20 or GR20, respectively. In the case of GR20 peptide, the medium was replaced every 2 hours to supplement fresh peptide.
The PR20 and GR20 synthetic peptides killed U2OS cells with IC50 levels of 5.9 and 8.4 mM, respectively.

Fig. 3. Binding of translation products ofC9orf72 hexanucleotide repeat expansion tomCherry:hnRNPA2
hydrogel droplets. Recombinant fusion proteins linking GFP to 20 repeats of the SR, GR, or PR polymers
(GFP:SR20, GFP:GR20, or GFP:PR20) were applied to slide chambers containing mCherry:hnRNPA2 hydrogel
droplets. After overnight incubation at 4°C; all three proteins were trapped to the periphery of the hydrogels
droplets (top). When incubated with reaction mixtures containing either the CLK1 or CLK2 protein kinase
enzymes, prebound GFP:SR20 was released from the hydrogels in an ATP-dependent manner. GFP:GR20 or
GFP:PR20 prebound to mCherry:hnRNPA2 hydrogel droplets were immune to the release by CLK1 or CLK2,
even in the presence of ATP.
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growtharrestandDNAdamage-inducibleGADD45A
mRNAs.Administration of thePR20 peptide caused
exon 2 skipping of the mRNA encoding the RAN
GTPase, which resulted in removal of the first 88
residues of the protein (Fig. 5A and fig. S5B).
Furthermore, PR20 administration caused exon 2
skipping of themRNAencoding the PTX3, which
predicted an in-frame deletion of 135 amino acids
(Fig. 5B and fig. S5C). PR20 administration also
caused the mRNA encoding NACA to contain a
different 5′ untranslated region (5′ UTR) (Fig. 5C).
Finally, PR20 administration caused the mRNA
encoding GADD45A protein to include the full
intronic sequences on both sides of exon 2 in the
mature transcript, which altered the ORF in a
manner expected to inactivate the GADD45A
protein if translated from the aberrantly spliced
mRNA (Fig. 5D).
Computational analysis of RNA-seq data fur-

ther revealed changes in the abundance of a
subset of cellular RNAs as a function of admin-
istration of the PR20 peptide (table S1). A large
fraction of the altered RNAs encoded ribosomal
proteins (Fig. 5E) or small nucleolar RNAs
(snoRNAs). In both cases, PR20 administration
enhanced RNA abundance. Having observed
that both the GR20 and PR20 peptides bound to
nucleoli and having observed changes in the
abundance of snoRNAs and mRNAs encoding
ribosomal proteins, we investigated the central
task of nucleoli to synthesize mature ribosomal
RNA (rRNA). Nine PCR primer pairs were de-
signed to interrogate the synthesis and process-
ing of rRNA (22). Three monitored the levels of
the mature 18S, 5.8S, and 28S rRNAs. The other
six primers were designed to monitor the 45S
rRNA precursor, including pairs that probed: (i)
the initial, 5′ end of the precursor that is elim-
inated along the pathway of rRNA maturation;
(ii) the precursor junction at the 5′ end of 18S
rRNA; (iii) the precursor junction at the 3′ end of
18S rRNA; (iv) the precursor junction at the 5′
end of 5.8S rRNA; (v) the precursor junction at
the 3′ end of 5.8S rRNA; and (vi) the precursor
junction at the 5′ end of 28S rRNA (see Fig. 5F).
RNAwas prepared from human astrocytes exposed
for 12hours to vehicle alone or to 10 mMor30mMof
the PR20 peptide. Slight reductions in 28S rRNA
were observed in the samples derived from cells
treated with 30 mM of the PR20 peptide. To our
surprise, the level of 5.8S rRNAwas reduced by 70%
under these conditions (Fig. 5F).
Evidence of impediments in the production of

rRNA was confirmed upon evaluation of junc-
tional PCR probes. The quantitative PCR (qPCR)
primers specific for the 5′ transcribed spacer at
the front end of the rRNA precursor revealed a
20% elevation of the precursor in cells exposed to
the lower, 10 mM, concentration of the PR20 pep-
tide. The first junctional probe also revealed an
elevation in immature rRNA, the second junc-
tional probe revealed normal levels of rRNA
precursor, the third probe revealed roughly 20%
attenuation of the precursor, the probe moni-
toring the 3′ junction of 5.8S rRNA revealed 40%
attenuation, and the probe monitoring the 5′
junction of 28S rRNA revealed normal precursor

levels. Cells exposed to 30 mMof the PR20 peptide
revealed reductions in the 45S rRNA precursor
consistent with a similar, 5′ to 3′ polarity of im-
pediment. Indeed, the qPCR primer pair monitor-
ing processing at the 3′ terminus of 5.8S rRNA

revealed a 70% drop. Irrespective of whether
these effects result from altered transcription of
rRNA genes, altered processing of the 45S rRNA
precursor, or both, these assays provide evidence
of nucleolar dysfunction in cells treated with the
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Fig. 5. Effect of PR20 peptide on RNA processing.Aberrant splicing of the RAN GTPase, PTX3, NACA,
and GADD45A transcripts in PR20-treated cells was validated by reverse transcription PCR (RT-PCR)
(A to D). Schematic diagrams show either normal splicing (black lines) or missplicing (red lines). A bold
red line in (D) indicates retention of intron. (A) RT-PCR analysis of RAN GTPase transcript: Arrow indi-
cates normal transcript [252 base pairs (bp)], and arrowhead indicates exon 2-skipped transcript (212 bp).
(B) RT-PCR analysis of PTX3 transcript: Arrow indicates normal transcript (844 bp), and arrowhead in-
dicates exon 2–skipped transcript (442 bp). (C) RT-PCR analysis of NACA transcript: Arrow indicates
normal transcript (386 bp), and arrowhead indicates transcript with aberrant 5′ UTR (314 bp). (D) RT-PCR
analysis of GDD45A transcript: Arrow indicates normal transcript (573 bp), and arrowhead indicates intron-
retention transcript (1283 bp). (E) Scatter plot of RNA abundance measured from RNA-seq data (top).
RNA abundance [log2(fragments per kilobase of exon or FPKM)] for the control sample is shown on the x
axis and RNA abundance for the PR20 treated sample on the y axis. Each dot represents a single mRNA
species, with green dots representing transcripts of individual ribosomal protein genes. The distribution of
RNA abundance (fold change) between the PR20-treated sample and the control sample is shown in (E)
(bottom). Black line represents the distribution of all genes, and green line represents the distribution of
ribosomal protein genes. Expression of members of the ribosomal protein gene family was significantly up-
regulated by PR20 treatment (P < 2.2e-16, Kolmogorov–Smirnov test). (F) Aberrant rRNA processing in
PR20-treated cells as analyzed by qPCR. Data are plotted as normalized fold-change against control and
error is represented by standard deviation of triplicate experiments. The y axis indicates fold changes
relative to untreated control. Black bars on the x axis below histograms indicate approximate locations of
qPCR primers for 45S, 18S-5′ junction, 18S, 18S-3′ junction, 5.8S-5′ junction, 5.8S, 5.8S-3′ junction, 28S-5′
junction, and 28S rRNA (from left to right).

RESEARCH | RESEARCH ARTICLES



PR20 RAN translation product of the C9orf72
hexanucleotide repeats.

The GRn and PRn synthetic peptides
alter splicing of the EAAT2 transcript in
a pattern identical to that observed in
ALS patients

Having observed global alterations in pre-mRNA
splicing in cells exposed to the PR20 synthetic
peptide, we asked whether alterations in pre-
mRNA splicing might have been observed in the
study of patient-derived tissues. Splicing of the
transcript encoding a glutamate transporter des-
ignated excitatory amino acid transporter 2
(EAAT2) is altered in ALS patients. Two hall-
marks of the altered pattern were the skipping
of exon 9 and the inclusion of 1008 nucleotides
of intronic sequence downstream from the
splice donor site of exon 7 (23).
In order to ask whether a similar pattern of

derangement might result from exposure of cells
to the PR20 synthetic peptide, we incubated cul-
tured human astrocytes with 10 or 15 mM of the
polymer for 36 hours, a time point corresponding
to roughly 50% reduction in cell viability (fig. S4E).
RNA was then extracted and subjected to PCR
analysis as a means of resolving the architecture
of the EAAT2 transcript (22). PCR products di-
agnostic of both the exon 9–skipped form of the
EAAT2 mRNA, as well as the 1008-nucleotide ex-
tension of intron inclusion beyond the splice
donor site of exon 7, appeared in a concentration-
dependentmanner in human astrocytes as a func-
tion of exposure to the PR20 polymer (Fig. 6).

Both PCR products were sequenced and found
to replicate the pattern of aberrant splicing first
described in ALS patients precisely (fig. S6A).
It is possible that generalized cell toxicity com-

monly causes an idiosyncratic pattern of aber-
rant splicing of the EAAT2 mRNA, which could
explain why cells poisoned by the PR20 peptide
replicate the same pattern of improper splicing
observed inpatient samples. To test this hypothesis,
human astrocytes were individually exposed to
four other toxins, doxorubicin, taxol, staurosporin,
and cytochalasin D. RNA was prepared from cells
exhibiting clear evidence of toxicity and analyzed
by PCR as a means of testing for the patterns of
aberrant EAAT2 pre-mRNA splicing commonly
observed in astrocytes treated with the PR20 pep-
tide and frombrain samples derived frompatients
suffering the GGGGCC repeat expansion in the
C9orf72 gene. None of the four toxins gave evi-
dence of aberrant splicing of the EAAT2 mRNA
(fig. S6B).

Discussion

Here we report several findings that may be rel-
evant to both the basic science of gene expres-
sion and the pathophysiology of a specific type
of neurodegenerative disease. First, alternative
splicing factors containing SR domains interact
with fibrous polymers of LC domains in a manner
reversible by phosphorylation. When appended
to a GFP reporter, these SR domains bind to hy-
drogel droplets formed from polymeric fibers
derived from the LC domain of hnRNPA2. This
binding is reversed upon phosphorylation of

serine residues in the SR domains by either of
two CDC2-like kinases, CLK1 and CLK2, that
are known to phosphorylate SR domains in living
cells (16, 17). Mutational change of the serine
residues of the SR domain in the SRSF2 alterna-
tive splicing factor to glycine resulted in repetitive
GRn sequences that retain binding to hnRNPA2
hydrogels, but are not affected by CLK1/CLK2-
mediated phosphorylation.
Moving from test tubes to cells, cells express-

ing variants of SRSF2, wherein serine residues of
its two SR domains were uniformly changed to
glycine, revealed association of the altered splicing
factor with nucleoli. Cotransfection of an expres-
sion vector encoding the CLK1 kinase failed to
liberate the SRSF2G1/G2 variant from its nucleolar
localization. Together, these data give evidence of a
pathway in which SR domain–containing splicing
factors first enter a nucleolar compartment in a
hypophosphorylated state (21) then migrate to
nuclear speckles as a function of phosphorylation
by the CLK1/2 family of protein kinase enzymes.
We do not know the identity of the nucleolar

target of hypophosphorylated SR domains.Many
aspects of the behavior of SR domains in cells
can bemimicked by their attachment to hydrogel
droplets composed of polymeric fibers of the LC
domain of hnRNPA2, including that the interaction
can be readily reversed by phosphorylation of serine
residues by the CLK1/2 protein kinase enzymes.
We speculate that the nucleolar target of hypo-
phosphorylated SR domains will also represent a
polymeric fiber not unlike the hnRNPA2 fibers
described herein.
Two of the RAN translation products of the

hexanucleotide repeats associated with disease
variants of the C9orf72 gene behaved as cytotox-
ins that impeded pre-mRNA splicing and the
biogenesis of ribosomal RNA. The relevant pep-
tides are polymers of one of two dipeptide se-
quences, GRn or PRn. The density of arginine
residues favorable for solubility might also facil-
itate nuclear import and cell penetrability. Re-
petitive arginine residues might account for
nuclear entry by mimicking the positive charge
prototypical of nuclear localization signals (24, 25).
Likewise, arginine-rich peptides, such as the HIV
TAT peptide, are readily able to penetrate cells
(26). Here, both of the GR20 and PR20 peptides
entered cells, migrated to the nucleus, and as-
sociated with the periphery of nucleoli. We hy-
pothesize that the binding of GRn and PRn

polymers to nuclear puncta suspected to repre-
sent an early stage in the complex process of pre-
mRNA splicing (21) may clog the pathway. This
concept of peptide-induced toxicity differs from
earlier studies that gave evidence of cytoplasmic
aggregates observed in HeLa cells expressing a
fusion protein linking GFP to five repeats of the
GR dipeptide (7), immunostaining assays of ALS
disease tissue showing cytoplasmic aggregates of
the GR RAN translation product (9), and immu-
nostaining of ALS disease tissue showing cyto-
plasmic aggregates of the PR RAN translation
product (5). Our concept of nucleolar binding of
the PRn and GRn RAN translation products and
consequential impediments to RNA biogenesis
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Fig. 6. Altered EAAT2 splicing in human astrocytes
exposed to PR20 synthetic peptide. (A) Normal and

aberrantly spliced EAAT2 transcripts reveal locations of exon 9 skipping and intron 7 retention. Arrows
indicate the primers used for RT-PCR of EAAT2 transcripts (22). (B) RNA prepared from human astrocytes
exposed to 0, 10 mM, or 15 mM synthetic PR20 peptide was interrogated with PCR primers diagnostic of the
normal EAAT2 transcript (arrow), the exon 9–skipped variant (black arrowhead) or the intron 7–retention
variant (gray arrowhead). No evidence of aberrant EAAT2 transcripts was observed in control cells. Cells
exposed for 36 hours to 10 mM synthetic PR20 peptide showed equal amounts of the exon 9–skipped and
intron 7–retention aberrant transcripts. Cells exposed for 36 hours to 15 mM synthetic PR20 peptide showed a
significant increase in the amount of the exon 9–skipped EAAT2 transcript. (C) Southern blot probes specific
to the exon 9–skipped and intron 7–retention aberrant EAAT2 transcripts revealed exclusive labeling of the
PCR products specific to each mRNA isoform. Human astrocytes were exposed to zero, 3 mM, 10 mM, or
30 mM of the synthetic PR20 peptide for 6 hours. After PCR amplification and gel electrophoresis, PCR
products were blotted onto nitrocellulose and hybridized with isoform-specific probes (22).
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and earlier concepts of aggregate-mediated tox-
icity generated by any or all of the five RAN
translation products of the sense or antisense
transcripts of the C9orf72 repeats are not neces-
sarily mutually exclusive.
We offer three reasons to believe that the

toxicities driven by the GRn and PRn RAN trans-
lation products may account for the pathophys-
iological deficits observed in nerve cell dysfunction
in patients carrying repeat expansions in the
C9orf72 gene. First, very specific alterations in
splicing of the EAAT2 mRNA have been described
from brain tissue derived from C9orf72 patients,
including the skipping of exon 9 and the inclusion
of 1008 nucleotides of intronic sequence distal to
the splice donor site of exon 7. Administration of
the PR20 peptide to human astrocytes derived from
normal subjects led to the same changes in EAAT2
pre-mRNA splicing. Second, RNA-seq studies of
cells exposed to the GR20 and PR20 peptides re-
vealed changes in the expression of snoRNA
known to be important for maturation of rRNA.
These data properly predicted that peptide-treated
cells would suffer deficits in rRNA maturation.
Third, recent studies of brain tissue derived from
patients carrying repeat expansions in the C9orf 72
gene have given evidence of nucleolar disorder,
including impediments in the processing of the
45S ribosomal RNA precursor (27). Thus, we
conclude that administration of the GR20 and
PR20 peptides to normal human astrocytes leads
to pathophysiological deficits that mimic those
observed in disease tissue.
In the context of disease progression of both

ALS and FTD patients carrying a repeat expan-
sion in the C9orf 72 gene, nerve cell degeneration
only begins after 40 or more years of age (28).
How is it that RAN translation products appear
with such delayed kinetics? Perhaps RAN trans-
lation of the hexanucleotide repeats may take
place at very low levels in presymptomatic dec-
ades. Stochastically, the heavy burden of RNA
biogenesis demanded of neurons may eventually
lead to sufficient expression of the GRn and/or
PRn peptides to begin tomildly impede nucleolar
function and pre-mRNA splicing. This impedi-
ment might favor the generation of damaged
ribosomes that could themselves favorRAN trans-
lation relative to normal protein synthesis. Al-
ternatively, improperly spliced mRNAs might
affect events such as the control of nuclear import
and/or export as regulated by the RAN GTPase,
perhaps favoring export of sense or antisense
transcripts of the expanded hexanucleotide re-
peats in the C9orf 72 gene for cytoplasmic trans-
lation. If either or both of these alterations slightly
favored production of the GRn and/or PRn pep-
tides, the process could eventually snowball to the
point of nucleolar catastrophy andnerve cell death.
We close with two final considerations. First,

we do not know what pathway of cell death re-
sults from the toxic activities of the GRn or PRn

polymers. If the death pathway were messy,
spilling out cellular contents, it is possible that
theGRn and PRn polymers of a deadneuron could
be taken up by neighboring cells just as we
have observed for cultured cells and so facili-

tate the pathological spread of toxicity. Second,
we offer the idea that what has been witnessed
in this work could reflect the failed birth of a
gene. Whereas the repeat expansion in C9orf 72
can be considered to have generated a newprotein-
coding gene, it is ultimately toxic to the organism.
Could it be that the scores of LC sequences asso-
ciated with DNA and RNA regulatory proteins in
eukaryotic cells evolved in this same manner?
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SUPERCONDUCTIVITY

Light-induced collective pseudospin
precession resonating with Higgs
mode in a superconductor
Ryusuke Matsunaga,1* Naoto Tsuji,1 Hiroyuki Fujita,1 Arata Sugioka,1 Kazumasa Makise,2

Yoshinori Uzawa,3† Hirotaka Terai,2 Zhen Wang,2‡ Hideo Aoki,1,4 Ryo Shimano1,5*

Superconductors host collective modes that can be manipulated with light.We show that a
strong terahertz light field can induce oscillations of the superconducting order parameter in
NbN with twice the frequency of the terahertz field.The result can be captured as a collective
precession of Anderson’s pseudospins in ac driving fields. A resonance between the field and
the Higgs amplitudemode of the superconductor then results in large terahertz third-harmonic
generation.The method we present here paves a way toward nonlinear quantum optics in
superconductors with driving the pseudospins collectively and can be potentially extended to
exotic superconductors for shedding light on the character of order parameters and their
coupling to other degrees of freedom.

M
acroscopic quantum phenomena, such
as superconductivity and superfluidity,
emerge in a variety of physical systems,
such as metals, liquid helium, ultracold
atomic quantumgases, and neutron stars.

One manifestation of the macroscopic quantum

nature is the appearance of characteristic collec-
tive excitations. Indeed, phenomena associated
with collective modes, such as second sound and
spin waves in condensates, have been revealed in
superfluid helium (1, 2) and in ultracold atomic
gases (3, 4).
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Generally, collective modes in ordered phases
arising from spontaneous symmetry breaking are
classified into (i) gapless phase modes [Nambu-
Goldstone (NG)mode] and (ii) gapped amplitude
modes (Higgs mode) (5–7). In charged-particle
systems such as superconductors with long-
range Coulomb interactions, the gapless NG
mode becomes massive; that is, its energy is ele-
vated to the plasma frequency as a result of the
coupling to the gauge boson (photon field), which
is referred to as the Anderson-Higgs mechanism
(8, 9). The Higgs amplitude mode in supercon-
ductors has been also studied theoretically
(6, 10–15); because it is not accompanied by
charge fluctuations, it does not couple directly to
electromagnetic fields in the linear response re-
gime. This is why the Higgs mode in conven-
tional s-wave superconductors was observed
only recently after a nonadiabatic excitationwith
a monocycle THz pulse (16); previous observa-
tions were in a special case where the super-
conductivity coexists with charge density wave
that makes the Higgs mode Raman-active (17, 18).
Hence,many questions regarding theHiggsmode
in superconductors remain unresolved: How
does the mode couple to strong electromagnetic
fields in a nonlinear regime? Is it possible to dy-
namically control the Higgs mode and therefore
the superconducting order parameter?
Recent advances in the intense THz genera-

tion technique (19, 20) open a new avenue for
studying matter phases in nonequilibrium con-
ditions. Amplitude- and phase-resolved spectros-
copy using multi-THz pulses has been realized
(21), enabling the study of coherent transients
in many-body systems in low-energy ranges. The
purpose of the present work is to explore co-
herent nonlinear interplay between collective
mode in a superconductor and THz light field
by investigating the real-time evolution of the
order parameter under the driving field of a mul-
ticycle (as opposed to monocycle) THz pulse.
In order to study evolutions on a picosecond

time scale, we performed THz pump–THz probe
spectroscopy (16, 22) (Fig. 1A). To generate an
intense multicycle THz pulse as a coherent driv-
ing source, we first created an intensemonocycle
THz pulse by the tilted-pulse front method with
a LiNbO3 crystal (19, 23). The monocycle pulse
then goes through a band-pass filter to produce a
narrow-spectrum multicycle pulse. Three band-
pass filters are used to generate the different
center frequencies at 0.3, 0.6, or 0.8 THz, respec-

tively, with their power spectra displayed in Fig.
1B. These photon energies are all below the su-
perconducting gap of our NbN sample in the
low-temperature limit, which is 1.3 THz (Fig. 1C);
this implies that the pump pulse does not gen-
erate quasi-particles (QPs) in one-photon pro-
cesses at low temperatures. The sample is an
s-wave superconductor NbN thin filmwith 24-nm
thickness grown on an MgO substrate (24) with
superconducting critical temperature (Tc) = 15 K.
The ultrafast dynamics of the superconducting
order parameter driven by the multicycle pump
pulse is then probed through the transmittance
of a monocycle THz pulse that enters the
sample collinearly with the pump pulse with
a variable time delay. In general, we can detect
the temporal waveform of the transmitted
probe THz electric field, Eprobe, by varying the

time delay of another optical gate pulse and
using the electrooptic (EO) sampling method. In
this experiment, we fixed the timing of the
optical gate pulse such that, in the absence of
the pump, Eprobe at this timing monotonically
changes with temperature, reflecting the change
of the order parameter. Temporal evolution of the
order parameter induced by the THz pump is
sensitively monitored through the change of
Eprobe relative to its value in the absence of the
pump as a function of the pump-probe delay
time, tpp (16, 22); we denote this change as
dEprobe. For details, see (25). In the present case,
we investigated the order parameter dynamics
in the presence of coherently oscillating multi-
cycle pump fields. The temporal waveform of the
pump THz electric field Epump is displayed in
Fig. 1D for the center frequency of w = 0.6 THz
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Fig. 1. THz pump–THz probe spectroscopy. (A) Schematic experimental setup for the THz pump–THz
probe spectroscopy, where BPF is a metal-mesh band-pass filter and WGP a wire-grid polarizer. (B) Power
spectra of the pump THz pulse with the center frequencies of w = 0.3, 0.6, and 0.8 THz. (C) Temperature
dependence of the superconducting gap energy 2D of the NbN sample evaluated from optical con-
ductivity spectra based on the Mattis-Bardeen model (36). Horizontal lines indicate the center frequencies of
the pump pulse. (D) Waveform of Epump with the center frequency of w = 0.6 THz, with the squared |Epump|

2

also shown. (E) dEprobe as a function of tpp in the temperature range 2D(T) < w. Increase of dEprobe cor-
responds to a reduction of the order parameter. (F) dEprobe against tpp in the temperature range 2D(T) > w.
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and the maximum electric field of 3.5 kV/cm.
Figure 1E shows dEprobe with tpp at T = 14 to 15.5 K,
at which w is greater than 2D(T). In this temper-
ature range, the probe electric field gradually in-
creased as a function of tpp to reach an asymptotic
value, which indicates a reduction of the order
parameter resulting from QP excitations (22).
By contrast, at temperatures below 13 K where
2D(T) exceeded w (Fig. 1F), the long-term reduc-
tion of the order parameter became less promi-
nent as temperature decreased, because the QP
excitation is suppressed. We immediately noticed
that an oscillatory signal emerges with a frequency
of 1.2 THz (=2w) during the pump pulse irradia-
tion, which indicates that the order parameter
oscillates with twice the frequency of the driv-
ing field.
We physically captured the 2w oscillation of

the order parameter in terms of the precession of
Anderson’s pseudospins (26, 27). In the Bardeen-
Cooper-Schrieffer (BCS) ground state, two electrons
with wave numbers k and –k form a spin-singlet
Cooper pair, with the BCSwave function given by

jYBCS〉 ¼ ∏
k
ðuk j00〉k þ vk j11〉kÞ ð1Þ

where j00〉k and j11〉k denote unoccupied and
occupied, respectively, k and –k. In Anderson’s
pseudospin formalism, the states j11〉k and j00〉k
are represented by up and down pseudospins,
respectively (25), where the BCS ground state is
thought of as a quantum superposition of up
and down pseudospins with amplitudes vk and
uk , respectively, for each k (Fig. 2A). The normal
state has the pseudospins all up for |k| < kF and
all down for |k| > kF at T = 0 (Fig. 2B), where kF is
the Fermi wave number. Within this representa-
tion, the BCS Hamiltonian simply reads HBCS ¼
2∑k bk : sk, where sk = (sk

x, sk
y, sk

z) is the
Anderson’s pseudospin (26) mapped onto the
Bloch sphere (Fig. 2C), whereasbk = (–D’, –D”, ek)
is a pseudomagnetic field acting on sk. Here, ek
is the band dispersion measured from the Fermi
energy,D ¼ D0 þ iDW ¼ U∑k(sk

x+ isk
y) is the com-

plex order parameter, and U(>0) is the pairing

interaction. In equilibrium, each pseudospin is
aligned along the pseudomagnetic field. The time
evolution of the BCS state is then described by
the Bloch equation for the pseudospins,

∂
∂t

sk ¼ 2bk � sk ð2Þ

that is, the time evolution of the BCS state is
represented as the motion of the pseudospins in
the pseudomagnetic field. For a spatially homog-
eneous monochromatic electric field Eexp(iwt)
irradiated onto a superconductor, the z com-
ponent of bk, in the nonlinear response regime,
becomes (25)

ek−eAðtÞ þ ekþeAðtÞ
2

¼ ekþ e2

2
∑
i, j

∂2ek
∂ki∂kj

AiðtÞAjðtÞ þ OðA4Þ

¼ ek −
e2

2
∑
i, j

∂2ek
∂ki∂kj

EiEj

w2
expði2wtÞ þ OðA4Þ

ð3Þ
where A(t) is the vector potential representing
the electric field. We can see that the leading
term in the energy variation is ~A(t)2, which is
intuitively because electrons with charge –e hybri-
dize with holes with charge +e in the condensed
pair, leading to a nonlinear coupling between
light and the condensate and to the pseudospin
precession with the frequency 2w. The coherent
collective precession of the pseudospins (Fig. 2D)
manifests itself macroscopically as the order
parameter oscillation, and the change of the or-
der parameter in turn affects the pseudomagnetic
field. We calculated the time evolution of the
order parameter self-consistently by numerically
solving the Bloch equation for the multicycle
pulse [see (25) for details]. The simulation indeed
exhibits the order parameter oscillation with
twice the frequency of the external electric field
(Fig. 2E).
An analytic solution for the linearized Bloch

equation can in fact be obtained (28), where
the temporal variation of the order parameter

amplitude [D(t) = D + dD(t)] turns out to be-
have around 2w = 2D as

dDðtÞº 1

j2w − 2Dj1=2
cosð2wt − fÞ ð4Þ

with f being a phase shift that depends on w.
The divergence of the amplitude at 2w = 2D
can be interpreted as a resonance between the
induced pseudospin precession with frequency
2w and the collective amplitude mode of the
order parameter, namely the Higgs mode (16),
with frequency 2D. We can then relate the non-
linear current density jNL induced by the external
ac field with the change in the order parameter
dD(t) via (25) as

jNLðtÞº
e2D
U

AðtÞdDðtÞ ð5Þ

which takes a form of the London equation. This
enables us to regard the nonlinear current, which
reflects the dynamics of the order parameter, as a
part of the supercurrent.
Because the coherent interaction between the

superconductor and the THz electromagnetic ra-
diation results in the nonlinear (2w, 4w, 6w…)
oscillations of the order parameter (Eq. 3), the
nonlinear current in Eq. 5 should accommodate
higher odd-order harmonics in the transmitted
pump THz pulse. To confirm this, we performed
a nonlinear transmission experiments for the
pump THz pulse (without the probe pulse)
(Fig. 3A). Figure 3B shows the waveforms of
the transmitted pump THz pulse above (15.5 K)
and below (10 K) Tc = 15 K; the waveform of the
transmitted pulse below Tc is considerably
distorted. The power spectra of the transmitted
pump THz pulse are shown in Fig. 3C on a
logarithmic scale and in Fig. 3D on an expanded
linear scale at various temperatures. Below T =
13 K, a prominent peak appears around 1.8 THz,
which indeed coincides with 3w. The intensity
at 3w as a function of the pump electric field
strength, depicted in Fig. 3E on a log-log scale,
obeys |Epump|

6 dependence, endorsing that the
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Fig. 2. Anderson’s pseudospin model and simulation with Bloch
equation. (A and B) Schematics of the electron distribution repre-
sented by Anderson’s pseudospins for the normal state at T = 0 and
for the BCS state, respectively. (C) The pseudospins mapped on the
Bloch sphere. (D) A schematic picture of the pseudospin precession.
(E) Simulation of theBloch equation showing the temporal evolution of
the order parameter in an electric field [for details, see (25)].
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signal arises from the third harmonic generation
(THG). The THG intensity at 10 K normalized by
that of the incident pump pulse reaches 8 × 10−5,
which is high for a film with only 24-nm thick-
ness and 3.5-kV/cm peak electric field (29). We

could increase the interaction length up to about
0.2 mm, the penetration depth of the sample at
0.6 THz (30), which would result in even higher
conversion efficiency. A shift of THG peak energy
with temperature is discerned in Fig. 3D, which
is attributed to the softening of the Higgs mode
[2D(T)] toward Tc. The THG signal disappears
before the softening completes because the res-
onant enhancement is rapidly suppressed when
D(T ) moves out of the narrow bandwidth of the
incident pump field.
The 2w oscillation of the order parameter and

theTHGwere also observed forw =0.3 and0.8THz
pumping. Figure 4B summarizes the temper-
ature dependence of the THG intensities for w =
0.3, 0.6, and 0.8 THz. For w = 0.3 and 0.6 THz,
the THG signal peaks at 13.5 and 10 K, re-
spectively, whereas the THG signal forw = 0.8 THz
monotonically increases with decreasing tem-
perature. Comparing the temperature dependence
of the order parameter 2D(T) (Fig. 4A) with twice
the pump frequency 2w (=0.6, 1.2, and 1.6 THz),
one can deduce that the peak in the THG does
fall on 2w = 2D(T). The THG intensity in Eq. 5
depends on the change of the order parameter
amplitude, which is resonantly enhanced when
2w approaches the inherent Higgs amplitude
mode 2D(T). Indeed, the temperature depen-
dence of the THG intensity calculated with Eq. 5
and shown in Fig. 4C agrees qualitatively with
experiment in Fig. 4B. We conclude that the
resonance of the Anderson’s pseudospin pre-
cession in the superconductor is achieved by
irradiation of THz pump, which results in large
THG. The theoretical results in Fig. 4C exhibit
sharp resonance peaks, which result from the
lifetime of the Higgs mode assumed to be in-
finite (i.e., power-law decay) within the BCS ap-
proximation (10, 12). In contrast, the observed
resonancewidths in Fig. 4B are finite, whichmay
be caused by decaying channels for the Higgs
mode and the finite spectral width of the pump

pulse (Fig. 1B). There are in fact various possible
decay processes—including scatteringwith single-
particle excitations, impurities, phonons, or low-
frequency NGmode that emerges near Tc (31)—for
which systematic studies are desirable (32).
We last note that superconductors are known

to exhibit highly nonlinear responses near the
critical field or temperature, giving rise to non-
linear I-V characteristics and higher-order harmon-
ics in transport measurements with a frequency
range from a few hertz tomicrowave (33–35). By
contrast, the large nonlinear optical effect re-
vealed here originates from resonance of ac
fields to the collective amplitude mode of the
order parameter, which leads to the strong THG
emission in THz frequency range.
The time-resolved observation of the THz higher-

order harmonics will provide a unique avenue
for probing ultrafast dynamics of the order
parameter in out-of-equilibrium superconduc-
tors. It is highly intriguing to explore the quan-
tum trajectories of the pseudospins on Bloch
sphere in the nonperturbative light-matter in-
teraction regime with much higher THz fields,
which would result in a dynamics of supercon-
ducting order parameter not attained in con-
ventional regimes. The present scheme using
the nonlinear coupling between pseudospins and
light can be also extended to unconventional
superconductors, such as the cuprate or iron-
pnictide, whichwould provide new insight about
the high-Tc superconductivity and the interplay
between the superconducting phase and other
coexisting or competing orders.
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NANOMATERIALS

Self-assembly of magnetite nanocubes
into helical superstructures
Gurvinder Singh,1 Henry Chan,2 Artem Baskin,2 Elijah Gelman,1 Nikita Repnin,2

Petr Král,2,3* Rafal Klajn1*

Organizing inorganic nanocrystals into complex architectures is challenging and typically
relies on preexisting templates, such as properly folded DNA or polypeptide chains.
We found that under carefully controlled conditions, cubic nanocrystals of magnetite
self-assemble into arrays of helical superstructures in a template-free manner with
>99% yield. Computer simulations revealed that the formation of helices is determined
by the interplay of van der Waals and magnetic dipole-dipole interactions, Zeeman
coupling, and entropic forces and can be attributed to spontaneous formation of chiral
nanocube clusters. Neighboring helices within their densely packed ensembles tended
to adopt the same handedness in order to maximize packing, thus revealing a novel
mechanism of symmetry breaking and chirality amplification.

N
anoscale particles often self-assemble into
superstructures with distinctive spatial ar-
rangements that are difficult to predict
based on the nature of their building blocks
(1–9). This is because the stabilization of

such self-assembled materials results from a del-
icate competition among forces of comparable
magnitudes, originating in van der Waals, Cou-
lombic, magnetic, and other types of particle in-
teractions (10). Although the structures of some
systems are dominated by forces of a common
origin [such as electrostatic interactions that gov-
ern the formation of open-lattice assemblies of
peptide filaments (7) or colloidal crystals with a

diamond-like lattice (3)], it is typically the inter-
play between various nanoscale forces that leads
to the formation of highly complex materials, such
as nanocrystal superlattices exhibiting polymor-
phism (11, 12).
Self-assembly of nanoparticles driven by com-

peting forces can result in truly unique struc-
tures, the diversity and complexity of which could
be particularly striking if the building blocks
were simultaneously coupled by short- and long-
range forces of different symmetries. Such frus-
tration could arise in ensembles of magnetic
nanocrystals (NCs) whose axes of preferential
magnetization (so-called “easy” axes) do not cor-
respond to any of the directions favoring close
packing. In the case ofmagnetite—themost abun-
dant magnetic material on Earth, also present
inside multiple living organisms in the form of
NCs (13)—this condition is best fulfilled by cubic-
shaped particles, whose easy axes (the [111] crys-

tallographic direction; see Fig. 1B) connect two
diagonally opposite corners of each cube. How-
ever, complex superstructures resulting from the
competition between the shape anisotropy (favor-
ing face-to-face interactions) and the magneto-
crystalline anisotropy (favoring corner-to-corner
interactions) have not been reported, perhaps
because the former type of anisotropy typically
dominates the latter (14, 15). Here, we investi-
gated the self-assembly of magnetite NCs at the
liquid-air interface in the presence of external
magnetic fields. Depending on the density of the
NCs,we identifieddifferent types of self-assembled
superstructures, including one-dimensional belts
as well as single, double, and triple helices.
In our experimental setup (Fig. 1A), a drop of

hexane solution of relatively monodisperse mag-
netite nanocubes (16–18) [average edge length =
13.4 nm, corner bluntness r = 23%; Fig. 1B and
figs. S1, S2, S3, and S28A (19)] containing excess
oleic acid (OA) was placed at the diethylene gly-
col (DEG)–air interface (20, 21) in the presence of
a magnetizing field (whose strengthH was regu-
lated in the range of 0 to 700 G). The solvent was
allowed to evaporate within ~10 min. Our NCs
are in the superparamagnetic (SPM) size regime;
that is, the collective dipoles of individual NCs
thermally fluctuate, and the directions of the
dipole moments are random.When the NCs were
exposed to an external magnetic field, the collec-
tive dipoles became partially aligned with the field
direction, which allowed for the cooperative mag-
netic dipole-dipole coupling between the NCs.
The resulting chains of single particles (fig. S9)
further aggregated as the solvent evaporated, ul-
timately giving rise to higher-order superstructures
at the solvent-air interface. These superstructures
could be transferred onto a substrate of choice
(e.g., a carbon-coated copper grid or a silicon
wafer for inspection) (Fig. 1A). On the basis of
electron microscopy images, we estimate that
fewer than 1% of the NCs remained unassembled.
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The nature of these superstructures strongly
depended on the surface concentration of the
particles (22). For concentrations corresponding
to less than ~20% of the monolayer coverage
(or c < 0.2, where c = 1 corresponds to a densely
packed monolayer of nanocubes coated with
interpenetrating monolayers of OA), no long-
range or well-defined structures were found
(fig. S10). When c ≈ 0.2, however, NCs assembled
into parallel arrays of one-dimensional (1D) belts
(23, 24) with high aspect ratios (two to three NCs
across and as long as 100 mm; Fig. 1C) and
oriented parallel to the applied field (figs. S12
and S13). Individual cubes within these belts
had their [100] crystallographic axes oriented
parallel to the long axes of the belts (Fig. 1C,
inset); thus, we refer to these assemblies as belts100.
This arrangement of the building blocks maxi-
mized the cube-cube contact within the assem-
blies (i.e., the assemblies were dominated by
the shape anisotropy of the particles). Thewidths
of these belts grew with increasing c and de-
creasing H values.
To better understand these results, we mod-

eled the arrangements of magnetic dipoles of
individual SPM particles within belts by Monte
Carlo simulations (25) [for additional details on
the theoretical model, see (19) and figs. S20 to
S28]. As Fig. 1D shows, dipole orientations in in-
dividual NCs are determined by the competition
between dipole-dipole interactions [attractive
when two parallel dipoles are within a cone with
a polar angle q < cos−1ð1= ffiffiffi

3
p Þ ≈ 54○] and cou-

pling to an external field (Zeeman coupling,
which tends to orient the dipoles along the field
lines). In the presence of a relatively weak (e.g.,
167 G) field, the dipoles assume a “zigzag” con-
figuration “unlocked” from the external field, fa-
voring the magnetocrystalline anisotropy. As the
field strength increases, the dipoles become more
aligned; eventually, all of them are oriented along
the field lines (e.g., at 668 G; Fig. 1D, bottom).
However, this dipole arrangement is not favor-
able because of the magnetic repulsion between
cubes lying side by side. To reduce these repul-
sive interactions, the belts become gradually thin-
nerwith increasing applied field [this also explains
the equal spacings between individual belts—see,
for example, fig. S8C].
In all experiments, the belts’ long axes followed

the lines of the applied magnetic field. Thus,
we could induce the growth of belts tilted with
respect to the liquid-air interface by modifying
the direction of the applied magnetic field. In
the presence of a field directed perpendicular
to the liquid-air interface, the NCs assembled into
arrays of pillars (fig. S11). Similar to the belts pa-
rallel to the interface, individual pillars repelled
one another in the presence of a magnetic field,
which resulted in their hexagonal close packing
(fig. S11D).
Next, we simulated dipole orientations as a

function of belt thickness in the presence of a
constant applied magnetic field (Fig. 1E; here,
H = 167 G). As belts became wider, magnetic
dipoles were increasingly decoupled from the
external field because of large induced fields
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Fig. 1. Self-assembly of one-dimensional nanocube belts. (A) Schematic representation of the ex-
perimental setup. (B) Low- and high-magnification transmission electron microscopy (TEM) images of the
building blocks, ~13-nm Fe3O4 nanocubes.The [111], [110], and [100] crystallographic directions correspond
to the easy, intermediate, and hard axes of magnetization, respectively. (C) Low- and high-magnification
scanning electronmicroscopy (SEM) images of belts100. (D) Averaged orientations of dipoles in a nine-cube-
wide belt100 in the presence of increasing magnetic fields. (E) Orientations of dipoles in belts100 of different
widths and in a belt110 under a relatively weak external field (H = 167 G).The energies of these structures are
discussed in (19). (F and G) Top and side views of belts110 by SEM.
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(Fig. 1E, center). To compensate for the ineffec-
tive Zeeman coupling, we rotated each cube by
45° such that their [110] axes were parallel to the
field direction; we call the resulting assemblies
belts110. Although this new arrangement (Fig. 1E,
right) was less favorable from the van der Waals
interaction point of view (the belts’ sides are
ridged and not smooth),magnetization along the
[110] direction (the “intermediate” axis) occurred
more easily than along the [100] (“hard”) axis
(26, 27) (for quantitative analysis of belts100 ver-
sus belts110, see fig. S22). The formation of belts110
was experimentally observed in the narrow range
of 1 < c < 1.5 (e.g., Fig. 1, F and G, and fig. S8F).
The most striking manifestation of this trend

was observed in experiments performed at c >~1.5,
where the nanocubes tended to orient their [111]
axes—that is, the “easy” axes of magnetization—
along the magnetic field lines. Because of this
arrangement, the belts spontaneously folded
(28–30), giving rise to single-stranded helices (31)
(Fig. 2A and fig. S14). Monte Carlo simulations
confirmed that the formation of helices is accom-
panied by a free energy minimization (Fig. 2C;
see also fig. S23). A detailed analysis revealed that
the helices originate from the packing of (tran-
siently) chiral nanocube nuclei, which resulted
from the competition of magnetic and spatial sym-
metries (fig. S21). Similar to the belts discussed
above, the heliceswere evenly spaced and spanned
long distances of up to several hundred micro-
meters (see, for example, Fig. 2B). The properties
of these helices were mostly governed by the sur-
face concentration of the NCs: High values of c
entailed large effective magnetic fields, thus pro-
moting a rearrangement of the NCs from the
original belt100 ensemble (i.e., gradually decreas-
ing the helical pitch). At the same time, high c
values contributed to the widening of the helices
(i.e., decreasing interfilament distances). We also
observed that individual single-stranded helices
tended towrap around each other to formdouble-
stranded (Fig. 2, D and E, and figs. S15 and S16)
or even triple-stranded (Fig. 2F) helices.
The relatively thin helices prepared at 1.5 < c <

2.0 comprised equal populations of intermixed
left- and right-handed structures, all oriented
parallel to the applied field; Fig. 2A shows a
right-handed helix (top) neighboring a left-handed
one (bottom). At higher (c > 2.0) coverages, how-
ever, long axes of the helices were tilted with
respect to the external field, with the tilt angles q
increasing with increasing c values. At the same
time, we observed that the helices weremostly of
the same handedness (e.g., Fig. 2E). A clue to the
origin of this selectivity is provided by experi-
ments that yielded ill-defined mixtures of right-
and left-handed helices (e.g., Fig. 2, G and H);
these two types of heliceswere tilted at +q and –q
angles with respect to the externalmagnetic field.
To maximize packing within a given area, all of
the NC assemblies should be oriented in the
same direction and have the same handedness.
There was no intrinsic preference for helices of
either handedness; each experiment began with
the nucleation of either right- or left-handed
helices with equal probabilities. As the assembly
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Fig. 2. Self-assembly of helical nanocrystal superstructures. (A) TEM image of individual single-
stranded helices. (B) SEM image of a large arrayof single-stranded helices. (C) Snapshots fromMonteCarlo
simulations of a one-dimensional belt folding into a helix. (D) SEM image of a well-defined double helix. Inset
shows aTEM image of two beltswrappingaround each another. (E) SEM image of an arrayof double helices.
(F) An arrayof triple helices and (inset) theendof a triple helix. (G) SEM image showingself-healingofdouble
helices (“chirality self-correction”). Yellow and red arrows indicate sites of chirality inversion. (H) Collective
switching of chirality.Gray and green colors indicate patches of right- and left-handed helices, respectively. In
(E), (G), and (H), blue arrows show the direction of the applied magnetic field.
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progressed from one side of the dish to the other,
however, the chirality of preformed helices deter-
mined those of their neighbors, and this process
continued to yield large (up to 1 mm2) domains
of “enantiopure” helices.
However, defects were occasionally observed.

The red arrows in the ensemble of right-handed
helices in Fig. 2G point to sites where chirality
inversion took place, giving rise to segments of
left-handed structures. Segments of the “wrong”
chirality were relatively short; the tendency to
maximize packing provided the helices with the
ability to “correct” their chirality, as denoted by
the yellow arrows in Fig. 2G. We also observed
“collective switching of chirality”:When a critical
number of helices changed their handedness, a
domain of inverted helices was stably propagated
(Fig. 2H).
To verify the key importance of magnetocrys-

talline anisotropy for forming helical assemblies,
we performed additional assembly experiments
using differently shaped magnetite NCs, includ-
ing spheres, truncated octahedra, and rounded
cubes, as well as Fe3O4-Ag heterodimeric parti-
cles (Fig. 3 and figs. S4 to S7), all of which were
in the same size regime (10 to 15 nm). With
spherical and octahedral building blocks, we
did not observe assemblies other than the 1D
belts—even at c values as high as 5 (Fig. 3A, lower
panel, inset). These observations can be ration-
alized by the lack of competition between the
magnetic interactions and close packing: In the
case of octahedral NCs, the magnetocrystalline
and shape anisotropy act cooperatively to align
the particles with their [111] axes oriented pa-

rallel to the applied field, whereas the spheres
possess no shape anisotropy.
To further clarify these observations, we in-

vestigated how cube corner bluntness affected
the structure of the assemblies by preparing
rounded cubes (Fig. 3B; r = 30%). We grew the
NCs in the presence of a mixture of surfactants
that stabilized the spherical and the cubic mor-
phologies (OA and sodium oleate, respectively).
The superstructures obtained at high c values
exhibited helicity, although the helicity was not
as prominent as in superstructures obtained from
the original cubes; such a result is consistent with
the building blocks having shapes intermediate
between those of the spheres and the cubes. Fi-
nally, we synthesized heterodimers, each com-
prising a cubic Fe3O4 domain and a spherical Ag
domain (Fig. 3C, top). The presence of the Ag
particles hindered efficient dipole-dipole inter-
actions between themagnetite domain; nonetheless,
well-defined helices were observed (Fig. 3C, bot-
tom, and fig. S18B), although the belt-to-helix
transition occurred at much higher (c > ~5.0)
particle densities—a threshold that is most likely
governed by the size of the Ag domain.
We observed the emergence of helical nano-

particle superstructures during the self-assembly
of superparamagnetic nanocrystals. We envision
that the diversity of self-assembled superstruc-
tures could be further expanded by (i) decorating
the surfaces of magnetite NCs with functional
ligands (32), (ii) choosing SPM NCs of different
shapes and compositions (e.g., Ni, Fe, andCoFe2O4)
as startingmaterials, (iii) usingmixtures of differ-
ent NCs as building blocks (see fig. S19), and (iv)

using complex or dynamic magnetic (33) fields
during the self-assembly process.
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METAL ALLOYS

A fracture-resistant high-entropy
alloy for cryogenic applications
Bernd Gludovatz,1 Anton Hohenwarter,2 Dhiraj Catoor,3 Edwin H. Chang,1

Easo P. George,3,4* Robert O. Ritchie1,5*

High-entropy alloys are equiatomic, multi-element systems that can crystallize as a single
phase, despite containing multiple elements with different crystal structures. A rationale for
this is that the configurational entropy contribution to the total free energy in alloys with
five or more major elements may stabilize the solid-solution state relative to multiphase
microstructures.We examined a five-element high-entropy alloy, CrMnFeCoNi, which forms
a single-phase face-centered cubic solid solution, and found it to have exceptional damage
tolerance with tensile strengths above 1 GPa and fracture toughness values exceeding
200 MPa·m1/2. Furthermore, its mechanical properties actually improve at cryogenic
temperatures; we attribute this to a transition from planar-slip dislocation activity at room
temperature to deformation by mechanical nanotwinning with decreasing temperature,
which results in continuous steady strain hardening.

P
ure metals rarely display the mechanical
properties required for structural applica-
tions. Consequently, alloying elements are
added to achieve a desired microstructure
or combination of mechanical properties,

such as strength and toughness, although the re-
sulting alloys invariably still involve a single dom-
inant constituent, such as iron in steels or nickel
in superalloys. Additionally, many such alloys,
such as precipitation-hardened aluminum alloys,
rely on the presence of a second phase for me-
chanical performance. High-entropy alloys (1–3)
represent a radical departure from these notions.

As equiatomic, multi-element metallic systems,
they contain high concentrations (20 to 25 atomic
percent) of multiple elements with different
crystal structures but can crystallize as a single
phase (4–7). In many respects, these alloys rep-
resent a new field of metallurgy that focuses
attention away from the corners of alloy phase
diagrams toward their centers; we believe that
as this evolving field matures, a number of fas-
cinating new materials may emerge.
The CrMnFeCoNi alloy under study here is a

case in point. Although first identified a decade
ago (1), the alloy had never been investigated
mechanically until recently (5, 6, 8), yet is clearly
scientifically interesting from several perspec-
tives. It is not obvious why an equiatomic five-
element alloy—where two of the elements (Cr
and Fe) crystallize with the body-centered cubic
(bcc) structure, one (Ni) as face-centered cubic
(fcc), one (Co) as hexagonal close-packed (hcp),
and one (Mn) with the complex A12 structure—
should form a single-phase fcc structure. Fur-
thermore, several of its properties are quite unlike
those of pure fcc metals. Recent studies indicate

that the alloy exhibits a strong temperature de-
pendence of the yield strength between ambient
and cryogenic temperatures, reminiscent of bcc
metals and certain fcc solid-solution alloys (6).
Strangely, any temperature-dependent effect of
strain rate on strength appears to bemarginal (6).
Moreover, the marked temperature-dependent
increase in strength is accompanied by a substan-
tial increase in tensile ductility with decreasing
temperature between 293 K and 77 K (6), which
runs counter to most other materials where an
inverse dependence of ductility and strength is
invariably seen (9). Preliminary indications sug-
gest that this may be principally a result of the
alloy’s high work-hardening capability, possi-
bly associated with deformation-induced nano-
twinning, which acts to delay the onset of any
necking instability (i.e., localized plastic deforma-
tion that can lead to premature failure) to higher
strains (5).
We prepared the CrMnFeCoNi alloywith high-

purity elemental startingmaterials by arc melting
and drop casting into rectangular-cross-section
copper molds, followed by cold forging and cross
rolling at room temperature into sheets roughly
10mm thick. After recrystallization, the alloy had
an equiaxed grain structure. Uniaxial tensile spec-
imens and compact-tension fracture toughness
specimens in general accordance with ASTM
standard E1820 (10) were machined from these
sheets by electrical discharge machining. [See
(11) for details of the processing procedures, sam-
ple sizes, and testing methods.]
Figure 1A shows a backscattered electron (BSE)

micrograph of the fully recrystallized micro-
structure with ~6-mm grains containing numer-
ous recrystallization twins. Energy-dispersive
x-ray (EDX) spectroscopy and x-ray diffraction
(XRD) indicate the equiatomic elemental dis-
tribution and single-phase character of the al-
loy, respectively. Measured uniaxial stress-strain
curves at room temperature (293 K), in a dry
ice–alcoholmixture (200K), and in liquidnitrogen
(77 K) are plotted in Fig. 1B. With a decrease
in temperature from 293 K to 77 K, the yield
strength sy and ultimate tensile strength suts
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increased by~85%and~70%, to 759 and 1280MPa,
respectively. Similarly, the tensile ductility (strain
to failure, ef) increased by ~25% to >0.7; the strain-
hardening exponent n remained high at ~0.4,
such that there was an enhancement in the frac-
ture energy (12) by more than a factor of 2. Table
S1 provides a detailed summary of the stresses
and strains at the three different temperatures,
as well as the corresponding strain-hardening
exponents.
In light of the extensive plasticity involved

in the deformation of this alloy, we evaluated
the fracture toughness of CrMnFeCoNi with non-
linear elastic fracture mechanics, specifically with
crack-resistance curve (R curve) measurements
in terms of the J integral. Analogous to the stress

intensity K for linear elastic analysis, provided
that specific validity criteria are met, J unique-
ly characterizes the stress and displacement
fields in the vicinity of the crack tip for a non-
linear elastic solid; as such, it is able to capture
both the elastic and plastic contributions to
the fracture process. J is also equivalent to the
strain energy release rate G under linear elastic
conditions; consequently, K values can be back-
calculated from J measurements assuming a
mode I equivalence betweenK and J: specifically,
J = K2/E ,́ with E´ = E (Young’s modulus) in plane
stress and E/(1 – n2) (where n is Poisson’s ratio) in
plane strain. E and n values were determined by
resonance ultrasound spectroscopy at each tem-
perature (13).

Our toughness results for the CrMnFeCoNi
alloy at 293 K, 200 K, and 77 K are plotted in
Fig. 1C, in terms of JR(Da)–based resistance
curves showing crack extension Da in precracked
and side-grooved compact-tension specimens as
a function of the applied J. Using these R curves
to evaluate the fracture toughness for both the
initiation and growth of a crack, we measured
a crack initiation fracture toughness JIc , deter-
mined essentially at Da → 0, of 250 kJ/m2 at
293 K, which in terms of a stress intensity gives
KJIc = 217 MPa·m1/2. Despite a markedly increased
strength at lower temperature, KJIc values at
200 K and 77 K remained relatively constant at
KJIc = 221 MPa·m1/2 (JIc = 260 kJ/m2) and KJIc =
219 MPa·m1/2 (JIc = 255 kJ/m2), respectively. After
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Fig. 1. Microstructure and mechanical properties of the CrMnFeCoNi high-
entropy alloy. (A) Fully recrystallized microstructure with an equiaxed grain
structure and grain size of ~6 mm; the composition is approximately equiatomic,
and the alloy is single-phase, as shown from the EDX spectroscopy and XRD
insets. (B) Yield strength sy, ultimate tensile strength suts, and ductility (strain to
failure, ef) all increase with decreasing temperature. The curves are typical tests
at the individual temperatures, whereas the data points are means T SD of
multiple tests; see table S1 for exact values. (C) Fracture toughness measure-
ments show KJIc values of 217 MPa·m1/2, 221 MPa·m1/2, and 219 MPa·m1/2 at

293 K, 200 K, and 77 K, respectively, and an increasing fracture resistance in
terms of the J integral as a function of crack extension Da [i.e., resistance curve
(R curve) behavior]. (D) Similar to austenitic stainless steels (e.g., 304, 316, or
cryogenic Ni steels), the strength of the high-entropy alloy (solid lines) increases
with decreasing temperature; although the toughness of the other materials
decreases with decreasing temperature, the toughness of the high-entropy alloy
remains unchanged, and by some measures it actually increases at lower
temperatures. (The dashed lines in the plots mark the upper and lower limits of
data found in the literature.)
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initiation, the fracture resistance further increased
with extensive subcritical crack growth; after
just over 2 mm of such crack extension, a crack
growth toughness exceeding K = 300 MPa·m1/2

(J = 500 kJ/m2) was recorded [representing, in
terms of ASTM standards, the maximum (valid)
crack extension capacity of our samples]. Such
toughness values compare favorably to those of
highly alloyed, austenitic stainless steels such
as 304L and 316L, which have reported tough-
nesses in the range ofKQ = 175 to 400MPa·m1/2 at
room temperature (14–16), and the best cryogenic
steels such as 5Ni or 9Ni steels, with KQ = 100 to
325MPa·m1/2 at 77 K (17–19). Similar to the high-
entropy alloy, these materials show an expected
increase in strength with decreasing temper-
ature to 77 K; however, unlike the high-entropy
alloy, their reported fracture toughness values are
invariably reduced with decreasing temperature
(20) (Fig. 1D) and furthermore are rarely valid (i.e.,
they are size- and geometry-dependent and thus
not strictly material parameters).
The high fracture toughness values of the

CrMnFeCoNi alloy were associated with a 100%
ductile fracture by microvoid coalescence, with
the extent of deformation and necking behavior
being progressively less apparent at the lower

temperatures (Fig. 2, A and B). EDX analysis of
the particles, which were found inside the voids
of the fracture surface and acted as initiation
sites for their formation, indicated either Cr-rich
or Mn-rich compounds (Fig. 2B, inset). These
particles are likely oxides associated with theMn
additions; preliminary indications are that they
are absent in the Mn-free (CoCrFeNi) alloy (6).
Both microvoid size and particle size varied
markedly; the microvoids ranged in size from
~1 mm to tens of micrometers, with particle sizes
ranging from<1 mmto ~5 mm(Fig. 2B, inset) with
an average size of 1.6 mm and average spacing
dp ≈ 49.6 mm, respectively.
To verify the high measured fracture tough-

ness values, we used three-dimensional (3D) ster-
eophotogrammetry of the morphology of these
fracture surfaces to estimate local crack initia-
tion toughness (Ki) values for comparison with
the global, ASTM-based KJIc measurements. This
technique is an alternativemeans to characterize
the onset of cracking, particularly under large-
scale yielding conditions. Under mode I (tensile)
loading, the crack surfaces completely separate
from each other, with the regions of first sepa-
ration moving the farthest apart and progres-
sively less separation occurring in regions that

crack later. Accordingly, the formation and coa-
lescence of microvoids and their linkage with the
crack tip allow for the precise reconstruction of
the point of initial crack advance from the juxta-
position of the stereo images of each fracture sur-
face. This enables an evaluation of the crack tip
opening displacement at crack initiation, CTODi,
which then can be used to estimate the local stress
intensity Ki at the midsection of the sample at the
onset of physical crack extension, where Da = 0
(21). Specifically, we used an automatic fracture
surface analysis system that creates 3D digital
surface models from stereo-image pairs of the
corresponding fracture surfaces taken in the scan-
ning electron microscope (Fig. 2C); digitally re-
constructing the crack profiles by superimposing
the stereo-image pairs allows for a precise mea-
surement of the CTODis of arbitrarily chosen crack
paths (which must be identical on both fracture
surfaces). Figure 2D indicates two examples of
the approximately 10 crack paths taken on both
fracture surfaces of samples tested at 293 K and
77 K. The two corresponding profiles show the
point at which the first void, formed ahead of
the fatigue precrack, coalesced with this pre-
crack to mark the initial crack extension, there-
by locally defining the crack initiation event and

SCIENCE sciencemag.org 5 SEPTEMBER 2014 • VOL 345 ISSUE 6201 1155

Fig. 2. Images of fractured CrMnFeCoNi samples. (A) Stereomicroscopic
photographs of the fracture surfaces after testing indicate less lateral defor-
mation and necking-like behavior with decreasing temperature. (B) SEM image
of the fracture surface of a sample tested at room temperature shows ductile
dimpled fracture where the void initiation sites are mainly Mn-rich or Cr-rich par-
ticles, as shown by the EDX data (insets). (C) Three-dimensional digital fracture

surface models were derived from SEM stereo-image pairs, which indicate the
transition from fatigue precrack to ductile dimpled fracture and the presence of
the stretch zone. (D) Profiles of identical crack paths from both fracture halves of
the fracture surface models were extracted to evaluate the crack tip opening
displacement at the first physical crack extension, CTODi, which was then
converted to Ji using the relationship of the equivalence of J and CTOD (50).
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the fracture toughness (22). Using these pro-
cedures, the initial crack tip opening displace-
ments at crack initiation were found to be
CTODi = 57 T 19 mm at 293 K and 49 T 13 mm at
77 K. Using the standard J-CTOD equivalence
relationship of Ji º soCTODi = Ki

2/E´gives es-
timates of the crack initiation fracture toughness:
Ki = 191 MPa·m1/2 and 203 MPa·m1/2 at 293 K and
77 K, respectively. These values are slightly con-
servative with respect to the global R curve–
based values in Fig. 1C; however, this is to be
expected, as they are estimated at the initial

point of physical contact of the first nucleated
void with the precrack, whereas the ASTM-based
measurements use an operational definition of
crack initiation involving subcritical crack ex-
tension of Da = 200 mm.
To discern the micromechanisms underlying

the excellent fracture toughness behavior, we fur-
ther analyzed the fracture surfaces of samples
tested at 293 K and 77 K by means of stereomi-
croscopy and scanning electron microcopy (SEM).
Some samples were additionally sliced in two
halves, embedded, and metallographically pol-

ished for BSE microscopy and electron back-
scatter diffraction (EBSD) analysis of the region
in the immediate vicinity of the crack tip and in
the wake of the crack, close to the crack flanks,
specifically “inside” the sample where fully plane-
strain conditions prevail.
SEM images of the crack tip region of sam-

ples tested at ambient and liquid nitrogen tem-
peratures show the formation of voids and their
coalescence characteristic of the microvoid co-
alescence fracture process (Fig. 3A). A large
population of the particles that act as the void
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Fig. 3. Deformation mechanisms in the vicinity of the crack tip in the
center (plane-strain) section of CrMnFeCoNi high-entropy alloy samples.
(A) Low-magnification SEM images of samples tested at 293 K and 77 K show
ductile fracture by microvoid coalescence, with a somewhat more distorted crack
path at the lower temperature. (B) EBSD images show numerous annealing twins
and pronounced grain misorientations due to dislocations—the primary defor-

mation mechanism at 293 K. (C) At 77 K, BSE images taken in the wake of the
propagated crack show the formation of pronounced cell structures resulting
from dislocation activity. Both BSE and EBSD images show deformation-induced
nanotwinning as an additional mechanism at 77 K. [The EBSD image is an overlay
to an image quality (IQ) map, which is a measure of the quality of the collected
EBSD pattern used to visualize certain microstructural features.]
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initiation sites can be seen on the fracture
surfaces (Fig. 2B); these particles have a substan-
tial influence on material ductility and likely
contribute to the measured scatter in the failure
strains (Fig. 1B). Macroscopically, fracture sur-
faces at 77 K appear significantly more deviated
from amode I (KII = 0) crack path than at 293 K
(Fig. 3A). Although such deflected crack paths act
to reduce the local crack-driving force at the crack
tip (23) and hence contribute to the risingR curve
behavior (i.e., crack growth toughness), thismech-
anism cannot be responsible for the exceptional
crack initiation toughness of this alloy. Such high
Ki values are conversely derived from the large
CTODs at crack initiation and are associated with
the intrinsic process of microvoid coalescence; as
such, they are highly dependent on the formation
and size of voids, the prevailing deformation and
flow conditions, and the presence of steady strain
hardening to suppress local necking.
Using simple micromechanical models for

fracture (24), we can take advantage of a stress
state–modified critical strain criterion for ductile
fracture to derive estimates for these high tough-
ness values (25–27). This yields expressions for
the fracture toughness in the form J Ic ≈ soef l

*
o ,

where so is the flow stress, ef is the fracture
strain in the highly constrained stress state in
the vicinity of the crack tip [which is roughly
an order of magnitude smaller than the un-
iaxial tensile ductility (28)], and l*o is the char-
acteristic distance ahead of the tip over which

this critical strain must be met for fracture (which
can be equated to the particle spacing dp). Assum-
ing Hutchinson-Rice-Rosengren (HRR) stress-
strain distributions ahead of a crack tip in plane
strain for a nonlinear elastic, power-law hard-
ening solid (strain-hardening coefficient of n)
(29, 30), and the measured properties, specifically
E, so, ef , n, n, and dp, for this alloy (11), estimates
of the fracture toughness ofKJIc = (JIcE´)

1/2 of ~150
to 215MPa·m1/2 can be obtained for the measured
particle spacing of dp ~ 50 mm. Although approx-
imate, these toughness predictions from the critical
fracture strainmodel are completely consistentwith
a fracture toughness on the order of 200 MPa·m1/2,
as measured for the CrMnFeCoNi alloy in this
study (Fig. 1C).
In addition to crack initiation toughnesses

of 200 MPa·m1/2 or more, this alloy develops
even higher crack growth toughness with stable
crack growth at “valid” stress intensities above
300 MPa·m1/2. These are astonishing toughness
levels by any standard, particularly because they
are retained at cryogenic temperatures. A primary
factor here is the mode of plastic deformation,
which induces a steady degree of strain hardening
to suppress plastic instabilities; expressly, themea-
sured strain-hardening exponents of n ~ 0.4 are
very high relative to the vast majority of metals,
particularly at this strength level. Recent studies
have shown that, similar to mechanisms known
for binary fcc solid solutions (31, 32), plastic de-
formation in the CrMnFeCoNi alloy at ambient

temperatures is associated with planar glide of
1/2〈110〉 dislocations on {111} planes leading to the
formation of pronounced cell structures at higher
strains (5). However, at 77 K, in addition to planar
slip, deformation-induced nanoscale twinning
has been observed both previously (5) and in
the present study (Fig. 3C) and contributes to
the increased ductility and strain hardening at
lower temperatures. Both the planar slip and
nanotwinning mechanisms are highly active in
the vicinity of the crack tip during fracture, as
illustrated in Fig. 3. EBSD images taken ahead
of the crack tip inside the sample of a fracture
toughness test performed at room temperature
show grain misorientations resulting from dis-
location activity as the only deformation mech-
anism (Fig. 3B). Aside from numerous annealing
twins resulting from the recrystallization step
during processing, twinning does not play a role
at ambient temperatures, with only a few single
nanotwins in evidence. With decrease in tem-
perature, cell structure formation is more appar-
ent, as shown by the BSE image in Fig. 3C, taken
in the wake of a crack propagating at 77 K. Here,
however, excessive deformation-induced nano-
scale twinning occurs simultaneously with planar
dislocation slip, leading to a highly distorted grain
structure, which can be seen in both the BSE and
IQ + EBSD images in the vicinity of the growing
crack. [The EBSD image is shown as an overlay
of an image quality (IQ) map to enhance visual-
ization of structural deformations of the grains.]
Note that several other classes of materials show
good combinations of strength and ductility when
twinning is the dominant deformation mecha-
nism. These include copper thin films (33–36)
and the recently developed twinning-inducedplas-
ticity (TWIP) steels (37–40), which are of great
interest to the car industry as high-Mn steels
(41–44).We believe that the additional plasticity
mechanism of nanotwinning in CrMnFeCoNi is
critical to sustaining a high level of strain hard-
ening at decreasing temperatures; this in turn
acts to enhance the tensile ductility, which, to-
gether with the higher strength at low tem-
peratures, preserves the exceptional fracture
toughness of this alloy down to 77 K.
We conclude that the high-entropy CrMnFeCoNi

alloy displays remarkable fracture toughness
properties at tensile strengths of 730 to 1280 GPa,
which exceed 200 MPa·m1/2 at crack initiation
and rise to >300MPa·m1/2 for stable crack growth
at cryogenic temperatures down to 77 K. The
alloy has toughness levels that are comparable
to the very best cryogenic steels, specifically cer-
tain austenitic stainless steels (15, 16) and high-Ni
steels (17–19, 45–48), which also have outstanding
combinations of strength and ductility.
With respect to the alloy’s damage tolerance, a

comparison with the other major material classes
is shown on the Ashby plot of fracture toughness
versus yield strength (49) in Fig. 4. There are
clearly stronger materials, which is understand-
able given that CrMnFeCoNi is a single-phase
material, but the toughness of this high-entropy
alloy exceeds that of virtually all pure metals and
metallic alloys (9, 49).

SCIENCE sciencemag.org 5 SEPTEMBER 2014 • VOL 345 ISSUE 6201 1157

Fig. 4. Ashby map showing fracture toughness as a function of yield strength for high-entropy
alloys in relation to a wide range of material systems. The excellent damage tolerance (toughness
combined with strength) of the CrMnFeCoNi alloy is evident in that the high-entropy alloy exceeds the
toughness of most pure metals and most metallic alloys (9, 49) and has a strength comparable to that
of structural ceramics (49) and close to that of some bulk-metallic glasses (51–55).
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CRYSTAL NUCLEATION

In situ TEM imaging of CaCO3
nucleation reveals coexistence of
direct and indirect pathways
Michael H. Nielsen,1,2 Shaul Aloni,2 James J. De Yoreo3,4

Mechanisms of nucleation from electrolyte solutions have been debated for more than a
century. Recent discoveries of amorphous precursors and evidence for cluster aggregation
and liquid-liquid separation contradict common assumptions of classical nucleation
theory. Using in situ transmission electron microscopy (TEM) to explore calcium carbonate
(CaCO3) nucleation in a cell that enables reagent mixing, we demonstrate that multiple
nucleation pathways are simultaneously operative, including formation both directly from
solution and indirectly through transformation of amorphous and crystalline precursors.
However, an amorphous-to-calcite transformation is not observed. The behavior of
amorphous calcium carbonate upon dissolution suggests that it encompasses a spectrum
of structures, including liquids and solids. These observations of competing direct and
indirect pathways are consistent with classical predictions, whereas the behavior of
amorphous particles hints at an underlying commonality among recently proposed
precursor-based mechanisms.

N
ucleation is a key step in the crystallization
process, representing the initial transfor-
mation of a disordered phase into an or-
dered one. It is also the most difficult part
of the process to observe because it hap-

pens on very short time and length scales. In the

case of electrolyte solutions, there is an open de-
bate as to whether classical nucleation theory
(CNT), as initially developed by Gibbs (1), is a
suitable framework within which to describe
the process, or whether nonclassical elements
such as dense liquid phases (2–4) or (meta)stable
clusters (5) play important roles. Furthermore,
uncertainty exists as to whether a final, stable
phase can nucleate directly from solution or
whether it forms through a multistep, multi-
phase evolution (6, 7). In the case of multistep
nucleation pathways, whether transformation
from one phase to another occurs through nu-
cleation of the more stable phase within the
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existing precursor or through dissolution of the
original phase and reprecipitation of the second-
ary phase is unclear (8, 9). Althoughmany studies
have provided snapshots of the nucleation process
(8) or followed the ensemble evolution of phases
in solution (9), and simulations have produced
predictions for certain solution conditions (4, 10),
in situ observations that follow the process from
start to finish have been lacking.
The advent of liquid cell transmission electron

microscopy (TEM) (11) permits imaging with
nanometer-scale spatial resolution in time in-
crements of fractions of a second. We used a
dual-inlet flow stage (fig. S1) for in situ obser-
vations of CaCO3 nucleation pathways over a
range of solution conditions. The observations
we report here elucidate the existence of a range
of nucleation pathways occurring under iden-
tical or similar solution conditions, often simul-
taneously within a single experiment.
To introduce CaCl2 and NaHCO3 solutions of

varying concentrations into the flow cell, we used
a range of flow rates set independently for the
two reagents (tables S1 and S2). In some experi-
ments, supersaturations increased initially but
eventually decreased until undersaturated so
that dissolution was also observed. We recorded
nucleation of both metastable and stable phases,
including amorphous calcium carbonate (ACC),
vaterite, aragonite, and calcite, typically exhibit-
ing morphologies common for these phases (fig.
S2). All nucleation events occurred on the top or
bottommembrane of the fluid cell. The thickness
of the fluid layer varied and sometimes thinned
substantially during an experiment, facilitating
collection of diffraction data for unambiguous
phase identification. However, collection of dif-
fraction data was not always possible, either be-
cause phase transformations took place while
operating in imaging mode or because the solu-
tion layer thickness producedmultiple scattering
events that degraded the diffraction signal be-
yond use.
Amorphous calcium carbonate particles nu-

cleated (Fig. 1, A and B, and movie S1) and grew
to diameters of up to hundreds of nanometers
(Fig. 1, C and D). Diffraction data confirmed the
amorphous nature of the particles (Fig. 1D, in-
set). Similarly for vaterite, nucleation (Fig. 1, E
and F, and movie S2) was followed by extensive
growth (Fig. 1G); some crystals merged to form
larger crystals (Fig. 1H)with visible texture (Fig. 1I).
In some cases, at later stages of growth the grow-
ing outer edge exhibited a layered structure while
the interior of the growing platelet dissolved away
(Fig. 1J). The diffraction pattern (Fig. 1J, inset)
identified the phase as vaterite.
We also observed multistep nucleation path-

ways starting with ACC (Fig. 2, and movies S3
to S5). ACC particles formed and grew to
sizes ranging from hundreds of nanometers to
micrometers (Fig. 2, A and E) before suddenly
transforming to the aragonite “sheaf-of-wheat”
morphology (Fig. 2, C and D) or vaterite (Fig. 2, F
to H). Typically, the ACC particle began to shrink
just before the appearance of a secondary phase
(Fig. 2, B and F) on, or possibly just below, the

SCIENCE sciencemag.org 5 SEPTEMBER 2014 • VOL 345 ISSUE 6201 1159

Fig. 1. Direct formation of ACC and vaterite. Frames frommovie S1 show the fluid cell before nucleation
(A) and during nucleation and growth of ACC (B to D). Diffraction analysis [inset to (D)], performed
when the fluid layer thinned (see supplementary materials), confirms the amorphous nature of the
particles. Frames from movie S2 follow vaterite formation and growth (E to J). Gray spots already
present (E) are salt deposits that formed on the outer surface of the liquid cell window during cell
assembly. In (E) and (F), the nucleation site of a vaterite particle is circled for clarity.The particle grows
(G), merges with a second particle (H), and exhibits layering at the growth front and dissolution in the
center (I and J). Diffraction analysis [inset to (J)] identifies the material as vaterite. Scale bars are
500 nm in (A) to (J) and 2 nm–1 in the insets to (D) and (J). Solution conditions—designated in all figure
legends by [CaCl2]:[NaHCO3]/R(CaCl2):R(NaHCO3)with concentrations inmillimolar and flow ratesR in
microliters per minute—are 50:50/10:0.2 for (A) to (D) and 40:40/9:1 for (E) to (J).Times listed in all
figures are relative to the beginning of the associated movie.

RESEARCH | REPORTS



surface of the original particle. This shrinkage
perhaps indicates either the expulsion of water
from the amorphous particle or a sudden decrease
in concentration leading to partial dissolution.
This secondary phase grew rapidly, consuming
the original amorphous particle (Fig. 2, C, D, G,
and H). The two phases maintained constant
physical contact throughout this transformation
process. Because the surrounding medium is su-
persaturatedwith respect to the secondary phase,

growth presumably also involves monomer addi-
tion from solution.
These two examples demonstrate the occur-

rence of multistep pathways of CaCO3 crystal
nucleation by which a metastable, amorphous
precursor appears first and then transforms into
a more energetically favorable crystalline phase
through a direct, physical connection between
the growing and shrinking phases. These multi-
step pathways contrast with direct pathways in

which a crystalline phase nucleates from solution,
either in the absence of ACC or independently
of any amorphous particles thatmay have already
formed. In this latter case,which iswell documented
(9, 12–14), the nucleation of the crystalline phase
is followed by dissolution of preexisting amor-
phous particles and reprecipitation onto the crys-
talline phase, as inferred from in situ optical (12, 13)
and x-ray studies (9). However, among the hun-
dreds of experiments conducted, transformation
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Fig. 2. Direct transformation of ACC to crystalline phases. Frames from
movie S3 show a previously nucleated ACC particle (A), with the secondarily
nucleated crystalline phase forming on or in the amorphous particle (B). The
secondary phase, exhibiting typical aragonitic sheaf-of-wheat morphology,
grows at the expense of the ACC, with the two phases maintaining physical
contact during the entire transformation (C and D). Frames from movie S5

show a previously nucleated ACC particle (E), with secondarily nucleated
vaterite plates forming on or in the amorphous particle (F).These plates grow at
the expense of the ACC (G and H), in the same manner as above (C and D).
Diffraction from the resulting plates identifies them as vaterite [inset to (H)].
Scale bars are 500 nm in (A) to (H) and 2 nm–1 in the inset to (H). Solution
conditions are 30:100/10:0.2 for (A) to (H).

Fig. 3. Concurrent formation of multiple phases. Frames from movie S6 show simultaneous nucleation and growth of calcite crystals and either ACC or
vaterite (A to D). The nitride window edge is visible at the bottom right corner of each panel. Frames from movie S7 show direct nucleation of vaterite (E) and
aragonite (F) and subsequent growth (G and H). The formation of calcite occurs on aragonite (I), followed by calcite growth and concomitant dissolution of the
aragonitic bundle (J to L). Scale bars are 500 nm in all panels. Solution conditions are 30:30/8:2 for (A) to (D) and 50:50/10:0.2 for (E) to (H).
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of ACC into calcite (the most stable phase of
CaCO3) was never observed.
Additionally, we detected concurrent nuclea-

tion of multiple phases. For example, direct nu-
cleation of calcite rhombohedra (Fig. 3, A to D,
and movie S6) was observed alongside the for-

mation of a (hemi-)spherical particle that, based
on morphology, was either ACC or vaterite. Nu-
merous optical studies have shown that ACC
dissolves in the presence of calcite (12–14). Conse-
quently, although the particle lacked any visi-
ble internal structure, as was typically seen in
vaterite (Figs. 2, H to J, and 3, H and I), it is un-
likely to be ACC.
Nucleation of multiple phases, followed by

transformation to secondary phases, was also
observed in a single experiment (Fig. 3, E to L, and
movie S7). For example, a crystal with vateritic
morphology first formed (Fig. 3, E to I) and
continued to grow as bundles with aragonitic
morphology formed in the vicinity and merged
into larger aggregates (Fig. 3, F to J). A calcite
rhombohedron then nucleated in apparent con-
tact with the aragonitic bundle (Fig. 3I) and grew
throughout the rest of the experiment (Fig. 3, J
to L) as the aragonitic bundle dissolved (Fig. 3,
K and L). We were unable to collect diffraction
information to unequivocally assign phases in this
experiment, leading to some ambiguity. Further-
more, because the image is a two-dimensional
(2D) projection of a 3D volume, there is some
uncertainty as to the precise location of the cal-
cite nucleus relative to the surface of the bundle.
Contrary to our expectations, on the time scale

of our experiments, ACC nucleation occurred
only when the solution was exposed to the elec-
tron beam under sufficiently high solution con-
centrations (movie S8). Moreover, varying the
electron dose accelerated, delayed, or prevented
its formation (movies S9 and S10). By contrast,
none of the crystalline phases showed such a
relation to the electron beam; crystals were regu-
larly found far from areas exposed to the beam.
We measured growth rates for ACC (fig. S6A),

calcite (fig. S6B), and vaterite (fig. S6C) in 14 ex-
periments, tracking observations of both single
and multiple particles. All phases grew linearly,
indicating that postnucleation growth occurred
under steady-state solution conditions and was
controlled by surface kinetics rather than dif-
fusive transport (15). Although some growth curves
exhibited single linear trends, others showed two
distinct linear regions. This change in slopemarked
a drop in the growth rate and, therefore, super-
saturation, suggesting a reduced rate of solute
input to the cell, perhaps due to CaCO3 nuclea-
tion near the cell inlet.
Finally, we observed multiple distinct disso-

lution behaviors for ACC particles under contin-
ued illumination by the electron beam, following
thinning of the liquid layer. Some ACC particles
underwent uniform shrinking to the point of
complete disappearance, behaving as if they were
liquid droplets evaporating into the surrounding
medium (Fig. 4, A to F, and movie S11). By con-
trast, other ACC particles at a later time in the
same experiment exhibited behavior indicative
of a dissolving solid, becoming rough and pitted
over time (Figs. 4, G to L, andmovie S12) before
finally disappearing. Others exhibited behavior
combining or intermediate to these two end points.
The open questions about nucleation from elec-

trolyte solutions are especially germane to the

CaCO3 system. Numerous studies have concluded
that the final crystalline state often emerges long
after the first appearance of ACC (5, 6, 9, 14, 16–18).
Physical chemical analyses (5) and cryogenic TEM
(18) have given rise to a model of nucleation in
which stablemulti-ion clusters aggregate to form
this first amorphous phase,which then transforms
directly to the crystalline phases. Based on x-ray
diffraction and optical microscopy, other studies
have concluded that nucleation is described well
by CNT, and crystalline phases that appear after
ACC do so through dissolution and reprecipita-
tion (9, 12). Ex situ TEM (19) andnuclearmagnetic
resonance data (3) indicate the existence of a
dense liquid phase. Molecular dynamics simu-
lations predict polymeric clusters (10), and dense
liquid phases (4) form through spinodal decom-
position with ACC then forming through partial
dehydration.However, the existence of these phe-
nomena remains unproven. Moreover, spectro-
scopic analyses have shown that many CaCO3-
based biominerals form through aggregation and
crystallizationofACCexhibitingmultiple hydrated
states (20, 21). The spatial resolution of the ex-
periments described here does not allow us in-
sight into the question of whether nucleation
occurs via ion-by-ion attachment, as per CNT,
or whether stable or metastable clusters serve
as the primary species of addition. Our obser-
vations do, however, demonstrate that multiple
nucleation pathways exist for the crystalline
phases of CaCO3, including both direct formation
from solution and direct transformation from
more disordered phases. Moreover, our findings
show that these multiple pathways and phases
are simultaneously available to the system atmod-
erate to high supersaturations, as fully expected
from classical considerations.
Our results also shed light on the process by

which the disordered phases transform to the
more ordered phase. In all cases for which we
can definitively identify the starting point of the
secondary nucleus, it lies approximately at the
surface of the parent particle. This is consistent
with previous in situ TEM observations of solid-
ification in liquid Au72Ge28 droplets where the
first ordered domain appeared at the surface
(22). Presumably, the higher mobility of surface
ions and, in the case of solutions, their ability to
rapidly exchange with the solution lead to this
phenomenon.
Because the experimental cells used in these

experiments have fluid layer thicknesses ranging
from hundreds of nanometers to micrometers,
effects of confinement might be expected. How-
ever, over the range of sizes observed here, the
lateral growth rates remain constant and thus do
not appear to be affected by the cell dimensions.
Effects of confinement on nucleation could be
evident in two ways: The first is through a sim-
ilarity in cell dimensions to critical nucleus size
(23), and the second is by structuring of the liquid
layer through proximity to the cell membranes
(24, 25). However, the cell dimensions are orders
ofmagnitude above the ~1- to 10-nm critical sizes
of the crystalline phases (12), as well as the ~10 Å
thickness of the hydration layers (24, 25).
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Fig. 4.Twodissolution behaviors of ACC. Frames
from movie S11 show that some ACC particles
undergo liquid-like shrinking and disappearance
(A to F). At a later time in the same experiment,
frames frommovie S12 depict nearby ACCparticles
exhibiting solid-like behavior, becoming pitted and
developing roughened edges (G to L) while still
amorphous [inset to (L)]. Scale bars are 500 nm in
(A) to (L) and 2 nm–1 for the inset to (L). Solution
conditions are 100:100/10:0.2 for all panels.
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The findings reported here also bear upon the
controversy concerning the nature of ACC. Ini-
tially, a single amorphous phase was reported
(26). Later experiments demonstrated the exis-
tence of both hydrous ACC and anhydrous ACC
(27). Other research suggested the existence of
two forms of hydrous ACC (28), as well as proto-
vateritic ACC and proto-calcitic ACC (29), with
each serving as a precursor to the respective crys-
talline phase. The dense liquid phase referred
to above was recently proposed as yet another
amorphous form. Our results call into question
whether these are fundamentally distinct phases
or whether they exist as points on a continuum.
Though certainly not conclusive, the disparate
modes of ACC dissolution observed in our study
suggest that the termACC refers to a spectrum of
structures ranging from the dense liquid phase to
the anhydrous form, rather than a single or even
a few closely related structures. Finally, whereas
our results clearly show that direct transforma-
tion of ACC to the crystalline phase of CaCO3

readily occurs, we confirm previous suggestions
from low-resolution optical measurements, mac-
roscopic x-ray diffraction data (12–14), and x-ray
microscopy (30) that direct transformation from
ACC to calcite is unlikely. Indeed, this forma-
tion pathway has never been directly observed.
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SUPERNOVAE

Early 56Ni decay gamma rays from
SN2014J suggest an unusual explosion
Roland Diehl,1* Thomas Siegert,1 Wolfgang Hillebrandt,2 Sergei A. Grebenev,3

Jochen Greiner,1 Martin Krause,1 Markus Kromer,4 Keiichi Maeda,5

Friedrich Röpke,6 Stefan Taubenberger2

Type Ia supernovae result from binary systems that include a carbon-oxygen white dwarf,
and these thermonuclear explosions typically produce 0.5 solar mass of radioactive
56Ni. The 56Ni is commonly believed to be buried deeply in the expanding supernova cloud.
In SN2014J, we detected the lines at 158 and 812 kiloelectron volts from 56Ni decay
(time ~8.8 days) earlier than the expected several-week time scale, only ~20 days after the
explosion and with flux levels corresponding to roughly 10% of the total expected
amount of 56Ni. Some mechanism must break the spherical symmetry of the supernova
and at the same time create a major amount of 56Ni at the outskirts. A plausible
explanation is that a belt of helium from the companion star is accreted by the white dwarf,
where this material explodes and then triggers the supernova event.

S
N2014Jwas discovered on 22 January 2014
(1) in the nearby starburst galaxy M82 and
was classified as a supernova of type Ia
(SN Ia) (2). This is the closest SN Ia since the
advent of gamma-ray astronomy. It reached

its optical brightness maximum on 3 February,
20 days after the explosion on 22 January at 14.75
UT (3). At a distance of 3.5 Mpc (4), a detailed
comparison of models to observations across a
wide range of wavelengths appears feasible, in-
cluding gamma-ray observations from the 56Ni
decay chain.
Calibrated light curves of type Ia supernovae

(SNe Ia) have become standard tools to deter-

mine cosmic distances and the expansion history
of the universe (5), but we still do not understand
the physics that drives their explosion (6, 7). Their
extrapolation as distance indicators at high red-
shifts, where their population has not been em-
pirically studied, can only be trusted if a physical
model is established (5). Unlike core-collapse SNe,
which obtain their explosion energy from their
gravitational energy, SNe Ia are powered by the
release of nuclear binding energy through fusion
reactions.
It is generally believed that carbon fusion re-

actions ignited in the degenerate matter inside a
white dwarf star lead to a runaway. This sudden
release of a large amount of nuclear energy is
enough to overcome the binding energy of such a
compact star and thus causes a SN Ia. A con-
sensus had been for years that the instability of
a white dwarf at the Chandrasekhar mass limit
in a binary systemwith amain-sequence or (red)
giant companion star was themost plausiblemod-
el to achieve the apparent homogeneity (6). How-
ever, observations have revealed an unexpected
diversity in SNe Ia in recent years (8), and in-
creasing model sophistication along with reeval-
uations of more-exotic explosion scenarios have
offered plausible alternatives. The consensus now
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leans toward a broader range of binary systems
and more methods of igniting a white dwarf, in-
dependent of its mass. Destabilizing events such
as accretion flow instabilities, He detonations,
mergers, or collisions with a degenerate com-
panion star are being considered (9–12).
Matter consisting of equal numbers of protons

and neutrons (such as in C and O) binds these
nucleons most tightly in the form of the 56Ni nu-
cleus. Therefore, 56Ni is believed to be the main
product of nuclear burning under sufficiently
hot and dense conditions, such as in SNe Ia.
The radioactive decay of 56Ni then powers SN
light through its gamma rays and positrons, with
a decay chain from 56Ni (time ~ 8.8 days) through
radioactive 56Co (time ~ 111.3 days) to stable 56Fe.
The outer gas absorbs this radioactive energy
input and reradiates it at lower-energy wave-
bands [ulraviolet (UV) through infrared (IR)].
But neither the explosion dynamics nor the
evolution toward explosions from white dwarf
properties and from interactions with their com-
panion stars can easily be assessed, because it
remains difficult (13) to constrain different ex-
plosion models through observations. Some in-
sights toward the nature of the binary companion
star have been obtained from preexplosion data
(8, 14–17) and from its interactions with the SN
(18–20).
Gamma rays can help in constraining inner

physical processes. Although initially the SN Ia
remains opaque even to penetrating gamma
rays, within several weeks, more andmore of the
56Ni decay-chain gamma rays are expected to leak
out of the expanding SN (21, 22). Themaximum
of gamma-ray emission should be reached 70 to
100 days after the explosion, with its intensity
declining afterward because of the radioactive
decay of 56Co (23). Simulations of the explosion
and radioactive energy release have been cou-
pled with radiative transport to show that the
gamma-ray emission of the SN is characterized
by nuclear transition lines between ~150 and
3000 keV and their secondary, Compton-scattered
continuum fromkilo–electron volt energies up to
mega–electron volt energies (22, 24–26).

Here we describe the analysis of data from the
Spectrometer (SPI) on the International Gamma-
Ray Astrophysics Laboratory (INTEGRAL) space
mission with respect to gamma-ray line emission
from the 56Ni decay chain. INTEGRAL (27) started
observing SN2014J on 31 January 2014 (28), about
16.6 days after the inferred explosion date. We
analyzed sets of detector spectra from the Ge de-
tectors of the SPI spectrometer (29, 30), collected
at the beginning of INTEGRAL’s SN2014J cam-
paign. SPImeasures photon interaction events for
each of its 15 Ge detectors that constitute the tel-
escope camera. Imaging information is imprinted
through a codedmask selectively shadowing parts
of the camera for a celestial source (29). Changing
the telescope pointing by ~2.1° after each ~3000 s,
the mask shadow is varied for the counts con-
tributed from the sky, whereas the instrumental
background counts should not be affected by these
small variations in telescope orientation.
In our analysis of SN2014J, we fitted the mea-

sured data to the combination of the expected
coding pattern in the detector signals and our
instrumental background model. In the fit, we
adjusted intensities of the global background
model and the point source located at a partic-
ular position in the sky. The fit was performed
independently for each of the energy bins.
Instrumental background dominates the total

count rate in SPI detectors, so its treatment is key
to the data analysis. We performed fine spectros-
copy of the measured spectra from each 3-day
orbit, determining instrumental line features and
the status of each detector in terms of intrinsic
resolution and degradation. We then used this
orbit-averaged spectral shape to fit the line in-
tensity variations among individual pointings,
adjusting the underlying continuum emission
and the line feature amplitudes relative to the
orbit averages. We attributed these line inten-
sities to each of the Ge detectors as measured
in orbit-integrated spectra (for details, see the
supplementary materials). In this way, we avoid
statistical limitations of invididual-detector spec-
tra per telescope pointing and energy bin and
still obtain a very good representation of back-

ground variations, in addition to a consistent
description of the spectral evolution of instru-
mental background with time (31).
The Poissonian maximum likelihood deter-

mines the intensity of the celestial source and
overall background. For the assumed source
position, we derived an intensity spectrum, typ-
ically with ~1-keV spectral resolution (32). Our
spectra for SN2014J were then analyzed for the
presence of lines and their significances. Line
parameters such as Doppler shifts or broaden-
ing can be derived from fitted line centroids and
widths and their uncertainties in a next step.
Varying the position of the source in the sky,
we also mapped signals in spectral bands of
interest across the observed sky area through
an identical maximum-likelihood analysis. In
this way, we can check whether a detected line
consistently maps to the SN2014J location. From
the same sky mapping of a spectral band where
we did not identify a celestial line, we obtained
a reference that checks for the appearance of
possible artifacts from statistical fluctuations
alone, also accounting for the trials of source
positions inherent in such mapping. The data
set analyzed here includes 60 pointings with an
exposure of 150.24 ks for a 3-day period from 31
January to 2 February 2014; i.e., from 16.6 to 19.2
days after the supernova explosion.
We found the characteristic gamma-ray lines

of 56Ni decaying in a SN Ia: The spectra for SN2014J
[at Galactic coordinates (l,b) = (141.427°, 40.558°)]
show the two major lines at 158 and 812 keV
(Fig. 1). The two line intensities are identical with-
in uncertainties. Imaging analysis locates the
signal at the position of SN2014J, within spatial-
resolution uncertainties (Fig. 2). The measured
gamma-ray line fluxes are (1.10 T 0.42) 10−4

photons cm−2 s−1 (158 keV line) and (1.90 T 0.66)
10−4 photons cm−2 s−1 (812 keV line). The ob-
served lines are neither significantly velocity-
broadened nor offset (frombulk-velocityDoppler
shifts), although broad components could un-
derlie ourmain signal. Line broadening from the
observed 56Ni corresponds to velocity spreads
below ~1500 to 2000 km s−1, and its bulk velocity
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Fig. 1. Gamma-ray spectra measured with SPI/INTEGRAL from SN2014J.The observed 3-day interval around day 17.5 after the explosion shows the two
main lines from 56Ni decay, 158 keV (A) and 812 keV (B). In deriving these spectra, we adopted the known position of SN2014J and used the instrumental
response and background model. Error bars are shown as 1s. The measured intensity corresponds to an initially synthesized 56Ni mass of 0.06 solar mass.
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is below ~2000 km s−1 (see the supplementary
materials and table S1.1 for details). The total
measured flux can be converted to a 56Ni mass
seen to decay at ~18 days after the explosion that
corresponds to 0.06 solar mass of 56Ni at the time
of the explosion.
Apparently, a substantial fraction of the total

56Ni produced must have been close to the
gamma-ray photosphere in the outer ejecta of
the SN at this time, at a depth not exceeding a
few grams per square centimeter in column den-
sity, and this is probably just the surface of a
moremassive concentration of 56Ni outside the
core. Having this much 56Ni freely exposed is
surprising in all explosion models, particularly
considering the constraints on its kinematics
from line widths and positions.
Observations of SN2014J at early epochs in

optical/IR wavelengths also show signatures of
an unusual explosion: The rise of supernova light
shows that the expected behavior of increase with
the square of time (33) occurred with some delay.
An early steeper rise and possible shoulder may
be suggested from observations during the hours
after the supernova (3, 20), which smooth out
after a few days. Also, spectra do not show the
early C and O absorption lines that would be
expected if a large envelope overlies the light
source (20).
A single degenerate Chandrasekhar mass sce-

nario appears unlikely fromupper limits on x-ray
emission that exclude a supersoft progenitor source
(34) and from constraints from pre-explosion im-
aging (20, 35). A sub-Chandrasekhar mass model
with a He donor, or a merger of two white dwarfs,
may be better models for SN2014J and could also
explain our observation of 56Ni in the outer layer
of the SNmore readily. Moreover, we favor a He
donor progenitor channel for this SN Ia, because
population synthesis models (36) indicate a short
delay time for such systems, as expected for a
SN Ia occurring in a starburst galaxy such asM82.
However, a classical double-detonation explosion
scenario (11, 37, 38) is inconsistent with the ob-
servations. In this case, a 56Ni shell engulfing the
SN ejecta would be expected, resulting in broad,
high-velocity gamma-ray emission lines, whereas
narrow lines are detected in SN2014J. However,
such an outer shell is expected to have an imprint
on optical observables (33, 39, 40) that are not seen
in SN2014J (20).
A modified but more speculative version of

this model may work, however (Fig. 3). If He
formed an equatorial accretion belt before it
detonated, instead of accumulating in a shell,
the kinematic constraints could bemet, provided
we observe the SN essentially pole-on. In fact,
this idea is not new: Accretion belts have been
discussed frequently in the context of classical
novae (41, 42). Here we could have the situation of
unstable mass transfer on the Kelvin-Helmholtz
time scale from theHe companion onto the white
dwarf, before the explosion, which is possible if
the He donor is more massive than the white
dwarf and fills its Roche lobe. In case of a H-rich
donor, this would be the standard scenario for
supersoft x-ray sources (43), which has been
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Fig. 2. Location of the 56Ni line signal on the sky. The gamma-ray line emission at 158 and 812 keV
is mapped onto the position of SN2014J (cross) within instrumental uncertainty (the circle at the bottom
right shows the size of the instrument point spread function for strong sources, as 68% (1s) (dotted lines)
and 99% (2s) (contour lines). The apparent offset is well within the 2s contours of our point spread
function and not significant.

Fig. 3. Sketch of an ejecta configuration compatible with our observations. He accreted in a
belt before the explosion produces the 56Ni belt at the surface of the ejecta. The gamma rays can
escape from the belt material, whereas the 56Ni in the core (black) is still buried at high optical
depths. opt., optically. A dashed arrow points to the observer.
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excluded for SN2014J (34). But in this case, the
accreted material is mostly He, and the accre-
tion rate can be very high, up to 10−4 solarmasses
per year (44). If the white dwarf is rapidly ro-
tating or if mass is accreted faster than it loses
angular momentum and thus spreads over the
white dwarf, a He belt will be accumulated.
An equatorial ring as inferred here might not

be that uncommon. Recently, Hubble Space Tele-
scope imaging of the light echo from the re-
current nova T Pyx revealed a clumpy ring (45).
Once this belt becomes dense enough, explosive
He burning may be ignited, leaving an ejecta con-
figuration as shown in Fig. 3. This may be con-
sistent with the observed gamma-ray and optical
signals. Our radiation transfer simulations in UV/
optical/near-IR (fig. S10) show that the Ni belt
would not produce easily distinguishable features
but would result in a normal SN Ia appearance,
not only for a pole-on observer but also for an
equatorial observer. In view of this, the inter-
pretation of having this type of explosion as a
common scenario is not rejected by statistical
arguments (see the supplementary materials for
more details).
The evolution of the 56Co gamma-ray signal

should reveal further aspects of the 56Ni distri-
bution in SN2014J. These lines with associated
continua have been recognized to emerge in data
from both INTEGRAL instruments (46), as more
of the total 56Ni produced in the SN becomes
visible when the gamma-ray photosphere recedes
into the SN interior.
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EARTHQUAKE DYNAMICS

Intense foreshocks and a slow
slip event preceded the 2014
Iquique Mw 8.1 earthquake
S. Ruiz,1* M. Metois,2 A. Fuenzalida,3 J. Ruiz,1 F. Leyton,4 R. Grandin,5 C. Vigny,6

R. Madariaga,6 J. Campos1

The subduction zone in northern Chile is a well-identified seismic gap that last ruptured
in 1877. The moment magnitude (Mw) 8.1 Iquique earthquake of 1 April 2014 broke a
highly coupled portion of this gap. To understand the seismicity preceding this event,
we studied the location and mechanisms of the foreshocks and computed Global
Positioning System (GPS) time series at stations located on shore. Seismicity off the coast
of Iquique started to increase in January 2014. After 16 March, several Mw > 6 events
occurred near the low-coupled zone. These events migrated northward for ~50 kilometers
until the 1 April earthquake occurred. On 16 March, on-shore continuous GPS stations
detected a westward motion that we model as a slow slip event situated in the same
area where the mainshock occurred.

S
ince the giant moment magnitude (Mw)
8.8 megathrust earthquake of 1877 (1–4),
the ≥500-km-long region stretching from
Arica (18°S) to the Mejillones Peninsula of
Chile (24.5°S) (Fig. 1) has had relatively few

major seismic events, with onlymoderateMw < 8
events in 1933, 1967, and 2007 (4–9). On the basis
of recent geodetic data (5, 10, 11), the degree of
interseismic coupling (that is, the ratio between
the interseismic slip rate and theplate-convergence
velocity) in the area shows two distinct highly
coupled segments (Loa and Camarones) separated
by a low-coupling zone (LCZ) off the coast of Iquique
(5). On 1 April 2014, a ~150-km-long portion of

the gapbroke in aMw8.1 earthquake after a strong
precursory activity that started on 16March (12, 13).
Understanding the complex nucleation phase
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preceding theMw 8.1mainshock and its coseismic
rupture should provide insights into the seismic
gap history, present-day seismic hazard, and nu-
cleation process of megathrust earthquakes.

Seismic activity preceding the Iquique earth-
quake initiated in a region between 19.5°S and
21°S, where coupling ranges from 0.2 to 0.5 (5);
that is, the plates are slowly creeping past each

other at a fraction of the plate rate (when the
plates are fully locked, coupling is 1.0). This
region was actively monitored because its seis-
mic activity had steadily increased since 2008,
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Fig. 1. Northern Chile seismic gap. Interseismic coupling was calculated from GPS measurements acquired in the zone since 2008. Slip contours are shown
with continuous lines for the 2007Mw 7.7 Tocopilla, 1995Mw 8.0 Antofagasta, and 2014Mw 8.1 and 7.6 Iquique earthquakes. Precursory seismicity from January to
March 2014 is shown with light blue circles. Foreshocks from March 2014 are shown with open squares. The dashed lines denote the surface projection of the
subduction interface isodepths. (Inset) Normalized probability that two ormoreMw< 7 earthquakes occurred since 2008 (CSNcatalog) as a function of the value
of interseismic coupling.The upper right corner indicates the mean and standard deviation of the best-fit normal distribution.
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with repeated interplate thrust events of magni-
tude <4.0. Several seismic clusters were located
in this region by the National Seismological Cen-
ter of Chile (CSN) (Fig. 1 and fig. S1); some of
these clusters were associated with persistent mi-
croseismicity observed by the nearest seismolog-
ical stations (fig. S2). Global catalogs reveal an
increase in seismicity near Iquique since 2005,
compared with the previous 10 years (fig. S3).
To understand the seismicity that preceded the
1 April mainshock, we used the events listed in
the CSN catalog to relocalize and estimate the
focal mechanism of several foreshocks of this
sequence. Simultaneously,we calculated theGlob-
al Positioning System (GPS) time series of the
closest permanent stations up to the date of
the mainshock and inverted for the slip rate on
the plate interface (14).
The most recent seismic activity in northern

Chile started on 4 January 2014, when a Mw 5.7
interplate thrust event took place at 20.69°S,
70.80°W on the southern edge of the Iquique
LCZ (5). On 8 January, another Mw 5.7 event
occurred in the same area. The automatic loca-
tion system of CSN identified 30 events in a
smaller region of 15 km by 15 km, in the period
from 4 to 24 January 2014. Then on 12 January,
a small cluster of six identified events occurred
north of the previous ones at (19.7°S, 71.0°W).

During February 2014, another small cluster oc-
curred near 19.4°S, 71.0°W, where 16 events with
local magnitude (ML) 2.4 to 4.0 were identified
(Fig. 1, fig. S4, and table S1). On 15 March, the
area was reactivated with 11 events of ML 2.6 to
4.6, followed on 16 March by the first big fore-
shock ofMw 6.7, ~50 km south andwith a slightly
deeper centroid (fig. S4). This event triggered a
persistent precursory seismicity, including a
Mw 6.3 earthquake on 22 March, which slowly
moved northward and lasted until the occur-
rence of the 1 April 2014Mw 8.1 event (Fig. 2 and
fig. S4).
Overall, these foreshocks delineate a region

that spans ~150 km along the strike of the sub-
duction zone. We relocated this precursory seis-
micity and computed regional seismic moment
tensor using a linear time-domain, broadband
waveform inverse method (15) (Fig. 2). The cen-
troid of the Mw 6.7 precursor of 16 March was
only 10 km deep, in an area where the seismo-
genic interface is at a depth of ~20 km (16) (Fig. 2
and fig. S5). This event had a reverse focal mecha-
nismwith a strike of 277° that is at a sharp angle
with respect to the trench (Fig. 2A). Over the
course of 1 week, a persistent seismicity occurred
in a zone of 10-km radius (Fig. 2C); most of these
events were located inside the shallow South
American plate and had very diverse focal mecha-

nisms. On 22 March, a new Mw 6.3 foreshock
occurred~30 kmnorth of the 16March foreshock.
After this event, precursory seismicity moved to
the vicinity of the 22March foreshockwith depths
and mechanisms indicating that it occurred at
the plate interface (Fig. 2B).
From 16 March until the 1 April mainshock

(i.e., for 17 days), all of the continuousGPS (cGPS)
stations located along the coast between Iquique
and Pisagua started to move trenchward (Fig. 3).
This slowly increasing westward motion is in
contrast to the usual inland-directed interseis-
mic motion. The displacements measured dur-
ing this period were quite large (>5 mm for the
stations located between Iquique and Pisagua
and ~1 cmat the PSGA station). Only a fraction of
this cumulative displacement (up to 20%) can be
attributed to the largest foreshock of 16 March
(Mw 6.7), suggesting that slow aseismic slip was
taking place offshore, concurrently with the de-
velopment of the precursory seismicity. Whether
this motion started slightly before or coincided
with the 16 March foreshock is beyond the cur-
rent GPS resolution. We inverted for the slip
distributions on the subduction interface that
best reproduce the observed displacements using
Okada’s formulas for an elastic half-space (14)
(Fig. 4). We found a slip of ~0.8 m for the Mw

6.7 events of 16March, located in a narrow area

SCIENCE sciencemag.org 5 SEPTEMBER 2014 • VOL 345 ISSUE 6201 1167

Fig. 2. Seismicity preceding the Iquique earthquake. (A) Gray dots show the foreshocks from 16 to 31 March; the intensity of the gray color indicates the
depths of the events.The slip distribution of theMw 8.1 andMw 7.6 earthquakes inverted from far-field broadband records of the International Federation of Digital
SeismographNetworks is shownwith the color. (B) A 15-km-wide cross section along the A-A′ line shown in (A). (C) A 15-km-wide cross section along the B-B′ line
shown in (A). In the vertical cross sections, we plot the focal mechanisms of events with Mw > 4.6. Mechanisms were computed by broadband moment tensor
analysis.The gray curve shows the seismogenic contact according to (16).
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in the vicinity of the CSN epicenter.We then com-
puted the aseismic slip for the period from 10
March to the mainshock that extends over an
area of 70 km by 20 km located between the fore-
shocks and the coast (Fig. 4).
The 1 April 2014 Iquique earthquake started

with a small shock at the northern end of the
region activated by the precursors that occurred
in March (19.57°S, 70.91°W). The peak seismic
moment release rate during the Mw 8.1 earth-
quake took place ~30 s after the initial nucleation
(fig. S6). We used standard teleseismic methods
(17) to invert for the coseismic slip of the main
event and its large Mw 7.6 aftershock that oc-
curred 2 days later (Fig. 2 and figs. S6 and S7).
The maximum slip associated with these events
was deeper than that of the March precursors
and ~20 km inland, affecting areas of higher
coupling (>0.6). Coseismic slip appears to over-
lap (at least partially) with the slow slip event
(SSE) (Fig. 4), but no substantial coseismic slip
occurred in the LCZ (Fig. 1). Whereas precursory
seismicity migrated northward, the mainshock
and its aftershock propagated toward the south,
similar to what was observed for the 2007Mw 7.8
Tocopilla earthquake (7, 8).
The LCZ off the coast of Iquique can be as-

sumed to play a key role in the events that

occurred in northern Chile during, and in the
20 years preceding, this precursory sequence.
The seismic swarms detected since 2008 oc-
curred on the edges of the LCZ, and most mod-
erate seismicity took place preferentially in zones
of intermediate coupling (see inset in Fig. 1 and
fig. S8), suggesting that aseismic creep occur-
ring on the LCZ triggered seismic activity in its
vicinity. Up to now, SSEs have remained unde-
tected by the cGPS network operating in north-
ern Chile for more than a decade. Nevertheless,
the very inference of a LCZ off the coast of Iquique
implies some degree of accommodation of plate
convergence by aseismic slip, which might op-
erate by repeated SSEs. We postulate that until
now, either the magnitude of these SSEs was too
small, or they occurred too far from the coast
to be detected by GPS measurements. The only
major change we detected in plate convergence
in the area before 2014 was a long-term velocity
change at the cGPS station operating in Iquique
since 1995 (UAPE): its eastward velocity decreased
after 2005 by ~20%, from 19.5 to 15.2 mm/year
(fig. S9). This suggests that interseismic loading
has beendecreasing in the Iquique areaduring the
past decade, probably reflecting a very SSE oc-
curring on the decadal scale. This change could
have been triggered by the deep intraslab 2005

Mw 7.7 Tarapacá earthquake that generated
little postseismic relaxation (fig. S9).
Together with the fact that the Mw 8.1 main-

shock and Mw 7.6 aftershock ruptures did not
penetrate into the LCZ, the foreshock sequence
and slow slip preceding the Mw 8.1 event argue
for a creeping Iquique LCZ. Because SSEs are
often associated with seismic swarms (18), we
propose that the seismicity observed in northern
Chile since 2008 was triggered by a SSE, devel-
oping for several years and accelerating during
the final foreshock sequence as in the preslip
model of nucleation (19). As suggested bymany
laboratory experiments (20), the SSE might have
occurred in the nucleation zone of the impend-
ing megathrust rupture (Fig. 4). This precursory
sequence included several shallow crustal events
that took place near the 16 March foreshock;
these eventsmay be associatedwith the activation
of a listric fault in the outermost fore-arc. This
area is poorly known due to the lack of marine
seismic profiles, but it may be similar to the
eroded wedge enhanced by fracturing imaged
at 22°S (21).
Several other subduction earthquakes were

preceded by precursory seismic activity (12); in
particular, the 1985 Valparaiso Mw 8.0 (22) and
2010 Maule Mw 8.8 (23) Chilean events and the
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Fig. 3. Motion of coastal GPS stations preced-
ing the Iquique earthquake. (A) North and (B)
east components relative to a linear evolution
model with seasonal variations estimated since
2012 (14).The thick red line denotes the origin time
of the mainshock, whereas the black dotted lines
show the occurrence times of the Mw > 6 fore-
shocks. Error bars indicate 1s formal uncertainty.
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2011 Tohoku-Oki earthquake (24). However, the
size and duration of the precursory events of
the 1 Aprilmainshock are distinct. The occurrence
of a SSE before the 2011 Mw 9.0 Tohoku-Oki
earthquake andpossibly the 2001Mw8.4Arequipa
earthquake (24, 25) implies that SSE may be a
common precursory feature and a potential trig-
gering mechanism for large megathrust ruptures.

On the other hand, whether the shallowest part
of the Camarones segment is still coupled and
capable of producing a large earthquake or creep-
ing aseismically is beyond the current resolution
of the GPS network. The large aftershock of 3
April left the highly coupled Loa segment south
of Iquique largely untouched. Several earthquakes
of equivalent or larger magnitude may still rup-

ture the deep intermediate-coupling areas of
this segment.
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Fig. 4. Slip distribution preceding
the Iquique earthquake.The slip
distributions were inverted using
Okada’s equations for an elastic
half-space from the surface
displacements observed during
the preseismic phase (14) (Fig. 3).
(A) Coseismic slip due to the 16
March Mw 6.7 earthquake.
(B) Aseismic slip for the period
ranging from 10 to 31 March 2014.
(C) Cumulative slip model for
displacements observed from
10 to 31 March 2014. Black and
green contours are the slip
distributions for the mainshock
and the main aftershock,
respectively, already presented in
Fig. 2. Mo, seismic moment.
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METALLOPROTEINS

A complex iron-calcium cofactor
catalyzing phosphotransfer chemistry
Shee Chien Yong,1* Pietro Roversi,2*† James Lillington,2‡ Fernanda Rodriguez,1

Martin Krehenbrink,1§ Oliver B. Zeldin,1|| Elspeth F. Garman,1

Susan M. Lea,2¶ Ben C. Berks1¶

Alkaline phosphatases play a crucial role in phosphate acquisition by microorganisms.
To expand our understanding of catalysis by this class of enzymes, we have determined the
structure of the widely occurring microbial alkaline phosphatase PhoX. The enzyme
contains a complex active-site cofactor comprising two antiferromagnetically coupled
ferric iron ions (Fe3+), three calcium ions (Ca2+), and an oxo group bridging three of the
metal ions. Notably, the main part of the cofactor resembles synthetic oxide-centered
triangular metal complexes. Structures of PhoX-ligand complexes reveal how the
active-site metal ions bind substrate and implicate the cofactor oxo group in the
catalytic mechanism. The presence of iron in PhoX raises the possibility that iron
bioavailability limits microbial phosphate acquisition.

P
hosphate-containing macromolecules and
metabolites are essential components of
living cells. Under conditions of phosphate
deficiency, microorganisms obtain phos-
phate from biologically derived organic

compounds by producing extracytoplasmic al-
kaline phosphatases (1, 2). Prominent among
these enzymes are phosphate monoesterases of
the PhoA and PhoX families, which are found in
all three domains of life. The archetypal PhoA
enzyme of Escherichia coli has been extensively
studied (2), but PhoX alkaline phosphatases are
minimally characterized and do not exhibit se-
quence similarity to other phosphotransfer en-
zymes. Genes encoding PhoX are abundant in
ocean bacteria (3–5) and are also present in bloom-
forming cyanobacteria (6), human pathogens
(7, 8), and eukaryotic green algae, including the
model organism Chlamydomonas reinhardtii (9).
To establish the active-site architecture of

PhoX, we have undertaken structural analysis
of the enzyme from Pseudomonas fluorescens
Pf0-1 (10). Recombinant P. fluorescens PhoX is
a phosphomonoesterase with no phosphodies-
terase activity and is able to cleave phosphorus-
nitrogen bonds but not phosphorus-carbon
bonds (fig. S1A). The purified PhoX protein is
purple in color with several broad absorbance
bands in the visible spectrum, indicating the
presence of a prosthetic group (Fig. 1A). Addition
of adenosine-5′-(b,g-methylene)triphosphate (AMP-

PCP), a nonhydrolyzable analog of the substrate
ATP, causes changes in the visible spectrum
(Fig. 1A), showing that the prosthetic group is
associated with the substrate-binding site. We
determined crystal structures for native PhoX and
for PhoX in complex with AMP-PCP, phosphate,
and the putative transition-state mimic vanadate.
All four structures were determined to high res-
olution (1.1 to 1.5 Å) from crystals grown at the
catalytic pH optimum of 8 (figs. S1B, S2A, and S3,
and tables S1 and S2).
PhoX folds as a six-bladed b propeller (Fig. 2A).

The active site of the enzyme lies at the bottom
of the cavity at the center of the propeller and
is accessible from only one face of the propeller

through a channel (Fig. 2B). The active site in
the native PhoX structure contains four metal
ions, and a further metal ion is present in the
structures of the three PhoX-ligand complexes.
Proton-induced x-ray emission spectroscopy of
a sample of the PhoX-phosphate complex de-
tected 3.4 T 0.3 atoms of calcium and 1.6 T 0.1
atoms of iron per complex, with no other can-
didate elements (Co, Ni, Zn, Mg, and Mn) de-
tectable. Individual metal ion sites in the PhoX
structures were assigned as three Ca and two
Fe ions on the basis of their coordination ge-
ometry and anomalous scattering at different
wavelengths (fig. S2, B and C). All metal sites
are fully occupied, and the B factors are similar
for the Ca and Fe ions. The ions FeA, FeB, and
CaA form a triangle at the bottom of the active-
site cavity (Figs. 2 and 3). Ions CaB and (in the
ligand complexes only) CaC lie above the plane
of the first three ions and to one side of the
cavity, with the plane containing the three Ca
ions being almost perpendicular to that of the
FeAFeBCaA triangle. All five metal ions are coor-
dinated by oxygen atoms provided either by the
side chains of conserved residues, by water, or
by the ligand molecules (Fig. 2C and figs. S3 and
S4, A, D, and E, and table S3). FeA is additionally
ligated by a thiolate side chain from invariant
Cys179. Substitution of individual amino acids
coordinatingFeA, FeB, CaB, or CaC resulted in PhoX
variants with either no, or trace, catalytic activity
(table S4).
Electron paramagnetic resonance (EPR) spec-

troscopy was used to determine the oxidation
state of the PhoX iron atoms (Fig. 1B). The native
PhoX protein was EPR-silent. However, partial
reduction of the protein with dithionite led to
the appearance of an EPR signal at an effec-
tive g value of 4.3 characteristic of monomeric
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Fig. 1. Spectroscopic analysis of P. fluorescens PhoX. (A) Changes in the visible spectrum of PhoX
(black line) upon addition of 1 mM AMP-PCP (green line). (B) EPR spectra of PhoX. The sample was
progressively reduced with sodium dithionite as indicated. Alternatively, the sample was treated with
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high-spin Fe3+. This behavior suggests that
PhoX contains a pair of high-spin Fe3+ ions
rendered EPR-silent by magnetic coupling, with
reduction of one of the Fe3+ ions to the EPR-
silent Fe2+ state revealing the EPR signal from
the remaining Fe3+ ion. Because the two ions in
the resulting mixed valence state no longer in-
teractmagnetically, it can be inferred that the Fe2+

ion has been released from the active-site cofac-
tor. Thus, only the fully oxidized Fe3+-Fe3+ state
of the PhoX cofactor is catalytically viable. Fur-
ther addition of sodium dithionite led to reduc-
tion of the remaining Fe3+ ion, rendering PhoX
EPR silent again.
Within the FeAFeBCaA triangle lies an atom

that is within bonding distance of all three metal
ions (Fig. 2C and table S3). The close to in-plane
geometry suggests that this atom is an oxide ion
(O2–). This is confirmed by the structural identity
between this part of the PhoX active site and
Fe2CaO(CCl3COO)6(THF)4, an inorganic com-
plex containing a m3-oxo-bridged Fe3+Fe3+Ca2+

cluster with O-donor coordination (11)(fig. S5).
The presence of a bridging oxo group explains
the strong antiferromagnetic coupling of the two
Fe3+ ions observed by EPR spectroscopy (Fig. 1B).
The intense visible absorption bands of PhoX
(Fig. 1A) are, likewise, characteristic of an oxo-
bridged dinuclear Fe3+ unit (12), although Cys179

thiolate-to-FeA
3+ ligand-to-metal charge trans-

fer bands are also expected to contribute to the
visible spectrum (13). The purple color of PhoX
is, thus, distinct in origin from that of the well-
known purple acid phosphatases in which the
visible absorption is due to a tyrosinate-to-Fe3+

charge transfer (14).
PhoX had previously been considered to be

an exclusively Ca-dependent enzyme based on
the results of metal ion reconstitution experi-
ments [e.g., (7, 8, 15)], although a biosynthetic
requirement for Fe in P. fluorescens PhoX bio-
synthesis had been reported (16). In agreement
with these earlier reconstitution studies, we found
that the enzymatic activity of P. fluorescens PhoX
was abolished by the metal ion chelator EDTA
and that activity could be restored by the addi-
tion of Ca2+ ions alone (fig. S1C). However, EDTA
treatment perturbed, rather than abolished, the
visible transitions arising from the FeA-FeB pair,
indicating that the Fe3+ ions remain bound to
PhoX in the presence of EDTA (Fig. 1C). This
conclusion was confirmed by EPR spectroscopy,
which showed that only a small proportion (12%
by spin quantitation) of the Fe bound to PhoX is
extracted by 50-mMEDTA (Fig. 1B). Addition of
Ca2+ ions to EDTA-treated enzyme restored the
visible spectrum (Fig. 1C).
The PhoX-ligand complex structures show

that the active-site metal ions form a scaffold
that binds the terminal phosphoryl group of

the substrate molecule. In the phosphate and
vanadate complexes, all five metal ions have
bonding interactions with the three terminal
oxygen atoms of the ligand (Figs. 2C and 3C
and fig. S4, B and C). In these structures, the
ligand sits on the FeAFeBCaA unit, with each ter-
minal oxygen atom of the ligand placed above
one of the three metal ions. In the AMP-PCP–
bound structure, the phosphate group has a tilted
orientation relative to the FeAFeBCaA plane, and
there is no interaction with CaA (Fig. 3B). This
binding mode permits both the terminal and
b-phosphate groups of AMP-PCP to make bond-
ing interactions with CaA and CaB (Fig. 3B). Mod-
eling studies (not shown) suggest that even for
substrates without multiple phosphate groups,
an initial tilted binding mode will usually be fa-
vored in order to avoid steric clashes with CaA
and CaB. The sole conformational change in the
protein that takes place on ligand binding to PhoX
is movement of the guanidinium head group of
conserved Arg385 to form a bonding interaction
with one of the terminal oxygen atoms of the
ligand (Fig. 2C). Replacing this arginine residue
with alanine impairs PhoX activity, suggesting
that Arg385 contributes to catalysis (table S4).
The primary mechanism of rate enhancement

by phosphoryl transfer enzymes is thought to
be provision of favorable geometric and electro-
static interactions with the transition state (1, 2).

SCIENCE sciencemag.org 5 SEPTEMBER 2014 • VOL 345 ISSUE 6201 1171

Fig. 2. Structure of P. fluorescens
PhoX. (A) Cartoon representation
of P. fluorescens PhoX viewed
from above the active site (left)
or from the side (right). The
blades of the b propeller are
shown in different colors and two
a subdomains are colored gray.
The active-site ions are repre-
sented by green (Ca2+), magenta
(Fe3+), and cyan (O2–) spheres.
(B) Clipped surface representation
of PhoX with AMP-PCP bound.
(C) The PhoX active site
containing bound phosphate.
Interatomic separations that are
within bonding distance are
shown between the metal ions
and protein side chains (gray
dashed lines) and between the
phosphate ion and coordinating
groups (black dashed lines).
These distances are tabulated
in table S3.

RESEARCH | REPORTS



PhoX provides high-valency metal ions that are
appropriately positioned to interact with all three
terminal oxygen atoms of the phosphoryl group,
and in the vanadate complex the ligand is appre-
ciably distorted toward the presumed transition-
state geometry (fig. S4C). Leaving group activation
through coordination of the oxygen atom of the
labile bond by CaCmay also contribute to catalysis
(Fig. 3, C and D, and fig. S4B) (2).
Enzymatic phosphoryl transfer reactions in-

volve in-line displacement of the leaving group
by a nucleophile (2). Examination of the PhoX-
ligand structures shows that the metal-bridging
oxide ion is the only plausible candidate nucleo-
phile (Fig. 3, B and C, and fig. S4, B and C). In
the phosphate and vanadate complexes, the oxide
ion is positioned below the phosphorus atom
and is directly in line with the scissile bond.
The oxide ion also blocks access of other poten-
tial nucelophiles to the phosphorus atom (in all
three PhoX-ligand complexes, the calculated
water-accessible surface area of the phosphorus
atom trans to the leaving group is 0.0 Å2). There
is small-molecule precedent for the hydrolysis
of phosphate esters by an oxide ion bridging
two Co3+ ions (17), and a metal-bridging oxide
nucleophile has also been inferred to be present
in one purple acid phosphatase (18). Oxidemove-
ment toward the phosphoryl P atom during
catalysis would be facilitated by the weak CaA-
oxide interaction and would be consistent with
the observed movement of the oxide relative to
the FeAFeBCaA plane in response to ligand bind-
ing at the active site (+0.4/–0.2 Å) (Fig. 3, A to C,
and fig. S4B). Due to the difficulty in abstracting
a m-bridging oxygen atom frombetween two Fe3+

ions, it is likely that the initial reaction product
is resolved by a second in-line nucleophilic at-

tack by a water molecule from the opposite side
of the phosphorus atom (Fig. 3D). This water
molecule would plausibly be activated by bind-
ing to CaC because this ion already interacts at
the equivalent position with the oxygen atom
of the substrate scissile bond (Fig. 3, C and D,
and fig. S4B). Nevertheless, we cannot exclude
the possibility that the active-site environment
labilizes the m-bridging oxygen atom to allow
release of the initial product.
Our structural analysis suggests that PhoX has

an almost exclusively inorganic mechanism in
which the protein serves as a matrix for the cat-
alytic metal ions. Distinctive features of the PhoX
active site include a cofactor that combines Fe
and Ca ions, Cys coordination to a Fe3+ ion that
lacks a redox function, and the use of more than
three metal ions to interact with a single phospho-
ryl group. It is also notable that the FeAFeBCaAO
fragment of the cofactor resembles extensively
studied synthetic oxide–centered triangular metal
complexes (19). Carboxylate-bridged Fe3+ pairs
are used in other enzymes to catalyze redox reac-
tions with oxygen (12) but in PhoX perform a
nonredox role in which the high charge of the
iron atoms is exploited to polarize the substrate.
Like PhoX, some purple acid phosphatases use a
di-iron center to carry out phosphoryl transfer
reactions (20). However, in contrast to PhoX, the
enzymatically active oxidation state of the iron
pair is Fe3+-Fe2+ (21), and the catalytic nucleo-
phile is probably a metal-bridging hydroxide
ion (20).
Genes coding for PhoX and PhoA are not nor-

mally found in the same bacterium (4), suggest-
ing that these two types of alkaline phosphatase
have equivalent physiological roles. PhoA activ-
ity depends on Zn2+ ions, which are present at

low abundance in many environments (22), and
this has led to the hypothesis that organisms ex-
pressing PhoX have an advantage in P and Zn
colimited environments (15). However, our obser-
vation that PhoX requires Fe3+ ions as cofactors
implies that PhoX activity will also be metal-
limited by the low bioavailability of Fe in many
environments (23). This hypothesis challenges
the assumption that P and Fe have biochem-
ically independent effects in colimiting conditions
(24) and raises the possibility that combined
Zn-Fe-P colimitation may occur in some envi-
ronments through the requirement for either
Zn or Fe for phosphate acquisition from or-
ganic phosphates. An environment where such
considerations may apply is the western North
Atlantic, where inorganic P and Zn concentra-
tions are very low and Fe can also be in short
supply (22, 25, 26).
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MARINE MICROBES

Multiple nutrient stresses at
intersecting Pacific Ocean biomes
detected by protein biomarkers
Mak A. Saito,1* Matthew R. McIlvin,1 Dawn M. Moran,1 Tyler J. Goepfert,1

Giacomo R. DiTullio,2 Anton F. Post,3 Carl H. Lamborg1

Marine primary productivity is strongly influenced by the scarcity of required nutrients, yet
our understanding of these nutrient limitations is informed by experimental observations
with sparse geographical coverage and methodological limitations. We developed a
quantitative proteomic method to directly assess nutrient stress in high-light ecotypes
of the abundant cyanobacterium Prochlorococcus across a meridional transect in the
central Pacific Ocean. Multiple peptide biomarkers detected widespread and overlapping
regions of nutritional stress for nitrogen and phosphorus in the North Pacific Subtropical
Gyre and iron in the equatorial Pacific. Quantitative protein analyses demonstrated
simultaneous stress for these nutrients at biome interfaces. This application of proteomic
biomarkers to diagnose ocean metabolism demonstrated Prochlorococcus actively and
simultaneously deploying multiple biochemical strategies for low-nutrient conditions in
the oceans.

M
arine photosynthetic activity in the
oceans is largely controlled by nutrient
andmicronutrient availability. Although
this process is critical tomarine ecosystem
structure, ocean-climate interactions, and

nutrient cycling processes, the nutrient-addition
incubation experiments typically used to assess
which nutrients are limiting are time-intensive
and subject to artifacts (1), making their deploy-
ment to broad geographic regions difficult. Nu-
trient limitation is commonly parameterized in
marine ecosystem and biogeochemistry models
so that growth is controlled by the single scarcest
nutrient (relative to cellular requirements) (2);
however, multiple scarce nutrients may also influ-
ence phytoplankton community structure (3, 4).
Molecular methodologies have shown potential
for detecting in situ biomarkers for nutrient stress

by measurement of up-regulated transcripts or
proteins associated with nutrient scarcity (5, 6),
but they can have relatively broad biological spe-
cificity and can be difficult to deploy to a wide
geographic region (5). With advances in mass
spectrometry, microbial proteins have begun to
be directly measured in complex natural environ-
ments; recent metaproteomic surveys of oceanic
environments have identified and examined the
relative abundance of biogeochemically relevant
proteins (7, 8).
In this study, we conducted calibrated quanti-

tativemass spectrometry–based protein biomarker
measurements usingmultiple reactionmonitoring
(MRM) to characterize nutrient limitation pat-
terns for multiple nutrients on the abundant
marine cyanobacterium Prochlorococcus (9). Sam-
pleswere collected along a ~4500-kmmeridional
transect through the central Pacific and equato-
rial Pacific Ocean initiating south of the Hawai-
ian Islands and ending near the Samoan Islands
in October of 2011 (Fig. 1A). The equatorial Pa-
cific is an ideal region to examine the range of
nutrient stresses affecting phytoplankton be-

cause it crosses several biogeochemical biomes
(10). Equatorial upwelling caused by Ekman diver-
gence supplies cold, nitrogen-, and phosphorus-
rich waters (Fig. 1B and fig. S1) (11), resulting in
iron limitation of phytoplankton communities
(1). In contrast, the subtropical gyres to the north
and south are highly depleted in multiple nutri-
ents (N, P, andmicronutrients; Fig. 1B and fig. S1).
The scarcity of multiple nutrients has made it
difficult to experimentally determine a single pri-
mary limiting nutrient of primary productivity
in oligotrophic regions (3), and as an alterna-
tive, marine ecosystem models have been used
to predict iron and nitrogen limitation of the
equatorial and subtropical gyre regions of the
Pacific, respectively, with a sharp transition
between them (2, 12). Prochlorococcus, an oxy-
genic photoautotrophic cyanobacterium, is a
major contributor to marine photosynthesis in
tropical and subtropical oceanic regions (1, 13)
and was observed throughout the transect by
its unique divinyl chlorophyll a pigment, par-
ticularly in the equatorial upwelling regionwhen
total chlorophyll a was also highest (Fig. 1C
and fig. S1).
Peptide biomarkers were selected from pro-

teins of interest identified within global meta-
proteome analyses of the microbial samples taken
from this transect. These metaproteome analyses
used numerous cyanobacterial genomes and Pa-
cific metagenomes to enable protein identifica-
tion specific to this region (table S2). Targeted
methods were designed using peptide-specific
parent to fragment ion transitions (table S3),
and synthesized isotope-labeled peptides served
as internal standards using MRM on a triple
quadrupole mass spectrometer (14). Several pro-
teins had been shown in laboratory culture
studies of marine cyanobacteria to have po-
tential use as biomarkers of iron and nitrogen
stress, including iron deficiency protein IdiA
(5); flavodoxin, which replaces iron-requiring
ferredoxin under iron stress (15, 16); and the
global nitrogen response regulator NtcA that
serves as a transcriptional activator for alternate
forms of nitrogen (such as urea) and is under
negative control by ammonium (17, 18). We also
targeted the urea transporter of Prochlorococcus
as an additional nitrogen stress biomarker
based on its presence in the metaproteome.
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One challenge in deploying targeted proteomics
to the oceans is the reliance of the MRM tech-
nique on exact sequence matches, which, in a

complex environmental community, can result
in the measurement of a subset of a protein’s
functional sequence diversity (fig. S2). Yet, ge-

nomic analysis of cyanobacterial genomes dem-
onstrated that peptides targeted for Prochlorococcus
nitrogen and iron stress were specific not only
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Fig. 1. Station locations, nitrate distributions,
and vertical profiles of iron and nitrogen
stress biomarkers. (A) Cruise track for the
METZYME expedition in the central Pacific Ocean
aboard the R/V Kilo Moana in October 2011 from
Hawaii to Samoa (station coordinates in table S1).
(B) Nitrate distributions along the transect (units
of micromolar). Vertical profiles of (C) nitrogen
and (D) iron stress biomarkers NtcA and IdiA,
respectively, from the abundant marine cyano-
bacterium Prochlorococcus marinus asmeasured
by targeted proteomics along the transect. With
southward progression, a shift in nitrogen to iron
stress was observed. Divinyl chlorophyll a distri-
butions are also shown for comparison (in gray).
Station 5 was located on the equator. Zero values
below the photic zone, where Prochlorococcus is
absent, demonstrate a lack of false positives.
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Fig. 2. Ocean sections of Prochlorococcus nitrogen and iron metabolic protein biomarkers. (A and B) NtcA and urea transporter for nitrogen stress
in units of fmol/liter (inset: transect station map; peptide IDs 34 and 41 from tables S3 and S4), and (D and E) IdiA and flavodoxin for iron stress in units of
fmol/liter (peptide IDs 27 and 31). (C and F) Depth-integrated nitrate and dissolved iron for the 20- to 100-m region. At stations 3 and 4, samples were not
available at 20 m, so the 40-m values were used as a surface depleted estimate. When no 100-m sample was available, a value was extrapolated from
adjacent depths (see table S3).
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to the Prochlorococcus species, but also showed
subspecies specificity to the two currently known
high-light ecotypes of Prochlorococcus in the
upper water column [table S4, the low-B/A I
and low-B/A II clades (19)], with the exception of
one of the two NtcA biomarkers that also tar-
geted the related cyanobacterium Synechococcus.
Hence, by selecting protein targets identified
in metaproteomes that were generated with re-
gional metagenomes and microbial genomes,
we could target biomarkers that were represent-
ative and abundant for this region. Owing to this
subspecies-level resolution, the data presented
here are not normalized to Prochlorococcus pop-
ulation abundance, because defining and quan-
tifying ecotypes can be challenging. Yet, the
unnormalized protein concentration data are
of biogeochemical value, as they can be direct-
ly related to ecological stoichiometry, nutrient
uptake, and enzymatic activity.
The vertical profiles of these biomarker pro-

teins identified a transition between regions of
iron and nitrogen stress along the transect
(Figs. 1 and 2). Biomarkers for IdiA and flavodoxin
went from nondetectable to highly abundant
upon entering the equatorial upwelling region
as the integrated dissolved iron inventory (from

20 to 100m) became depleted, from 24 mmolm−2

at station 1 to 3 mmol m−2 by station 7 (Fig. 2F).
This decrease in integrated dissolved iron was
observed despite a vertical structure that was
more complex than that of nitrate owing to the
regional hydrography and long-distance zonal
transport of particulate iron (table S5) (11, 20). In
contrast, NtcA was abundant in the oligotrophic
gyre region of the North Pacific, but became
scarce in the equatorial Pacific as the integrated
nitrate inventory (20 to 100 m) increased from 4
to 565 mmol m−2 (Fig. 2C). Nitrite and ammonia
concentrations both increased at the equator and
southward (fig. S6), consistent with NtcA distri-
butions. Several criteria corroborate this method
for diagnosing the nutritional status of envi-
ronmental populations of Prochlorococcus. First,
multiple independent protein biomarkers pro-
vided a consistent indication of nutritional stress
(NtcA and urea transporter for nitrogen, and
IdiA and flavodoxin for iron) and were oceano-
graphically consistent with cyanobacterial pro-
teins being nondetectable below the photic zone.
Second, within two of these protein biomarkers,
the urea transporter and flavodoxin, multiple
peptides were targeted and yielded very similar
geographical trends,with variations in abundance

likely reflecting the diversity of protein sequence
in the natural environment (table S2 and fig. S2).
Third, inspection of individual fragmentation pat-
terns (ms2 spectra) frommetaproteomic analyses
showed consistent fragment patterns and a lack
of interfering ions for the MRM analyses (figs. S3
and S4).
These protein biomarkers also provided insight

into the forms of nitrogen used by Prochlorococcus.
Althoughphytoplankton, includingProchlorococcus,
are often considered to prefer ammonia as a
source of nitrogen (21), nitrite (21), nitrate (22),
urea (8, 22, 23), and cyanate (24) have also been
observed to be available to Prochlorococcus. In
this study, the Prochlorococcus urea transporter
protein (UrtA) was among the most abundant
proteins that we detected with concentrations of
1000 to 2500 fmol liter−1 in the North Pacific Sub-
tropical Gyre (NPSG), comparable to that of the
iron transporter IdiA in the iron-limited regions
to the south, implying that dissolved organic ni-
trogen was an important nutritional source for
Prochlorococcus. Biomarkers for a subunit of the
urease enzyme (UreC) and an ammonia trans-
porter (Amt1) from high-light Prochlorococcus
showed meridional distributions similar to that
of NtcA and the urea transporter, but both were
found at much lower abundances compared to
the urea transporter (fig. S5 and tables S3 and
S4). Low urease abundance is likely related to
the enzyme’s efficiency relative to the challenge
of acquiring scarce urea. This urea utilization
could be a useful chemical and ecological strat-
egy for high-light Prochlorococcus in ammonia-
limiting waters, allowing direct acquisition of
this zooplankton waste product without the
need for a heterotrophic microbial intermediary
with urease capability. The low concentrations of
ammonia and urea transporters on the equator
(station 5, fig. S5) could reflect the use of the
more abundant nitrate and nitrite (25) (nitrite
was 1.8 to 7.5 times more abundant than ammo-
nia, and nitrate was 17 times more abundant than
nitrite in the upper 100 m; figs. S6 and S15). Al-
ternatively, the abundant ammonia concentrations
could have induced low ammonia transporter
concentrations, or another ammonia transporter
sequence was in use that was not being targeted
in our study since the targeted peptide was only
identified in one Prochlorococcus isolate genome
(table S4).
Together these biomarker results reveal a gra-

dation of adaptive responses between the NPSG
and equatorial regions, with nitrogen and iron
stress proteins co-occurring in the transition re-
gions between biomes (Fig. 2). Comparing bio-
marker abundances with coherent and distinct
ratios of NtcA:IdiA and UreA:IdiA peptide abun-
dances at each station (Fig. 3, A and B, and
table S6) showed the primary nutrient stress,
consistent with previous incubation observations
(26), yet also revealed co-stresses at biome transi-
tions. Because the protein measurements were
calibrated on an absolute scale, we calculated the
cellular nitrogen being dedicated to both of these
enhanced nitrogen and iron acquisition strategies
for five Prochlorococcus proteins across this region
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Fig. 3. Comparison of distributions of nitrogen and iron stress biomarkers across the transect.
(A) Relationships between IdiA and NtcA biomarkers, with shallower depths tending to have in-
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IdiA iron stress biomarker. The coherent ratios for these pairs of biomarkers was indicative of the
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RESEARCH | REPORTS



(Fig. 3C and fig. S7; IdiA, flavodoxin, NtcA, urea
transporter, glutamine synthetase). Stations 3
and 9 had a considerable fraction of the nitro-
gen within this suite of five targeted proteins
dedicated to the acquisition of both nutrients
simultaneously (Fig. 3D and fig. S7, A and B).
Although this estimate using selected proteins
serves as a minimum nutritional estimate for
the Prochlorococcus nitrogen and iron scarcity
response, this analysis demonstrates that the
community was deploying multiple nutrient ac-
quisition strategies simultaneously, and hence
was carrying the burden of an increased nutri-
tional and energetic cost for maintaining both
systems simultaneously as a potentially colimiting
scenario. Moreover, although a previous study in
a similar geographic region found that a novel
low-iron ecotype dominatedProchlorococcus sur-
face populations throughout (27), it is also possi-
ble that these biomarkers reflect an aggregated
community signal of two ormore coexisting high-
light Prochlorococcus clades present in similar
abundances. These results arguably present a
challenge to current ecosystem parameterization
influenced by Liebig’s law of theminimum,where
the required nutrient that is lowest in abundance
relative to cellular requirements (e.g., cellular stoi-
chiometry) solely controls growth rate by applying
a minimum function to multiple Monod growth
expression terms (3, 4). Implicit in thisminimum
approach is an assumption that there is nometa-
bolic or energetic penalty for the occurrence of
more than one scarce nutrient simultaneously.
Yet, these observations point to nutritional costs
associatedwithmaintaining the cellularmachin-
ery required to obtain a second scarce nutrient at
the biomes’ intersections.
Other nutrients, in addition to iron and nitro-

gen, were also scarce in this region and could
influence primary productivity and community
composition (3, 4). Phosphorus and cobalt, in par-
ticular, are required for growth of Prochlorococcus
(28, 29) and were both highly depleted in the
upper photic zone of the NPSG (Fig. 4, B and C).

Two peptide biomarkers for the sulfolipid uri-
dine 5-diphosphate (UDP) sulfoquinovose en-
zyme from high-light Prochlorococcuswere found
to be present at stations 1 and 3, but were di-
minished by station 5 as phosphate approached
1 mM in surface waters (Fig. 4A). Prochlorococcus
uses this enzyme to replace phospholipids for
sulfolipids as an adaptive response to phosphate
scarcity (30). Deeper (low light) cyanobacterial
communities responded to nutrient distribu-
tions along the transect. A protein homologous
to the two-component phosphate response reg-
ulator PhoP in Bacillus subtilis (31) was identi-
fied during the metaproteome analyses (table
S3) that corresponded to low-light Prochlorococ-
cus ecotype and Synechococcus genomes (table
S4). This two-component response regulator is
one of seven identified in Prochlorococcus (32),
yet was not previously observed to be respon-
sive to phosphate scarcity (29). In this transect,
this putative PhoP showed a similarity to the
photic zone vertical distributions of phosphate
and cobalt (Fig. 4), consistent with a role in
regulation of phosphate metabolism near the
nutricline. Notably, the expression of PhoP was
opposite that of the two-component regulatory sys-
temPhoR identified in high-light Prochlorococcus
ecotypes that is abundant under phosphate-
scarcity rather than phosphate-replete condi-
tions. PhoR is only present as a pseudogene in
the low-lightProchlorococcus ecotype (29), imply-
ing that alternate response regulators such as PhoP
are needed for regulation of low-light Prochlorococ-
cus communities.
The distributions of the putative PhoP also

resembled those of dissolved cobalt, whose dis-
tribution often correlates with that of phosphate
(Fig. 4). Although cobalt is an essential micro-
nutrient for Prochlorococcus and is the rarest of
the metallic micronutrients in the sea (28), there
are as yet no cyanobacterial biomarkers known
to represent cobalt stress. The similarity to cobalt
is also consistent with a metal requirement for
the alkaline phosphatase enzyme, globally ob-

served photic zone correlations of cobalt and
phosphate (33), and several potential metal-
related proteins within the gene neighborhood
of phoP (including a transporter, protease, and
carbonic anhydrase). Utilization of the micronu-
trient nickel also varied across the transect, yet in
contrast to the low-abundance nickel-containing
urease mentioned above, the nickel superoxide
dismutase enzyme was highly abundant and in-
creased in concentration toward the southern
half of the transect, presumably in response to
oxidative stress associated with iron-limiting
physiology (fig. S6). Consistent with nickel super-
oxide dismutase being much more abundant
than urease, the nickel measured in filtered par-
ticulate material was more abundant on the
equatorial and southern regions of the transect
(fig. S6).
These results show the utility of targetedmeta-

proteomics in diagnosing nutrient stress of a
major phytoplankton group, studying changes in
ecological stoichiometry, and identifying novel
regulatory components and their potential role
in the systems biology of the oceans. Future
climate is predicted to alter the oceanic biogeo-
chemical provinces (34), with marine cyano-
bacterial populations expected to be affected,
although it has been difficult to predict the na-
ture of these impacts (35, 36). Diagnostic mea-
surements deployed over large geographic regions,
such as the targeted metaproteomics methods
shown here, could be valuable in characterizing
the response to multiple influences.
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PALEOCLIMATE

Greenland temperature response to
climate forcing during the
last deglaciation
Christo Buizert,1* Vasileios Gkinis,2,3 Jeffrey P. Severinghaus,4 Feng He,5

Benoit S. Lecavalier,6 Philippe Kindler,7 Markus Leuenberger,7 Anders E. Carlson,1

Bo Vinther,2 Valérie Masson-Delmotte,8 James W. C. White,3 Zhengyu Liu,5,9

Bette Otto-Bliesner,10 Edward J. Brook1

Greenland ice core water isotopic composition (d18O) provides detailed evidence for
abrupt climate changes but is by itself insufficient for quantitative reconstruction of
past temperatures and their spatial patterns. We investigate Greenland temperature
evolution during the last deglaciation using independent reconstructions from
three ice cores and simulations with a coupled ocean-atmosphere climate model.
Contrary to the traditional d18O interpretation, the Younger Dryas period was
4.5° T 2°C warmer than the Oldest Dryas, due to increased carbon dioxide forcing
and summer insolation. The magnitude of abrupt temperature changes is larger in
central Greenland (9° to 14°C) than in the northwest (5° to 9°C), fingerprinting a
North Atlantic origin. Simulated changes in temperature seasonality closely track
changes in the Atlantic overturning strength and support the hypothesis that
abrupt climate change is mostly a winter phenomenon.

T
he last deglaciation [~19 thousand to 11
thousand years before the present (ky B.P.)]
is the most recent example of natural glob-
al warming and large-scale climate re-
organization, providing an exceptional

opportunity to study the interaction between
different components of the climate system (1)
and climate sensitivity to changes in radiative
forcing (2). Much of the regional and global
climate variability of this period can be explained
as the superposition of two distinct modes (3, 4):
a global increase in surface temperature related
to increased radiative forcing (Fig. 1C) and an
interhemispheric redistribution of heat associ-
ated with variability in the Atlantic meridio-

nal overturning circulation (AMOC) strength
(Fig. 1D).
High-resolution records of Northern Hemi-

sphere (NH) high-latitude climate are provided
by Greenland ice core water isotopic composi-
tion (d18O and dD), a proxy for local conden-
sation temperature (Fig. 1A). Past water isotopic
variations reflect site temperature (Tsite) to first
order (5) but are also influenced by changes to
the atmospheric hydrological cycle, such as evap-
oration conditions (6, 7), moisture origin and
transport pathways (8, 9), and precipitation in-
termittency or seasonality (10). Assuming a linear
d18O-Tsite relationship suggests that Greenland
climate did not begin to warm until the Bølling
onset (14.7 ky B.P.), lagging much of the globe
and implying a negligible Greenland temper-
ature response to increasing atmospheric CO2

(11–14). Such delayed Arctic warming is hard to
reconcile with past sea levels and NH ice sheet
extent that indicate substantial ice loss before
the Bølling (15). This paradox is exemplified
by lower Greenland summit d18O levels during
the Younger Dryas period (YD, 12.8 to 11.7 ky
B.P.) than during the Oldest Dryas period (OD,
18 to 14.7 ky B.P.), despite the rise in boreal sum-
mer insolation (Fig. 1B) and a ~50 parts per mil-
lion increase in atmospheric CO2 (14, 16).
Accurate temperature reconstructions are

required to improve our understanding of the
mechanisms controlling Greenland climate dur-
ing the last deglaciation and to benchmark
transient climate simulations (17, 18). Here, we
circumvent the issues that confound water iso-
tope interpretation by using four independent
temperature reconstructions from three ice cores
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[North Greenland Eemian Ice Drilling (NEEM),
North Greenland Ice Core Project (NGRIP), and
Greenland Ice Sheet Project 2 (GISP2)] (Fig. 1, G
to I), which we combine with transient general
circulation model (GCM) simulations (4, 16, 17).
Our work provides a consistent picture of the
temporal, spatial, and seasonal trends in the
Greenland surface temperature response to
external (insolation) and internal (CO2, AMOC,
and ice topography) climate forcings during the
last deglaciation.
Our primary Tsite reconstructionmethod uses

gas-phase d15N-N2 data (Fig. 1F) and the inver-
sion of a dynamical firn densification model to
find the Tsite history that optimizes the fit to the
d15N data through an automated algorithm. The
method builds on earlier d15N work, in which
mostly the abrupt transitions were investigated
(5, 19–21). Our approach also allows investiga-
tion of Tsite evolution between abrupt transi-
tions and robustly quantifies the uncertainty
associated with the temperature reconstruc-
tion by exploring 216 combinations of densi-
fication physics and model parameters at each
site. Details on the method are given in figs. S1
to S7 (22). For the NGRIP core, a second recon-
struction method uses the temperature sen-
sitivity of water isotope diffusion in the firn
column (23). The isotope diffusion length is cal-
culated along the core from high-resolution d18O
data using spectral techniques. Tsite is estimated
from the diffusion length after accounting for
firn densification, solid ice diffusion, and thin-
ning due to ice flow. We perform a sensitivity
study with 2000 reconstructions in which val-
ues of four key diffusion model parameters are
altered. Both NGRIP reconstructions agree with-
in uncertainty, and we therefore average the re-
sults. We further use transient climate simulations
performed with the coupled ocean-atmosphere
Community Climate System Model version 3
(CCSM3), which have been shown to capture
correctly many aspects of deglacial climate his-
tory (4, 11, 16, 17). The CCSM3 model has an
equilibrium climate sensitivity of 2.3°C for a
doubling of CO2 (T31 grid), which is within the
range of estimates from the Intergovernmental
Panel on Climate Change (24).
First, we investigate the temperature differ-

ence between the YD and OD periods. Our re-
construction methods yield an ensemble of Tsite
reconstructions for each site, and we bin the re-
sults (Fig. 2A). For comparison, mean annual
surface air temperature (SAT) changes from
the GCM simulations are marked in black on
the horizontal axes. All four reconstructions
show that the YD period was warmer than the
OD, on average by 4.5° T 2°C (1 SD uncertainty).
This contrasts with summit d18O, which is more
strongly depleted during the YD than the OD
(12, 13). Our reconstruction is consistent with
increased CO2 and boreal summer insolation
during the YD relative to the OD (16), as well as
NH non–ice core proxy synthesis results (Fig.
1E) that also exhibit a positive YD-OD differ-
ence (11). CCSM3 reproduces our reconstructed
YD-OD warming well, simulating a 5.4°C YD-

OD difference averaged over the sites. Tran-
sient simulations with an Earth system model of
intermediate complexity also find a ~5°C YD-OD
temperature difference (18). Our reconstructions
are thus compatible with current understanding
of the role of CO2 forcing on climate. Additional
CCSM3 simulations in which the different cli-
matic forcings are isolated (4) suggest that the
YD-OD warming due to greenhouse gas forcing
is about three times as large as the warming
caused by increased insolation (fig. S9). The Tsite
reconstructions show a poleward enhancement
of the YD-OD signal, with warming being largest
at the NEEM site. This spatial pattern is also

captured in the CCSM3 model response (Fig.
2E). Whereas homogeneous Greenland warm-
ing is simulated in response to increased CO2

or insolation, changes in the Laurentide ice
sheet topography induce atmospheric circula-
tion changes that affect North Atlantic climate
and can explain the observed spatial gradient
(fig. S9).
Second, we investigate the abrupt climatic

events that are superimposed on the gradual
warming of the background climate; the mag-
nitudes of the abrupt warming/cooling (DT) at
the Bølling (14.7 ky B.P.), YD (12.8 ky B.P.), and
Holocene (11.6 ky B.P.) onset are shown in Fig. 2,
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Fig. 1. Paleoclimate
records and Green-
land temperature
reconstructions for
the last deglaciation.
(A) Greenland summit
ice core d18O from
GISP2 (blue) and GRIP
[gray, offset by –3 per
mil (‰) for clarity].
(B) The 21 June
insolation at 65°N.
(C) Atmospheric CO2

mixing ratios (14).
(D) Bermuda rise
(core OCE326-GGC5)
231Pa/230Th as a proxy
for AMOC strength
(green) (30) and GCM
AMOC strength (gray)
in sverdrups (1 Sv =
106 m3 s−1). (E) Surface
temperature stacks for
30°N to 60°NandNorth
Atlantic region (11).
(F) GISP2 (blue, offset
by +0.3‰ for clarity),
NGRIP (purple,
+0.15‰ offset) and
NEEM (green) model fit
to d15N data (black
dots). (G to I) Green-
land temperature
reconstructions with
T1 SD uncertainty
envelope for GISP2
(blue), NGRIP (purple),
NEEM (green), and
CCSM3 GCM output
(gray) (16, 17).
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B to D. At all sites, DT is larger at the Bølling
transition than at the Holocene transition. For
all three abrupt events, DT is smallest (5° to 9°C)
in northwest Greenland (NEEM) and largest
(9° to 14°C) in central Greenland (GISP2). This
spatial gradient, which is not reflected in d18O,
is also observed for several Dansgaard-Oeschger
events (19), suggesting that it is a robust fea-
ture of abrupt climate change over Greenland.
CCSM3 fails to reproduce the timing of the Hol-
ocene transition and underestimates the DTmag-
nitude of the Bølling and Holocene transitions by
~20% and the magnitude of the YD cooling by
~75%. Yet CCSM3 qualitatively captures the ob-
served spatial DT gradient. In the simulations,
AMOC invigoration at the Bølling onset is asso-
ciated with maximum SAT change in the North
Atlantic (Fig. 2F) due to increased northward
oceanic heat transport and an associated reduc-
tion in sea-ice cover (fig. S10). As a result, the
simulated SAT changes are largest for ice core
sites closest to the North Atlantic (i.e., GISP2)
and smallest in northwest Greenland.
In the simulations, AMOC variations are in-

duced by a freshwater forcing to the North At-
lantic, using a meltwater discharge scenario
designed to be broadly consistent with availa-
ble evidence of past sea level, ice sheet extent,
and meltwater routing (15). We recognize that
processes other than freshwater may have con-
tributed to, and perhaps even caused, the AMOC
and sea-ice variations of the deglaciation. Re-
gardless of its cause, AMOC invigoration will
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Fig. 2. Spatial patterns in Greenland temperature change. (A) Temperature difference
between YD and OD. (B) Magnitude of Bølling transition. (C) Cooling at YD onset. (D)
Holocene transition. Stated uncertainties give T2 SD; GCM results are marked in black,
orange, and blue for mean annual, JJA, and DJF, respectively. Published DT estimates
(arrows) are from (20, 31–33). NGRIP values in (A) and (C) are potentially affected by an
unexplained abrupt shift in the d15N data (section S1.6). Sensitivity studies suggest that if
this shift is due to a calibration error, the d15N-based YD-OD difference may be 2°C larger
and the YD cooling 2°C smaller in magnitude. (E and F) CCSM3 spatial SATpatterns for
YD-OD (E) and Bølling transition (F). Dye 3 and Renland/Scoresby Sund locations are
indicated with a white circle and diamond, respectively. NEEM, NGRIP, GISP2, and Dye3
are abbreviated as NM, NG, G2, and D3, respectively. Details on all evaluated time inter-
vals are given in table S1 (22).
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Fig. 3. Greenland
isotopes and temperature
seasonality. (A)
Simulated summer
(JJA), winter (DJF), and
meanannual temperatures
(gray) relative to the
present day at Scoresby
Sund (Fig. 2F), the site
studied by Denton et al.
(26). (B) CCSM3
temperature seasonality
JJA-DJF (gray) and
AMOC strength in
sverdrups (turquoise).
(C) d18O of four
Greenland ice cores
corrected for mean
oceanic d18O,
relative to present-day
d18O. (D) Effective
isotopic temperature
sensitivity for GIPS2 (blue
dots), NGRIP (purple),
and NEEM (green),
with present-day spatial
isotope sensitivity
(0.69‰ K−1)
and Rayleigh-type
distillation model
prediction (0.88‰ K−1)
(dashed lines).
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result in North Atlantic warming and a reduc-
tion in sea-ice cover, which in turn affects the
atmospheric circulation and Greenland SAT.
Atmosphere-only GCM experiments of North
Atlantic sea-ice removal under Last Glacial
Maximum (LGM) conditions show a DT pat-
tern qualitatively similar to that simulated by
CCSM3, suggesting that sea-ice variability by
itself may be sufficient to explain this pattern
(25). The northward reduction in DT magnitude
that we reconstruct over Greenland is thus likely
a fingerprint of the North Atlantic origin of
abrupt climate change, irrespective of the precise
roles played by freshwater forcing and AMOC
variations.
Our Tsite reconstructions provide annual mean

temperatures, and to investigate seasonal tem-
perature changes we turn to the CCSM3 simula-
tions. SimulatedGreenland temperature seasonality
is strongly linked to AMOC strength and mean
climate state, with large (small) seasonality dur-
ing periods of weak (strong) overturning (Fig. 3B).
Most of the seasonality signal is due to winter
[December to February (DJF)] SAT,which changes
more than summer [June to August (JJA)] SAT
(Fig. 3A). The dominance of winter SAT is most
clearlymanifested during abrupt transitions, where
simulatedDJFDT (marked blue in Fig. 2, B to D)
is much larger than JJA DT (orange). This con-
trasts with the (primarily CO2-forced) YD-OD
warming, for which DJF and JJA warming are
nearly identical (within 10% of the mean annual
change). Our simulations thus support the hy-
pothesis that abrupt climate change is mostly a
winter phenomenon (25–28). In the simulations,
reduced AMOC strength and attendant heat
transport (such as during the YD andOD) results
in an extensive North Atlantic winter sea-ice
cover (fig. S10). This extended sea ice, in turn,
insulates the atmosphere from the moderating
influence of the large oceanic heat capacity,
resulting in extremely low winter SAT and in-
creased temperature seasonality over Green-
land. Because ablation of land-based ice occurs
primarily during summer months, summer SAT
is the main control on continental ice volume
(26). If AMOC variability mainly affects winter
SAT, as suggested by the CCSM3 simulations, it
has only a limited effect onmargin positions and
ice volume, which may in part explain the pau-
city of YDmoraines found across Greenland (29)
and the continued sea-level rise across the OD
and YD intervals (15). Our temperature reconstruc-
tions, as well as the strong AMOC-seasonality link
we simulate, can inform efforts to understand and
model Greenland ice sheet evolution during the
deglaciation.
The independent reconstructions can be used

to investigate nontemperature influences on d18O.
To this end, we calculate the effective isotope
sensitivity aeff = Dd18Ocorr /DT, with Dd18Ocorr

the change in d18O (corrected for mean ocean
d18O) associated with temperature change DT
(Fig. 3D). As in other studies (5, 19, 20), we find
that aeff varies both between sites and in time,
showing the limitations of the d18O paleo-
thermometer. On average, aeff at NEEM is closest

to sensitivity values obtained from the present-
day spatial d18O-Tsite relationship and Rayleigh-
type distillation models (7). Going southward,
aeff decreases, reflecting an increasing net effect
of nontemperature influences on d18O. This me-
ridional gradient in d18O bias is further demon-
strated by the Dye3 core in south Greenland (Fig.
3C), where the YD-OD d18O anomaly is most pro-
nounced. GCM simulations suggest that changes
in precipitation seasonality most strongly affect
South Greenland, in general agreement with the
meridional aeff gradient that we observe (fig.
S11B). Moisture tracking in the CCM3 atmospheric
GCM (8), furthermore, suggests an increased
relative contribution of (strongly distilled) Pacific
vapor during the LGM,which ismost pronounced
at NEEM (fig. S11A) and consistent with the
observed stronger glacial d18O depletion at NEEM.
The apparently stable and high aeff values at
NEEM may be caused by compensating d18O
biases and do not necessarily imply a more
faithful d18O paleothermometer. Our Tsite re-
constructions can be used in conjunction with
GCM isotope modeling to unravel the ice core
water isotopic signals (d18O, deuterium excess,
and 17O excess), potentially providing constraints
on atmospheric circulation changes during the
last deglaciation.
In summary, our independent temperature

reconstructions reveal the magnitude and spa-
tial structure of deglacial Greenland temper-
ature changes, for which d18O by itself does not
provide reliable, quantitative information. Our
work demonstrates the role of CO2 in forcing
Greenland climate during the last deglaciation,
shows a spatial pattern of the abrupt deglacial
transitions that fingerprints a North Atlantic
origin, and identifies an important connection
between AMOC strength and temperature sea-
sonality. These results provide a valuable target
to benchmark transient climate model simu-
lations, can help refine estimates of past cli-
mate sensitivity, and can provide realistic climate
forcing for Greenland ice sheet models during
the last deglaciation.
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PLANT GENOMICS

The coffee genome provides insight
into the convergent evolution of
caffeine biosynthesis
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Coffee is a valuable beverage crop due to its characteristic flavor, aroma, and the
stimulating effects of caffeine. We generated a high-quality draft genome of the species
Coffea canephora, which displays a conserved chromosomal gene order among asterid
angiosperms. Although it shows no sign of the whole-genome triplication identified in
Solanaceae species such as tomato, the genome includes several species-specific gene
family expansions, among them N-methyltransferases (NMTs) involved in caffeine
production, defense-related genes, and alkaloid and flavonoid enzymes involved in
secondary compound synthesis. Comparative analyses of caffeine NMTs demonstrate that
these genes expanded through sequential tandem duplications independently of genes
from cacao and tea, suggesting that caffeine in eudicots is of polyphyletic origin.

W
ithmore than 2.25 billion cups consumed
every day, coffee is one of the most im-
portant crops onEarth, cultivated across
more than 11 million hectares. Coffee be-
longs to the Rubiaceae family, which is

part of the Euasterid I clade and the fourth largest
family of angiosperms, consisting of more than
11,000 species in 660 genera (1). We sequenced
Coffea canephora (2n = 2x = 22 chromosomes),
an outcrossing, highly heterozygous diploid, and
one of the parents of C. arabica (2n = 4x = 44
chromosomes), which was derived from hybrid-
ization between C. canephora and C. eugenioides
(2). A total of 54.4 million Roche 454 single and
mate-pair reads and 143,605 Sanger bacterial ar-
tificial chromosome–end reads were generated
from a doubled haploid accession, representing
~30× coverage of the 710-Mb genome (3). Addi-
tional Illumina sequencing data (60×) were used
to improve the assembly (table S1) (4). The re-
sulting assembly consists of 25,216 contigs and
13,345 scaffolds with a total length of 568.6 Mb
(80% of 710 Mb), including 97 Mb (17%) of inter-
contig gaps. Eighty percent of the assembly is in
635 scaffolds, and the scaffold N50 (the scaffold
size above which 50% of the total length of the
sequence assembly can be found) is 1.26 Mb
(table S2). A high-density genetic map covering
349 scaffolds and comprising ~64% of the assem-

bly (364 Mb) and 86% of the annotated genes
was anchored to the 11 C. canephora chromo-
somes (4). More than 96% of the scaffolds larger
than 1 Mb were anchored (Fig. 1A).
We annotated 25,574 protein-coding genes (4)

(table S6), 92 microRNA precursors, and 2573
organellar-to-nuclear genome transfers (4). Trans-
posable elements account for ~50% of the ge-
nome (4), of which ~85% are long terminal repeat
(LTR) retrotransposons. Large-scale comparison
between C. canephora LTR retrotransposons and
those of reference plant genomes shows outstand-
ing conservation of several Copia groups across
distantly related genomes, suggesting that hori-
zontal mobile element transfers may be more fre-
quent than generally recognized (5–8).
Structurally, the coffee genome shows no sign

of a whole-genome polyploidization in its lin-
eage since the g triplication at the origin of the
core eudicots (9) (Fig. 1B). Coffee contains exactly
three paralogous regions for each of the seven
pre-g ancestral chromosomes (Fig. 1B). Coffee
chromosomal regions show unique one-to-one
correspondences with grapevine chromosomes
(Fig. 1C and fig. S12) and a one-to-three corre-
spondence with the tomato genome, which un-
derwent a second lineage-specific triplication
during its evolutionary history (10). Although
grapevine, a rosid, is the most conservative core

eudicot in terms of integrity of gross chromo-
somal structure, coffee displays less gene-order
divergence to all other rosids, despite being an
asterid itself (9). Coffee also shows little syntenic
divergence relative to other sequenced asterids
(Fig. 1D, table S17, and supplementary text).
To classify gene families in the C. canephora

genome, we ran OrthoMCL on inferred protein
sequences from coffee, grapevine, tomato, and
Arabidopsis (4), generating 16,917 groups of or-
thologous genes (fig. S5). To examine coffee-
specific gene family expansions with potential
adaptive value, we fit different branch models
implemented in BadiRate (11) to these ortho-
groups (4). In the coffee lineage, 202 orthogroups
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clustering 1270 genes were supported as expanded
(Akaike information criterion > 2.7). Among gene
ontology (GO) terms annotating these, 98 out
of 4300 generic terms were significantly over- or
underrepresented (table S14). Most GOs enriched
in C. canephora (P < 0.05) belonged to two main
functional categories: defense response andmeta-
bolic process, the later including different cata-
lytic activities (table S15).
Among defense response functions, there is a

clear expansion of nucleotide binding site disease-
resistance genes (12, 13) in the C. canephora ge-
nome (4). Most genes that grouped together
within single orthogroupswere tandemly arrayed,
suggesting that R genes evolved by tandem du-
plication and divergence of linked gene families
(supplementary text). Several gene functions in-
volved in secondary metabolite biosynthesis are
significantly expanded in the C. canephora ge-
nome, including enzymes associated with the
production of phenylpropanoids such as flavo-

noids and isoflavones (naringenin 3-dioxygenase,
isoflavone 2′-hydroxylase), alkaloids (strictosi-
dine synthase, tropine dehydrogenase), monoter-
penes (e.g., menthol dehydrogenase), and caffeine
[N-methyltransferases (NMTs)] (Fig. 2). For ex-
ample, indole alkaloids such as the monoamine
oxidase inhibitor yohimbine and antimalaria drug
quinine are prominent secondary compounds of
the coffee family and its parent order, Gentianales
(14), and the GO term indole biosynthetic process
was highly enriched (P < 0.001) in coffee relative
to tomato, grapevine, and Arabidopsis.
Caffeine is a purine alkaloid synthesized by

several eudicot plants, including coffee, cacao
(Theobroma cacao), and tea (Camellia sinensis)
(Fig. 2). Caffeine is synthesized in both coffee
leaves, where it has insecticidal properties (15),
and fruits and seeds, where it inhibits seed ger-
mination of competing species (16). The late steps
in caffeine biosynthesis are mediated by a series
of NMTs (Fig. 2A) (17).

Among coffee-expanded genes, NMT activity is
one of the more highly enriched GO terms (table
S15). A single gene family (ORTHOMCL170) clus-
ters 23 genes in coffee, but none in grapevine,
tomato, or Arabidopsis (table S12), and this clus-
ter contains genes encoding known enzymes of
the caffeine biosynthetic pathway (18, 19). Maxi-
mum likelihood (ML) phylogenetic analysis of
ORTHOMCL170 with tea and cacao NMTs that
have similar activities reveals species-specific
gene clades (Fig. 2C).We analyzed these relation-
ships in a broader evolutionary context by includ-
ing genome-wide samples of NMTs from coffee,
cacao, and other eudicot species. ML trees show
that the genes encoding the closest Arabidopsis
NMT relatives of coffee caffeine biosynthetic en-
zymes are involved in benzoic, salicylic, and ni-
cotinic functions (4) (supplementary text). Caffeine
biosynthetic NMTs from coffee nested within a
gene clade distinct from those of cacao or tea,
which group together as sister lineages. Thus, a
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Fig. 1. Structure of the C. canephora genome. (A) Alignment of the pseudochromosome 1 sequence with the
genetic map of C. canephora and genomic overview. Correspondences between the genetic linkage map and the
DNA pseudomolecule are shown at left (oriented and nonoriented scaffolds are indicated in blue and green,

respectively; gray lines denote consistent data; orange lines indicate markers with an approximate genetic location). The relative proportions (percentage of
nucleotides) in slidingwindows (1-Mb size, 500-kb step) of transposable elements (Copia in red,Gypsy in green) and genes (exons in blue, introns in dark blue) are
shown at right. (B) Coffee chromosomal blocks descending from the seven ancestral core eudicot chromosomes.The three paralogous descendants of the seven
ancestral chromosomes are shown in shared colors but different textures. (C) Comparison of three grapevine chromosomes (descendants of the
prehexaploidization core eudicot chromosome) mapped to a single coffee chromosome and three regions in the tomato genome. (D) Phylogeny and genome
duplication history of core eudicots. Arrowheads indicate tetraploidization (blue) or hexaploidization (green) events. Red lines trace lineages of six species that
have not undergone further polyploidization. Bar graphs and colors reflect gene-order differences (table S17) between each of the six species (column labels) and
the entire set, showing the gene order conservatism of coffee, especially among asterids, and of peach and cacao among rosids.
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minimum of two independent origins of caffeine
biosynthetic NMT activity can be inferred, as
proposed previously (20).
Microsynteny analyses ofORTHOMCL170,which

includes three tandem arrays, show that some
known and putative coffee caffeine synthase
genes—CcXMT (encoding xanthosineN-methyltrans-
ferase), CcMTL, and CcNMT3—form a tight as-
semblage of coexpressed tandem duplicates (Fig.
2D) reminiscent of ametabolic gene cluster (21, 22).
Given that some plant metabolic gene clusters
are of relatively recent origin (23), we sought to
further unravel the role of gene duplication in
the expansion of the coffee NMT gene family
(Fig. 2D) (supplementary text). The three main
coffee NMT clades in ORTHOMCL170 are distrib-
uted among aminimumof three genomic blocks;
however, some phylogenetically recent tandem
duplicates have moved away from their original

positions via block rearrangements (Fig. 2D). One
such movement involving the putative meta-
bolic cluster appears to have left the CcDXMT
gene (encoding 3,7-dimethylxanthine methyl-
transferase) behind, physically separated from
its ancestral tandem array. In cacao, the func-
tionally characterized TcBCS1 gene has a tan-
dem duplicate, but this pair of genes evolved
independently from the NMT tandem arrays
found in C. canephora (fig. S29). We also ex-
amined the role of positive selection (PS) in the
evolution of caffeine biosynthesis among coffee,
tea, and cacao (4) (supplementary text). We found
significant evidence for PS [likelihood ratio test
for PAML (Phylogenetic Analysis by Maximum
Likelihood) branch-site test, P = 5.78 × 10–3

(24)] only for the coffee NMT lineage, indicating
that the independent evolution of caffeine bio-
synthesis in coffee was adaptive and probably

involved specific amino acid changes fixed by
PS. These results highlight the distinct acquisi-
tion of caffeine biosynthesis in the coffee plant,
providing an example of convergent evolution of
secondary metabolic pathways encoded by tan-
demly duplicated genes.
Genomic functional diversification via tandem

duplicationmay have helped shape other aspects
of coffee bean chemical composition. Linoleic
acid, which is produced by the oleate desaturase
FAD2, is the major polyunsaturated fatty acid
in the coffee bean (25, 26), where it contributes to
aroma composition and flavor retention after
roasting (4). Coffee has six FAD2 genes com-
pared with one inArabidopsis, andmost of these
have arisen from tandem duplications on chro-
mosome 1 (fig. S33). RNA sequencing data sug-
gest transcriptional specialization for two of the
six FAD2 copies, with CcFAD2.3 being actively
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Fig. 2. Evolution of caffeine biosynthesis. (A)
The principal caffeine biosynthetic pathway.Three
methylation steps are necessary to produce caf-
feine from xanthosine, involving the successive ac-
tion of three NMTs: xanthosine methyltransferase
(XMT), theobromine synthase [7-methylxanthine
methyltransferase (MXMT)], and caffeine syn-
thase [3,7-dimethylxanthine methyltransferase
(DXMT)]. SAM, S-adenosylmethionine; SAH, S-
adenosylhomocysteine. (B) Evolutionary position of
caffeine-producing plants with respect to other
eudicots (phylogeny adapted from www.mobot.
org/MOBOT/research/APweb/). (C) ML phylog-
eny of coffee, tea, and cacao NMTs. Bootstrap
support values (percentages) from 1000 replicates
are shown next to relevant clades. Branch lengths
are proportional to expected numbers of nucleo-
tide substitutions per site. Colors identify genes
assignable to the genomic blocks denoted in (D).
(D) (Left) A model summarizing the duplication
history of coffee NMTgenes, following the phylog-
eny in (C). Three distinct tandem gene arrays
evolved in situ on chromosome 1 from nearby gene
duplicates (bold squares). The red and green
blocks, colored as in (C), translocated (to chromo-
some 9) or rearranged (to elsewhere on chromo-
some 1) from their ancestral locus (blue region),
respectively. (Right) Gene orders on modern chro-
mosomes. Translocation of the red block, contain-
ing the putative caffeineNMTmetabolic cluster, left
the phylogenetically derived CcDXMTgene behind.
Similarly,CcNMT19 is a derived genewithin its own
NMTclade that remained in place following move-
ment of the green block. Numbers at branches
indicate relative times since major duplication
events or diversification times of the tandem ar-
rays, calculated from approximately neutral syn-
onymous substitution rates. (E) Expression profiles
(reads per kilobase per million reads mapped) of
known Coffea canephora NMTs. The genes in the
putativemetabolic cluster (along with CcDXMTand
CcMXMT) exhibit similar expressionpatterns, higher
in perisperm than endosperm. Data are plotted as
log2 values. DAP, days after pollination.



transcribed in developing endosperm (supple-
mentary text). Peak transcript abundance coin-
cides with the dramatic increase in linoleic acid
content that occurs during seed development at
the perisperm-endosperm transition (27).
Our analysis of the adaptive genomic land-

scape of C. canephora identifies the convergent
evolution of caffeine biosynthesis among plant
lineages and establishes coffee as a reference spe-
cies for understanding the evolution of genome
structure in asterid angiosperms.
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GENOME EDITING

Prevention of muscular dystrophy
in mice by CRISPR/Cas9–mediated
editing of germline DNA
Chengzu Long,1* John R. McAnally,1* John M. Shelton,2 Alex A. Mireault,1

Rhonda Bassel-Duby,1 Eric N. Olson1†

Duchenne muscular dystrophy (DMD) is an inherited X-linked disease caused by mutations
in the gene encoding dystrophin, a protein required for muscle fiber integrity. DMD is
characterized by progressive muscle weakness and a shortened life span, and there is no
effective treatment.We used clustered regularly interspaced short palindromic repeat/Cas9
(CRISPR/Cas9)–mediated genome editing to correct the dystrophin gene (Dmd) mutation in
the germ line ofmdxmice, amodel for DMD, and thenmonitoredmuscle structure and function.
Genome editing produced genetically mosaic animals containing 2 to 100% correction of the
Dmd gene.The degree of muscle phenotypic rescue in mosaic mice exceeded the efficiency of
gene correction, likely reflecting an advantage of the corrected cells and their contribution to
regenerating muscle.With the anticipated technological advances that will facilitate genome
editing of postnatal somatic cells, this strategymayone day allowcorrection of disease-causing
mutations in the muscle tissue of patients with DMD.

D
uchenne muscular dystrophy (DMD) is
caused by mutations in the gene for dys-
trophin on the X chromosome and affects
approximately 1 in 3500 boys. Dystrophin
is a large cytoskeletal structural protein

essential formuscle cellmembrane integrity.With-
out it, muscles degenerate, causing weakness and
myopathy (1). Death of DMD patients usually
occurs by age 25, typically from breathing com-
plications and cardiomyopathy. Hence, therapy
for DMD necessitates sustained rescue of skele-
tal, respiratory, and cardiac muscle structure
and function. Although the genetic cause of
DMD was identified nearly three decades ago
(2), and several gene- and cell-based therapies
have been developed to deliver functional Dmd
alleles or dystrophin-like protein to diseased mus-
cle tissue, numerous therapeutic challenges have

been encountered, and no curative treatment
exists (3).
RNA-guided, nuclease-mediated genome edit-

ing, based on type II CRISPR (clustered regu-
larly interspaced short palindromic repeat)/Cas
(CRISPR-associated) systems, offers a new ap-
proach to alter the genome (4–6). In brief, Cas9,
a nuclease guided by single-guide RNA (sgRNA),
binds to a targeted genomic locus next to the
protospacer adjacent motif (PAM) and generates
a double-strand break (DSB). The DSB is then
repaired either by nonhomologous end-joining
(NHEJ), which leads to insertion/deletion (indel)
mutations, or by homology-directed repair (HDR),
which requires an exogenous template and can
generate a precise modification at a target locus
(7). Unlike other gene therapy methods, which
add a functional, or partially functional, copy of a
gene to a patient’s cells but retain the original
dysfunctional copy of the gene, this system can
remove the defect. Genetic correction using en-
gineered nucleases (8–12) has been demonstrated
in immortalized myoblasts derived from DMD
patients in vitro (9), and rodent models of rare
diseases (13), but not yet in animal models of
relatively common and currently incurable dis-
eases, such as DMD.
The objective of this study was to correct the

genetic defect in the Dmd gene of mdx mice by
CRISPR/Cas9–mediated genome editing in vivo.
Themdxmouse (C57BL/10ScSn-Dmdmdx/J) con-
tains a nonsensemutation in exon 23 of theDmd
gene (14, 15) (Fig. 1A). We injected Cas9, sgRNA,
and HDR template intomouse zygotes to correct
the disease-causing gene mutation in the germ
line (16, 17), a strategy thathas thepotential to correct
themutation in all cells of the body, including myo-
genic progenitors. Safety and efficacy of CRISPR/
Cas9–based gene therapy was also evaluated.
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Initially, we tested the feasibility and opti-
mized the conditions of CRISPR/Cas9–mediated
Dmd gene editing inwild-typemice (C57BL6/C3H
and C57BL/6) (see the supplementary materials).
We designed a sgRNA to target Dmd exon 23
(fig. S1A) and a single-stranded oligodeoxynucleo-
tide (ssODN) as a template for HDR-mediated
gene repair (fig. S1B and table S1). The wild-
type zygotes were co-injected with Cas9 mRNA,
sgRNA-DMD, and ssODN and then implanted
into pseudopregnant female mice. Polymerase
chain reaction (PCR) products corresponding to
Dmd exon 23 from progeny mice were sequenced
(fig. S1, C to E). Efficiency of CRISPR/Cas9–
mediatedDmd gene editing is shown in table S2.
We next applied the optimized CRISPR/Cas9–

mediated genomic editing method to mdx mice
(Fig. 1B). The CRISPR/Cas9–mediated genomic
editing system will correct the point mutation in
mdx mice during embryonic development via
HDR or NHEJ (Fig. 1, C and D, and fig. S2A).
“Corrected” mdx progeny (termed mdx-C) were
identified by restriction fragment length poly-
morphism (RFLP) analysis and the mismatch-
specific T7 endonuclease I (T7E1) assay (Fig. 1E,
table S2, and supplementary materials). We an-
alyzed a total of 11 differentmdx-C mice. PCR pro-
ducts of Dmd exon 23 from seven mdx-C mice
withHDR-mediated gene correction (termedmdx-
C1 to C7) and four mdx-C mice containing NHEJ-
mediated in-frame deletions of the stop codon

(termed mdx-N1 to N4) were sequenced. Se-
quencing results revealed that CRISPR/Cas9–
mediated germline editing produced genetically
mosaic mdx-C mice displaying from 2 to 100%
correction of the Dmd gene (Fig. 1E and fig. S2,
B and C). A wide range of mosaicism occurs if
CRISPR/Cas9–mediated repair occurs after the
zygote stage, resulting in genomic editing in a
subset of embryonic cells (18). All mouse progeny
developed to adultswithout signs of tumor growth
or other abnormal phenotypes.
We tested four different mouse groups for pos-

sible off-target effects of CRISPR/Cas9–mediated
genome editing: (A) mdx mice without treat-
ment (termedmdx), (B)CRISPR/Cas9–editedmdx
mice (termedmdx+Cas9), (C) Wild-type control
mice (C57BL6/C3H) without treatment (termed
WT) and (D) CRISPR/Cas9–edited wild-type mice
(termed WT+Cas9) (fig. S3A). Sequences of the
target site (Dmd exon 23) and a total of 32 po-
tential off-target (OT) sites in the mouse ge-
nome were predicted by the CRISPR design tool
(http://crispr.mit.edu) and are listed in table S3.
Ten of the 32 sites, termed OT-01 through OT-10,
represent the genome-wide “top-10 hits.” Twenty-
two of the 32, termed OTE-01 through OTE-22
are located within exons.
Deep sequencing of PCR products correspond-

ing to Dmd exon 23 revealed high ratios of HDR
andNHEJ-mediated geneticmodification in groups
B and D but not in control groups A and C (fig.

S3A and table S4). There was no difference in the
frequency of indel mutations in the 32 potential
off-target regions among the different groups (fig.
S3, B and C, table S5, and supplementary mate-
rials). These results are also consistent with recent
genome-wide studies showing that DNA cleavage
by Cas9 is not promiscuous (19–21). Thus, off-
target effects may be less of a concern in vivo
than previously observed in vitro (22, 23).
To analyze the effect of CRISPR/Cas9–mediated

genomic editing on the development of muscular
dystrophy, we performed histological analyses of
four different muscle types [quadriceps, soleus
(hindlimbmuscle), diaphragm(respiratorymuscle),
and heart muscle] from wild-type mice, mdx
mice, and three chosen mdx-C mice with dif-
ferent percentages of Dmd gene correction at 7
to 9 weeks of age. mdx muscle showed histo-
pathologic hallmarks of muscular dystrophy, in-
cluding variation in fiber diameter, centralized
nuclei, degenerating fibers, necrotic fibers, and
mineralized fibers, as well as interstitial fibrosis
(Fig. 2 and figs. S4A and S5A). Immunohisto-
chemistry showed no dystrophin expression in
skeletal muscle or heart of mdx mice, whereas
wild-type mice showed dystrophin expression
in the subsarcolemmal region of the fibers and
the heart (Fig. 2). Although mdx mice carry a
stop mutation in the Dmd gene, we observed
0.2 to 0.6% revertant fibers, consistent with a
previous report (24).mdx-Cmice with 41% of the
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Fig. 1. CRISPR/Cas9–mediated Dmd correction inmdxmice. (A) Schematic
of the targeted exon ofmouseDmd and sequence fromwild-type (upper) andmdx
mice (lower).Themdx pointmutation (C to T) ismarked in red, and the premature
stop codon is underlined. (B) Schematic of the 20-nucleotide sgRNA target se-
quenceof themdxallele (blue) and thePAM(red).The red arrowhead indicates the
Cas9 cleavage site. ssODN, which contains 90 base pairs (bp) of homology
sequence flanking each side of the target site, was used as HDR template. ssODN
incorporates four silent mutations (green) and adds a TseI restriction enzyme site
(underlined) for genotyping and quantification of HDR-mediated gene editing (fig.
S1B). (C) Schematic for the gene correction by HDR or NHEJ.The corresponding
DNA and protein sequences are shown in fig. S2A. (D) Strategy of the gene cor-

rection in mdx mice via germline gene therapy. (E) Genotyping results of mdx-C
mice withmosaicism of 2 to 100%correctedDmd gene. Undigested PCRproduct
(upper panel),TseI digestion (middle panel), and T7E1 digestion (lower panel) on a
2% agarose gel. The red arrowhead in the middle panel marks the DNA band
indicating HDR-mediated correction generated by TseI digestion. The blue arrow-
headmarks the DNA band of the uncorrectedmdx allele.The relative intensity of
theDNAbands (indicated by blue and red arrowheads) reflects the percentage of
HDR in the genomic DNA. The percentage of HDR is located under the middle
panel. The band intensity was quantified by ImageJ (NIH). The blue and red
arrowheads in the lower panel indicate uncut and cut bands byT7E1, respectively.
M denotes size marker lane. bp indicates the length of the marker bands.
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Fig. 3. Analysis of satellite cells from mdx-C mice and a model for rescue
of muscular dystrophy by CRISPR/Cas9–mediated genomic correction.
(A) Frozen sections of mdx-C gastrocnemius were mounted onto polyethylene
membrane frame slides and immunohistochemically stained for Pax-7, amarker
for satellite cells. Cross sections of muscle before (left) and after (right) laser
dissection show the precise isolation of satellite cells (brown, in red circle). Scale
bar, 25 mm. (B) PCR products corresponding to Dmd exon 23 were generated
from genomic DNA isolated from satellite cells of mdx-C mice. PCR products
were sequenced and show that CRISPR/Cas9–mediated genomic editing
corrected a subset of satellite cells in vivo. Purple arrow indicates the corrected
allele mediated by HDR. Green arrows indicate the silent mutation sites. The

corresponding amino acid residues are shown under the DNA sequence.The red
box indicates the corrected site. (C) A model for rescue of muscular dystrophy
by CRISPR/Cas9–mediated genomic correction.There are three types of myo-
fibers in mdx-C mice: (i) normal dystrophin-positive myofibers (green mem-
brane) and satellite cells originating from corrected progenitors (green nuclei);
(ii) dystrophic dystrophin-negative myofibers (brown membrane) and satellite
cells originating from mdx progenitors (brown nuclei); and (iii) mosaic
dystrophin-positive myofibers with centralized nuclei (green and brown nuclei)
generated by fusion of corrected andmdx progenitors or by fusion of corrected
satellite cells with preexisting dystrophic fibers. Immunostaining of the three
types of myofibers inmdx-C mice is shown in fig. S8C.

Fig. 2. Histological analysis of muscles fromwild-type,mdx, andmdx-Cmice. Immunostaining and histological analysis of muscles from 7- to 9-week-old wild-type,
mdx, and mdx-C mice (HDR-17%, HDR-41%, or NHEJ-83%). Dystrophin immunofluorescence (green) in wild-type mice is present in all muscles, including quadriceps,
soleus,diaphragm, andheart, and is absent inmdxmice,except fora single revertant fiber in skeletalmuscle.Skeletalmuscle fromtheHDR-17%mousehasacharacteristic
pattern of clusters of dystrophin-positive fibers adjacent to clusters of dystrophin-negative fibers,whereas HDR-41%or NHEJ-83%mdx-C skeletal muscle is composed of
dystrophin-positive myofibers only.White arrows indicate the adjacent clusters of dystrophin-positive fibers. Scale bar, 100 mm.
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mdx alleles corrected by HDR (termed HDR-
41%) or with 83% correction by in-frame NHEJ
(termed NHEJ-83%) showed complete absence
of the dystrophic muscle phenotype and restora-
tion of dystrophin expression in the subsarcolem-
mal region of all myofibers (Fig. 2). Strikingly,
correction of only 17% of the mutant Dmd alleles
(termed HDR-17%) was sufficient to allow dys-
trophin expression in a majority of myofibers at
a level of intensity comparable to that of wild-
typemice, and themuscle exhibited fewer histo-
pathologic hallmarks of muscular dystrophy than
mdxmuscle (fig. S4A). The substantially higher
percentage (47 to 60%) of dystrophin-positive
fibers associated with only 17% gene correction
(fig. S6, A and B) suggests a selective advantage
of the corrected skeletal muscle cells. Western blot
analysis showed restored dystrophin protein in
skeletal muscle (quadriceps) and heart ofmdx-C
mice to levels consistent with percentages of
dystrophin-positive fibers (figs. S4B and S6B).
To compare the efficiency of rescue over time,

we chose mdx-C mice with comparable mosai-
cism of rescue of ~40%. As shown in fig. S7A, a
3-week-oldmdx-Cmousewith~40%HDR-mediated
gene correction (termed HDR-40%-3wks) showed
occasional dystrophin-negative myofibers among
a majority of dystrophin-positive fibers. In con-
trast, no dystrophin-negative fibers were seen
in a mouse with comparable gene correction at
9 weeks of age, suggesting progressive rescue
with age in skeletal muscle. In mdx-C mice with
comparable mosaicism, we did not observe a sig-
nificant difference in dystrophin expression in
the heart between 3 and 9 weeks of age (fig. S7B),
suggesting that age-dependent improvementmay
be restricted to skeletal muscle.
The widespread and progressive rescue of dys-

trophin expression in skeletalmusclemight reflect
the multinucleated structure of myofibers, such
that a subset of nuclei with correctedDmd genes
can compensate for nuclei with Dmdmutations.
Fusion of corrected satellite cells (the stem cell
population of skeletal muscle) with dystrophic

fibers might also progressively contribute to the
regeneration of dystrophic muscle (25). To inves-
tigate this possibility, we identified satellite cells
in muscle sections of mdx-C mice by immuno-
staining with Pax-7, a specific marker for satellite
cells (fig. S8A). Using laser microdissection (see
the supplementarymaterials), we dissected Pax-7
positive satellite cells and isolated genomic DNA
for PCR analysis (Fig. 3A and fig. S8B). Sequencing
results of PCR products corresponding to Dmd
exon 23 from these isolated satellite cells showed
the corrected Dmd gene (Fig. 3B). These results
indicate that CRISPR/Cas9 genomic editing cor-
rected the mutation in satellite cells allowing
these muscle stem cells to rescue the dystrophic
muscle (Fig. 3C and fig. S8C).
Serum creatine kinase (CK), a diagnosticmarker

for muscular dystrophy that reflects muscle leak-
age, wasmeasured in wild-type,mdx, andmdx-C
mice. Consistent with the histological results,
serum CK levels of the mdx-C mice were sub-
stantially decreased comparedwithmdxmice and
were inversely proportional to the percentage of
genomic correction (Table 1). Wild-type,mdx, and
mdx-C mice were also subjected to grip-strength
testing tomeasuremuscle performance, and the
mdx-C mice showed enhanced muscle perform-
ance compared with mdx mice (Table 1).
Our results show that CRISPR/Cas9–mediated

genomic editing is capable of correcting the pri-
mary genetic lesion responsible for muscular
dystrophy (DMD) and preventing development
of characteristic features of this disease inmdx
mice. Because genome editing in the germ line
produced genetically corrected animals with a
wide range of mosaicism (2 to 100%), we were
able to compare the percentage of genomic cor-
rectionwith the extent of rescue of normalmuscle
structure and function. We observed that only a
subset of corrected cells in vivo is sufficient for
complete phenotypic rescue. As schematized in
Fig. 3C, histological analysis of partially corrected
mdx mice revealed three types of myofibers: (i)
normal dystrophin-positive myofibers; (ii) dystro-

phic dystrophin-negativemyofibers; and (iii)mosaic
dystrophin-positive myofibers containing cen-
tralized nuclei, indicative of muscle regeneration.
We propose that the latter type of myofiber arises
from the recruitment of corrected satellite cells
into damaged myofibers, forming mosaic myo-
fibers with centralized nuclei. Efforts to expand
satellite cells ex vivo as a source of cells for in vivo
engraftment have been hindered by the loss of
proliferative potential and regenerative capacity
of these cells in culture (26). Thus, direct editing
of satellite cells in vivo by theCRISPR/Cas9 system
represents a potentially promising alternative
approach to promote muscle repair in DMD.
Genomic editing within the germ line is not

currently feasible in humans. However, genomic
editing could, in principle, be envisioned within
postnatal cells in vivo if certain technical chal-
lenges could be overcome. For example, there is
a need for appropriate somatic cell delivery sys-
tems capable of directing the components of the
CRISPR/Cas9 system to dystrophic muscle or
satellite cells in vivo. In this regard, the adeno-
associated virus (AAV) delivery system has proven
to be safe and effective and has already been ad-
vanced in clinical trials for gene therapy (27, 28).
Moreover, the AAV9 serotype has been shown to
provide robust expression in skeletal muscle,
heart, and brain, the major tissues affected in
DMD patients. Other nonviral gene delivery
methods, including injection of naked plasmid
DNA (29), chemically modified mRNA (30, 31),
and nanoparticles containing nucleic acid (32),
also warrant consideration. Another challenge
with respect to the feasibility of clinical appli-
cation of the CRISPR/Cas9 system is the increase
in body size between rodents and humans, re-
quiring substantial scale-up. More efficient genome
editing in postnatal somatic tissues is also needed
for the advancement of the CRISPR/Cas9 system
into clinical use. Although CRISPR/Cas9 can ef-
fectively generate NHEJ-mediated indel muta-
tions in somatic cells, HDR-mediated correction
is relatively ineffective in postmitotic cells, such
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Table 1. Serum creatine kinase (CK) levels and forelimb grip strength of wild-type, mdx, and mdx-C mice.

Litter Mouse no.
Percent of
correction

Sex CK(U/L)
Forelimb grip strength (grams of force)

Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Avg. T SD

No. 1 WT – M 318 170 163 140 132 169 154.8 T 17.5
mdx-04 0 M 6,366 64 56 52 59 57 57.6 T 4.3
mdx-06 0 M 7,118 102 123 109 79 97 102.0 T 16.1
mdx-C1 HDR-41% M 350 141 150 154 143 133 144.2T8.1

No. 2 WT – F 449 128 116 109 102 103 111.6 T 10.7
mdx-20 0 F 30,996 107 105 92 78 61 88.6 T 19.3
mdx-10 0 F 38,715 84 64 67 62 53 66.0 T 11.3
mdx-C3 HDR-17% F 4,290 123 126 101 107 102 111.8T11.8

No. 25 mdx-02 0 M 14,059 54 64 47 41 52 51.6 T 12.1
mdx-03 0 M 4,789 129 120 116 104 92 112.2 T 35.6
mdx-05 0 M 11,841 91 94 54 64 54 71.4 T 24.0
mdx-N1 NHEJ-83% M 240 145 154 147 138 133 143.4T44.8
mdx-01 0 F 7,241 108 95 103 105 85 99.2 T 30.5
mdx-04 0 F 5,730 100 112 103 114 100 105.8 T 32.3
mdx-07 0 F 6,987 74 73 73 73 70 72.6 T 19.6
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as myofibers and cardiomyocytes, because these
cells lack the proteins essential for homologous
recombination (33). Coexpression of components
of the HDR pathway with the CRISPR/Cas9 sys-
tem might enhance HDR-mediated gene repair.
Finally, safety issues of the CRISPR/Cas9 system,
especially for long-term use, need to be evaluated
in preclinical studies in large-animal models of
disease. Despite the challenges listed above, with
rapid technological advances of gene delivery sys-
tems and improvements to the CRISPR/Cas9 edit-
ing system (33), the approach we describe could
ultimately offer therapeutic benefit to DMD and
other human genetic diseases in the future.
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THE RIBOSOME

How the ribosome hands the A-site
tRNA to the P site during
EF-G–catalyzed translocation
Jie Zhou, Laura Lancaster, John Paul Donohue, Harry F. Noller*

Coupled translocation of messenger RNA and transfer RNA (tRNA) through the ribosome,
a process catalyzed by elongation factor EF-G, is a crucial step in protein synthesis.
The crystal structure of a bacterial translocation complex describes the binding states of
two tRNAs trapped in mid-translocation. The deacylated P-site tRNA has moved into a
partly translocated pe/E chimeric hybrid state.The anticodon stem-loop of the A-site tRNA
is captured in transition toward the 30S P site, while its 3′ acceptor end contacts both
the A and P loops of the 50S subunit, forming an ap/ap chimeric hybrid state. The
structure shows how features of ribosomal RNA rearrange to hand off the A-site tRNA to
the P site, revealing an active role for ribosomal RNA in the translocation process.

D
uring the translocation step of the elonga-
tion phase of protein synthesis, themRNA
is advanced by one codon, coupled tomove-
ment of the tRNAs from the ribosomal A
(aminoacyl) to P (peptidyl) and P to E (exit)

sites, in a process catalyzed by elongation factor
EF-G (1). First, the tRNAs move on the 50S sub-
unit into P/E and A/P hybrid states, followed by
movement of the tRNA anticodon stem-loops
(ASLs) from the 30S subunit A and P sites to the
P and E sites, respectively, coupled to move-
ment of their associated mRNA codons (2). The
first step is accompanied by intersubunit rota-
tion (3–7), whereas the second step requires
EF-G·guanosine triphosphate (GTP) and involves
rotation of the 30S subunit head domain (8–11).
Although much has recently been learned about
the structural basis of P-tRNA movement to the
E site (9, 10, 12, 13), translocation intermediates
containing A-tRNA are more difficult to trap.
Thus, much of our thinking about the structural
basis of A-tRNA and mRNA movement is based
on crystal structures of EF-G bound to vacant
(14) or P-tRNA–containing ribosome complexes
trapped in classical (15) or hybrid states (10, 12, 13)
and two cryogenic electron microscopy structures
of 70S ribosome–EF-G complexes containing two
tRNAs bound in P/E and A/P* hybrid states (16)
or in ap/P and pe/E chimeric hybrid states (11).
[We use lower-case letters to indicate that the
tRNA is bound in a chimeric state within the small
or large subunit, whereas upper-case letters indi-
cate binding to the canonical A, P, or E sites of a
subunit. For example, “pe/E” is meant to indicate
that the ASL of the tRNA is bound between P-site
elements of the small subunit head domain and
E-site elements of the small subunit body, while
its acceptor end is bound to the canonical E site
of the large subunit.]

Here, we report the crystal structure of a 70S
ribosome translocation intermediate containing
EF-G,mRNA, and two tRNAs: a deacylated tRNA
bound in the pe/E state and a peptidyl-tRNA
trapped in an ap/ap chimeric hybrid state.
The complex was formed with Thermus ther-
mophilus 70S ribosomes, a 39-nucleotidemRNA,
elongator tRNAMet in the P site, andN-acetyl-Val-
tRNAVal in the A site. To trap the translocation
intermediate, we added neomycin to block com-
pletion of translocation and fusidic acid to pre-
vent release of EF-G (materials and methods
and fig. S1). The structure was solved by using
diffraction data to 3.8 Å obtained from a single
crystal (table S1). Examples of electron density are
shown in supplementary materials (figs. S2 to
S13). Relative to the classical-state ribosome (17),
the 30S subunit head undergoes a large 21°
counterclockwise rotation, and the 30S body
undergoes a 2.7° rotation relative to the 50S
subunit (Figs. 1 and 2, A and B). The P-tRNAASL
moves with the 30S head into a position be-
tween the P site of the 30S head and the E site
of the 30S body (pe chimeric state; Fig. 1, D and
E), while its acceptor end moves fully into the
50S E site (Fig. 1C), forming a pe/E chimeric
hybrid state (9–11). The A-tRNA ASL moves to
within ~4 Å of the P-site elements of the 30S
body (Fig. 1D); its elbow rotates toward the clas-
sical 50S P site, but its acceptor end is bound
between the 50S subunit A and P sites (Fig. 1C),
forming an ap/ap chimeric hybrid state. The
large, EF-G–dependent rotation of the 30S head
in our structure repositions helix H38 of 23S
ribosomal RNA (rRNA), allowing the A-tRNA
elbow to reach the position of the P-site tRNA
elbow (fig. S14). Domain IV of EF-G is wedged
into the site of convergence of the A-site mRNA
codon, the anticodon loop of the ap/ap tRNA,
and the 16S and 23S rRNAs at intersubunit
bridge B2a, simultaneously contacting all four
RNAs (fig. S15).
Although it is clear that 30S head rotation fa-

cilitates P-site ASL translocation (9–11), the A-site
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ASL is translocated by a different mechanism.
The P-site ASL moves precisely with 30S head
rotation into the pe/E state, whereas the A-site
ASL has moved further than the rotationalmove-
ment of the head into the ap state on the 30S
subunit (Fig. 1E). Movement of the A-site ASL
precisely with head rotation would result in a
severe clash with domain IV of EF-G as it is po-
sitioned in our complex, which, together with
the contact formed between the tip of domain
IV and the codon-anticodon helix of the ap/ap
tRNA (fig. S16), suggests that movement of
mRNA and ASL is coupled to that of domain IV.
The additional displacement of the ap/ap ASL
brings it close to the pe/E ASL (Fig. 2, C and D)
(11). The position of the head may be stabilized
by interaction between phosphate 1210 of 16S
rRNA and domain IV of EF-G at Gly531 (G531).
Most notable is the rearrangement of the 16S

rRNA 966 loop in the 30S head, which breaks
away from the P site to reach toward the A site,
where it initiates contact with the partly trans-

located ap/ap ASL (Fig. 2, E and F). This re-
arrangement involves disruption of the packing
of m2

2G966 against ribose 34 of the P-site ASL
(18, 19) and formation of a surface-fitting pocket
around the ap/ap ASL by nucleotides A965,
m2

2G966, and C1400. In a crystal structure of
the corresponding single-tRNA complex (10)
(fig. S6), the pe/E tRNA ASL was found to
maintain all canonical P-site contacts with the
30S head, including the 966 loop, as it rotates
toward the E site. However, in the two-tRNA
complex reported here, only a subset of the P-site
30S head interactions with the pe/E ASL are
maintained, involving G1338, A1339, A1340, and
the C-terminal tail of protein uS9. The forma-
tion of posttranslocation interactions simulta-
neously with disruption of pretranslocation
interactions suggests a mechanism for how
the ASLs are handed off between the A and
the P sites. It may also represent an initial
shift in contacts that must be disrupted to rel-
ease the pe/E tRNA ASL before back-rotation of

the 30S head in the final stages of translocation
(20, 21).
The network of interactions formed among the

conserved loop 1 (residues 499 to 504) in domain
IV of EF-G, the ap/ap ASL, and its mRNA codon
(fig. S15) (11) are similar to those observed in the
posttranslocation state (15), suggesting that they
are maintained throughout the translocation cy-
cle. Their resemblance to the minor-groove in-
teractions made by A1492 and A1493 with the
codon-anticodon helix in the decoding site (22)
suggests that they may help to maintain correct
codon-anticodon pairing during movement be-
tween the A and the P sites (15) and are consistent
with the proposal that EF-G facilitates trans-
location by destabilizing interactions in the 30S
decoding site (23).
Interactions between themRNA and elements

of the 30S head within the downstream mRNA
entry tunnel have been proposed to carry the
mRNA forward with the tRNA during head ro-
tation (17). However, it is not clear that net
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Fig. 1. Structure of trapped translocation intermediate containing EF-G, mRNA, and two partially translocated tRNAs. (A) A 70S ribosome with tRNAs
bound in classical A/A and P/P states (17). (B) Translocation intermediate complex, showing tRNAs trapped in intermediate chimeric hybrid ap/ap and pe/E states.
(C) Comparison of positions of tRNA in classical states and in the translocation intermediate, aligned on the 50S subunit; (D) relative positions of tRNA ASLs, aligned
on the 30S subunit body or (E) head. Molecular components are colored throughout as follows: 16S rRNA, cyan; 30S proteins, blue; 23S rRNA, gray; 5S rRNA, light
blue; 50S proteins, magenta; mRNA, green; A/A and ap/ap tRNAs, yellow; P/P and pe/E tRNAs, red; EF-G, orange.
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movement of the mRNA could be sustained in
this way, because these interactions are dis-
rupted during head rotation. We find that the
extended tail of the mRNA, as it emerges from
the downstream tunnel, curves upward to bind
to the surface of protein uS3 in the head of the
subunit (Fig. 3 and fig. S17). Thus, forward head
rotation would actively move the mRNA in the
direction of translocation. Comparison of the
position of a reference nucleotide on the mRNA
in the rotated and nonrotated states further
shows that forward head rotation would
advance the mRNA by one codon (Fig. 3D),
supporting the possibility that the mRNA is
actively moved by the ribosome during trans-
location. Because the dimensions of the
downstream tunnel exclude entry of an RNA
helix, disruption of mRNA secondary structure
by the ribosomal helicase (24) must occur at or
near the entry to the tunnel, by interaction
with the ribosome outside the tunnel. Binding
of the mRNA tail immediately flanking the en-
trance to the tunnel exclusively to the 30S head
provides such an interaction. The forces created
by head rotation could thus destabilize base pair-
ing in helical elements of mRNA as they enter
the downstream tunnel.
In the classical state, C74 and C75 in the CCA

tail of P-site tRNA form base pairs with G2252
and G2251, respectively, in the P loop (helix H80)
of 23S rRNA, while C75 of the A-site tRNA pairs
withG2553 in the A loop (H92) (18, 25, 26). These
interactions position the peptidyl and amino-
acyl moieties for the peptidyl transferase reac-
tion (27), which leaves a deacylated tRNA in
the P site and a peptidyl-tRNA in the A site. A
critical step in translocation is therefore the sub-
sequentmovement of the peptidyl-CCA end from
the A loop to the P loop. The structure of the trans-
location intermediate reveals a chimeric state, dis-
tinct from those previously described (fig. S18), in
which the acceptor end of the peptidyl-tRNA in-
teracts simultaneouslywith both theA andP loops
(Fig. 4). In this state, base pairing of C75 with
G2553 of the A loop is preserved, while move-
ment of its acceptor stem into a position near
that of classical P-site tRNA allows G2252 and
G2253 in a rearranged P loop to contact the tRNA
backbone at positions 72 and 70 (Fig. 4B). Thus,
the end of the acceptor stem of the ap/ap tRNA
is anchored on the P loop, facilitating transfer
of its adjacent C74 and C75 residues from the A
loop to the P loop. A76 of the ap/ap tRNA is ori-
ented similarly to that observed for tRNA bound
in the P/P classical state (17), with itsN-acetyl-valine
peptidyl moiety positioned at the entrance to the
peptide exit tunnel, whereas C74 and C75 main-
tain their interactions with the A loop of 23S
rRNA (Fig. 4 and fig. S19).
The ap/ap tRNA may correspond to interme-

diate states thathavebeen characterizedkinetically.
Fluorescence-quenching kinetic studies identified
an EF-G–dependent intermediate (INT) inwhich
the peptidyl-tRNA elbow moves from the A site
toward the P site but remains only partially
reactive with the aminoacyl-tRNA mimic puro-
mycin, suggesting that its CCA end is not fully

accommodated into the P site (28). Kinetic studies
in which a probe was attached directly to the
peptidyl-tRNACCAend identifiedEF-G–dependent
translocation intermediates in which the acceptor
end of peptidyl-tRNA moves toward the P site
but remains puromycin-unreactive (29). The prop-
erties of these intermediates are compatible with
the trapped ap/ap state observed in this study.
The structure of this trapped translocation inter-
mediate begins to describe how tRNAmoves be-
tween the ribosomal A and P sites. The tRNA
binding sites themselves are dynamic, forming
simultaneous contacts between the A-tRNA and

elements of both the A and P sites, resembling
the passing of the baton in a relay race (30).
This is seen for both 30S and 50S subunits. In
the 30S subunit, rearrangement of the 966 loop
of 16S rRNA releases G966 from the P-site ASL to
contact the A-site ASL as it moves into the 30S P
site (Fig. 2, E and F). In the 50S subunit, the A
and P loops of 23S rRNA rearrange to allow both
loops to contact the 3′-acceptor end of the A-site
tRNA as it begins its transition into the 50S P site
(Fig. 4). These findings show that the structural
dynamics of ribosomal RNAplay an active role in
the mechanism of translocation.

1190 5 SEPTEMBER 2014 • VOL 345 ISSUE 6201 sciencemag.org SCIENCE

Fig. 2. Movement of tRNA ASLs on the 30S subunit and capture of translocating A-tRNA by P-site
elements of the 30S subunit head. (A and B) Positions of tRNAs in the (A) classical-state ribosome and
(B) translocation intermediate. (C and D) Interactions of the tRNA ASLs and mRNA as they move from the
(C) A and Pclassical states to the (D) ap and pe chimeric hybrid states. (E and F) Rearrangement of the 966
loop (h31) of 16S rRNA in the 30S subunit head from its (E) classical P-tRNA–binding position to (F) forms a
surface-fitting pocket around the ap/ap tRNA ASL.
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Fig. 3. Contact between the
downstream region of mRNA and
the head of the 30S subunit. (A) The
entry to the downstream mRNA entry
tunnel is surrounded by proteins uS3,
uS4, and uS5. Positions +14 to +21
contact a positively charged patch on
the surface of protein uS3 in the 30S
head (fig. S17). (B) Path of the
downstream mRNA and (C) 90°

rotated view. (D) Docking on the 30S body of the classical structure
(17) (gray) shows that rotation of the head in the ap/ap intermediate
structure translocates the mRNA by one codon. A-codon, yellow, and
P-codon, red.

Fig. 4. The acceptor end of ap/ap tRNA simultaneously contacts the A and P loops of 23S rRNA. During translocation, the 3′ acceptor end of peptidyl-
tRNAmoves from the (A) classical A/A state to the (B) intermediate ap/ap state to the (C) classical P/P states, facilitated by conformational changes in the A and
P loops.
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NEURODEGENERATION

C9orf72 repeat expansions cause
neurodegeneration in Drosophila
through arginine-rich proteins
Sarah Mizielinska,1* Sebastian Grönke,2* Teresa Niccoli,2,3* Charlotte E. Ridler,1

Emma L. Clayton,1 Anny Devoy,1 Thomas Moens,1,3 Frances E. Norona,1

Ione O. C. Woollacott,1 Julian Pietrzyk,1 Karen Cleverley,1 Andrew J. Nicoll,1,4

Stuart Pickering-Brown,5 Jacqueline Dols,2 Melissa Cabecinha,3 Oliver Hendrich,2

Pietro Fratta,1,6 Elizabeth M. C. Fisher,1,6 Linda Partridge,2,3† Adrian M. Isaacs1†

An expanded GGGGCC repeat in C9orf72 is the most common genetic cause of
frontotemporal dementia and amyotrophic lateral sclerosis. A fundamental question
is whether toxicity is driven by the repeat RNA itself and/or by dipeptide repeat proteins
generated by repeat-associated, non-ATG translation.To address this question,we developed in
vitro and in vivomodels to dissect repeat RNA and dipeptide repeat protein toxicity. Expression
of pure repeats, but not stop codon–interrupted “RNA-only” repeats in Drosophila caused
adult-onset neurodegeneration.Thus, expanded repeats promoted neurodegeneration
through dipeptide repeat proteins. Expression of individual dipeptide repeat proteins with a
non-GGGGCC RNA sequence revealed that both poly-(glycine-arginine) and poly-(proline-arginine)
proteins caused neurodegeneration.These findings are consistent with a dual toxicity mechanism,
whereby both arginine-rich proteins and repeat RNA contribute to C9orf72-mediated
neurodegeneration.

F
rontotemporal dementia (FTD) and amy-
otrophic lateral sclerosis (ALS) are adult-
onset, neurodegenerative diseases associated
with personality change, language dysfunc-
tion, andprogressivemuscleweakness. These

syndromes overlap genetically and pathologically,
and can also co-occur in individuals and within
families (1). An intronic GGGGCChexanucleotide
repeat expansion in C9orf72 is themost common
genetic cause of both FTD andALS (C9FTD/ALS)
(2–4) and can be found in patients diagnosed
with all common neurodegenerative diseases (5).
Healthy individuals carry fewer than 33 hexa-
nucleotide repeats, with two repeats being the
most common, whereas C9FTD/ALS cases carry
between 400 and 4400 repeats (2, 5, 6).
The repeat expansion could cause disease by

three possible mechanisms: (i) toxic sense and/or
antisense repeat RNA species that sequester key
RNA binding proteins, (ii) toxic dipeptide repeat
(DPR) proteins generated by repeat-associated,
non-ATG (RAN) translation, or (iii) reduced ex-
pression of C9orf72. The absence of a severe
phenotype in a homozygous C9orf72 mutation
case (7) and the lack of C9orf72 codingmutations

(8) argue against loss of function as a primary
mechanism. Neuronal aggregates of RNA, termed
RNA foci, generated from both sense and anti-
sense repeat transcripts are frequent in the brains
of C9FTD/ALS patients (9–13). The GGGGCC re-
peat can be translated in all sense and antisense
frames, two of which encode the same DPR; this
results in five DPR proteins, all of which form in-
clusions inwidespread brain regions (10, 12, 14–18).
It is therefore of fundamental importance to un-
derstand the contributions of repeatRNAandDPR
proteins to C9orf72-mediated neurodegeneration.
A major obstacle in the investigation of large

expanded repeats is that they are inherently
unstable. We used recombination-deficient Esche-
richia coli and a cloning strategy termed re-
cursive directional ligation (19) to sequentially
build seamless pure repeats from small GGGGCC-
repeat units (fig. S1). This allowed generation
of a stable range of pure repeats from 3 to a
maximum of 103 (Fig. 1A). To dissect repeat RNA
and DPR protein toxicity, we generated “RNA-
only” repeats, using our cloning strategy to insert
interruptions containing stop codons in all sense
and antisense frames. In models of other non-
coding repeat expansion disorders, interruptions
comprising 4 to 11% of the total repeat sequence
confer stability while maintaining pathogenicity
in vitro and in vivo (20–22). One of three 6–base
pair interruptions, each containing one stop co-
don in the sense and one in the antisense direc-
tion, were inserted every 12 GGGGCC repeats,
resulting in a stop codon for all six (sense and
antisense) frames, and interruptions that com-
prised 8% of the total sequence (fig. S2). We gen-
erated stop codon–interrupted RNA-only repeats
equivalent in length to our pure repeats and

longer RNA-only repeats up to ~288 (Fig. 1A).
GGGGCC-repeat RNA forms a stable tertiary
structure termed a G-quadruplex (23). Circular
dichroism showed that the RNA-only repeats
formed RNA G-quadruplexes similarly to pure
repeat RNA (Fig. 1B), hence the interruptions
did not affect the tertiary structure of the RNA.
To investigate the formation of RNA foci, we ex-
pressed constructs in the human neuroblastoma
cell line SH-SY5Y. RNA fluorescence in situ hy-
bridization (FISH) showed that formation of RNA
foci was length-dependent for both pure and RNA-
only repeats, which, at equivalent length, had the
same propensity to form foci (Fig. 1, C and D).
To differentiate between repeat RNA andDPR

protein toxicity in vivo, we generated lines of
the fruit fly Drosophila melanogaster carrying
a range of our pure and RNA-only repeats under
the UAS promoter, integrated into the same ge-
nomic location to ensure equivalent expression
levels.When expressed specifically in the adult fly,
the different repeats expressed sense transcripts
at comparable levels and of the expected sizes,
but no antisense transcripts (fig. S3A). RNAFISH
showed that pure and RNA-only repeats were
both able to generate RNA foci in Drosophila
(fig. S4). Immunoblotting with an antibody to
poly-(GR) (Fig. 2A) or to poly-(GP) (fig. S5B)
showed that, as expected, the pure repeats gen-
erated DPR proteins and the RNA-only repeats
did not. Constitutive expression of both 36 and 103
pure repeats in the eye, using theGMR-Gal4 driver,
caused eye degeneration,whereas 36, 108, and~288
RNA-only repeats had no effect under the same
conditions (Fig. 2B). The toxicity of the pure repeats
was thus attributable to the presence of DPR
proteins. Increasing expression levels of the pure
repeats by increasing the temperature (24) led
to lethality from both 36 and 103 repeats (Fig.
2C and fig. S6) but for the RNA-only repeats had
no effect, again demonstrating that the pure
repeats caused lethality through the production
of DPR proteins.
The GMR-Gal4 driver is expressed throughout

Drosophila development. However, ALS and FTD
are adult-onset diseases. To circumvent develop-
mental effects, we confined expression of the
repeat constructs to adult neurons, using the in-
ducible elav-GeneSwitch driver. Expression of 36
and 103 repeats killed all flies by 30 days after
eclosion. No effect was observed for 36, 108, and
~288 RNA-only repeats, which suggested that
the neurotoxicity of the pure repeats was at-
tributable to DPR protein production (Fig. 2D).
To confirm this, we used a sublethal dose of cy-
cloheximide to reduce protein synthesis in the
flies expressing 36 and 103 pure repeats, which
ameliorated the reduction in life span caused
by the pure repeats (Fig. 2E). This result again
showed that toxicity was attributable to DPR
proteins.
To assess whether DPR protein expression

alone was sufficient for toxicity, we generated
“protein-only” constructs by using alternative
codons to those found within the GGGGCC re-
peat. We compared the two arginine-containing
DPR proteins, glycine-arginine (GR) and proline-
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arginine (PR), with two neutral DPR proteins,
proline-alanine (PA) and glycine-alanine (GA).
When constructs containing 36 DPRs (equivalent
to 36 pure GGGGCC repeats) were expressed in
the fly eye, the arginine-containing DPR proteins
GR and PR caused eye degeneration and lethal-
ity, whereasGA andPADPRproteins had no effect
(Fig. 3, A and C). Thus, the arginine-containing
DPR proteins induced toxicity. We next gener-
ated longer protein-only sequences, of equivalent
length to 103 pure repeats. Expression of (PR)100
or (GR)100 caused eye degeneration and increased
lethality, whereas (PA)100 and (GA)100 had no ef-
fect (Fig. 3, B and C). Expression of (PR)100 and
(GR)100 in adult neurons caused a substantial de-
crease in survival (Fig. 3D); a late-onset reduction
in survival was also observed in (GA)100-expressing
flies, whereas (PA)100 had no effect. Expression
levels varied among the individual protein-only
constructs but did not correlate with toxicity
(fig. S3C), whichwas therefore attributable to the
arginine-rich sequences. Thus, the highly basic
arginine-containing DPR proteins drove C9orf72
GGGGCC-repeat toxicity in Drosophila neurons.
Our data identified GR and PR DPR proteins

as the predominant toxic protein species, al-
though all five DPR proteins form inclusions in
affected brain regions. Similarly, the distribution
of poly-(GA) inclusions does not correlate well
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Fig. 2. Pure GGGGCC repeats caused toxicity via DPR pro-
teins. (A) Dot blot showing that 36 and 103 pure repeats
generated poly-(GR) proteins, whereas 3 pure repeats and 36,
108, and ~288 RNA-only (RO) repeats did not. Genotypes: w;
UAS-3/hsGal4, w;UAS-36/hsGal4, w;UAS-103/hsGal4, w;
UAS-36 RO/hsGal4, w;UAS-108 RO/hsGal4, w;UAS-288
RO/hsGal4. (B) Stereomicroscopy images of representative
Drosophila eyes expressing pure or RO repeats using the
GMR-GAL4 driver. We found that 36 pure repeats were
mildly toxic, 103 pure repeats showed more overt toxicity,
and 3 pure repeats and 36 and 108 RO repeats had no effect.
Genotypes: w;GMR-Gal4/+, w;GMR-Gal4/UAS-3, w;GMR-Gal4/
UAS-36, w;GMR-Gal4/UAS-103, w;GMR-Gal4/UAS-36RO, w;
GMR-Gal4/UAS-108RO, w;GMR-Gal4/UAS-288RO. Scale bar,
200 mm. (C) Quantification of egg-to-adult viability showed
that 36 and 103 pure repeats were lethal at higher temper-
atures, whereas RO repeats had no effect [Kruskal-Wallis test
with Dunn’s multiple comparison (selected pairs), ***P <
0.001, **P < 0.01, *P < 0.05; error bars represent SEM]. Geno-
types were as in (B). (D) Survival of female flies expressing
repeats in adult neurons using the elav-GeneSwitch (elavGS)
driver; 36 and 103 pure repeats substantially decreased
survival, whereas 36, 108, and 288 RO repeats had no effect
(P < 0.0001, log-rank test). Genotypes: w;UAS-3/+;elavGS/+, w;
UAS-36/+;elavGS/+, w;UAS-103/+;elavGS/+, w;UAS-36 RO/+;
elavGS/+, w;UAS-108 RO/+;elavGS/+, w;UAS-288 RO/+;
elavGS/+. (E) Flies expressing 36 and 103 pure repeats
survived longer in the presence of cycloheximide than in its
absence (P < 0.001, log-rank test). Genotypes: w;UAS-36/+;
elavGS/+,w;UAS-103/+;elavGS/+.
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Fig. 1. Generation and
characterization of expanded
pure and RNA-only GGGGCC
repeats. (A) Agarose gel
showing pure GGGGCC repeats
and stop codon–interrupted
RNA-only (RO) repeats.
(B) Circular dichroism (CD)
spectra of 24 pure and 24 RO
repeats showed characteristic
RNA G-quadruplex structure
with minima and maxima at
237 and 262 nm, respectively
(23). (C) Confocal microscope
images of nuclei (blue) in RNA
FISH–labeled SH-SY5Ycells
showed that 103 pure and 107
RO repeats both produced
nuclear RNA foci (red). Scale
bar, 5 mm. (D) Quantification of
the number of SH-SY5Ycells
containing RNA foci after
transfection with pure and RO
repeats of different lengths; E,
empty vector. No difference
was observed between
equivalent-length pure and RO
repeats [36 pure versus 36 RO, 103 pure versus 107 RO, one-way analysis of variance with Bonferroni test
(selected pairs), n > 3; error bars represent SEM].



with neurodegeneration (25). The presence of
arginine in both of the highly toxic DPR species
suggests a common pathological mechanism,
perhaps attributable to their basic nature or a
common structural motif. Restricted expression
of C9orf72 to specific neuronal populations (26),
or a deficit in the affected neurons’ ability to
clear these particular proteins, may explain why
these highly toxic proteins cause selective neu-
rodegeneration. In patients, all five DPR proteins
may be produced in a single neuron. Although
our findings indicate that toxicity is driven by the
arginine-rich DPR proteins, it remains possible
that high focal levels of the other DPR proteins
could contribute to cytotoxicity.

We have been able to separate RNA and DPR
toxicity associated with C9orf72 GGGGCC repeats
and, surprisingly, our data suggest that themajor
toxic species are the DPR proteins. However, the
DPR protein toxicity that we observed from over-
expression of pure repeats does not rule out an
additional contribution of RNA toxicity. Several
lines of evidence suggest a toxic role of repeat
RNA. In brains of C9FTD patients, RNA foci are
most abundant in the frontal cortex, which has
the greatest degree of neuronal loss, and frontal
cortex RNA foci burden correlates with age at
onset in C9FTD cases (9). GGGGCC repeats also
sequester several RNA binding proteins, which
could lead to toxicity (13, 27–31). However, mod-

eling RNA toxicity may require longer repeats
that are closer to the pathological range seen in
disease, possibly because a toxic threshold of
repeat number must be crossed. A continuing
conundrum is why the same expanded repeat
can cause either pure FTD or pure ALS. Our data
raise the possibility that the different patient phe-
notypes could be caused by differences in the rel-
ative contributions of RNA- or protein-mediated
toxicity within distinct neuronal subtypes. A fur-
ther prediction from this hypothesis is that ge-
netic variants that affect RAN translation or
DPRprotein levelsmay also contribute to disease
penetrance.
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Fig. 3. DPR toxicity was caused by poly-GR and poly-PR proteins. “Protein-only” constructs for individual
DPR proteins were expressed in the Drosophila eye [(A) to (C)] and the adult nervous system (D). (A) (GR)36
and (PR)36 caused eye degeneration, whereas (GA)36 and (PA)36 had no effect. Genotypes: w;UAS-PA36/
GMR-Gal4, w;UAS-GA36/GMR-Gal4, w;UAS-GR36/GMR-Gal4, w;UAS-PR36/GMR-Gal4. Scale bar, 200 mm.
(B) (GR)100 and (PR)100 caused extensive eye degeneration, whereas (GA)100 and (PA)100 had no effect.
Genotypes: w;UAS-PA100/GMR-Gal4, w;UAS-GA100/GMR-Gal4, w;UAS-GR100/GMR-Gal4, w;UAS-PR100/
GMR-Gal4. (C) Quantification of egg-to-adult viability showed that (GR)100 and (PR)100 caused a substantial
reduction in survival, whereas (GA)100 and (PA)100 had no effect (Kruskal-Wallis test with Dunn’s multiple
comparison, selected pairs, ***P<0.001, **P<0.01, *P<0.05; error bars represent SEM).Genotypeswere as
in (A) and (B). (D) Expression of (GR)100 and (PR)100 in adult neurons using the elav-GeneSwitch (elavGS)
drivercausedasubstantial decrease in viability (P<0.001, log-rank test); (GA)100 causeda late-onset decrease
in survival, and (PA)100 or elavGS driver alone had no effect. Genotypes: w;elavGS/+, w;UAS-PA100/+;
elavGS/+, w;UAS-GA100/+;elavGS/+, w;UAS-GR100/+;elavGS/+, w;UAS-PR100/+;elavGS/+.
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Electronically submit your new product description or product literature information! Go to www.sciencemag.org/products/newproducts.dtl for more information.

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations 

are featured in this space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any 

products or materials mentioned is not implied. Additional information may be obtained from the manufacturer or supplier.
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W’    
      

How can we balance quality and excellence with access and affordability?

Te laboratory as a venue for discovery science, peer-to-peer teaching, “flipped” classes, online courses leading

to degrees or certifications, MOOCs and other innovations – what works, what doesn’t? How will emerging

national education policies affect classroom instruction? How can large research universities enhance student

learning? How can small liberal arts institutions innovate for student success? How will classroom size, staffing

and environment influence K-12 student performance?

Join us for an invigorating discussion of future directions for secondary, post-secondary and graduate

chemical education.

Conference complimentary with registration.
Program and registration: www.welch1.org/chemical-conference

2014 Conference on Chemical Research:

Chemical Education

October 27-28 in Houston



Does your antibody
measure up?

At CST, if it’s not specific, it doesn’t ship.

Susan, Development Scientist,

has been with CST since 2003.
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For Research Use Only. Not For Use In Diagnostic Procedures.

© 2014 Cell Signaling Technology, Inc. Cell Signaling Technology®, CST™, and XP® are trademarks of Cell Signaling Technology, Inc.

Prostatic Acid Phosphatase (D3Y5P) Rabbit mAb #12861: WB analysis of extracts from

human prostate, testis, liver, and spinal cord using #12861 (left) and GAPDH (D16H11) XP®

Rabbit mAb #5174 loading control (right) demonstrating prostate-specific expression of ACPP.
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1 - Human Prostate Tissue

2 - Human Testis Tissue

WB analysis of extracts from human prostate and testis

using two development samples at 1:1000 dilution.
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3 - Human Liver

4 - Human Spinal Cord.

Skeptical? See the whole film at

www.cellsignal.com/wbskeptical



The Center Leader provides scientific leadership and line management of the CNLS and plays an institutional and

integrating role in collaboration with scientists throughout the Laboratory. The CNLS Center Leader is expected

to develop and lead a program to target and create cooperative long-term research programs consistent with

the Laboratory’s strategic research objectives, to develop a strong working relationship with the CNLS External

Advisory Committee, and to maintain effective working relationships throughout all levels of the Laboratory,

government entities, academia and industry. The successful candidate will be expected to maintain an active

research program while providing technical vision to nurture and support existing programs of others at the

Center. The Center Leader should be energetic, results-oriented, a catalyst for change and an outstanding

relationship builder. Line management responsibilities include accountability for quality research, management

of financial and human resources, proactive support of Laboratory and Division safety, security, environment

and diversity objectives, the communications/marketing strategy for the Center and collaboration with the

Theoretical Division to help provide strategic direction for the organizations.

Position requires a Ph.D. degree in a scientific or engineering field relevant to the Center’s activities and research

or equivalent combination of education and experience. Demonstrated record of scientific accomplishment

in one or more areas relevant to the Center as evidenced by an outstanding publication portfolio and/or a

demonstrable national or international reputation is essential. Demonstrated experience in establishing and

maintaining research collaborations, from the identification of new potential topics to forming teams, promoting

proposals, and executing projects is also required.

Applicants may apply to both job postings at careers.lanl.gov

Los Alamos National Laboratory (LANL), a multidisciplinary

research institution engaged in strategic science on behalf of

national security, has a open Center Leader position in

the Center for Nonlinear Studies (CNLS). It will be filled either

at the R&D Manager 4 or the R&D Scientist 5 level.

CENTER LEADER
(R&D MANAGER 4)

Job IRC34587

CENTER LEADER
(SCIENTIST 5)
Job IRC34586

EOE

招募学术精英，《科学》是您的不二之选

“《科学》职业” 已经与赛尔互

联(CER)开展合作。中国大陆的高

校可以直接联系CER进行国际人

才招聘。

请访问 Sciencecareers.org/CER 点得联系信息。
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Tracy Holmes
Worldwide Associate Director

Science Careers

Phone: +44 (0) 1223 326525

THE AMERICAS

E-mail: advertise@sciencecareers.org
Fax: 202 289 6742

Tina Burks
Phone: 202 326 6577

Nancy Toema
Phone: 202 326 6578

Marci Gallun
Sales Administrator
Phone: 202 326 6582

Online Job Posting Questions
Phone: 202 312 6375

EUROPE/INDIA/AUSTRALIA/

NEW ZEALAND/REST OF WORLD

E-mail: ads@science-int.co.uk

Fax: +44 (0) 1223 326532

Axel Gesatzki
Phone: +44 (0) 1223 326529

Sarah Lelarge
Phone: +44 (0) 1223 326527

Kelly Grace
Phone: +44 (0) 1223 326528

JAPAN

Katsuyoshi Fukamizu (Tokyo)
E-mail: kfukamizu@aaas.org
Phone: +81 3 3219 5777

Hiroyuki Mashiki (Kyoto)
E-mail: hmashiki@aaas.org
Phone: +81 75 823 1109

CHINA/KOREA/SINGAPORE/

TAIWAN/THAILAND

Ruolei Wu

Phone: +86 186 0082 9345
E-mail: rwu@aaas.org

All ads submitted for publicationmust comply with
applicable U.S. and non-U.S. laws. Science reserves
the right to refuse any advertisement at its sole
discretion for any reason, includingwithout limitation
for offensive language or inappropriate content,
and all advertising is subject to publisher approval.
Science encourages our readers to alert us to any ads
that they feel may be discriminatory or offensive.

For full advertising details, go to
ScienceCareers.org and click
For Employers, or call one of
our representatives.

Science Careers
Advertising

ScienceCareers.org

There’s only one



The NIH Intramural Research Program is Recruiting

Tenure-Track “Earl Stadtman Investigators”
The National Institutes of Health, the U.S. government’s premier biomedical and behavioral research enterprise, is pleased to announce its sixth

annual call for “NIH Earl Stadtman Investigators,” a broad recruitment of tenure-track investigators (assistant professor equivalent) for all NIH

intramural programs. Scientific discoveries from our intramural laboratories, with their extensive infrastructure and critical mass of expertise, have a

crucial role in both maintaining America’s research excellence and advancing medical treatments and cures.

Come join the team whose hallmarks are stable funding, intellectual freedom, shared resources, and access to a wide range of scientific expertise.

We seek creative, independent thinkers eager to take on high-risk, high-impact research. A fantastic array of scientists already has been hired

through the “Stadtman” recruitment in the last five years.

A variety of basic and translational/clinical positions are available, with areas of active recruitment including (but not limited to): Behavioral

Sciences, Biochemistry, Biomedical Engineering, Biophysics, Biostatistics, Cancer Biology, Cell Biology, Cell Metabolism, Chemical Biology,

Chromosome Biology, Circadian Biology, Computational Biology/Bioinformatics (including natural language processing and text mining),

Developmental Biology, Epidemiology, Genetics, Genomics, Health Disparities, Hearing & Balance, Immunology, Infectious Diseases, Microbiology,

Molecular Pharmacology, Neurodevelopment, Neurosciences, Sensory Biology, Social Sciences, Structural Biology, Systems Biology, Toxicology,

Translational and Clinical Research, and Virology.
---------------

Who we are: Among our approximately 1,100 principal investigators and 5,000 trainees are world-renowned experts in basic, translational, and

clinical research. Our strength is our diversity in pursuit of a common goal, to alleviate human suffering from disease. Similar to academia, we offer

our scientists the opportunity to mentor outstanding trainees at all levels (e.g., graduate students and postdoctoral fellows) in a research setting.

Whom we seek: For this broad, trans-NIH recruitment effort, we seek talented scientists with a clear and creative research vision who wish to

contribute to the nation’s health.

Qualifications/eligibility: Candidates must have an M.D., Ph.D., D.D.S./D.M.D., D.V.M., D.O., R.N./Ph.D., or equivalent doctoral degree and

have an outstanding record of research accomplishments as evidenced by publications in major peer-reviewed journals. Applicants should be

non-tenured scientists. Appointees may be U.S. citizens, resident aliens, or non-resident aliens with, or eligible to obtain, a valid employment-

authorization visa.

How to apply: Applicants must submit four items: (1) a CV (which should include mentoring and leadership activities); (2) a three-page proposal

titled Research Goals, i.e., the research you hope to perform at the NIH; (3) a one-page statement titled Long-term Research Vision and Impact,

i.e., what you hope to achieve for yourself, your field, and society; and (4) contact information for three professional references. Submit these

through our online application system at http://tenuretrack.nih.gov/apply between August 1 and September 30, 2014 (11:59 p.m. EDT). You

will be asked to designate a primary and secondary scientific area of expertise to aid in assigning your application to the appropriate review

committee. Requests for letters of recommendation will be sent to your references when you submit your application. Reference letters will be

accepted via upload to the website until October 7, 2014 (11:59 p.m. EDT). We cannot accept paper applications.

What to expect: Search committees of subject-matter experts will review and evaluate applicants based on publication record, scientific

vision and potential scientific impact of current and proposed research, demonstrated independence, awards, and references. The committees

will identify the most highly qualified candidates to invite to the NIH for a lecture in December 2014, open to the NIH scientific staff, and for

subsequent interviews with the search committees. Search committee chairs and NIH Scientific Directors, who lead our intramural programs, will

identify finalists for possible recruitment as Earl Stadtman Investigators. Candidates not selected as finalists can be considered for other open NIH

research positions. The entire process from application review to job offer may take several months, depending on the volume of applications.

Please find answers to frequently asked questions at http://tenuretrack.nih.gov/apply/faq/stadtman.html.

---------------

We call upon individuals who will open our eyes to possibilities we haven’t yet envisioned, complement our scientific mission, and enhance our

research efforts. More information about our program is at http://irp.nih.gov. The inspiring story of Earl and Thressa Stadtman’s research at the

NIH is at http://history.nih.gov/exhibits/stadtman. Specific questions regarding this recruitment effort may be directed to Dr. Roland Owens,

Assistant Director, NIH Office of Intramural Research, at positions@mail.nih.gov. DHHS and NIH are Equal Opportunity Employers.

THE NIH IS DEDICATED TO BUILDING AN INCLUSIVE AND DIVERSE COMMUNITY IN ITS TRAINING AND EMPLOYMENT PROGRAMS



The Faculty of Sciences invites applications for a

1.W3 Professorship (Chair)
for Experimental Physics

at the Department of Physics (Institute of Condensed
Matter Physics) to be filled by the earliest possible
starting date.

The successful candidate is expected to represent the
field adequately in teaching and research. We seek
candidates with outstanding achievements in experimental
physics whose research interests include the physics of
new materials and/or light-matter interaction. The suc-
cessful candidate’s future research will ideally be broadly
aligned with existing strengths and interests at the
Department of Physics, the Collaborative Research
Centre ‘Synthetic Carbon Allotropes’, the Cluster of
Excellence ‘Engineering of Advanced Materials’, the
Erlangen Graduate School in Advanced Optical Techno-
logies or the Max Planck Institute for the Science of Light.

2.W2 Professorship
for Theoretical Physics
(succession of Prof. Dr. H. Leschke)

at the Department of Physics to be filled by the earliest
possible starting date.

The successful candidate is expected to represent the
field adequately in teaching and research. Applicants
should have a strong research record in statistical
physics linked to geometric or algebraic methods which
complements existing activities in mathematical physics
at FAU.

Prerequisites for the positions are a university degree, uni-
versity level teaching experience, a doctoral degree, and
additional academic qualifications. These should be in the
form of a Habilitation (post-doctoral thesis) or equivalent
academic publications. The necessary qualifications may
also have been acquired in a non-university context or
through a junior faculty position (e.g. W1 Professor or
Assistant Professor).

FAU expects applicants to become actively involved in the
administration of academic affairs and welcomes experience
in managing research projects and raising third-party funding.

The University of Erlangen-Nürnberg pursues a policy of
intense student mentoring and therefore expects its
teaching staff to be present during lecture periods.

FAU is an equal opportunities and family-friendly employer
and is also responsive to the needs of dual career couples.
In order to increase the number of women in leading
positions, we specifically encourage women to apply.

Please submit your complete application documents (CV,
list of publications excluding reprints, list of lectures and
courses taught, for W3-Professorship for Experimental
Physics research plan, certified copies of certificates and
degrees, list of third-party funding) to the Dean of the
Faculty of Sciences, Friedrich-Alexander-Universität
Erlangen-Nürnberg, Universitätsstr. 40, 91054 Erlangen, by
October 10, 2014. Please also send an electronic version
to christine.karg@fau.de.

www.fau.de

ECOLOGY AND ENVIRONMENTAL BIOLOGY
Faculty Position

PrincetonUniversity’s Department of Ecology and Evolutionary Biology
seeks candidates for a tenured or tenure track faculty position in ecology
and environmental biology. We are interested in broad thinkers who
conduct integrative, conceptually oriented research on environment-
related themes including biodiversity, climate change, physiology,
biogeochemistry, conservation science, and agro-ecosystems.

Applicants should submit a vision statement, no longer than 2 pages,
that outlines one or more major unsolved problems in their feld and
how they plan to address them. The vision statement should go beyond
a précis of the applicant’s prior and current research and should explain
the connection to one or more important environmental issues.

Applications, including the vision statement, curriculum vitae, three
reprints, and contact information for three references, should be
submitted online via http://jobs.princeton.edu, requisition #1400543.
Screening of applications will begin October 31, 2014.

Princeton University is an Equal Opportunity Employer. All qualifed
applicants will receive consideration for employment without

regard to race, color, religion, sex, national origin, disability status,
protected veteran status, or any other characteristic protected by law.
This position is subject to the University’s background check policy.

TheUniversity of Illinois atChicago,Department ofMedicinalChemistry
and Pharmacognosy seeks candidates for two open rank (tenure-track
Assistant,Associate, orFullProfessor) positions. OurDepartment is rooted
in drug discovery fostered by a highly collaborative atmosphere. Faculty
members are expected to interact extensivelywith other laboratories in the
department and affliated research centers while developing/maintaining
externally funded, independent research programs. Teaching in the
professional and graduate programs of theCollege of Pharmacy is required.
Candidates must possess a doctorate in chemistry, pharmacognosy,
chemical or molecular biology, genomics, bioinformatics, or a related
discipline. Postdoctoral experience is required.Applicants should complete
an application package and submit a curriculum vitae, a research proposal
(no more than 3 pages) describing plans for an independent research
program, a list of possible intradepartmental collaborations, and the contact
information for 3 references at: https://jobs.uic.edu/job-board/job-deta
ils?jobID=44382&job=assistant-associate-or-full-professor.

Position 1: Ideal candidates will possess expertise in the biosynthesis of
natural products, including but not limited to the ability to mine genomes/
genes and identify/manipulate biosynthetic pathways and secondary
metabolite production.

Position 2: Successful applicantswill focus on smallmolecule drug-lead
development, including but not limited to biological target identifcation,
imaging in biological systems, and/or semi-synthetic natural products
chemistry with a heavy emphasis on its application toward biological
systems.

Further information is available at http://mcp.pharm.uic.edu.Questions
may be directed to mcp@uic.edu. For fullest consideration, submit full
application materials by October 03, 2014.

The University of Illinois at Chicago is an Equal Opportunity,
Affrmative Action employer. Minorities, women, veterans and

individuals with disabilities are encouraged to apply.

o
n

li
n

e
 @

sc
ie

n
ce

ca
re

e
rs

.o
rg

o
n

li
n

e
 @

sc
ie

n
ce

ca
re

e
rs

.o
rg



EMBL Australia Group Leaders
Accelerate your research career – fully funded research positons for 5
years

Form and lead your own independent research group•

Modelled on the European Molecular Biology Laboratory (EMBL) to support•

independent, interdisciplinary, quality research

Designed for high potental, early-career scientsts who are dedicated to research•

excellence

Form and lead your own independent research group•

Excellent salary package, including (where required) arrangements for relocaton,•

travel, work permits and visas for the successful candidate and their family

Position includes funding for a research team and generous annual research•

budget

Based at newworld-class life andmedical research facilites at the Faculty ofMedicine,•

the University of New SouthWales (UNSW)

Unique opportunity to join an innovatve, growing organisaton•

EMBLAustralia enables research groups to have access to the complementary facilites

and expertse at EMBL and a growing network of groups at other natonal partcipatng

insttutons.

Group Leaders in Single Molecule Science (2 posi2ons): at the University of
New South Wales, (UNSW), Sydney, Australia

At the UNSW Centre in Single Molecular Science we seek future research leaders to

develop novel conceptual and experimental approaches for challenging problems in

biology andmedicine. The successful applicantwill defne and drive a new research feld

that seeks to understand complex biological processes and systems star.ng from the

singlemolecule level, and to derive prac.calmedical applica.ons from that knowledge.

It is now possible to map interac.ons of individual molecules in .me and space within

the cellular and .ssue architecture and thus link molecular processes to func.onal

outcomes. We seek researchers who help us turn this vision into reality.

Applicantswith trans-disciplinary researchexperience are strongly encouraged. Research

ques.ons in cancer, immunology, neuroscience, cardiovascular biology and other felds

are welcome. The successful applicants will lead a research team in a dynamic, highly

collabora.ve, and interna.onally focused environment and have the opportunity to

further expand their research program through external grants and fellowships.

UNSW has unique microscopy capabili.es in super-resolu.on and single molecule

imaging developed by the ARC Centre of Excellence in Advanced Molecular Imaging

(www.imagingcoe.org) and supported by the Biomedical Imaging Facility. The Group

Leaders also have access to UNSW facili.es in nanofabrica.on, drug development,

genomics, proteomics, animal models and the Mark Wainwright Analy.cal Centre.

More details are available at www.sms.unsw.edu.au.

EMBL Australia

The EMBL Australia Partner Laboratory is based on the EMBL model, with distributed,

highly integrated research nodes focusing on complementary aspects of biological

research. Currently there are three nodes: at Monash University’s Australian

Regenerative Medicine Institute, the University of Queensland’s EMBL Australia

Bioinforma.cs Resource and at SAHMRI in South Australia. Current research partners in

EMBL Australia include the Group of Eight universi.es, CSIRO and SAHMRI in Adelaide.

More details at www.emblaustralia.org

Interviews
Interviews will be held in Australia and are likely to be in the week commencing 24th

November 2014 or the week commencing 23rd February 2015.

To apply

Please email (in English) a cover leter plus your CV, names and addresses of 3 referees

and a summary of current and future research interests to: embl.australia@unsw.

edu.au

Applica2ons close: 19th October 2014

The an2cipated commencement date is mid/late 2015

There’s only one

ScienceCareers.org

To book your ad:

advertise@sciencecareers.org

THE AMERICAS

202 326 6582

EUROPE/ROW

+44 (+) 1223 3265++

JAPAN

+81 3 3219 5777

CHINA/KOREA/SINGAPORE/TAIWAN

+86 186 ++82 9345

2014 Annual

Top Employers
in Biotech &
Pharma

Ads accepted until October 10

if space is still available.

Special Career
Feature:
October 17

Who is No. 1 this year?

Science publishes the results of its

13th annual Top Employers Survey

on October 17.

Recruit or brand your organization

and reach both ACTIVE and

PASSIVE job seekers. HereÕs how:

• Scientists in the biotech/pharma

community eagerly anticipate the

results of this survey every year.

• Your association with this issue

tells prospective recruits that

you are among the best. Reach

the scientists that your

competitors are reaching and

promote your advantages.
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Two Assistant Professors in Neuroscience at UCSB

The University of California Santa Barbara invites applications for
two tenure-track faculty positions at the Assistant Professor Level in
neuroscience. The expansion in neuroscience is intended to build and
interface with other strengths at UCSB including physics, engineering,
molecular and cellular biology, psychology and evolutionary biology.
Applicants applying state-of-the art experimental approaches that address
animal behaviors in model organisms are especially encouraged to apply.
Candidatesmay hold postdoctoral (or equivalent) appointments, although
applicants currently holding the rank ofAssistant Professor (or equivalent)
are alsowelcome to apply.Applicants should have outstanding records of
research accomplishment andwill be expected to establish highly creative
research programs. A commitment to teaching at the undergraduate and
graduate levels is also important. TheDepartment is especially interested
in candidates who can contribute to the diversity and excellence of the
academic community through research, teaching and service.One position
will be in the Department of Molecular, Cellular and Developmental
Biology (MCDB). The home department for the second position will be
determined based on research area.

Applications should submit a statement of past and future research interests,
a curriculum vitae, and arrange for three letters of recommendation to
be submitted directly to our website. Materials should be submitted
electronically via https://recruit.ap.ucsb.edu/apply. Applications are
due November 5, 2014 for primary consideration, but applications will
continue to be accepted until the positions are flled. Questions can be
emailed to ap@mcdb.ucsb.edu.

The University of California is an Equal Opportunity/Affrmative
Action Employer. All qualifed applicants will receive consideration
for employment without regard to race, color, religion, sex, national
origin, or any other characteristic protected by law including protected

Veterans and individuals with disabilities.

Assistant Professor of Biochemistry
and Molecular Biology

Southern Illinois University Carbondale
Carbondale, IL 62901

The Department of Biochemistry and Molecular Biology at SIU
Carbondale’s School of Medicine, invites applications for a tenure-
trackAssistant Professor position effective July 1, 2015. The successful
candidate will contribute to the medical school curriculum, in addition
to research and teaching in the department. The position includes a
100 percent time, tenure track, 12-month state-funded salary, spacious
research facilities and substantial start-up funds. All applicants must
have anM.D., Ph.D. or equivalent degree with research experience and
focus in biomedical research related to regulation of gene expression
and genome integrity. The specifc area of research of the candidate
should be competitive for extramural funding. At least two years of
postdoctoral experience is required. This is a security sensitive position.
Before any offer of employment is made, the university will conduct a
pre-employment investigation, which includes a criminal background
check.Additional departmental and job information can be obtained via
the following web address: http://www.siu.edu/jobs.

Review of the applications will begin February 2, 2015, and will
continue until the position is flled. Applicants shall submit curriculum
vitae, research plan and teaching statement, and arrange to have at least
three reference letters sent to:RameshGupta,Chair,Biochemistry and
Molecular Biology, School of Medicine, Mail Code 4413, Southern

Illinois University Carbondale, 1245 Lincoln Drive, Carbondale, IL

62901, or bmbsearch@siumed.edu.

SIU Carbondale is an Affrmative Action/Equal Opportunity Employer
of individuals with disabilities and protected veterans that strives to
enhance its ability to develop a diverse faculty and staff and to increase
its potential to serve a diverse student population. All applications are

welcomed and encouraged and will receive consideration.

www.ScienceDiplomacy.org

Science & Diplomacy

provides an open access forum
for rigorous thought, analysis, and
insight to serve stakeholders who
develop, implement, or teach all
aspects of science and diplomacy.
Learn more about the latest ideas in
science diplomacy and receive regular
updates by following@SciDip on
Twitter, liking the quarterly’s page
on Facebook (www.facebook.com/
sciencediplomacy), and registering
for free at www.sciencediplomacy.
org/user/register.

Science & Diplomacy is published by the Center for Science

Diplomacy of the American Associaton for the Advancement of

Science (AAAS), the world’s largest general scientfc society.
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The Insttut Pasteur has launched an internatonal call for candidateswishing to establish new independent

research groups in the cutng edge interdisciplinary environment of its campus in Paris, France.

The Insttut Pasteur is a non-proft private foundaton dedicated to fundamental, interdisciplinary

research and to the translaton of the knowledge tomedicine and public health. Topics of interest include

microbiology (bacteria, viruses, parasites and fungi) and infectous diseases, immunology, developmental

biology and stem cells, neuroscience, genomics, genetcs and cancer.

The Insttut Pasteur is now initatng a new recruitment campaign, with atractve packages for junior and

mid-career scientsts. Senior investgator candidates are also welcome to apply.

Successful junior candidates1will be appointed with a permanent positon, and as head of a group of

6 people. These groups will be created for a period of 5 years and may thereafer compete for a full

research group.

Successfulmid-career and senior candidates will be appointed with a permanent positon, and as head

of a research group of 8 to 15 people. The groups will be created for 10 years (mid-term evaluaton at 5

years) with the possibility of renewal.

Highly atractvepackages tomatch the experience of the candidatewill be provided, including insttutonal

salaries (Principal investgator, permanent scientsts, technician, secretary, post-doctoral fellows), a

substantal contributon to running costs and equipment, access to on campus state-of-the-art technology

core facilites, as well as support for relocaton expenses and administratve issues.

We request a Leter of Intent (LOI) in advance of submi6ng a full grant applicaton. The template can be

downloaded from the Insttut Pasteur website: htp://www.pasteur.fr/recherche/cfp2015_loi.doc.

A pdf copy of the LOI should be electronically submited to CFP2015@pasteur.fr no later than Friday,

November 28, 2014 by 5:00 pm (Central European Time).

Shortlisted applicants will be notfed by e-mail by mid-January 2015.

A complete applicatonwill be requested and due for submission by the end of February 2015. Applicants

will be invited for interview to take place in mid-April 2015. The fnal ranking will be established by the

Pasteur Scientfc Council during its June 2015 session.

Contacts:

Practcal aspects: CFP2015@pasteur.fr

Scientfc aspects: alain.israel@pasteur.fr

1Insttut Pasteur is an equal opportunity employer. Junior group leaders should be less than 8 years afer

PhD at the tme of their LOI submission. Women are eligible up to 11 years afer their PhD if they have

one child, and up to 14 years afer their PhD if they have two or more children.

Call for projects 2015
Creation of new research groups at Institut Pasteur

AAAS is here –
helping scientists achieve
career sucess.

Everymonth, over 400,000 students and
scientists visit ScienceCareers.org in search
of the information, advice, and opportun-
ities they need to take the next step in
their careers.

A complete career resource, free to the
public, Science Careers offers hundreds
of career development articles, webinars
and downloadable booklets filledwith
practical advice, a community forum
providing answers to career questions,
and thousands of job listings in academia,
government, and industry. As a AAAS
member, your dues help AAASmake this
service available to the scientific community.
If you’re not amember, join us. Together
we canmake a difference.

To learn more, visit
aaas.org/plusyou/sciencecareers
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Reach: Your job ad is seen by 570,400 readers around the globe from

varied backgrounds and it sits on special bannered pages promoting

faculty positions. 60% of our weekly readers work in academia and

67% are Ph.D.s. Science connects you with more scientists in academia

than any other publication.

• The October 0 issue includes a special bonus distribution to

25,000 scientists beyond our regular circulation

Results: If you are looking to hire faculty, Science offers a simple formula:

relevant content that spotlights your ad + a large qualified audience =

hiring success.

Find your next facultymember by advertising in this special feature.

Produced by the Science/AAAS Custom Publishing Office. ScienceCareers.org

Hiring Faculty?We’ve got a special

feature for your Faculty ads this fall!

The October 0 feature explores how

faculty can best collaborate with

professionals/other academics in

different cultures and countries.

Why you should advertise in this issue of Science:

For recruitment in science, there’s only one

7 March 2014 | $10

To book your ad, contact:

advertise@sciencecareers.org

THE AMERICAS

202 026 65O2

EUROPE/ROW

+44 (0S T220 026500

JAPAN

+OT 0 02T9 5777

CHINA/KOREA/SINGAPORE/TAIWAN

+O6 TO6 00O2 9045

Faculty Career Feature
October 0, 20T4

Reserve ads by September T6 to guarantee space
Ads accepted until September 26 if space is still availableo
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InternationalWorkshop for Large-Scale Research Cruises

Call for Pre-proposals

The Japan Agency for Marine-Earth Science and Technology
(JAMSTEC) is planning long-distance, long-term multidisciplinary
research cruises (large-scale research cruises) using its vessels that
will be open to both Japanese and overseas universities and research
institutes.
We are planning to hold a workshop to plan these cruises, and are
calling for both Japanese and overseas investigators to submit
pre-proposals.

<Workshop>
Dates; November 6 – 7, 2014
Venue; JAMSTEC’ s Yokohama Institute for Earth Sciences
Group discussions will be conducted by research field (Day1) and
ocean area (Day 2).

<Application qualifications>

(1) Persons working in an educational/research/technical capacity at a

Japanese/overseas university or research institute.

Note: Postgraduate and undergraduate students cannot apply, but

they can participate in the workshop as joint researchers for proposals

submitted by qualified applicants.

(2) Applicants or their representatives able to attend the large-scale

research cruise workshop.

To apply go to

http://www.jamstec.go.jp/maritec/e/large-scale_cruise/

<Closing date for submitting pre-proposals>
Friday, September 19, 2014

JAMSTEC
http://www.jamstec.go.jp/e/

Assistant or Associate Professors in Biology. As part of a substantial
expansion in the biological sciences, the School of Biology at Georgia
Tech is seeking applications for multiple tenure-track positions from
candidates whose research would thrive in our community (http://www.
biology.gatech.edu).Applications are particularly encouraged in the areas
of synthetic and chemical biology, cellular and molecular neurobiology
including genomics, and biological principles of novel or sustainable
material design.

TheGeorgia Institute ofTechnology is one of the top ranked educational/
research institutions in the country and is rated as one of the best places
to work. Georgia Tech is situated on an attractive campus in the heart
of Atlanta, a vibrant, verdant city having great economic and cultural
strengths. Georgia Tech aims to meet several grand challenges in the life
sciences based upon current strengths and areas of growth, including
Environment & Health, Biomedical Therapies, and Complex Biological
Systems. Research in these interdisciplinary felds at Georgia Tech
benefts from strong interactions between biologists and faculty of diverse
disciplines including engineering, computing, policy, and other sciences.

Candidates should submit an application online at http://searches.
biology.gatech.edu, including a letter of application, curriculum vitae,
statement of research interests and plans, and contact information for
three references. Review of applications begins October 1, 2014 and
will continue until positions are flled.

Georgia Tech is a unit of the University System of Georgia and
an Affrmative Action/Equal Opportunity Employer and requires
compliance with the Immigration Control Reform Act of 1986.

GEORGIA INSTITUTE OFTECHNOLOGY

Introducing the new

Science Careers Jobs app from

Jobs are updated 24/7

Search thousands of jobs
on your schedule

Receive push notifications
per your job search criteria

ScienceCareers.org

Get a job on the go.
Search worldwide for thousands
of scientific jobs in academia,
industry, and government. Keep
your finger on the pulse of your
field—set up an alert for the type
of job you are looking for and
receive push notifications when
jobs are posted that meet your
criteria. The application process
is seamless, linking you directly
to job postings from your
customized push notifications.

Scan this code to
download app or visit
apps.sciencemag.org

for information.
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Beth Habecker, Ph.D.
habecker@ohsu.edu
Dept. of Physiology and Pharmacology
Mail code L334
Oregon Health & Science University
3181 S.W. Sam Jackson Park Road Portland OR, 97239,

Cardiac Electrophysiology/Molecular Physiology

OregonHealth&ScienceUniversity (OHSU)Department ofPhysiology
and Pharmacology and the Knight Cardiovascular Institute invite
applications for a tenure-track faculty position from individuals who are
interested in investigating the molecular basis of cardiac arrhythmias.
The successful candidate will join a multidisciplinary, translational
research team comprising basic science and clinical faculty focused on
the underlying mechanisms of arrhythmia development and generation,
with the aim of developing novel therapeutic approaches. We seek an
individual with a Ph.D. in Physiology, Bioengineering or other relevant
discipline, with a track record of independent publications and funding,
who will develop an independent research program and contribute to
the teaching mission of the University. The selected candidate will
interact with investigators studying cardiovascular and reproductive
biology, drug metabolism, signal transduction, ion channel biology and
G-protein coupled receptors. Preference will be given to candidates for
the position of Assistant Professor. OHSU offers a highly interactive
research environment and superb opportunities for career development
in a spectacular Pacifc Northwest setting. OHSU values a diverse and
culturally competent workforce. Individuals who promote diversity and a
culture of inclusion are encouraged to apply. OHSU provides reasonable
accommodations for applicants with disabilities, and we are proud to be
an equal opportunity, af,rmative action organization. To ensure timely
consideration, applications should be submitted by Friday, October
24, 2014. The application should include: a curriculum vitae, a brief
summary of research accomplishments, an outline of future research
plans, and three letters of recommendation. Applications (submitted as a
single PDF) should be sent by email to:



POSITIONS OPEN

ENDOWED CHAIR POSITION in
The Department of Biology

The Department of Biology at Wheaton College (IL)
seeks qualified applicants for the endowed Ruth Kraft
Strohschein Chair in Biology. Requirements include a
Ph.D., teaching experience, a solid research program in
a biomedical-related field, and demonstration of inte-
gration of science and Christian faith. Scientists with
neurobiology expertise are especially encouraged to apply.
Send cover letter and curriculum vitae to Dr. Jennifer
Busch, Biology Department Chair, at e-mail: jennifer.
busch@wheaton.edu. Review of completed applications
will begin in October 2014 and continue until the posi-
tion is filled.

Wheaton College is an evangelical Protestant Christian lib-
eral arts college whose faculty and staff affirm a Statement of Faith
and adhere to lifestyle expectations of the Wheaton College Com-
munity Covenant. The College complies with federal and state guide-
lines for nondiscrimination in employment. Women and minority
candidates are encouraged to apply. Read more about Wheaton
College and its programs at website: http://www.
wheaton.edu/.
Applications will be mailed to promising candidates.

DUKE UNIVERSITY
Department of Chemistry

Duke University, Durham, North Carolina. The De-
partment of Chemistry invites applications and nomi-
nations for a tenure-track position (at the ASSISTANT
or recently promoted ASSOCIATE PROFESSOR
level) to begin July 1, 2015. In addition to a commitment
to teaching, candidates should have research interests
in experimental physical/biophysical chemistry; we are
particularly interested in enhancing interactions with
our strong interdepartmental centers and institutes, such
as the Fitzpatrick Institute for Photonics, the Duke Cancer
Center, and the Center for Molecular and Biomolecu-
lar Imaging. Applications received by November 1 will
be guaranteed consideration, although extraordinary
applicants will be considered after this date. To guar-
antee consideration, all applicants should submit a
curriculum vitae, list of publications, description of re-
search interests and the names and e-mail addresses of
three references (for requesting letters of recommen-
dation) via the website: https://academicjobsonline.
org/ajo/jobs/4354.Duke University is an Affirmative Action/
Equal Opportunity Employer committed to providing employ-
ment opportunity without regard to an individual’s age, color, dis-
ability, genetic information, gender, gender identity, national origin,
race, religion, or sexual orientation. Veterans are strongly encouraged
to apply.

ASSISTANT PROFESSOR
Princeton University

Department of Chemistry

The Department of Chemistry at Princeton Univer-
sity invites applications for two tenure-track Assistant
Professor positions in chemistry with an emphasis on
theory, inorganic materials, and organic chemistry. We
seek faculty members who will create a climate that em-
braces excellence and diversity with a strong commit-
ment to teaching and mentoring that will enhance the
work of the department and attract and retain students
of all races, nationalities, and genders. We strongly en-
courage applications from members of all underrepre-
sented groups.Candidates are expected to have completed
the Ph.D. in chemistry or a related field at the time of
appointment. Applicants should submit a description
of research interests, curriculum vitae, a list of publica-
tions, and contact information for three references online
at website: http://jobs.princeton.edu/applicants/
Central?quickFind065639. The deadline for applica-
tions is October 15, 2014. Princeton University is an Equal
Opportunity Employer. All qualified applicants will receive consid-
eration for employment without regard to race, color, religion, sex,
national origin, disability status, protected veteran status, or any other
characteristic protected by law. This position is subject to the Univer-
sity_s background check policy.

POSITIONS OPEN

BOSTON UNIVERSITY

The Department of Chemistry at Boston University
invites applications from outstanding candidates for
both a tenure-track and tenured position in the field of
Organic Chemistry, broadly defined; one at the ASSIST-
ANT PROFESSOR level and one at the ASSOCIATE
or FULL PROFESSOR level starting July 1, 2015,
pending Provost approval. Of particular interest for
one of these positions is the general area of synthetic
organic chemistry and catalysis including new reaction
methodology development and/or asymmetric synthe-
sis that may be combined with applications in natural
product/bioactive molecule synthesis. The research focus
of the second position will be in the area of organic ma-
terials including synthesis of novel biomaterials, polymers,
optoelectronic, light-emitting, conductive, magnetic, or
energy storage materials. The successful applicant will
benefit from the department_s supportive and collegial
environment, which includes faculty possessing a wide
range of complementary expertise including biochem-
istry and synthetic organic chemistry. The candidate will
also interact closely with the Chemistry Department_s
Center for Chemical Methodology and Library Devel-
opment (CMLD-BU, website: http://cmld.bu.edu)
and the Materials Science & Engineering Division and
related initiatives. Undergraduate teaching responsi-
bilities will be in the areas of organic chemistry and
materials, with the opportunity to develop graduate
courses in the candidate_s area of expertise. Appli-
cants should apply by submitting a letter of interest,
including teaching and research objectives, and current
Curriculum Vitae, and arrange to have three letters of
reference sent by October 1, 2014 through website:
https://academicjobsonline.org/ajo/jobs/4317.
We are an Equal Opportunity Employer and all qualified appli-
cants will receive consideration for employment without regard to
race, color, religion, sex, national origin, disability status, protected
veteran status, or any other characteristic protected by law. We are
a VEVRAA Federal Contractor. Women and minorities are espe-
cially encouraged to apply.

MATERIALS CHEMISTRY
Dartmouth College

Hanover, New Hampshire

The Department of Chemistry at Dartmouth College
is seeking an outstanding applicant for an open rank
(tenured or tenure-track) faculty position in Materials
Chemistry starting July 2015. We seek candidates inter-
ested in making, measuring, and/or modeling mate-
rials, broadly defined including polymers, nanomaterials,
surfaces/interfaces, and molecular sensors and machines.
Candidates who will help lead, initiate, and participate
in collaborative research projects within Chemistry as
well as Dartmouth_s Thayer School of Engineering and
Geisel School of Medicine are particularly encouraged
to apply. Teaching responsibilities will include partic-
ipation in the undergraduate curriculum and advanced/
graduate courses in their area of specialty. The depart-
ment (website: http://www.dartmouth.edu/Èchem/)
is home to 17 tenured and tenure-track faculty with strong
Ph.D. and M.S. programs and affiliated with Dartmouth_s
M.D.-Ph.D. program. Dartmouth College, a member
of the Ivy League, is located in Hanover, NewHampshire
(on the Vermont border). Dartmouth has a beautiful,
historic campus, located in a scenic area on the Connect-
icut River. Recreational opportunities abound in all
four seasons.
Applicants should submit curriculum vitae, a de-

scription of their research (funding and future plans), a
statement of their teaching interests, and at least three
reference letters (tenure-track) or names of three ref-
erences (senior candidates). All inquiries and appli-
cations will be treated confidentially. Application
materials should be submitted to website: http://
apply.interfolio.com/25556. Applications received by
October 1 will receive first consideration. Dartmouth is
an Equal Opportunity/Affirmative Action Employer with a strong
commitment to diversity. In that spirit, we are particularly interested
in receiving applications from a broad spectrum of people, including
women, persons of color, persons with disabilities, veterans, or any
other legally protected group.

POSITIONS OPEN

FULL PROFESSOR
Chemical Biology; Bioanalytical Chemistry

TENURE-TRACK ASSISTANT PROFESSOR
Chemical Biology; Structural
Biology; Molecular Biophysics

Indiana University, Bloomington

The Department of Chemistry at Indiana University
invites applications for two positions: Full Professor
and Tenure-track Assistant Professor, in chemical bi-
ology beginning August 2015. We are particularly in-
terested in candidates with strong biomedical research
interests including, but not limited to, cancer biology,
who are interested in developing a strong partnership
with the IU School of Medicine in Indianapolis. The
search is open to all areas of chemical biology, from
structural biology and molecular biophysics, to meta-
bolic profiling and biomarker discovery, glycobiology,
and bioanalytical chemistry. A Ph.D. in chemistry or a
related field and postdoctoral experience are required.
Successful candidates will be expected to have or develop
a visible, externally funded research program. Primary
teaching assignments will include graduate courses in
chemical biology and undergraduate chemistry or bio-
chemistry. Successful candidates will be named a trainer
in our NIH-funded graduate training program in Quan-
titative and Chemical Biology at Indiana University
(website: http://www.chem.indiana.edu/qcb/). Ap-
plications completed by October 15, 2014 will receive
full consideration, but the review will continue until
the position is filled. Interested candidates should re-
view the application requirements and submit a com-
plete curriculum vitae, a summary of future research
plans, and arrange to have four letters of recommen-
dation at website: https://indiana.peopleadmin.com.
Questions regarding the position or application pro-
cess can be directed to: Professor Nicola L.B. Pohl,
Chair, Faculty Search Committee, Department of
Chemistry, Indiana University, 800 E. Kirkwood Ave-
nue, Bloomington, IN 47405, e-mail: chemchair@
indiana.edu. Indiana University is an Affirmative Action/Equal
Opportunity Employer and especially encourages applications from
women and members of minority groups.

Find 
your future 

here.
↓

www.ScienceCareers.org

More scientists agree —we 
are the most useful website.

√

www.ScienceCareers.org
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Tianjin University School of Pharmaceutical

Science & Technology (SPST)

LOOKING TO BE THE FACE OF CHANGE ?
Have a look at the new international perspective of SPST. We are only wrapping up our first year of internationalization and just look at the faces of the people who have already joined our

team for change.

Tianjin University (TJU) – School of Pharmaceutical Science and Technology (SPST) is building a world-class school of basic medical science comprising global talent, a cosmopolitan

environment and state-of-the-art infrastructure. After a very successful 1st recruitment Symposium on Future Directions in Modern Pharmaceutical Science, SPST announces a call for faculty

applications to participate in our 2nd recruitment Symposium.

We seek junior and senior scholars with a demonstrated high level of excellence in research and dedication to teaching in English, to help build two major platforms: the Institute of Drug

Innovation and Development; and, the Institute for Molecular Design and Synthesis.

Outstanding talent in all areas of pharmacy and basic medical science are sought (e.g., pharmaceutics, pharmacology and toxicology, structural biochemistry, chemical biology, biochemical

engineering, pharmaceutical process, analytics, and formulation, pharma economics, bioinformatics, regulatory science, public health policy, computational chemistry and biology, and

material science).

SPST is a signal program of the new Tianjin campus development plan, housed in building 24 of the main Tianjin campus and outfitted for the highest international standard of modern

research.

The program will be run in English for research, teaching and internal administrative activities. Student recruitment at the graduate (MS and PhD) level will be internationally competitive;

the undergraduate program will provide top class instruction in English and a broad-based liberal education experience accessible to an international and Chinese student body.

Does this progressive and forward looking development interest you? Can you see yourself as a productive member/partner of the team that will realize this vision? Do you know an

investigator who meets the high standards TJU desires? Then contact us at infospst@tju.edu.cn

For full consideration, please submit beforeOctober 15, 2014, a current cv with personal references, a list of publications, a summary of research directions (2-3 pages), a statement of teaching

interest (1 page) and up to 3 exemplary publications as a single pdf file [LASTNAME_firstname_SPST_candidate.pdf]

Competitive candidates will be invited by early November to participate in SPST's Symposium on Directions in Modern Pharmaceutical Science December 3-6 2014.

TJU-SPST is looking to find talent ready to change the landscape of higher education in China. Are you ready to be an element of change?

Faculty Positions

Two newly founded institutes at Wuhan University in

China, the Institute for Advanced Studies (IAS) and the

Medical Research Institute (MRI), cordially invite

applications for ~50 each, open-rank faculty positions

in Biology, Chemistry, Physics, Material Sciences, and

Medical Sciences.

All applicants must have a Ph. D or MD and a successful

postdoctoral experience. Successful candidates will be

expected to establish an active research program in relevant

disciplines. We offer internationally competitive recruit-

ment packages.

The applicants should submit, electronically, a full CV, a

research statement and contact information of three referees

in a single PDF file to wdgyy@whu.edu.cn (for IAS

positions) or shuoffice@whu.edu.cn (for MRI positions).

Applications that apply for both institutes at the same time

will not be accepted and further processed.

Faculty Positions Available at The

Institute for Advanced Studies (IAS) and

The Medical Research Institute (MRI),

Wuhan University, Wuhan, China
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