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Evolution on
Parallel Paths

Stick insect genomes
show similar adaptations
in early speciation
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Out of the Air

New-particle formation from gaseous precursors
in the atmosphere is a complex and poorly
understood process with importance in
atmospheric chemistry and climate. Laboratory
studies have had trouble reproducing the particle
formation rates that must occur in the natural
world. Riccobono et al. (p. 717) used the CLOUD
(Cosmics Leaving Outdoor Droplets) chamber

at CERN to recreate a realistic atmospheric
environment. Sulfuric acid and oxidized organic
vapors in typical natural concentrations caused
particle nucleation at similar rates to those
observed in the lower atmosphere.

Controlling Chiral
Light Emission

Circularly polarized light plays important roles
in a number of applications such as displays,
communication, and sensing. Thus, the ability
to produce compact and readily controllable
polarized light sources is important, and
dichalcogenide materials such as tungsten
diselenide may provide a route to such sources.
Zhang et al. (p. 725, published online 17 April;
see the Perspective by Zaumseil) formed an
electric-double-layer transistor structure with
WSe, and used a gated ionic liquid to control
the carrier density. Electrical control of the
output light was achieved with the polarization
being switched by reversing the polarity of the
applied field and injected charge.

Recyclable Thermoset
Polymers

The high mechanical strength and durability of
thermoset polymers are exploited in applications
such as composite materials, where they form
the matrix surrounding carbon fibers. The
thermally driven polymerization reaction is
usually irreversible, so it is difficult to recycle
the constituent monomers and to remove and
repair portions of a composite part. Garcia

et al. (p. 732; see the Perspective by Long)
now describe a family of polymers formed

by condensation of paraformaldehyde with
bisanilines that could form hard thermoset
polymers or, when more oxygenated, produce
self-healing gels. Strong acid digestion allowed
recovery of the bisaniline monomers.

Stick to the Bush

Can the underlying genetic changes driving the
divergence of populations into new species be

predicted or repeated? Soria-Carrasco et al. (p.
738) investigated the genetic changes observed
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after one generation when stick insect (Timema
cristinae) populations were transplanted from
their preferred host plants to alternative hosts.
Diverged genetic regions were relatively small,
with most loci showing divergence in a single
population pair. However, the number of loci
showing parallel divergence was greater than
expected by chance. Thus, selection can drive
parallel phenotypic evolution via parallel
genetic changes.

Fundamentals of
Bone Formation

In vitro models can help guide research for
tissue engineering or drug delivery, but the
extent to which results from in vitro experiments
may mimic in vivo ones will depend on the
robustness of the model. For complex tissues
like the extracellular matrix or bone, this means
matching the chemical organization of the tissue
at both the atomic scale and the structural level.
Chow et al. (p. 742) used nuclear magnetic
resonance (NMR) spectroscopy to analyze

a sample on both these length scales. First

an isotope-enriched mouse was produced to
enhance the NMR signal. Samples from these
mice were then used to study the extracellular
matrix of developing bone and the calcification
front during fetal bone growth.

American Beauty

Modern Native American ancestry traces back

to an East Asian migration across Beringia.
However, some Native American skeletons

from the late Pleistocene show phenotypic
characteristics more similar to other, more
geographically distant, human populations.
Chatters et al. (p. 750) describe a skeleton with
a Paleoamerican phenotype from the eastern

Published by AAAS
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<< Scents and Sperm

Once sperm enter the female reproductive tract, they have
an arduous task to find an egg at a distant, often concealed,
location. McKnight et al. (p. 754) show that Caenorhabditis
elegans make this task more or less difficult, depending
on pheromones in the external environment. Pheromones
perceived by female sensory neurons modulate the synthesis
of ovarian prostaglandins, which provide sperm positional
information. Thus, environmental cues can indirectly impact
sperm function even when the sperm themselves are not
directly exposed.

Yucatan, dating to approximately 12 to 13
thousand years ago, with a relatively common
extant Native American mitochondrial DNA
haplotype. The Paleoamerican phenotype may
thus have evolved independently among Native
American populations.

Antarctic Collapse

The West Antarctic Ice Sheet (WAIS) is particularly
vulnerable to ocean warming-induced collapse.
The Thwaites Glacier of West Antarctica is one

of the largest WAIS
regional contributors to

sea level rise, and has
been considered to be
potentially unstable for
many years. Joughin
et al. (p. 735) used

a combination of

a numerical model
and observations of

its recent geometry
and movement to
investigate the stability

of the Thwaites Glacier.

The glacier has already

entered the early stages of collapse, and rapid
and irreversible collapse is likely in the next 200
to 1000 years.

Vlirus-Enhanced
Sulfur Oxidation

How do microbial viruses affect subsurface
microbial communities? Anantharaman et al.
(p. 757, published online 1 May) investigated
the interactions between ubiquitous marine
lithotrophs found at hydrothermal vents and
their viruses. The genes for sulfur oxidation

in viruses that infect abundant marine
chemosynthetic sulfur-oxidizing bacteria
enhanced sulfur oxidation, thereby influencing
the biogeochemical sulfur cycle.
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Additional summaries

The Lignin Landscape

Lignin is a chemically complex polymer that
lends woody plants and trees their rigidity.
Humans have traditionally either left it intact
to lend rigidity to their own wooden constructs,
or burned it to generate heat and sometimes
power. With the advent of major biorefining
operations to convert cellulosic biomass into
ethanol and other liquid fuels, researchers are
now exploring how to transform the associated
leftover lignin into more diverse and valuable
products. Ragauskas et al. (p. 709) review
recent developments in this area, ranging from
genetic engineering approaches that tune lignin
properties at the source, to chemical processing
techniques directed toward extracting lignin in
the biorefinery and transforming it into high-
performance plastics and a variety of bulk and
fine chemicals.

The Hormone's Message

The receptor for growth hormone is a well-
studied representative of a family of cytokine
receptors through which binding of hormone
molecules at the cell surface is converted into
a biochemical signal within the cell. Brooks et
al. (p. 710; see the Perspective by
Wells and Kossiakoff) used a
combination
of crystal
structures,
biophysical
measurements,
cell biology
experiments with
modified receptors,
and molecular
dynamics and
modeling to
decipher how the
receptor actually transmits the information
that a hormone molecule is bound. The results
suggest that the receptors exist in inactive
dimeric complexes in which two associated
JAK2 protein kinase molecules interact in

www.sciencemag.org SCIENCE VOL 344

an inhibitory manner. Binding of growth
hormone causes a structural change in the
receptor that results in movement of the
receptor intracellular domains apart from one
another. This relieves the inhibition of the JAK2
molecules and allows them to activate one
another, thus initiating the cellular response to
the hormone.

Degrees of Separation

Proteins embedded in membranes represent an
interesting point of communication between the
cell and its environment, but their localization
to membranes can make them difficult to study.
Jones et al. (p. 711) found an approach to
catalog thousands of interactions involving
membrane proteins and membrane-associated
signaling machinery—including many
previously uncharacterized proteins. With a
focus on the model plant Arabidopsis, several of
the identified interactions fill gaps in important
signal transduction chains, while others point to
functions for enigmatic unknown proteins.

Untwisting the Spin Spiral

Ultracold Fermi gases in the so-called unitary
regime—where the diverging interactions
between atoms make their

& thermodynamics universal—are

an excellent test bed for an

array of strongly interacting
matter systems. The transport

characteristics in this

‘) regime are particularly
_J intriguing, and a
discrepancy between
two- and three-dimensional
, transport coefficients has
been observed. Bardon
et al. (p. 722) studied
the demagnetization dynamics of a three-
dimensional Fermi gas. The gas was initially
polarized along a single direction and was
noninteracting. An applied magnetic field
gradient then caused a spin spiral to form; as
the gas relaxed from this state, the authors

extracted the diffusion coefficient and observed
the buildup of interactions between the atoms.

Published by AAAS
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Crystal Growth

Two main routes for the growth of crystalline
species are either via molecule-by-molecule
attachment to existing nuclei or via the

addition of preformed metastable precursors,
but do these mechanisms need to be mutually
exclusive? Lupulescu and Rimer (p. 729; see
the Perspective by Dandekar and Doherty)
developed an in situ atomic force microscopy
(AFM) technique to study the crystallization

of materials under extreme conditions of
temperature (25° to 300°C) and alkalinity (up to
a pH of 13). The growth of the zeolite silicalite-1
involved both the attachment of metastable
precursors and of individual molecules.

Hunters and Farmers

The Neolithic period in Europe saw the transition
from a hunter-gatherer lifestyle to farming.
Previous genetic analyses have suggested that
hunter-gatherers were replaced by immigrant
farmers. Skoglund et al. (p. 747, published
online 24 April) sequenced one Mesolithic and
nine Neolithic Swedish individuals to examine
the transition from hunter-gatherers to farmers.
Substantial genetic differentiation was observed
between hunter-gatherers and farmers: There
was lower genetic diversity within the hunter-
gatherers and gene flow from the hunter-
gatherers into the farmers but not vice versa.

Signaling Dynamics

The signaling pathways that activate the
transcription factor NF-xB are key regulatory
pathways in cells of the immune system, and their
dynamic properties are still being elucidated.

In B cells, analysis of single-cell responses has
shown that the stimulation of the B cell receptor
causes a “digital” all-or-none response of cells
to a stimulus. Shinohara et al. (p. 760) used

a combination of mathematical modeling and
experiments to show that this property of the
system results from the presence of a positive
feedback loop among the signaling components
activated in response to the receptor. Studies in
cells expressing mutated signaling components
resolved key phosphorylation events that provide
the threshold responses observed and identified
potential molecular modifications that might
modify the threshold or other aspects of the
dynamic response.
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Think Outside the Lab

LAST MONTH, THE U.S. NATIONAL SCIENCE FOUNDATION (NSF) RELEASED A REPORT* WITH SOME
grim news that confirmed what is painfully obvious to recent Ph.D. graduates in science,
technology, engineering, and mathematics (STEM) fields: Unemployment for this cohort is
on the rise (at 2.4% in 2010, up nearly a percentage point since 2008). Although it remains
below the U.S. national average for all workers (8.2%), for bright students who have invested
many years in specialized education and training, the outlook is discouraging. Further-
more, according to an NSF survey, in 2008 only 16% of Ph.D.’s in science, engineering, and
health fields held positions in academia within 3 years of earning a doctorate.t Prospects for
employment can be improved, however, for STEM Ph.D.’s who make a concerted effort to
learn about positions outside the lab and prepare themselves for alternative paths.
Recently, I participated in a Science Careers Webinar that offered advice on nonre-
search employment. The timeliness of this topic was reflected in the number of registrants
signed up in advance for the Webinar: 6000, far above the average
for other Webinars hosted by this career resource. I was joined by Dr.
Lori Conlan, director of Office of Postdoctoral Services at the U.S.
National Institutes of Health, and Dr. Anish Goel, director of Geopo-

\ litical Affairs for Boeing Commercial Airplanes. We all agreed that

our nonlab positions had allowed us the ability to follow our pas-
sions, forge our own paths, and provide us with flexibility to balance

work and family life. Regardless of when we had made the move to
a nonresearch career, no one expressed any regrets; but we agreed

v that the move can be challenging. It requires one to thoughtfully

research career options and invest sufficient time in networking to
build bridges to new communities.

Webinar participants asked about skills that are not sufficiently
covered in most traditional science Ph.D. programs that are highly
valued in many nonlab positions. Communications skills are near the

top of our list, particularly the ability to explain complex scientific concepts to diverse audi-
ences. Related to that is the ability to listen, which is the first step in understanding how the
application of science can help meet the needs of others. Also high on the list is an under-
standing of people: how to recognize their strengths and shortcomings, to motivate them
to achieve their best, and to assemble diverse teams that achieve what no individual could
ever accomplish. Surprisingly, many Ph.D. scientists do not realize that much of their train-
ing and experience has imbued them with such skills and that they are better qualified for
positions outside the lab than they think. Collaborating with interdisciplinary colleagues on
projects over long distances, writing successful research proposals, planning the logistics for
complex field experiments, analyzing large data sets, and contributing in meaningful ways to
committee activities require skills that are relevant to the nonlab working world.

A Ph.D. in a STEM field opens doors, rather than closes them, but opening those doors
is not easy. Before applying for any position, candidates should consider the breadth of their
experience and make an honest assessment of themselves. Are they better suited to work-
ing alone, as part of a team, or as a team leader? What do they value most: that they solved
the right problem, that they solved the problem correctly, that they got the job done, or how
everyone felt about the job? A good place to start is with an Individual Development Plan
(http://myidp.sciencecareers.org), an online resource to help scientists examine their skills,
interests, and values; explore scientific career paths to find which ones are a best fit; and set
strategic goals for the coming year.

If you are considering making the move from the lab, you are not alone. This transition is
taking place at all career levels, spurred by different motivations. Whatever the reason, many
have successfully taken this road, and so can you.

— Marcia McNutt
10.1126/science.1255745

*www.nsf.gov/statistics/infbrief/nsf14310/?WT.mc_id=USNSF_179. twww.nsf.gov/statistics/seind12/c3/tt03-20.htm.
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NEURODEVELOPMENT

Neural Circuits One Step At a Time

How do simple neurons come together to form a complicated cir-
cuit? To answer this question, Pecot et al. studied a well-defined
circuit in the eye of the fruit fly Drosophila melanogaster, which
is composed of two different types of neurons, to learn the intri-
cate steps in the circuit-building dance. The fruit fly’s eye is built
of repetitive units made up of eight photoreceptor neurons and
five lamina neurons each. Each unit perceives light and transmits
chemical signals into the fly’s brain. But before the unit can work,
the circuit needs to form. That happens step by step, as one neuron
signals to another. Photoreceptor neurons of type 1 through 6 send
a chemical signal to lamina neuron 3. Lamina neuron 3 in turn
sends out a homing beacon to guide photoreceptor neuron 8 to its
correct destination. Without the correct signals, lamina neuron 3
dies, and without the lamina homing beacon, photoreceptor neu-

ron 8 remains lost in no-man’s land. — PJH

Neuron 82, 320 (2014).

MATERIALS SCIENCE
Perpetual Heart Throb

Many cardiac conditions require the implanta-
tion of a pacemaker or defibrillator to help
regulate the contractions of the heart. While
these devices are extremely helpful in extend-
ing and improving the quality of a person’s
life, they need to be replaced every few years,
primarily because of the limited life span of
the batteries. One potential solution may come
from energy-harvesting materials that can
convert small mechanical motions into
electrical energy, and thus could
exploit cardiac motion, muscle
contractions, and relaxation, or
blood circulation as the driving
source for power generation.
Hwang et al. created a self-
powered artificial pacemaker
using single, crystalline PMN-
PT [(1-x) Pb(Mg,;Nb,,;)0; — X
PbTiO;] placed on a thin plastic
substrate. Through low-frequency
flexing of the substrate back and
forth, a current of more than 100
microamperes at 8 volts was generated,
enough to power a string of commercial
LED lights or recharge a coin battery. A sample
device was implanted into the cardiac muscle
of an anesthetized rat and enabled real-time
electrical stimulation. The next step for the au-
thors is to test a stack of devices to see if they
can harvest energy from the heart of a larger
animal such as a pig. — MSL

Adv. Mat. 10.1002/adma.201400562 (2014).
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BIOMATERIALS
Viral Envelopes Built Better

Drawing inspiration from virus structure has the
potential to make nanoparticles more stable
and better at hiding from the immune system
which might help researchers expand the uses
of nanoparticles in the clinic. Nanotechnology
can enhance drug targeting and improve the en-
gineering of nanoscale medical devices. Perrault
and Shih mimicked the strategy viruses use to
protect their genetic informa-
tion. They fabricated a
DNA cage structure
in the form of a
nanooctahedron
with a diameter
of 50 nm. The
structure had
“handles” made
from single-
stranded DNA
on the inside
and outside of
the cage. The inner
set of handles was
designed to attach to
fluorophore-conjugated oligo-
nucleotides, providing a visible marker for the
structure. The outer set of handles was designed
to attach to lipid-conjugated oligonucleotides,
so that the researchers could then assemble a
lipid bilayer around the DNA cage. The resulting
particles were 76 nm in diameter and resembled
enveloped virus structures. The particles were
more resistant to nucleases in vitro and caused

Published by AAAS

immune cells isolated from mouse spleens to
produce much lower levels of the inflamma-
tory cytokines IL-6 and IL-12. The particles also
stayed in the bodies of injected mice for longer
times than unencapsulated DNA cages. — B]
ACS Nano. 10.1021/nn5011914 (2014).

PALEOCLIMATE
Too Short to Show

During the last ice age, the climate of Green-
land (and much of the Northern Hemisphere)
jumped between cold intervals (called stadials)
and warm ones. Records from ice cores show
that the concentration of carbon dioxide in the
atmosphere rose during the longer stadials, but
how it may have changed during the shorter
ones was unclear due to a lack of highly time-
resolved CO, measurements. Ahn and Brooks
constructed a detailed time series of atmo-
spheric CO, from an ice core in Antarctica, which
shows that CO, concentrations changed during
the longer stadials but not during the shorter
ones. The authors therefore suggest that during
short Greenlandic stadials, changes in ocean
circulation large enough to cause the transfer
of large amounts of CO, from the deep ocean to
the atmosphere did not occur, unlike during lon-
ger stadials when the effect is clearly apparent.
This, in turn, may imply that the climate links
between the Antarctic and the high-latitude
Northern Hemisphere could have been controlled
by shallow oceanic or atmospheric processes,
whereas CO, changes were controlled by deep
oceanic and Southern Ocean ones. — H]S

Nat. Commun. 10.1038/ncomms4723 (2014).
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College Park, Maryland 1
El Nifio Coming Back

El Niflo, a periodic warming in the eastern
tropical Pacific Ocean, has a 58% chance of
emerging in the next 3 months, according to
an 8 May forecast by the Climate Prediction
Center (CPC) of the National Oceanic and
Atmospheric Administration. That likelihood
rises to 78% by the early fall, CPC found.

If strong, the El Nifo event could wreak
havoc on weather around the world, kick-

Trouble arising? Warm water (red) in the Pacific
Ocean could trigger EL Nino if it reaches the surface.

ing off weather patterns that can cause
droughts, storms, fires, and floods. The last
El Niflo occurred in 2009 to 2010, and the
last big one, in 1997 to 1998, caused bil-
lions of dollars of damage worldwide.

A strong El Niflo event could also
trigger a resumption of global warming,
seemingly stalled for the last 15 years.

The Pacific Decadal Oscillation (PDO), a
20- to 30-year climate cycle, has been in a
cool phase for nearly 20 years. But a strong
El Nifio event could push the PDO back
into a warm phase, allowing heat from the
ocean to reach the atmosphere—and caus-
ing a jump in atmospheric global warming.
http://scim.ag/elnino2014

L 4

Canberra 2
Budget Slashes Science Funding

Australia’s new conservative government
released its first federal budget on 13 May,
with major cuts to science funding outside
of biomedical research. Spending at major
science agencies will be at least AU$420
million less than envisioned by government
projections: The Commonwealth Scientific
and Industrial Research Organisation, for
instance, would lose AUS$111.4 million, the
Defence Science and Technology
“—  Organisation AU$120 million,
“o»  the Australian Nuclear Science
€ and Technology Organisa-
tion AU$27.6 million, and the
Australian Institute of Marine
Science AU$7.8 million.

The big winner in the bud-
get is biomedical research;
the government will establish
a Medical Research Future
Fund, and AU$42 million will
go to expand the Australian

Institute of Tropical Health and Medicine at
James Cook University. http://scim.ag/AUbud

Palo Alto, California 3

Stanford Strips Coal Investments
From Endowment

Advocates of reducing fossil fuel use are
lauding Stanford University’s announcement
last week that it will sell stock in 100 pub-
licly traded firms focused on coal extraction
that are part of its $18.7 billion endowment.
Stanford is the most prominent school to
announce divestment from fossil fuels;

11 other schools have announced divestment
policies, says nonprofit activist organization
350.0rg, which is coordinating the divest-
ment movement. “[C]oal is one of the most

carbon-intensive methods of energy genera-
tion,” said Stanford President John Hennessy
in a statement, calling the move “a small,
but constructive, step” toward developing
“broadly viable sustainable energy solutions.”
How much impact Stanford’s divestment
will have on the environment or the univer-
sity itself is unclear, however, as the school
didn’t say how much the holdings are worth.
Some skeptics, including the National Asso-
ciation of College and University Business
Officers, say the move amounts to a drop in
the bucket, or that others will invest in coal if
universities pull out.

Brussels 4

E.U. Unveils University
Ranking System

The European Commission has launched an
online tool to rate universities worldwide.
“U-Multirank” provides a sophisticated
alternative to cruder rankings by letting
users select rating criteria out of 30 indica-
tors, identifying top performers for each one
rather than providing overall scores in a sin-
gle table, project leader Frank Ziegele said at
the launch event on 13 May.

U-Multirank relies in part on the same
publicly available data as other rankings,
including citation rates or patent figures. But
it also introduces fresh indicators, such as
publications involving several disciplines
and joint publications with industry, and col-
lects data from student surveys and univer-
sities themselves. Next year, U-Multirank
plans to add more universities to its list of
879 and to add three disciplines to the cur-
rent four. http://scim.ag/UMultirank

NEWSMAKERS

NOAA Gets Chief Scientist

President Barack Obama on 8 May
announced his plan to appoint oceanogra-
pher Richard “Rick” Spinrad to become
the next chief scientist of the National
Oceanic and Atmospheric Administration
(NOAA). Spinrad would be the agency’s
first chief scientist since former astronaut
and earth scientist Kathryn Sullivan—now
NOAA’s administrator—held the job in the
mid-1990s.

The move marks the administra-
tion’s second effort to fill the post, which
it reestablished in 2009 as a presidential
appointment requiring confirmation by
the U.S. Senate. (Previous administrations
downgraded, eliminated, or refused to fill
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Spinrad

the position.) The White House’s initial
nominee, geochemist Scott Doney, withdrew
his name in 2012 after a 2-year battle with
Republicans in the U.S. Senate. Because of
changes to federal personnel rules, Spinrad
will not need Senate confirmation.

Now the vice president for research at
Oregon State University (OSU), Corvallis,
Spinrad served as NOAA’s assistant adminis-
trator for research from 2005 to 2010 and
led its oceans and coastal zone programs

_ from 2003 to 2005. From 1987 to 2003, he
E worked for the U.S. Navy, including as tech-
£ nical director for the oceanographer of the

Z Navy. He earned his doctorate at OSU.
http://scim.ag/Spinrad

CEANOGRAPHIC

FINDINGS
3 Progeria Drug May
= Extend Lifespan

An experimental drug to treat the fatal dis-
ease progeria slightly increased the lifespan
of dozens of children afflicted with the dis-
ease, reports the Progeria Research Founda-
tion (PRF), which funded the first trials of the
drug. The genetic mutation behind proge-
ria causes symptoms resembling premature
aging: hair and weight loss; joint stiffness;
and atherosclerosis, which causes heart
attacks that kill most patients in their teens.

Leslie Gordon, medical director of PRF,
and colleagues reported in 2012 that patients
taking the drug, lonafarnib, showed small
weight gains and reductions in blood ves-
sel stiffness. In a paper published online on
E 2 May in Circulation, her team now reports
that the drug added, on average, 19 months
to their lifespans.

Because so few children have proge-
ria and the disease is invariably fatal, the
trial did not include a placebo group. The
researchers compared the treated group to
9 historical records and published case reports,
2 but such comparisons are “notoriously
§ unreliable,” because different studies may
g use different criteria for including patients,
& says Donald Berry, a biostatistician at the

OTO BY ADVANCED IMAGING & VISUALIZATION LABORATORY, © WOO!
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University of Texas MD Anderson Cancer
Center in Houston. Other factors, he notes,
could therefore contribute to differences in
lifespan. http://scim.ag/_progeria

Many Genes Helped Tame
Wild Rabbits

Charles Darwin wrote that no animal is
more difficult to tame than a young
wild rabbit—and no animal is
tamer than a young domesticated
bunny. That behavioral about- |
face arises from thousands of
subtle genetic differences, and
not—as researchers thought—
from big changes in just one or two
genes, Nima Rafati and Leif Andersson

from Uppsala University in Sweden reported
last week at the Biology of Genomes meeting

in Cold Spring Harbor, New York.

| E VY

With most domesticated animals, it’s
difficult to pin down a domestication gene:
Humans tamed them so long ago that the
wild ancestors are hard to identify. But
rabbits came under our control just 1400
years ago, and their ancestors still thrive in
Europe’s Iberian Peninsula. After sequenc-
ing 20 wild and domesticated rabbit
genomes, the researchers observed
shifts in the frequency of differ-
ent versions of genes in the two
Q types of rabbits. Often the shifts

were associated with genes and

regulatory DNA involved in
% development, particularly of the

nervous system. “The message
coming from the rabbit is that it’s

just a large number of small changes,”

says Princeton University evolutionary
geneticist Peter Andolfatto, who was not
involved in the study. http://scim.ag/_rabdom

Deep-Diving ROV Lost

Nereus, the Woods Hole Oceanographic Institution’s hybrid remotely operated vehicle
(ROV) that was an integral part of a mission to explore the little-known ecosystems in
some of the deepest parts of the ocean, was confirmed lost on 10 May during one of its
deepest dives. Seven hours into a planned 9-hour dive to a depth of 9990 meters in the
Kermadec Trench northeast of New Zealand, researchers lost contact with Nereus. They
later spotted debris on the water thought to belong to the missing ROV, suggesting a
“catastrophic implosion” due to pressures as great as 110 megapascals at those water
depths, the mission’s blog noted.

Nereus, designed to operate either as a free-swimming vehicle or connected to an
optical fiber tether, had previously survived a plunge into the deepest point of the ocean,
Challenger Deep in the Mariana Trench. The $8 million ROV was just 30 days into the
current mission, the inaugural research cruise of a 3-year National Science Foundation—
funded program to systematically study life in deep-ocean trenches, also called the hadal
depths (Science, 18 April, p. 241).
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INFECTIOUS DISEASES

Crippling Virus Set to Conquer
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Western Hemisphere

The world of infectious diseases is full of
unpleasant surprises. But the explosive out-
break of a virus called chikungunya now hap-
pening on a string of Caribbean islands isn’t
one of them. Scientists have said for years
that the virus was bound to come to the West-
ern Hemisphere. And now that it has, they
have another prediction: Mosquitoes will
almost certainly spread it far and wide, from
the southern United States to Argentina. Big,
dense cities will be especially vulnerable to
the virus, which can cause rashes, fever, and
agonizing, sometimes lasting, pain in fingers,
wrists, elbows, toes, ankles, and knees. Mil-
lions will likely get sick.

The reason experts felt so certain—and
the Pan American Health Organization
warned countries to prepare in 2011—is
that the virus was causing huge outbreaks
elsewhere, and its main vector, the dedes
aegypti mosquito, is widespread in the
Americas. Health authorities in the United
States, Canada, and Brazil were already
seeing a steady stream of imported cases;
all it took for the disease to take off was for
one of them to be bitten by a local mosquito.
“Nothing feasible could have been done to
prevent this from happening,” says Roger

Nasci, who heads the Arboviral Diseases
Branch of the Centers for Disease Control
and Prevention in Fort Collins, Colorado.

In early December, health authorities on
the French side of St. Martin reported a cluster
of locally transmitted chikungunya cases.
Martinique, St. Barthélemy, and Guadeloupe
soon followed suit, as did French Guiana
in South America. This year, the virus hit
Dominica, St. Lucia, Aruba, the U.K. Virgin
Islands, and the Dominican Republic. Haiti
joined the list just last week. So far, more than
4000 cases have been confirmed in the lab,
but the number of suspected cases—people
with acute fever and severe, unexplained joint
pains—exceeded 45,000 early this week.

The A. aegypti mosquito also transmits
dengue, a disease that has similar symptoms
but is more often deadly. Dengue’s global
reach has expanded massively in the past
30 years, and it has caused major outbreaks in
Latin America. Wherever the disease occurs,
chikungunya can spread as well, Nasci says.
Tourism in the Caribbean region could
help the spread to the mainland; the tens of
thousands of soccer fans traveling to Brazil
for the World Cup in June and July may also
give the virus a leg up.

», > Antigua and Barbuda 1

Island hopping. Chikungunya, whose
main vector is the Aedes aegypti
mosquito, is spreading fast in the
Caribbean.

Chikungunya remained
obscure until about a decade
ago, in part because most cases
occurred in Africa. Then in
2004, a big outbreak in East
Africa spilled over into islands
in the Indian Ocean; among
them was La Réunion, a French
département and a popular
tourist destination, where almost

40% of the population fell
ill in a matter of months.
That helped raise global
awareness and research
euros (Science, 21 December
2007, p. 1860). Since then,
the virus has been on a global
rampage. Outbreaks in India
have sickened millions; the
virus has also moved into Southeast Asia
and some islands in the Pacific.

The massive spread was fueled in part
by genetic changes that enabled the virus
to replicate efficiently in a second vector,
A. albopictus, better known as the Asian
tiger mosquito. That species has invaded
countries around the world over the past
3 decades (Science, 16 May 2008, p. 864),
so the mutations gave the virus a ticket to
many new destinations. The tiger mosquito
is the predominant vector in parts of India,
for instance. And in two villages in northeast
Italy—which has massive 4. albopictus
infestations—217 people were sickened
in 2007 after a patient brought in the virus
from India.

One of the surprises of the Caribbean
outbreak is that the strain responsible isn’t
the one adapted to the tiger mosquito, but
a different one, most likely originating in
East Asia, says virologist Scott Weaver of
the University of Texas Medical Branch
in Galveston. That’s little consolation for
most of the hemisphere, because A. aegypti
is so widespread. But in the United States,
A. aegypti occurs only in the southernmost
parts of the country, which could limit
the spread.

There are no drugs for chikungunya, but
several vaccine candidates are in various
stages of development, and the Caribbean
outbreak has revived industry attention,
Weaver says. Weaver’s own team has
designed a live vaccine, based on a weakened

French 7
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version of the chikungunya virus, licensed to
Japanese pharma company Takeda. Animal
studies suggest that one shot of the vaccine
will provide long-lasting protection, and
Takeda is keen on beginning human studies,
Weaver says. But expensive preclinical
studies will be needed first, for instance to
make sure the vaccine virus won’t revert to
a more pathogenic form. Another vaccine
candidate, developed at the Vaccine Research
Center of the National Institutes of Health
and licensed to Merck, consists of viruslike
particles—empty protein shells resembling
the virus that trigger immunity. It has already
passed safety studies in humans.

Testing a vaccine’s ability to prevent
chikungunya in the real world is difficult,

NATIONAL INSTITUTES OF HEALTH

however. Once an epidemic has roared
through a population, the virus still infects
people now and then, but the scattered cases
often aren’t diagnosed, or are mistaken for
dengue. That makes it hard for companies
to decide how many people to enroll in a
trial—and how much they need to spend—
to show that a vaccine actually works,
Weaver says.

One solution would be to set up a trial that
kicks off just before a massive wave of cases
starts rolling in, rather than afterward—for
instance, in a city in Latin America, where
the virus now seems set to strike. Because
a significant part of the population will get
sick, “you could probably do an efficacy
study in a small number of people for a small

amount of money,” Weaver says. Whether
there is enough time to do this soon with

any of the vaccines is unclear, however.
Absent a vaccine, it’s tough to contain
chikungunya—just as it has been with
dengue. Aedes mosquitoes breed in little
pools of water around the house—in
flowerpots, plastic containers, and old tires,
for example—and these have proven very
hard to eliminate, Nasci says. Even an island
like Martinique, which had a reputation
for good vector control, had a big dengue
outbreak in 2010, notes Paul Reiter, a
medical entomologist at the Institut Pasteur
in Paris. “There is just very little we can do
about it,” Reiter says. “The mosquito wins.”
—MARTIN ENSERINK

Needed: More Females in Animal and Cell Studies

Hoping to end the reliance on male animals
in research, the National Institutes of Health
(NIH) announced this week that it will soon
require grant applicants to balance the sex of
animals and cells they intend to study—or
explain why they won’t. The new policy, said
two top NIH officials who described it in a
commentary in Nature, is critical because
work in cells and animals guides therapies
that move into humans.

Sex “really has to be considered as a
fundamental variable” when designing
experiments, says Janine
Clayton, director of the Office
of Research on Women’s
Health. She wrote the Nature
commentary along with
her boss, NIH Director
Francis Collins. Not every
experiment needs to include
the same number of males
and females, Clayton says,
but in general, “if we don’t
pay upfront we will pay later.”

NIH addressed male
bias in human studies
more than 20 years ago,
but that rebalancing hasn’t trickled down.
Researchers often avoid female animals
because they’re considered more variable
due to their estrous cycle. Many scientists
don’t know the sex of the cells they’re
probing, and despite growing evidence
to the contrary, they tend to assume that it
doesn’t matter whether cells come with a’Y
chromosome or not.

www.sciencemag.org SCIENCE VOL 344

“You have this real lack of understanding
of female biology,” says Annaliese Beery,
a neuroendocrinologist at Smith College
in Northampton, Massachusetts. In a
2010 paper, she and Irving Zucker of the
University of California, Berkeley, surveyed
almost 2000 animal studies. They found
that eight of 10 disciplines favored male
animals, and the bias was most pronounced
in neuroscience; for every study using only
females, 5.5 used only males. A startling
75% of papers in three top immunology

Sex “really has to
be considered as a
fundamental
variable.”

—]ANINE CLAYTON,
Office of Research
on Women's Health

journals didn’t even report
whether their animals were
male or female.

“We’re making con-
clusions about females based
on studies that don’t support that,” Beery
says. Among many other examples of male-
female variation, Clayton and Collins point
out that female rats respond differently to
stress than males do.

Differences between XX and XY cells
haven’t been studied as thoroughly, but
“the more people look, the more they’re
finding,” says Margaret McCarthy, a
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neuroendocrinologist at the University of
Maryland School of Medicine in Baltimore.
Eighty percent of genes in the liver, she
points out, are expressed differently in male
and female cells.

A key reason for excluding female
animals—that they are more variable than
males—may be unfounded, recent research
suggests. Zucker and two colleagues pored
over nearly 300 mouse studies, looking at
behavioral, physiological, and other traits.
In an analysis published earlier this year
in Neuroscience & Biobehavioral Reviews,
they found that male biology was just as
variable as that of their female counterparts.
For example, whether the males were
housed alone or with others had an impact
on results.

The new policy, which the agency will
begin rolling out in October, might increase
costs, Clayton acknowledges—in certain
cases, a study might need extra animals, or a
researcher who for years has relied on an XX
cell line to study a particular pathway might
need to find or create one that is XY.

Those who have long lamented the
dominance of the XY cohort are thrilled
by the change. “On a 1 to 10 scale of how
happy this makes me, it’s a 10,” says Jeffrey
Blaustein, a neuroendocrinologist at the
University of Massachusetts, Amherst,
who as editor-in-chief of Endocrinology
made waves a couple of years ago when
he required that authors disclose the sex of
animals. “When NIH speaks, people listen.”

-JENNIFER COUZIN-FRANKEL
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Bones From a Watery ‘Black Hole’
Confirm First American Origins

In May 2007, Alberto Nava, a diver based
in California, was exploring an underwater
cave in Mexico’s Yucatan Peninsula with two
Mexican colleagues. They swam more than
a kilometer down a narrow tunnel, which
suddenly opened up into a huge, dark cham-
ber. “The floor disappeared under us and we
could not see across to the other side,” Nava
says. They dubbed the chamber Hoyo Negro,
Spanish for “black hole.”

About 2 months later, the threesome
returned to Hoyo Negro to explore it further
with powerful underwater lights, revealing
a bell-shaped amphitheater some 60 meters
in diameter. On its boulder-strewn floor,
the divers began to see the bones of large
mammals; then, Nava says, they spotted “a
human skull resting on the top of a small
ledge. It was lying upside down, carrying a
perfect set of teeth and with dark eye sockets
looking back at us.”

On page 750 of this week’s issue of
Science, Nava and an international team of
anthropologists, archaeologists, geneticists,
geologists, and dating experts report that the
skull, along with other bones found nearby,
belonged to a teenage girl who lived as
early as 13,000 years ago. The girl—whom
the team calls Naia, which means “water
nymph” in Greek—bore the typical skull and
facial features of some of the earliest known

prehistoric Americans, including a long and
high skull and pronounced forehead. These
differ markedly from those of today’s Native
Americans, who tend to have broader and
rounder skulls. Yet Naia’s genetic profile,
which the team determined by partially
sequencing mitochondrial DNA (mtDNA)
extracted from one of her molars, is common
among Native Americans today.

The researchers say that this finding
shows that Native Americans are descended
from the earliest Paleoamericans, who
beginning about 15,000 years ago migrated
from Asia to the New World across the
Bering Strait, then a vast tract of exposed
land that researchers call Beringia. It is
another strike against the idea that today’s
Native Americans derive from a different
source population in Asia or even in
Europe. Jennifer Raff, an anthropologist at
the University of Texas, Austin, says that the
study “is a very simple and direct test of two
competing hypotheses about Paleoamerican
ancestry,” in which the early Beringian
origins hypothesis clearly wins.

But she and other researchers caution that,
so far, the Naia team has identified only one
genetic marker—called mtDNA haplogroup
D1—that ties the skeleton to modern Native
Americans. “The skeleton is cool,” says Tom
Dillehay, an anthropologist at Vanderbilt

Naia the nymph. The skeleton of a teenage girl was
found in a Mexican underwater cave.

University in Nashville, but he and others
think the new study breaks little new ground.
They say it serves mostly as confirmation of
a recent, major study reporting the complete
nuclear genome sequence of the 12,700-
year-old Anzick child from Montana.

The paper does represent a personal about-
face for its lead author, James Chatters, a
forensic anthropologist based in Bothell,
Washington. Chatters was the first researcher
to study Kennewick Man, a 9000-year-
old skeleton found in Washington in 1996.
Kennewick Man also showed the skull
features typical of earlier Paleoamericans,
and Chatters originally sided with anthro-
pologists who argued that Native Americans
were the descendants of later migrants. Now,
he fully embraces the genetic continuity
model. “As more genetic information came
in,” Chatters says, it became clear that
Paleoamericans and Native Americans came
from “the same root population.”

Naia can only confirm the single-origin
hypothesis, however, if she really does
represent an early Paleoamerican population.
“Dating is critical to the significance of the
paper,” says Dennis O’Rourke, a geneticist at
the University of Utah in Salt Lake City. And
that was no easy task. The team thinks that
the girl, roughly 15 or 16 years old when she
died, fell into a shallow pool that led to one of
the cave’s upper passages, and drifted down
into Hoyo Negro.

After thousands of years deep
underwater, her bones contained little
of the collagen protein needed for direct
radiocarbon dating. So the team’s dating
experts, including geochemist Yemane
Asmerom of the University of New Mexico,
Albuquerque, used multiple approaches to
bracket her age. They knew that Naia was
unlikely to be very much younger than
13,000 years, because the large animals
whose bones littered the cave floor nearby,
including elephantlike gomphotheres and
ground sloths, were mostly extinct by that
time. Meanwhile, uranium-thorium dating
of calcite that had encrusted Naia’s bones
showed it was up to 12,000 years old. The
bones had to be older than that—thus
bracketing their age between 13,000 and
12,000 years.

If ancient Paleoamericans were the
ancestors of later Native Americans,
how and why did the anatomical dif-
ferences arise? Chatters speculates that
Paleoamericans, with their large skulls and
more forward-projecting faces, represented
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a human “wild type” and that Native
Americans, with rounder and flatter faces,
reflect a more “domesticated” form as the
Beringians settled down in the Americas
and shifted from hunting and gathering
to farming.

But Raff, along with archaeologist David
Meltzer of Southern Methodist University,
Dallas, in Texas, argues that the changes
could simply be the result of random

UNIVERSITIES

Job Change Lands Egyptian Scientist in Legal Battle

v
=

Rania Siam thought she was putting her
troubles behind her when she left Misr Uni-
versity for Science & Technology (MUST)
near Cairo. It was June 2005, and the micro-
biologist had spent four tumultuous months
as a lecturer there, quarreling with adminis-
trators and fellow faculty over working con-
ditions and research support. That Septem-
ber, she landed a tenure-track position at the
American University in Cairo (AUC). But just
when things were looking up, MUST sued her.

In what observers call an unprecedented
case in Egypt, MUST claimed that Siam’s
departure caused “damage to MUST’s
reputation and its scientific credibility,” and
“lost [MUST] the scientific and educational
benefits, which [it] would have gained from
[Siam’s] research.” MUST took particular
umbrage at missing out on a grant that
Siam had applied for during her brief stay
at the university and demanded $3 million
in damages.

After 9 years of legal maneuvering, an
Egyptian judge in March ordered Siam to pay
MUST $49,000—the sum of the forfeited
grant—in addition to court and attorney fees,
and more than $14,000 in damages. Last
week, Siam filed an appeal with the Court of
Cassation, Egypt’s highest judicial authority.

The feud highlights the question of
whether universities can claim compensation
when a promising faculty member jumps
ship. In the United States, for example, a
university that poaches a star faculty member
on sabbatical will often agree to pay the
former employer a portion of that person’s
salary. The issue is of acute interest to Egypt’s
private universities, which have sprung up
in large numbers to meet a growing demand
for higher education. With scant resources
available from the Egyptian government,
fledgling private institutions have struggled
to build research programs.

In late 2004, Siam was working in a
biotechnology firm in San Diego, California,

www.sciencemag.org SCIENCE VOL 344

“genetic drift” over thousands of years. And
Rolando Gonzalez-José, an anthropologist
at the National Scientific and Technical
Research Council in Puerto Madryn,
Argentina, contends that the differences
are actually the result of a broad genetic
and anatomical diversity that developed
during the so-called Beringian standstill—a
proposed interlude of thousands of years
when migrants from northeast Asia paused

Embroiled. Rania Siam's former university sued her for resigning.

when she decided to return to her native Egypt
to be closer to her 11-year-old son, who was
living with his father in Cairo. In January
2005, she responded to an advertisement
for a vacant faculty position at MUST. In a
job interview, she recalls, MUST President
Morad Abou-Sabe, who has since retired,
discussed his hopes for improving research at
the university. She liked what she heard.
Siam started at MUST that February, and
by April she had submitted a grant proposal
to the International Centre for Genetic
Engineering and Biotechnology (ICGEB),
a U.N.-affiliated research outfit that aims to
advance research in the developing world.
Siam proposed working with ICGEB
molecular geneticist Carlo Bruschi, based
in Trieste, Italy, on a study of proteins
involved in yeast cell division. But after
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in Beringia before moving on to the
Americas (Science, 28 February, p. 961).
For the moment, Naia, from her watery
grave deep in Hoyo Negro, has said all she
can about the origins of the first Americans.
But this might not be her last word:
The team, Chatters says, will now try to
sequence her nuclear DNA, in search of still
more answers.
—MICHAEL BALTER

submitting the proposal, Siam
realized that carrying out the
research in her allotted lab space
would be a challenge.

In her response filed with
the court, she says she was
especially irked by an expectation
that she should store yeast cell
lines in the same incubators as
mammalian cells—which she
saw as a recipe for contamination.
Siam also maintains that she was
not permitted to buy essential
reagents or hire a technician.

A former research assistant
in another lab at MUST echoes
Siam’s complaints. Hany Fanous
told Science that he had to wait
6 months for approval to order
reagents. Whenthe reagents finally
arrived, MUST administrators
gave other university researchers
permission to use them, Fanous
claims. “We filed a complaint”
with the university, he says. “It
was rejected.” MUST refused to
comment on the complaints.

Fed up, Siam resigned. In September,
the same month that she joined AUC, she
learned that she had won the ICGEB grant.
But when she informed ICGEB of her change
of affiliation, she was told that she could not
transfer the funds to another institution. That
same day, Siam was served the court papers
detailing MUST’s case against her. “I thought
about leaving Egypt,” she says. But she
stayed to contest the suit, she says, because
she enjoys working at AUC.

Over the next several years, Siam
broadened her research to look at microbial
communities that thrive in hot, salt-rich pools
on the Red Sea floor. She has since received
more than $6 million in funding from various
institutions and ascended the ranks of
AUC’s biology department, which she now
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chairs. “She is one of our young stars,” says
Tarek Shawki, AUC’s dean of the School of
Sciences and Engineering. The lawsuit,
however, cast a shadow. Rumors that she had
stolen grant money were rife, Siam says.

In November 2012, a court found in
Siam’s favor, stating that because MUST
hadn’t given her an employment contract,
she was free to leave. MUST appealed and on
16 March, Cairo’s Court of Appeal
overturned the lower court’s verdict,
ruling that Siam had nevertheless broken
“authentic academic values” in not fulfilling
her research duties. The $14,000 in damages,
the judgment states, is compensation for
“the loss of hope to the university and

CLIMATE CHANGE

society” and for “moral damage incurred
[by] MUST.”

“[The case] seems completely unrea-
sonable to me,” says Gregory Marczynski, a
biochemist at McGill University in Montreal,
Canada, and Siam’s former graduate adviser,
who describes her work as “cutting-edge” and
“highly collaborative.” Although the order to
compensate MUST for missing out on the
grant may be in the “realm of reason,” adds
Aly El Shalakany, a partner at the Shalakany
Law Office in Cairo who is not involved in the
case, “I don’t think it’s fair”” No hearing date
has been set yet for Siam’s appeal.

MUST officials did not respond to
questions from Science. In a statement to

NEWS&ANALYS

Science, Maged Said, a senior associate in the
Tahoun Law Office, the Giza, Egypt-based
firm representing MUST, repeated the initial
claim that Siam had violated her obligations
to the university by depriving it of the grant.

Ifthe verdictis upheld, it would “seriously
undermine researchers’ willingness to
file grants” if they were even considering
a career move, says Lisa Rasmussen, a
research ethicist at the University of North
Carolina, Charlotte. If scientists are not
free to leave a university, she says, they are
merely “agents of their institutions, rather
than independent scientists.”

-JENNIFER CARPENTER

Jennifer Carpenter is a writer in Toronto, Canada.

No Stopping the Collapse of West Antarctic Ice Sheet

A disaster may be unfolding—in slow
motion. Earlier this week, two teams of sci-
entists reported that Thwaites Glacier, a key-
stone holding the massive West Antarctic
Ice Sheet together, is starting to collapse. In
the long run, they say, the entire ice sheet is
doomed. Its meltwater would raise sea levels
by more than 3 meters.

One team combined data on the recent
retreat of the 182,000-square-kilometer
Thwaites Glacier with a model of the glacier’s
dynamics to forecast its future. In a paper
on page 735, they report that in as few as
2 centuries Thwaites Glacier’s edge will
recede past an underwater ridge now
stalling its retreat. Their models suggest

Linchpin.
Thwaites Glacier
is connected

State University, University Park, referring
to the storm that ravaged the Caribbean and
the U.S. East Coast in 2012. Alley was not
involved in either study.

Where Thwaites Glacier meets the
Amundsen Sea, deep warm water burrows
under the ice sheet’s base, forming an ice
shelf from which icebergs break off. When
melt and iceberg creation outpace fresh
snowfall farther inland, the glacier shrinks.
According to the radar mapping released
this week in GRL from the European Remote
Sensing satellite, from 1992 to 2011 Thwaites

that the glacier will then cascade into yith its neigh-

rapid collapse. The second team, writing  pors in ways

in Geophysical Research Letters (GRL), that threaten a WEST
describes recent radar mapping of West ~ wholesale col- ANTARCTICA

Antarctica’s glaciers and confirms that
the 600-meter-deep ridge is the final
obstacle before the bedrock underlying
the glacier dips into a deep basin.

Because inland basins connect
Thwaites Glacier to other major glaciers
in the region, both research teams say
its collapse would flood West Antarctica
with seawater, prompting a near-complete
loss of ice in the area over hundreds of years.
“The next stable state for the West Antarctic
Ice Sheet might be no ice sheet at all,” says
the Science paper’s lead author, glaciologist
Ian Joughin of the University of Washington
(UW), Seattle.

“Very crudely, we are now committed to
global sea level rise equivalent to a permanent
Hurricane Sandy storm surge,” says
glaciologist Richard Alley of Pennsylvania
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lapse.

Glacier retreated 14 kilometers. “Nowhere
else in Antarctica is changing this fast,” says
UW Seattle glaciologist Benjamin Smith,
co-author of the Science paper.

To forecast Thwaites Glacier’s fate, the
team plugged satellite and aircraft radar maps
of the glacier’s ice and underlying bedrock
into a computer model. In simulations
that assumed various melting trends, the
model accurately reproduced recent ice-loss
measurements and churned out a disturbing
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result: In all but the most conservative melt
scenarios, a glacial collapse has already
started. In 200 to 500 years, once the glacier’s
“grounding line”—the point at which the
ice begins to float—retreats past the ridge,
the glacier’s face will become taller and, like
a tower of blocks, more prone to collapse.
The retreat will then accelerate to more than
5 kilometers per year, the team says. “On a
glacial timescale, 200 to 500 years is the blink
of an eye,” Joughin says.

And once Thwaites is gone, the rest of
West Antarctica would be at risk.

Eric Rignot, a climate scientist at the
University of California, Irvine, and the
lead author of the GRL study, is skeptical
of Joughin’s timeline because the
computer model used estimates of future
melting rates instead of calculations
based on physical processes such as
changing sea temperatures. “These
simulations ought to go to the next stage
and include realistic ocean forcing,”
he says. If they do, he says, they might
predict an even more rapid retreat.

Antarctic history confirms the danger,
Alley says: Core samples drilled into
the inland basins that connect Thwaites
Glacier with its neighbors have revealed
algae preserved beneath the ice sheet, a hint
that seawater has filled the basins within the
past 750,000 years. That past flooding shows
that modest climate warming can cause the
entire ice sheet to collapse, Alley says. “The
possibility that we have already committed
to 3 or more meters of sea level rise from
West Antarctica will be disquieting to many
people, even if the rise waits centuries
before arriving.” -THOMAS SUMNER
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Beyond the Temples

Turning their backs on spectacular monuments, archaeologists are studying
ordinary households to uncover the daily rhythms of long-lost cities

TAPACHULA, MEXICO—Kneeling in the
cacao tree—shaded ruins of a 2000-year-
old house, Rebecca Mendelsohn carefully
scrapes soil off the fractured edge of a red
ceramic plate and into a plastic bag. The
archaeology graduate student from the Uni-
versity at Albany, State University of New
York (SUNY), will bring hundreds of such
samples to a lab in the mountain city of
San Cristobal de las Casas, where she will
analyze them for traces of the food that the
mysterious residents of [zapa, one of Meso-
america’s earliest cities, prepared and ate.
Izapa, 10 kilometers outside of the modern
city of Tapachula in the Soconusco region
of Chiapas state, arose around 850 B.C.E.,
possibly as people moved north from the

Guatemalan coast to take advantage of a
better climate for growing maize. Over at least
the next 800 years, Izapa became the major
economic and cultural hub along a trade route
linking Olmec cities of the Gulf Coast and
Maya strongholds in Central America.

Why Izapa flowered and who its inhab-
itants were are riddles that Mendelsohn hopes
to solve from the bottom up. By excavating
in several places around Izapa’s periphery,
she aims to compare the jobs, possessions,
diet, and economic well-being of the city’s
residents, and how those patterns changed
over time. And by plotting that information
on a map that she and her adviser, Robert
Rosenswig, created by surveying the site
with an airborne laser, Mendelsohn hopes to

uncover something that past archaeologists
never expected to find in the region’ ancient
settlements: neighborhoods.

Studying pyramids and deciphering
cryptic writing systems have helped archae-
ologists piece together the political, cultural,
and religious characteristics of many
Mesoamerican civilizations. But ceremonial
architecture and official records may not
reveal how societies actually work. “Tell
me what the normal people were doing,”
Mendelsohn says. “That won’t be on your
monuments.” Mapping lost neighborhoods
can help archaeologists see an ancient city
through the eyes of its residents, rather
than through its leaders. What Mendelsohn
and others are discovering through their
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bottom-up approach to places like Izapa
are cities that look like nothing found in the
modern world.

The new urbanism
Cities, and therefore neighborhoods, were
once considered a rarity in ancient Meso-
america. Scholars have long defined cities
as places with large, densely packed popula-
tions, intertwined economic activities—trades
such as tailors, jewelers, soldiers, or man-
ual laborers—and, often, a splash of cultural
diversity, says Michael Smith, an archaeolo-
gist at Arizona State University, Tempe. “That
definition makes sense because it fits our pre-
conceptions of what cities are like today.”
Teotihuacan, which lies 50 kilometers
northeast of Mexico City and was occupied
from roughly 100 B.C.E. to 650 C.E., was
one of the few Mesoamerican cities that
conformed to those expectations. Centered
on the imposing Pyramids of the Sun and
the Moon, it was laid out on a grid, and its
more than 100,000 residents, many living in
apartment buildings, were crammed into just
20 square kilometers.
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Heart of the city. Mexico’s Teotihuacan had distinct
neighborhoods outside its majestic downtown.

But many other settlements in the ancient
world don’t fit the high-density, modern sense
of a city. The Maya capitals Tikal and Copan,
for example, were long thought to consist
of unoccupied temples and administrative
buildings surrounded by a haphazard
smattering of villages spread across vast
swaths of landscape. But as archaeologists
studied sprawling ancient cities in Africa
and in Southeast Asia, including Cambodia’s
Angkor Wat, they developed a concept of
low-density urbanism, which defines a city
not by size or density, but by what Smith calls
its “urban function”: the economic, political,
or religious effect it has on a hinterland, or
what is today known as a metropolitan area.
A city, in other words, casts a spell over an
entire region.

This idea raised a tantalizing possibility
for Mayanists and other Mesoamerican
archaeologists working at sites other than
Teotihuacan: What if the landscape around
a ceremonial center were not wasteland, but
hinterland? What if the clusters of house-
holds weren’t independent, self-governing
villages, but rather interconnected nodes
in a complex network of neighborhoods—
one that was just as urban as high-density
Teotihuacan?

Hidden patterns

At Izapa, Mendelsohn is looking for signs of
those neighborhoods. On a map, she points
to a cluster of small structures near a larger
mound far to the southeast of downtown.
These are the households she’s excavating in
the cacao field. Another of her field teams is
excavating a mound a few hundred meters
to the west. Mendelsohn hopes to discern,
2000 years later, whether these were sepa-
rate neighborhoods.

Preliminary findings hint at a major
lifestyle gap. The ceramics and grinding
stones found in the cacao-shaded dwellings
suggest an abode of commoners. The pits at
the mound to the west have yielded valuable
jade beads, imported obsidian, and high-
status pottery. Quite simply, Mendelsohn
says, it “seems like rich people were here.”

That may not mean, however, that all their
neighbors were well-to-do. In Teotihuacan, for
example, neighborhoods were economically
mixed, says Ian Robertson, an archaeologist
who studied Teotihuacan at Stanford
University in California. Elite residences,
temples, and administrative buildings were
scattered throughout the ancient city, and the
poor lived alongside the wealthy.
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Some archaeologists believe Teotihuacan’s
economic mosaic offers a clue to its political
structure. Based on 8 years of excavations
in the center of an economically diverse
neighborhood dubbed Teopancazco, Linda
Manzanilla, an archaeologist at the National
Autonomous University of Mexico in Mexico
City, has proposed that Teotihuacan operated
as a collection of “house societies,” in which
neighborhood leaders commanded the labor
and loyalty of nearby lower status residents.
This relationship resembled the feudal system
of medieval Europe, she explains.

If it holds up under future excavations,
the house society model may explain
how Teotihuacan first formed, Robertson
says. “Compared to most other cities,

Neighborhood watch. Clusters of houses are being
excavated far from Izapa’s city center.

[Teotihuacan] was there very fast”—faster
than the city’s birthrate could account for.
That means that people must have been
migrating to the new city in droves. “I
imagine that sometimes what you had were
whole towns pulling up stakes, moving into
Teotihuacan, and reproducing their own
social structure in the new urban center,” he
proposes. As time went on, those uprooted
towns likely morphed into neighborhoods.
Marilyn Masson, an archaeologist at the
University at Albany, SUNY, sees a similar
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Pay dirt. Rebecca Mendelsohn (left) and Saskia
Kuchnicki unearthing high-status ceramics in lzapa.

pattern in Mayapan, an ancient city in the
dry interior of the Yucatan Peninsula. From
the early 1200s C.E. to its collapse in the
1400s, Mayapan was the political and
economic capital of the Maya area. Spanish
accounts of Mayapan’s history suggest that
as the city consolidated, its rulers—who
came from all over the peninsula—*"“forcibly
relocated” people to populate the new center,
Masson says. Mayapan’s first neighborhoods,
therefore, probably would have resembled
the uprooted villages.

Masson believes she’s found the primary
way order was imposed on Mayapan’s unruly
melting pot: walls. Walls were everywhere
in the city, and after years of fieldwork and
a laser mapping survey in 2013, Masson and
Timothy Hare, an anthropologist at Morehead
State University in Kentucky, have mapped
every single one. “With the walls, [the city]
starts making sense,” Hare says.

® Ancient sites

® Modern cities

® Teotihuacan
\ Mexico City
w
MEXICO

\

- 2
Key sites. Three citiesin
Mesoamerica are yielding
insights into daily life out-

side the ceremonial centers.

Tapachula

Not only did Mayapan boast a defensive
wall surrounding a dense 4-square-kilometer
downtown, but smaller walls also separated
houses from one another, demarcated roads,
and, overall, organized how people moved
through the city. They also dictated how
buildings were oriented, a key feature of
neighborhoods. “When people walk out of
the front door of their houses, what do they
see?” Masson asks. Likely, the dwellings
would be facing their neighborhood’s “most
important symbol.” Downtown, she says,
that would be the temples and administrative
buildings in Mayapan’s ceremonial center.

GUATEMALA
Izapa

i
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But farther out—and especially in low-
density areas beyond the city’s defensive
wall—the buildings tend to be oriented
toward complexes of elite residences and
smaller ritual buildings. According to
Masson, those secondary centers probably
played a role in knitting the surrounding
households into neighborhood communities,
and perhaps served as landmarks to help
residents navigate the city.

Ethnic diversity

Back in the cacao field, Mendelsohn points
out an odd feature of the mound she’s exca-
vating: The dwellings here are arranged
around a shared patio. This architectural pat-
tern is more common in the Maya area to the
south and east. She wonders if she might be
looking at an ethnic enclave. Izapa’s location
along a major trade route meant that Maya
and Olmec people probably passed through
frequently, and it’s possible some of them
stayed. “It would be completely reasonable
to find a Maya neighborhood or an Olmec
neighborhood” in Izapa, Mendelsohn says.

Although most archaeologists, including
Mendelsohn, doubt that artifacts can reliably
distinguish their owners’ ethnicity thousands
of years later, at least two ethnic enclaves
have been identified at Teotihuacan. A
cluster of apartment compounds on the
city’s western edge contained ceramics
resembling those made by the Zapotecs,
who lived 500 kilometers to the south in
modern-day Oaxaca. These out-of-place
cooking tools and ritual objects were made
of local clay but fired using an Oaxacan
technique that darkened the pottery. Later
excavations of the area uncovered an ornate
Zapotec-style tomb and a temple clearly
modeled after its cousins in Oaxaca—
structures that, according to Michael
Spence, an archaeologist at the University
of Western Ontario in London, Canada, have
“got no business being in Teotihuacan.”
Meanwhile, a separate cluster of similarly
anomalous pottery styles from the Gulf
Coast and the Maya region was found in
apartment compounds on the other side
of the city. The two enclaves were the first
neighborhoods identified in Teotihuacan.

At Izapa, neighborhood outlines are
more elusive. Its city plan is still coming into
view; Rosenswig’s laser survey doubled the
early city’s estimated size, revealing dozens
of hidden mounds. And now Mendelsohn’s
excavations hint that Izapa may have been
occupied far longer than anyone thought. Its
neighborhoods had centuries to shift borders
and change character, adding texture to the
city—and intrigue to its ruins. -LIZZIE WADE
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The Hunt for Missing Genes

Identifying healthy human “knockouts”—people completely lacking
a specific gene—may suggest new biomedical treatments

Daniel MacArthur’s quest for the genes we
can live without began with two sick boys.
In 2000, as an undergraduate student, he
began working in the laboratory of Kathryn
North, a geneticist who studies rare, myste-
rious muscle diseases. Her group at the Uni-
versity of Sydney in Australia had recently
published the possible cause of two broth-
ers’ early-onset form of muscular dystro-
phy. They suspected a pair of faulty copies
of ACTN3, a gene that codes for a protein in
the fast-twitch muscles that generate short
bursts of power.

But later, the group tested the parents to
confirm what seemed obvious: that each had
two versions of ACTN3—a working copy
and a broken one—and both had passed on
the latter to their ill children. To the team’s
surprise, the parents, like their sons, both
lacked any functioning copy of the gene or
any trace of its protein in their muscles. Yet
both mother and father appeared healthy.
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North’s group eventually did find another
mutated gene responsible for the boys’
disease, but at the time they also realized
they had documented something significant.
“It was actually incredibly exciting,” says
MacArthur, who joined the lab soon after
the misstep was recognized. “It was one of
the first examples of a gene that should be
important” but that people can live without.

Nor was that family a rarity: North’s
group found that about 16% of the global
population had two broken copies of the
gene, without obvious disease as a result.
As he continued in North’s lab into graduate
school, MacArthur and co-workers also
discovered that the functional version of the
gene was more prevalent in Australia’s elite
sprinters and jumpers.

But MacArthur became most intrigued
by the prospect that hidden in the human
population were people who lacked certain
genes yet remained healthy. Researchers
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routinely disable, or “knock out,” a specific
gene in mice to learn what the gene does, but
the results don’t always translate into people.
Ethically, knocking out genes in humans is
off-limits. But the sick children’s parents
offered another route—finding natural
human knockouts and looking for differences
between their physiology and that of people
with the intact gene. “I became fascinated
by the idea that these individuals serve as
experiments of nature,” says MacArthur,
now at Massachusetts General Hospital
(MGH) in Boston and the Broad Institute in
Cambridge, Massachusetts.

Those natural experiments could have
biomedical payoffs. Researchers often seek
new drug targets by identifying genes that
cause disease when mutated and looking
for molecules that can compensate. Healthy
knockouts suggest a different approach:
hunting for genes that, when missing, actually
confer a health benefit, then trying to mimic
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Select Human Knockouts

Gene Missing protein’s role

PCSK9 Enzyme triggers LDL
receptor degradation

CCR5 Cell surface receptor

ACTN3 Acts in fast-twitch muscles

CASP12 Immune response to bacteria

SCN9A Sodium channel

in nerve cells

Effect of loss

Lower LDL cholesterol,
reduced heart disease

Associated with
reduced sprinting ability,
greater endurance

Insensitive to pain Extremely rare

Knockout frequency
Extremely rare (2% of African-
Americans lack one copy)

Biomedical promise

PCSK9 inhibitors in trials
for heart disease

Drug, modified stem
cell transplant

New class of pain drugs
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that effect by blocking the normal gene’s
protein. AIDS researchers have already
found that certain people lacking a working
gene for a specific cell surface protein suffer
no ill effects and are resistant to HIV; that
protein is now a drug target and figures into
other anti-HIV strategies. More recently,
pharmaceutical firms began developing a
potential new blockbuster class of cholesterol-
lowering drugs, inspired by a woman missing
a cholesterol-regulating gene.

In a survey of scores of human genomes
2 years ago, MacArthur and co-workers
caught a glimpse of a bigger universe of
missing genes. The survey showed that the
average healthy person has about 20 genes
knocked out. Now, he and several other
groups want to similarly comb through many
more thousands of people’s genomes for
missing genes to seed what MacArthur calls
the Human Knockout Project.

Such an effort may be the only way to
fully understand the function of many of our
genes, he and others contend. Butidentifying
missing genes is only the start of the
challenge. Then, investigators have to link
a dispensable gene to the human knockout’s
phenotype—their health measures and other
traits—and that information is costly and
time-consuming to collect. “Getting good
phenotypes makes genome sequencing
look cheap (and easy),” says cardiovascular
disease researcher Helen Hobbs of the
University of Texas (UT) Southwestern
Medical Center in Dallas.

The poster gene

Hobbs speaks from experience. About a
decade ago, she and her UT Southwest-
ern colleague Jonathan Cohen wondered if
mutations that hampered or disabled a gene
called PCSK9 explained why some people

in the Dallas Heart Study had unusually low
levels of harmful cholesterol. Recent stud-
ies had suggested that the gene’s product,
an enzyme, might regulate the body’s blood
levels of low-density lipoprotein (LDL)
cholesterol, the type that raises the risk of
heart disease.

The pair’s hypothesis proved to be
correct. They even found one 34-year-old
woman who was a PCSK9 knockout—
she completely lacked the enzyme due to
mutations in both the genes for it. She had
the lowest LDL cholesterol levels of all, yet
was perfectly healthy. Based on the team’s
work, drug companies realized that blocking
the PCSK9 enzyme might lower cholesterol
levels alone or in combination with the
immensely popular statins.

That hunch is paying off in clinical trials
of PCSK9-inhibiting drugs; early results
suggest they can lower blood cholesterol
levels by up to 57%. PCSK9 has become the
poster child for the idea that genes whose
absence confers some benefit can be an
extremely attractive drug target. The very
existence of a healthy knockout shows that
the gene isn’t essential, so blocking its
protein to mimic the beneficial effect
should not cause harmful side effects. The
human knockout is “a shortcut. You know
you could inhibit” the gene’s protein, says
human geneticist David Altshuler of the
Broad Institute.

Until recently, however, no one knew
how many genes like PCSK9 existed. That’s
why MacArthur did his initial survey. After
moving from Australia to a postdoc at the
Sanger Institute in the United Kingdom,
MacArthur and his team scanned the
genomes of 185 individuals who were part
of a study of human genetic variation. They
homed in on DNA errors that incapacitate a

gene, known as loss-of-function mutations.
Because not all DNA alterations do so—
and many apparent DNA errors are actually
sequencing mistakes—identifying true gene
knockouts was a huge analytical task.

This laborious effort paid off, revealing
that the average person carries about 100
incapacitated genes—and in 20 of those
cases, both the maternal and paternal copies
of a gene are missing, creating a complete
knockout, the team reported 2 years ago
in Science (17 February 2012, p. 823).
“More than a few of us were surprised” by
such a large number, says human geneticist
David van Heel of Queen Mary, University
of London.

Many of the more common missing genes
were involved in smell; they may have been
important for helping our ancestors find food,
but are unlikely to affect a modern human’s
fitness. Others belonged to families of related
genes that serve similar functions, suggesting
the missing genes were not needed because
the cell has backups.

Still, that left a small, but not insignificant,
number of missing genes that just might
protect against disease. Other scientists
took notice. National Institutes of Health
(NIH) Director Francis Collins remarked at a
meeting that MacArthur’s study suggested “a
systematic, comprehensive way ofidentifying
where the other several dozen PCSK9s might
be out there.”

Hunting for gold

Even before MacArthur’s paper, other dis-
ease researchers had followed Hobbs and
Cohen’s example and begun looking at the
genomes of people who seem protected
against disease by missing genes. For exam-
ple, earlier this year, Altshuler and others
reported finding a gene that, when one copy

16 MAY 2014 VOL 344 SCIENCE www.sciencemag.org

Published by AAAS



is nonfunctional, lowers a person’s risk of
type 2 diabetes—by a stunning 65%.

Now, MacArthur and other knockout
seekers plan to widen the search. They will
sequence the DNA of a large number of
healthy people, see who lacks potentially
interesting genes, then study whether those
individuals are somehow protected—if
they’re less prone to heart attacks or high
blood pressure, for example—or if they are
unusual in some other unexpected way. This
strategy “allows you to discover things you
didn’t know were there,” says a fan of the idea,
human geneticist Leslie Biesecker of NIH.

The most efficient way to do this is not
to look in the general population; novel
knocked-out genes will be too rare. A faster
way may be to study historically isolated
populations, such as the Finns. Some 4000
years ago, presumably when a small number
of settlers moved to Finland, that population
passed through a bottleneck. Because of this
initial small gene pool, the frequency of some
loss-of-function mutations is “enriched,” says
Aarno Palotie of the Broad Institute and the
University of Helsinki. As part of a project
pooling samples and data on 200,000
Finns from various biobanks, he and Mark
Daly of MGH and the Broad Institute led
a pilot study in which they scoured the
protein-coding portions of the genome,
or exomes, of 3000 Finns; they found
twice as many knocked-out genes as in
a northern European comparison group.

Marrying that work with DNA data
and health records for 35,000 Finns
has already led to potential gold: 227
individuals entirely lacked a gene called
LPA that codes for a blood lipoprotein
implicated in cardiovascular disease.
These people had a significantly lower
risk of heart attacks and stroke, according
to a retrospective analysis that the team
presented last fall at the annual meeting of the
American Society of Human Genetics.

“This is a proof of concept that, indeed,
you can find protective loss-of-function
variants using isolated populations,” Palotie
says. “The excitement is that we can find
many more of these.” Finland’s vast electronic
system of medical and death records should
give the team an advantage in the hunt.

Cultural traditions may also help the
search for knockouts. In some cultures, it is
common practice for relatives as close as first
cousins to marry. That increases the odds a
child will inherit two copies of the exact same
nonfunctioning genetic variant, says Yale
University human geneticist Richard Lifton.
This has a downside if the mutations are in
necessary genes—countries such as Turkey
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and Saudi Arabia have relatively high rates of
inherited genetic diseases—but it ups the odds
of finding beneficial cases.

To take advantage of this, van Heel and
Richard Trembath, his colleague at Queen
Mary, University of London, along with
MacArthur and others, plan to sequence the
exomes of up to 25,000 adults of Pakistani
and Bangladeshi descent living in East
London. They are now engaging with
community leaders to build support for the
Wellcome Trust—funded project and plan to
begin the search next year. In a pilot study
looking at the genomes of 1103 healthy
British Pakistani individuals, they’ve already
found about 200 potentially interesting
knocked-out genes that differ from the
ones found in other studies. “Some 20 are
reportedly lethal in mice [if knocked out],
but clearly these fit adults are doing just fine,”
van Heel says.

In another effort, starting this summer,
a team in Saudi Arabia will collect blood
samples and basic clinical data from
volunteers recruited in public areas such as
malls and parks—“places where healthy

“I became fascinated
by the idea that these
individuals serve as
experiments of nature.”

—DANIEL MACARTHUR,
MGH AND THE BROAD INSTITUTE

people are likely to go,” says study leader
Fowzan Alkuraya of King Faisal Specialist
Hospital and Research Center in Riyadh.
The goal is to enroll 10,000 people whose
parents are first cousins and sequence their
exomes over the next year; it is a subproject
of the country’s recently announced 100,000
genomes project. Like other knockout hunters,
the team plans to later recall individuals with
interesting loss-of-function genes for more
clinical testing. “I’m pretty sure we’re going
to find something as exciting as the PCSK9
story,” Alkuraya says.

A lofty goal

Not everybody thinks that the search for
knockouts should focus exclusively on
healthy people. Lifton suggests that more
drug targets will come from people in whom
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a missing gene causes a disease or some
kind of obvious abnormality. He cites a gene
involved in making a neurotransmittor that
causes narcolepsy when both copies are dis-
abled. Studying this gene has led to a new
kind of sleeping pill, now awaiting regula-
tory approval. Another example is the rare
individuals who feel no pain because they
lack a gene for a particular cell receptor. The
gene could eventually result in a new class
of painkillers.

Hobbs and Cohen add that sequencing
large groups of healthy people without
having good clinical information to guide
the search may lead nowhere. They credit
their success at identifying the PCSK9
knockout and several others to having years
of detailed clinical data on people they have
studied. When they find a mutation, they can
immediately know a lot about the medical
consequences, the pair says.

That is especially important because
the consequences of missing a gene won’t
always be straightforward. The missing gene
may have no effect in some people; or it may
matter only later in life, or when the person

eats certain plants or is exposed to a
specific disease, Hobbs says.
MacArthur has heard the warnings,
and he plans to bring together both
healthy knockouts and those linked to
disease, along with as much clinical
data as he can amass, in one loss-
of-function mutation database—the
foundation, he hopes, for an eventual
Human Knockout Project. Besides
gathering published data on diseases
caused by nonfunctioning genes,
his group is building a list of novel
knocked-out genes by combing through
the exomes of more than 80,000 ill and
healthy people sequenced for disease
studies at the Broad Institute and other
research centers. Eventually, he hopes other
researchers, including those working in the
United Kingdom, Finland, and Saudi Arabia,
will contribute their knockouts, along with
data on clinical consequences.

The proposal is “massively ambitious,”
MacArthur acknowledges, and will require
buy-in from the broader genetics community.
For now, he adds, “This is the beginning of
anidea.”

For all the voices of caution, few doubt
that tallying up the world’s human knockouts
is a worthy goal. “We think the key is to have
an outstanding, centralized database,” Hobbs
and Cohen note in an e-mail, “that contains
systematic phenotypic information in each
human knockout.” Adds Lifton: “It’s an
obvious thing to do.” —JOCELYN KAISER
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China’s Soil Pollution: Farms on the Frontline

CHINA'S SOIL POLLUTION IS MUCH WORSE THAN PREVIOUSLY THOUGHT (“CHINA GETS SERI-
ous about its pollutant-laden soil,” C. Larson, News & Analysis, 28 March, p. 1415). A report
released on 17 April admitted that 16.1% of the Chinese soil was polluted, including 19.4%
of farmland, 10.0% of forest land, 10.4% of grassland, and 11.4% of unused land (7). Of
the contaminated soil samples, 82% contained toxic inorganic pollutants, the most common
being heavy metals such as cadmium, mercury, arsenic, chromium, and lead, which can cause
chronic health problems. Moreover, levels of organic pollutants such as dichlorodiphenyltri-
chloroethane (DDT), polycyclic aromatic hydrocarbons (PAHs), and hexachlorocyclohexanes
(HCHs) are also very high, and samples above established safety levels account for 1.9%,
1.4%, and 0.5%, respectively, of all tested soil samples, which covered 6.3 million square
kilometers. Aside from industrial plant waste and mining operations, the report states that the
unsustainable use of chemical fertilizers and pesticides is a main human cause of widespread
soil pollution (7).

China’s food production is affected by soil pollution but also creates much pollution itself.
China consumes nearly one-third of the world’s fertilizer, and the pesticide usage per unit area
is 2.5 times the world average (2). The quality of cultivated land should be guaranteed. Farmers
should be subsidized to improve fertilizer use efficiency and encouraged to adopt organic and
biodynamic farming methods that are not reliant on heavy input of chemicals. Soil remedia-
tion projects should be implemented to improve the polluted soil gradually. Finally, there is a
need to change cultural habits relating to consumption so as to reduce food waste nationwide.
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China’s Soil Pollution:

Urban Brownfields

CHINA'S PLANS TO TACKLE FARMLAND POL-
lution and improve food safety are to be
welcomed (“China gets serious about its
pollutant-laden soil,” C. Larson, News &
Analysis, 28 March, p. 1415). However, the
country faces equally serious urban soil and
water pollution.

As a result of unparalleled urbanization
over recent decades, many polluting and
energy-intensive activities, including steel,
coke, pesticide, and chemical industries,
have relocated from urban areas to peripheral
or rural areas (/). The legacy is more than
5000 brownfields—sites polluted, or poten-
tially polluted, by hazardous substances—in
China’s major cities (2). A recently released
ambitious urbanization plan will move more
polluting plants from cities, leaving more
brownfield sites (3). Brownfields pose health
and environmental hazards in densely pop-
ulated cities and are obstacles to urban and
economic development. Soil concentrations
of pollutants, including heavy metals, per-
sistent organic pollutants, and benzene, can
be hundreds of times the regulated limits (4).
Seepage will also result in groundwater con-
tamination.

Many brownfields have been used for
housing. Without adequate survey and reme-
diation of toxic brownfields, construction
has already resulted in acute poisoning inci-
dents. For example, workers were hospital-
ized during construction on sites at former
pesticide factories in Beijing and Wuhan (4).
Residents of newly built houses are often
unaware of pollution beneath their proper-
ties. The Guangzhou Asia Games Village site
was changed due to soil pollution from fertil-
izer factories, but housing for local people is
being built in the area (35).

The Chinese Premier vowed to declare
“war on pollution.” However, government
spending on environmental protection and
energy conservation decreased by 9.7%
between 2012 and 2013 (6). Funding and
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technology may limit remediation of Chinese
brownfields, but information should be made
publicly available to raise awareness and facil-
itate wider participation in brownfield man-
agement. Experience from elsewhere, such
as the U.S. “Brownfield Act” (7), should be
deployed to demonstrate commitment to tack-
ling the growing problem of soil pollution.
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Scientific Justification
for Animal Capture

IN THE NEWS & ANALYSIS STORY “COURT
slams Japan’s scientific whaling” (4 April, p.
22), V. Morell recounts the recent judgment
of the International Court of Justice that the
second Japanese scientific whaling program
in the Antarctic (JARPA 1I) shall cease. This
decision has given extra weight to a princi-
ple that is already contained in most existing
scientific and ethical guidelines for research
involving the taking of wild animals: Sample
sizes (numbers of animals taken) must be jus-
tified in advance in relation to the specific
objectives of the research.

Wisely, the court did not try to answer
the broader question of what constitutes
legitimate scientific research, but it faulted
the absence of explanation or analysis as to
how the specified numbers of whales to be

caught would have contributed to the objec-
tives of the JARPA II program. The ruling
has implications for Japan’s whaling program
in the North Pacific (JARPN II). An Expert
Panel appointed by the International Whaling
Commission to review Japan’s whaling in
the North Pacific, which targeted up to 100
sei whales, 50 Bryde’s whales, 220 minke
whales, and 10 sperm whales a year (/), also
noted the absence of a scientific justification
for the number of whales killed in relation to
quantifiable research objectives (2).

While not restricting the freedom of sci-
entific research, the International Court of
Justice ruling highlights the importance of
careful analysis and clear justification of
the study duration and of the sample sizes
required to meet research objectives, in
advance of any take of wild animals.
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Public Credibility Drives
Vaccination Decisions

IN THEIR EDITORIAL “ADDRESSING VACCINE
hesitancy” (25 April, p. 339), B. R. Bloom,
E. Marcuse, and S. Mnookin identify a need
to combat antivaccination messages with
evidence-based strategies to best communi-
cate the importance of vaccination. “The crux
of the problem,” they write, “is our inability
to demonstrate to skeptical parents that vacci-
nations save lives.”

This inability is not due to a lack of evi-
dence. Rather, it is a struggle between pub-
lic health officials and vaccination skep-
tics for public credibility. Public debate is
frequently guided by particulars: singular
cases and narratives of inexplicable deaths
or illness following vaccination. These par-

ul /) ‘\ |

ticulars are delivered by voices that skepti-
cal parents trust. A well-calibrated display
of particulars allows many people to relate
to such stories (/).

This suggests that public credibility is not
the result of experts telling the truth as they
see it. It is the result of a demonstrated ability
to solve problems (2), to build trust amongst
one’s audience (3), and to take doubts seri-
ously rather than rejecting them as ignorant

LETTERS

(4). After all, beyond the boundaries of the
lab, trust and narratives contribute as much as
truth and data to public credibility.
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The Art of Longevity

Jared Farmer

achel Sussman, a photographer who
R first earned wide attention through a

2010 TED talk, spent ten years tak-
ing portraits of organisms that have lived
longer than two millennia.
The result, The Oldest Living
Things in the World, is not a
Guinness Book of Longevity.
Sussman is an artist, neither a
cataloger nor a scientist, and
certainly not in league with
peakbaggers and “doom tour-
ists” who want to gain access
to exotica just because they’re
there or preen about having seen things
before they’re gone. Rather, for her, the
number 2000 is simply an organizing prin-
ciple for contemplating persistence in a time
of climate change. Almost accidentally, her
path of personal discovery became an exer-
cise in biological inquiry and environmental
humanism.

Her photographs, shot in natural light with
a medium-format film camera, are more evoc-
ative than informational. Sussman favors the
medium-wide-angle view from a moderate
distance—a perspective that approximates
a person’s ocular coverage while standing in
front of a tree. In this way, she humanizes her
specimens even though her pictures include
no people. Unlike 19th-century photogra-
phers such as Carleton Watkins or contempo-
rary tree-climbers with National Geographic,
Sussman has no desire to capture
—optically conquer—an entire
giant sequoia (Sequoiadendron
giganteum).

Some of her arboreal sub-
jects are charismatic; others,
like Welwitschia mirabilis, look
weird; just as many are haunt-
ingly nondescript. Going well
beyond trees, Sussman seeks out
lesser-known marvels: monster
mushrooms, luxuriant seagrass,
ultra-green tuffets of Atacaman
parsley (Azorella compacta),
Arctic lichens, Antarctic moss,
sculptural stromatolites, and
permafrost extremophiles that
may be half a million years old.

in the World

The reviewer is at the Department of His-
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The Oldest Living Things

by Rachel Sussman
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Chicago, 2014.
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9780226057507.

La Llareta #0308-23B26. Llareta (Azorella compacta),

The only animals in her cabinet of curiosities
are corals that by themselves look like art.
Sussman hasn’t (yet) shown in a major
art museum, but her book essentially func-
tions as an exhibition cata-
log. As such, it is a gorgeous
thing: oversized dimensions,
glossy pages, and whole-page
color plates. The accompa-
nying text—a series of sci-
ence-inflected travel essays—
enhances or distracts from the
art depending on one’s bias.
Although Sussman writes
forthrightly with style and wit, not every-
one will relate to the travel and relationship
issues of a self-identified 30-something, sin-
gle, female, Jewish, atheist, freelance acro-
bat-turned-photographer based in Brooklyn.
As a memoir, the book might have been
improved if it were even more personal and
organized chronologically like a journal—
one decade of a life spent contemplating mul-
timillennial lives. Instead, Sussman divides
her work into seven parts by continents
(starting, conventionally, with North Amer-
ica and giant sequoia). For scientists, at least,
the material would have been more interest-
ing arranged along different axes: natural
versus human-assisted longevity, mild ver-
sus extreme environments, terrestrial ver-
sus aquatic species, plants versus nonplants,
fast versus slow growers, individuals ver-

- o

a member of the celery
family from Chile’s Atacama Desert, reaches ages of up to 3000 years.

sus clonal colonies, and multicellular versus
single-celled organisms.

It’s easy to name deserving specimens,
species, and habitats unvisited by Sussman.
Some of these she appends as a to-do list.
In the meantime, dendrophiles can refer to a
more formal—and nicely illustrated—com-
pendium published in association with the
Royal Botanic Gardens, Kew (7).

Susmann neglects to mention that the
search for the oldest living thing is itself
quite old and includes great names (and egos)
in the history of biology, such as Candolle,
Adanson, Humboldt, Agassiz, Lindley, and
Gray. In the 19th century, the documenta-
tion of ancient trees (both living and fossil-
ized) contributed to the great debates over
Earth’s age and the historicity of the Bible.
European yew (Taxus baccata) was widely
considered the oldest until the 1853 publicity
about Sequoiadendron giganteum, which was
definitively superseded in the 1950s by Great
Basin bristlecone pine (Pinus longaeva).

More recently, botanists have determined
that the megaflora of the Sierra Nevada is
mostly younger than advertised and that
extreme longevity is more common than
once suspected—and hardly restricted to
single-trunked woody dicots. The hitch is
that scientists can only estimate the ages of
various clonal life forms using a combina-
tion of radiocarbon dating and growth rate
analysis. As Sussman admits, her given date
ranges may yet be revised. Many of her sub-
jects were discovered only in the past 30
years as researchers have paid increased
attention to polar, desert, and oceanic organ-
isms that may function as advance indica-
tors of climate change. It’s heartening to read
about the many experts who
volunteered their time—invit-
ing Sussman to the field, guid-
ing her to specimens—after an
e-mail exchange.

What can scientists take
from this work? Perhaps it will
inspire new interest in the evo-
lutionary ecology of senes-
cence. [t would be good to know
if certain environmental condi-
tions favor endurance across
species, populations, and indi-
viduals—and whether there are
“hot spots” for longevity as well
as biodiversity. Or, like Edward
O. Wilson (who contributes a
blurb), one can simply appreci-
ate Sussman’s biophilic sense
of wonder. Stewart Brand (pro-
vider of another endorsement)
represents a different audience.
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Founding editor of the Whole Earth Catalog,
contrarian champion of nuclear power, and
driving force behind the Long Now Foun-
dation, Brand has lately advocated for de-
extinction and human life extension. One
wonders if Sussman’s art of longevity might
unwittingly motivate technophilic oligarchs
to fund bioengineering projects following
Google’s antiaging initiative, Calico.

Sussman has humbler, nobler designs:
creating additional art and advocating for
UNESCO recognition for all ancient organ-
isms. God bless her. We need more artists,
musicians, dancers, and poets to give human-
istic expression to the pursuit of environmen-
tal knowledge. I wish major research insti-
tutions supported artist-in-residence pro-
grams alongside labs. Sussman believes that
“[t]he best art and science projects enhance
and extend each other, bringing something
new to both; they are not about simply
making the research pretty, or making art-
works using novel scientific tools.” By this
measure, The Oldest Living Things in the
World is a work for the ages.
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How Greata

Separation?

Bryan Sim

cogent analysis of how the mental lives

of humans differ from those of other ani-
mals. He claims that the gap lies in animals’
inability to imagine the future or “read” the
minds of others. Suddendorf (a psycholo-
gist at the University of Queensland) dis-
tills research that spans domains of memory,
mental time travel, mind-reading, and moral-
ity. For each topic, he spells out psychologi-
cal feats that most humans can perform and
details explorations of the same traits in other
animals. He supplements his summaries with
research highlights: case studies of individu-
als who lack episodic memory, tests of self-
awareness that expose animals with rouge on
their noses to mirrors, arguments for mental

In The Gap, Thomas Suddendorf offers a

The reviewer is at the Department of Psychology, New York
University, 6 Washington Place, New York, NY 10003, USA.
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time travel in animals that store tools
for later use, and inferring morality
from apes’ sign language.

Following a simple and predict-
able menu, Suddendorf’s chapters
simmer “what the science of the mind
has taught us about the human facul-
ties,” serve up our knowledge of the
“animal capacities in these domains
that challenge claims of human
uniqueness,” and finally blend in a
short discussion that melds these
ingredients. He serves up a clear
and unbiased account. More impor-
tant, Suddendorf’s conclusions are
restrained and his analyses prudent.

Attempting to appease those with short
attention spans, the author sprinkles The Gap
with tidbits about current understanding and
research methodology that range from mildly
interesting to quite fascinating. Many of us
assume, for example, that puberty marks the
last major spurt in our growth and that any
further cognitive advances trickle rather than
flow. However, our brains do not fully reach
maturity until young adulthood: When asked
to simply look in the opposite direction of a
light that appears on a screen, participants
stumble as adolescents, then gradually get
better as they grow up and learn to toe the line.

Suddendorf starts his quest to delineate
the boundaries between human and animal
brains with an assertion that some will find
difficult to swallow: we are not that unique.
We are “the last humans” simply because our
nearest relatives have all died out. This per-
spective serves to map the rest
of our journey: Because the
forces of nature (or, as some
argue, we) have killed off the
hominids that would other-
wise be most closely related to
us, the best source of informa-
tion about our ancestral con-
ditions comes from apes and
monkeys. Suddendorf viv-
idly describes these creatures,
including anecdotes of monkeys swinging
off his arms. The book then walks us through
humans’ intellectual aspirations. Here read-
ers encounter cats with rouge on their noses
walking into mirrors, chimpanzees playing
with paintbrushes, and orangutans trying to
determine which cup (the noisy or quiet one)
contains the nuts. In summarizing the results
of these studies, Suddendorf discusses two
contrasting perspectives: “rich” and “lean”
explanations of animal behavior. For any set
of findings, there can be rich interpretations
that “ascribe complex, human-like abilities
to animals” and lean explanations that defer
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to simpler learning processes. For instance,
Australian crows (Corvus orru) that have
learned to eat poisonous crane toads (Rhi-
nella marina) safely by flipping them over
and pecking at their harmless belly demon-
strate flexible problem-solving. But given the
seemingly much greater intellectual flexibility
of humans, what significance should we attri-
bute to the crows’ capability? The contrasting
interpretations arise because the science is not
objective. In our attempts to demarcate the
gap between humans and other animals, our
humanness confounds our understanding of
nature—the romantics and skeptics among us
reach rich and lean explanations, respectively.
To his credit, Suddendorf gives equal voice to
both.

Its foibles aside, the book provides a new
lens through which to see the world. Read it,
and you might never look at yourself or your
household pets in the same
light. One starts to realize how
strange our own behaviors are
as Suddendorf ratchets up our
collective self-consciousness
by offering snapshots of the
insane world we seem to have
created for ourselves. Refer-
ring to the abstract roles of
“[r]eferees, idols, CEOs, offi-
cers, priests, [and] banks,” he
notes that “[a]Jnimals cannot perceive them.
‘We merely imagine them together and act as if
they are real. And so, for us, they are.”

Ultimately, Suddendorf does not deliver
a feel-good story. The book did not leave me
feeling fuzzy inside, nor could I divine a moral
or take-home message. The ideas presented
are fascinating; the presentation, less so. The
Gap, however, provides an honest account of
an extremely interesting topic and a candid
view of the research behind our understand-
ing. The narrative is not always pretty, but why
should science be?
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A Call for Deep-Ocean Stewardship

Kathryn J. Mengerink,"? Cindy L. Van Dover,? Jeff Ardron, * Maria Baker,
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Ana Lara-Lopez,® Dale Squires, " Tracey Sutton,' Andrew K. Sweetman,? Lisa A. Levin?*

overing more than halfthe planet, the
deep ocean sequesters atmospheric
CO, and recycles major nutrients;
is predicted to hold millions of yet-to-be-
described species; and stores mind-boggling
quantities of untapped energy resources,
precious metals, and minerals (7). It is an
immense, remote biome, critical to the
health of the planet and human well-being.
The deep ocean (defined here as below a
typical continental shelf break, >200 m)
faces mounting challenges as technological
advances—including robotics, imaging, and
structural engineering—greatly improve
access. We recommend a move from a fron-
tier mentality of exploitation and single-
sector management to a precautionary sys-
tem that balances use of living marine
resources, energy, and minerals from the
deep ocean with maintenance of a produc-
tive and healthy marine environment, while
improving knowledge and collaboration.
We have an opportunity to make smart
decisions now about the future of the deep
ocean ahead of expanding and emerging
uses—decisions that weigh benefits of use
against both direct costs of extraction and
external costs that include damage to sensitive
and unknown ecosystems and their services
that would be difficult to repair or replace.

Expanding Use, Fragmented Governance

The deep ocean already experiences impacts
from activities such as fishing; oil and gas
development; waste disposal; and land-based
pollution, including greenhouse gases (2).
On the horizon is industrial-scale mining
combined with impacts from CO, emissions,
which will alter temperature, pH, O,, and
food supply to the deep (3). Together, these
will inflict a spectrum of impacts that, if not
managed wisely, may irreversibly damage
essential ecosystem functions, processes, and
services (see the figure).

[

Minerals from the deep. Active “smoker” chimneys precipitating iron, copper, and zinc sulfides from

The precautionary approach and collaborative
governance must balance deep-ocean use and
protection.

b

230°C fluid in the Mariana Arc region, Western Pacific Ocean.

Industrial fishing in the deep ocean is mov-
ing inexorably deeper; the mean depth of fish-
ing activity has increased by 350 m since 1950
(4) and is largely unsustainable, removing
long-lived, low-productivity species that can-
not recover on reasonable time scales (5). Bot-
tom trawling in effect “clear-cuts” hundred-
year-old fishes and thousand-year-old corals
on seamounts and continental margins. One-
fifth of the continental slope (4.4 million km?),
which largely occurs below 200 m, has been
trawled at least once and often multiple times
(6). Only a few countries benefit briefly from
the yield, but habitat loss is widespread and
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Oceanography, Nova Southeastern University, Dania Beach, FL 33004, USA. *International Research Institute of Stavanger,
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largely permanent in human time scales (2). In
response to the recognized devastation caused
by trawling in the deep ocean, the European
Parliament recently took measures to restrict
such trawling in the northeast Atlantic, build-
ing on calls by the United Nations for urgent
action. Many believe that the actions do not
go far enough and advocate a complete ban.

Since the 1970s, the oil and gas industry
has drilled almost 2000 deep-ocean explora-
tion wells (7). The probability of accidents
increases markedly with water depth, about
8.5% with every ~30 m of platform depth
(8). Although the footprint of any individual
drilling operation may be small, the Deepwa-
ter Horizon spill has demonstrated a worst-
case-scenario oil disaster at great depths (9).
This event highlighted the paucity of baseline
data for deep-ocean ecosystems in the Gulf of
Mexico and elsewhere. Such data are funda-
mental for evaluating impacts to, protecting,
and restoring lost resources.
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Deep-ocean mining is an emerging indus-
try with national and international regulations
under development now. Already, the Inter-
national Seabed Authority has entered into
eleven 15-year contracts with nations leasing
an area more than twice the size of Germany
(883,000 km?) in the abyssal central Pacific
(>3500 m) for polymetallic nodule explora-
tion. Mining companies and nations also have
leases in national and international areas to
explore hydrothermal vents for deposits of
massive polymetallic sulfides, seamounts for
cobalt crusts, and margin sediments for phos-
phates. (See the photo and the figure.)

The deep ocean has served as an inten-
tional dumping ground for radioactive
waste, sewage, toxic chemicals, and terres-
trial mine tailings (2). It is now being con-
sidered as a long-term storage site for CO, to
combat climate change (10). The deep ocean
is also the unintended final resting place for
an array of land-based anthropogenic debris
and pollutants (2).

Expanding use brings cumulative
impacts and conflicts that will likely grow
as we identify new ways to exploit the
deep ocean. Already, fishing and mineral
or energy extraction industries clash over
exploitation (/7). Deep-water phosphate
deposits off Namibia, New Zealand, and
Mexico are being targeted for use as fertil-
izer. These phosphates occur in waters that
support productive coastal fisheries impor-
tant to local economies and communities.
Such overlapping uses and multisector
activities generate cumulative impacts that
are difficult to monitor and quantify in the
deep ocean (2). Conflict also arises between
those wishing to exploit resources and those
seeking to preserve species and habitats.

Governance in the deep ocean is frag-
mented. The water column and the seabed
below 200 m are interconnected, extending
across national and international jurisdic-
tions (see the figure), but are managed on a
single-sector basis, if at all. The 1982 United
Nations Convention on the Law of the Sea
(UNCLOS) is an umbrella framework for
international ocean management. Multilat-
eral regional fishery management organiza-
tions regulate commercial fisheries harvest;
the International Maritime Organization
manages shipping; and the International Sea-
bed Authority regulates mining of the inter-
national seabed. Management of other activi-
ties (dumping, laying submarine cables, and
military activities) that affect the deep ocean
is similarly a single-sector approach. In some
arenas, like marine genetic resource manage-
ment, agreements and institutions are sub-
stantially lacking (/2). These single-sector
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approaches, necessary for managing spe-
cific activities, are not sufficient to ensure
balanced resource use and sustainability. An
example of the challenge is playing out now
on the Chatham Rise in New Zealand: the site
proposed for deep-ocean phosphate mining
overlaps with an existing “benthic protection
area” that prohibits bottom trawling under
New Zealand fisheries requirements.

A Path Forward

In the face of uncertainty, a growing number
of international treaties and other instruments
adopt the precautionary approach (13), which
as explained in the 1992 United Nations Rio
Declaration on Environment and Develop-
ment, recognizes that “[w]here there are
threats of serious or irreversible damage, lack
of full scientific certainty shall not be used
as a reason for postponing cost-effective
measures to prevent environmental degrada-
tion.” The deep ocean is challenged by threats
of irreversible damage where there are slow
rates of substrate formation (manganese
nodules may precipitate a few mm per mil-
lion years) and slow growth and maturation
of the deep biota. The task for deep-ocean
management in national and international
areas is to achieve appropriate precaution
while enabling use of living and nonliving
resources. Here, we propose three directions
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to advance deep-ocean stewardship: (i) pro-
tection and mitigation, (ii) research, and (iii)
collaborative governance.

(i) Protection and mitigation. We recog-
nize the great expense and near impossibil-
ity of restoring many deep-ocean ecosystems
(14). These facts alone demand a precau-
tionary approach that includes appropriate
protection of areas that are representative of
targeted habitat as well as ecologically, bio-
logically, and scientifically important. An
expert-driven planning process has been used
to delineate a network of appropriate sites
for protection in the manganese nodule-cov-
ered Clarion Clipperton Fracture Zone of the
Central Pacific Ocean (15), an approach that
could be adopted for other regions.

Representative protected areas that have
the same geomorphic, physical, chemical,
and biological characteristics as existing and
planned exploitation areas should be estab-
lished as effective refuges and as a source of
brood stock for species likely to be affected.
The International Seabed Authority has
established as part of its management plan
for the Central Pacific Ocean, nine “Areas of
Particular Environmental Interest” that have
many of these features; however, the desig-
nations are so far not permanent and apply
only to mining. In addition, established con-
trol areas are required for baseline mea-
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surements and as a reference for monitor-
ing impact and mitigation. To be effective,
protected areas must be multisector in appli-
cation to avoid damage by one sector when
protected by another.

Typically, mitigation includes avoiding or
minimizing harm and, where harm is unavoid-
able, restoring key ecosystem services. With
known sensitive resources, avoiding and min-
imizing harm can be achieved through buf-
fer zones or heightened siting standards. For

sal distance, demographics, connectivity,
and the many factors that affect community
diversity. Modeling is required to estimate
vulnerability to impacts and resilience after
disturbance, as is valuation of deep-ocean
ecosystem services.

One way to develop the requisite knowl-
edge base is to establish funding mecha-
nisms as part of leasing, licensing, mitiga-
tion, and liability systems under national and
international frameworks (/9). For example,

The International Seabed Authority has entered into eleven

15-year contracts with nations leasing an area more than twice

the size of Germany ... in the abyssal central Pacific ... for

polymetallic nodule exploration.

example, U.S. oil and gas guidance calls upon
those operating below 300 m to establish 76-
to 610-m buffer zones around deep-sea corals
and chemosynthetic communities, depend-
ing on the activity. New research on plume
effects and other impacts will be required
to understand buffer-zone requirements for
deep-sea mining activities.

When harm is unavoidable and the eco-
system will be damaged, compensatory res-
toration can help address loss. However,
the impracticality of restoration in the deep
ocean in most instances calls for a different
approach. In lieu of restoration in the classic
sense (e.g., fixing injured resources or estab-
lishing new sites with the same features),
deep-ocean managers should focus on pro-
tection and expansion of knowledge as res-
toration tools. Yet-to-be-discovered species,
habitats and functions must be safeguarded
while scientific understanding required for
ecosystem-based management and miti-
gation techniques (/4) are developed.
“Research as restoration” is an approach
with precedence; the Exxon Valdez oil spill
restoration plan included the development
of a research fund (/6). A similar approach
has been called for in the Deepwater Hori-
zon oil spill (/7). Although these examples
arise from catastrophic spills, the approach is
relevant to mitigation for planned injury, as
occurs with permitted activities like fishing
and mining. In addition, U.S. law allows pres-
ervation (protected areas) as a form of com-
pensatory mitigation when other approaches
are not feasible (/8).

(i1) Research. For most deep-sea ecosys-
tems, we lack basic information on species
composition and distribution ranges, their
natural variability and dynamics, disper-

U.S. law requires electricity revenues from
the Bonneville dam to fund a fish and wild-
life program, including scientific research
to mitigate impacts. Beyond information
generation, such funding should support a
global deep-ocean data repository, such as
the Ocean Biogeographic Information Sys-
tem (OBIS).

(iii) Collaborative governance. Over-
coming fragmented governance requires
improved collaboration. Marine spatial
planning efforts recognize the need for inter-
disciplinary, transboundary, and multisec-
tor management to ensure that cumulative
effects are minimized and explicit trade-offs
made. Among these trade-offs are the envi-
ronmental, social, and economic trade-offs
between deep-ocean and terrestrial resource
extraction. For example, deep-ocean min-
erals can occur at higher concentrations,
are closer to the sediment surface, and will
likely require less permanent mining infra-
structure for extraction than terrestrial min-
erals. Weighing against deep-ocean min-
ing is the lack of knowledge about mining
impacts and ecosystem resilience, the likeli-
hood of slow to no recovery for many habi-
tat types, the lack of ability to monitor and
restore damaged systems, and the potential
disturbance to seafloor and water-column
life far beyond mining sites.

Marine spatial planning approaches pro-
vide a template for deep-ocean manage-
ment and will require formal procedures
for improved information-sharing among
governance institutions, industry, civil soci-
ety, and researchers; collectively agreed-
upon goals and objectives; careful moni-
toring and reporting; improved compliance
and enforcement; and transparent, partici-

patory processes. For international waters
and seabed, a new implementing agreement
to UNCLOS for the conservation and sus-
tainable use of marine biodiversity beyond
national jurisdiction, as has been proposed
by many nations to the United Nations,
could provide a platform for international
collaboration, coordinated management,
and precaution.

Given our substantial knowledge gaps,
any future exploitation of deep-ocean
resources must be balanced with lasting
protection of habitats, biodiversity, and
services.
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Making Hunger Yield

C. Robertson McClung

he human population reached 1 bil-
I lion in the early 1800s, roughly 12,000
years after the dawn of agriculture.
However, exponential growth in the ensu-
ing 200 years resulted in the global popula-
tion exceeding 7 billion, placing enormous
demands on modern agriculture. Over the
past half-century, the human population has
doubled but food production has more than
kept pace, and the fraction of people with
insufficient food has declined dramatically,
from 60% in 1960 to about 15% in 2010 (7),
Nonetheless, ~1 billion people remain chron-
ically underfed and another ~2 billion suf-
fer from micronutrient deficiencies (7, 2). It
is imperative, then, to accelerate increases in
agricultural production.

Although the human growth rate peaked
in the early 1960s, the human population is
still growing and will likely plateau at around
9 billion in the middle of this century (3).
Associated with this decline in growth rate
is increased wealth, which boosts demand
for preferred cereals such as wheat and rice
and subsequently, for meat, fish, and dairy
products (7). Thus, growth in population and
in per capita consumption will require con-
tinued increase in agricultural production,
necessitating an estimated doubling of crop
production between 2005 and 2050 (4).

Multiple issues compound the challenge
of increasing food production. The focus will
likely be on a limited set of crops, as there is
a trend to homogenize the global food supply
(5). Thus, the sources of larger yields must
be found within or developed from a reduced
base of genetic and agronomic diversity. In
addition, a sizable fraction of the available
arable land is lost each year to development,
salinity, or nutritional degradation, and sim-
ply cultivating more land is unattractive due
to the release of greenhouse gases associ-
ated with the conversion of new land into
agriculture (2). There is also a need to make
agriculture more sustainable—excess water
use, unsustainable soil management, and
fertilizer leaching all must be addressed (2).
Moreover, climate change, particularly ris-
ing temperatures, is likely to slow increases
in agricultural production (6).
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A combination of approaches to develop crops
with improved yields is needed to address the
demands of a growing population.
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Overachieving crop. Submergent-tolerant rice was generated through DNA marker—assisted breeding (15).

Given the enormity of the challenge, it
is instructive to examine the reasons behind
the dramatic rise in agricultural yield over
the past 70 years. The manipulation of plant
architecture has been a major focus. The
“Green Revolution” between the 1940s and
1960s saw the development of wheat variet-
ies that combined resistance to rust fungus
with semi-dwarfism. Shorter, stronger stems
boosted grain yield from increased nitrogen
inputs, and permitted increased allocation of
biomass to the seed rather than the vegetative
parts (harvest index) without lodging (col-
lapse of the stem when it can no longer sup-
port the seed weight) (7). A similar strategy
produced greater rice and maize yields. In
part, these increases resulted from nitrogen
fertilization, but another key factor has been a
steady rise in planting densities. Newer vari-
eties do not yield more grain per plant, but
greater planting density yields more grain
per field. A critical contribution of genetic
improvement through conventional breeding
has been the ability of newer varieties to tol-
erate the biotic and abiotic stresses associated
with increased planting density (8).

These advances were achieved without
knowledge of the molecular mechanisms
responsible for the improvements in plant
growth and productivity. However, it is now
known that the reduced plant stature of wheat
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and rice resulted from alterations in hor-
mone signaling pathways (7). Understand-
ing the underlying molecular mechanism(s)
and alleles (alternate versions of the same
gene) that confer trait(s) of interest makes
possible the determination of combinations
of alleles from multiple genes that confer the
desired combination of traits in a single plant
variety. This DNA-marker-assisted breed-
ing has been enabled by genomic technolo-
gies that facilitate the integration of high-
throughput determination of allele combi-
nations (genotyping) with high-throughput
trait measurement (phenotyping) (9). This
approach allows efficient genetic identifi-
cation of plants that carry desired traits and
is now being used to improve maize, rice,
soybean, and wheat (see the figure).

The availability of genomic resources
enables conventional breeding, but also
transgenic modification. The introduction
of a single transgene (a gene from a dif-
ferent organism or a modified version of a
gene from the same organism) can confer a
desired property, such as herbicide or pest
resistance; without appropriate control mea-
sures, crop losses to diseases, weeds, and
pests, both before and after harvest, can total
50% or more (/0). By conventional breeding,
individual resistance genes are introduced
from wild varieties, but resistance often
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breaks down rapidly as the pests or patho-
gens evolve to evade or overcome the resis-
tance gene. Transgenic approaches allow the
simultaneous introduction of multiple differ-
ent resistance genes (stacking) into a single
plant variety, which generates more durable
resistance in a desired variety. This strategy
is analogous to the use of drug combinations
(cocktails) when treating diseases like tuber-
culosis and HIV infection, and has proven
effective both in disease treatment and in
preventing the emergence of multidrug-
resistant bacteria and viruses.

Transgenic modification also permits
the alteration of specific biochemical path-
ways and genetic networks. Examples can
be found among efforts to enhance nutri-
tion, including the genetic modification of
“golden rice” to increase its beta-carotene
content (/7). The overexpression of a tran-
scription factor from the flowering plant
Arabidopsis thaliana in soybean dramati-
cally boosts grain yield by extending the
length of time of vegetative development.
The result is a larger plant capable of sup-
porting greater seed yield (/2). Improved
water-use and nitrogen-use efficiencies are
attractive targets to increase yields while

reducing unsustainable inputs such as irriga-
tion water and nitrogen fertilizer (6). More
audacious goals include the transgenic engi-
neering of rice (and other C, crops) to intro-
duce C, metabolism—a more efficient car-
bon fixation pathway—and thereby increase
photosynthetic capacity (13).

Although the “intelligent breeding”
approach that is guided by DNA mark-
ers has been much less controversial, there
remains considerable public opposition
to the deployment of genetically modified
organisms (GMOs), especially in the food
supply. One consequence has been the focus
of regulatory agencies on the technology to
develop the plant rather than on the proper-
ties of the engineered plant itself. This regu-
latory morass has delayed the availability of
golden rice more than a decade at a proba-
ble cost of tens of millions of lives (6, 14).
Efforts to address concerns about the safety
of GMOs have chiefly focused on evidence-
based refutation of claims of real and poten-
tial adverse outcomes (6), but have not alle-
viated concerns. The scientific community
is understandably reluctant to move beyond
evidence-based logic, but must explore new
approaches to advocate GMOs.

In seeking new crops to sustainably feed
an expanding world population, there is com-
pelling need for a multipronged approach
that includes traditional breeding, molecular
breeding, and genetic modification. We need
to accelerate this new green revolution in the
lab, in the field, and through better communi-
cation outside the scientific community if we
are to address the nearly 3 billion chronically
undernourished people worldwide.
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Recognizing Foreshocks from
the 1 April 2014 Chile Earthquake

Emily E. Brodsky and Thorne Lay

re there measurable, distinctive pre-
A cursors that can warn us in advance
of the planet’s largest earthquakes?
Foreshocks have long been considered the
most promising candidates for predicting
earthquakes. At least half of large earth-
quakes have foreshocks, but these fore-
shocks are difficult or even impossible to
distinguish from non-precursory seismic
activity. The foreshocks for the 1 April 2014
Chile event and other recent large earth-
quakes suggest that observable precursors
may exist before large earthquakes.
Statistical models of interacting earth-
quakes suggest that big earthquakes are
most likely to happen when regional earth-
quake activity is already high (/—4). How-
ever, the same models also indicate that the
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probability of any given earthquake being a
foreshock is low, because small earthquakes
are often not followed by large ones.

Data for the 2011 M, 9.0 Tohoku, Japan,
earthquake suggest that detectable pre-
cursory processes may occur for some
large plate boundary earthquakes. Twenty-
three days before the earthquake, a series
of smaller earthquakes began, migrating
toward the future mainshock hypocentral
region at a rate of several kilometers per
day; then, 2 days before the mainshock, a M,
7.3 earthquake struck within 10 km of the
mainshock nucleation site (see the figure,
panel A). Data from geodetic instruments
recovered from the sea floor after the M, 9.0
earthquake showed that the fault had slipped
slowly during the foreshock sequence (3, 6).
No additional slow slip was detected on the
fault immediately before the mainshock (7).
Bouchon et al. have recently suggested that
~70% of interplate earthquakes are preceded

Seismic activity preceding recent large
earthquakes, including the 1 April 2014
earthquake in Chile, hints that some large
earthquakes may potentially be predictable.

by similar sequences extending to months
prior to mainshocks (8). It seems that some
large earthquakes might be predictable.

This newfound optimism is tempered by
two major scientific and practical concerns.
First, it remains difficult to distinguish ele-
vated earthquake activity prior to a main-
shock from earthquake swarms that do not
culminate in a major event (9). The fore-
shocks of Tohoku may have been a random
cluster that then triggered the mainshock
(10). If so, the predictive value of the fore-
shocks is limited because such random clus-
ters will often not trigger large mainshocks.
However, the slow slip inferred from the sea-
floor geodetic data is a more widespread,
and hence potentially more predictable, pre-
cursory process. Unfortunately, the sea-floor
data are too sparse to allow a unique inter-
pretation of the apparent slip.

The scarcity of ocean floor measure-
ments highlights the second, practical bar-
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rier to uncovering possibly subtle signals of
precursory subduction zone fault activity.
The tantalizing offshore geodetic data for
the Tohoku event were not available until
ships could retrieve the instrumentation
after the earthquake. Real-time telemetry
of offshore ocean floor deformation data for
subduction zones is critical to any hope of
using these signals in prospective forecast-
ing. Building and maintaining such offshore
networks is technically possible but would
require substantial infrastructure develop-
ment (/1-13).

The difficulties in evaluating possible
earthquake precursors came to the forefront
in the 1 April 2014 M, 8.1 earthquake in
north Chile. The mainshock was preceded by
nearly 2 weeks of moderate to large offshore
earthquakes on the plate boundary fault
(megathrust). Similar to the Tohoku activity,
the sequence migrated over about 2 weeks
at a rate of several kilometers per day to the
location of the 1 April mainshock initiation
(see the figure, panel B). The sequence was
located in a recognized seismic gap (a region
that has not had large earthquakes for a long
time, but is known to be capable of them).

www.sciencemag.org SCIENCE

The last large earthquake rupturing the plate
boundary in this region occurred in 1877.

Both the local population and the sci-
entific community reacted to the foreshock
sequence with trepidation. Without a firm
scientific footing for assessing the migrating
sequence, the authorities could only com-
municate general concern about the unusual
seismic activity and remind people that they
should always be prepared for a major earth-
quake in this region (/4). Relatively few
casualties resulted from the earthquake. The
potential remains for a much larger event to
rupture the remaining ~80% of the seismic
gap in this region.

The dilemma confronting the geophysi-
cal and local communities is exemplified
by comparing the north Chile and Tohoku
sequences (see the figure, panels A and B)
with the Coquimbo earthquake sequence
that struck central Chile in 1997 (panel C).
The 1997 earthquakes were similar in size,
number, and faulting geometry to those
along north Chile in 2014 and occurred in
a seismic gap that last ruptured in 1943.
However, as yet, no large earthquake has
followed.
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Precursors or not? Plate boundary thrust sequences
for the 2011 M,, 9.0 earthquake in Tohoku, Japan (A),
the 1 April 2014 M,,8.1 earthquake in north Chile (B),
and the 1997 central Chile sequence (C). Red dots
indicate great earthquake epicenters. The fault geom-
etries of large foreshocks are indicated by orange focal
mechanisms (the 1997 sequence was not followed by
a great event). Arrows indicate migration direction. In
the maps on the right of each panel, color denotes
depth of foreshocks (red, 5 to 15 km; brown, 15 to 25
km; green, 25 to 35 km).

Combining the seismic signals with the
tectonic context may provide a guide as
to whether such sequences are foreshocks
preceding an imminent mainshock rup-
ture. All three earthquake sequences lasted
for a few weeks, migrated along the plate
boundary at a rate of a few kilometers per
day, had shallow depths of ~20 km on the
megathrust with interplate slip, and released
a total seismic energy equivalent to M, 6.8
or larger. However, two features distinguish
Tohoku and north Chile from central Chile.
Geodetic data indicate that the Tohoku and
north Chile sequences were on regions of
the plate boundary that were frictionally
locked. Both regions had not experienced a
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large earthquake for over a century, so large
strains should have accumulated in these
regions. Geodetic measurements near the
central Chile sequence indicate that the
megathrust is not as strongly locked as in
the other regions (15). With a relatively short
time (54 years) since the last large event,
less strain should have built up. It is unclear
whether slow slip of the plate boundary
occurred for either of the Chile sequences,
because no offshore geodetic instrumenta-
tion exists for detecting it.

Whether earthquakes are predictable or
not is still an open question, but perhaps
there is now some cause for optimism. Pre-
paratory processes of slow slip and seismic

migration before large plate boundary earth-
quakes can be monitored with a combina-
tion of seismic and geodetic observations,
both on-shore and off-shore, if investments
are made in instrumentation. More data will
be needed to establish whether such obser-
vations can lead to confident assessment of
imminent earthquake potential.
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APPLIED PHYSICS

Electronic Control of Circularly
Polarized Light Emission

Jana Zaumseil

ircularly polarized (CP) light has

many applications, including circu-

lar dichroism spectroscopy (to deter-
mine the secondary structure of proteins),
three-dimensional (3D) displays, spintronics,
and even quantum computation. However, CP
light is usually created with optical filters, and
changing the handedness (left or right) of the
polarization requires mechanical rotation of
the filters. Alternatively, chiral organic light-
emitting diodes with a fixed circular polar-
ization or spin light-emitting diodes, which
require an external magnetic field, could be
used. On page 725 of this issue, Zhang et
al. (1) demonstrate CP electroluminescence
from monolayers and multilayers of tungsten
diselenide (WSe,) and other transition metal
dichalcogenides (TMDs). The handedness
of the CP light is directly controlled by the
direction of the in-plane electric field. This
effect is not only interesting for applications,
but also reveals the “valley” properties of the
electronic bands of 2D TMDs.

Unlike bulk TMDs, monolayers of TMDs
lack inversion symmetry and exhibit a direct
band gap. The electronic structure is usually
described by how the energy changes with
carrier momentum, and the direct gap occurs
at two points with the same energy but differ-
ent momenta, called K and K'—the so-called
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valleys. The lack of inversion symmetry and
the strong spin-orbit coupling in monolayer
TMDs also leads to distinctive optical selec-
tion rules. Specifically, electronic transitions
near the K and K" points couple only to right-
or left-handed CP light, respectively. Single-
layer MoS, shows CP photoluminescence
when excited with CP light (2).
Current-driven or electroluminescent CP
light emission would be the next step toward
a practical device and requires creating a p-n
junction where electron-hole recombination

A A

The handedness of circularly polarized light,
which is normally controlled by rotating filters,
was switched by the electric field direction in

a light-emitting device.

occurs. The TMD flakes cannot be easily
doped, so the hole- and electron-rich regions
must be induced electrostatically. One possi-
bility is a field-effect transistor (FET) struc-
ture with two gate electrodes underneath the
channel, one to induce holes and the other
to induce electrons. The resulting p-n junc-
tion is rectifying, and electron-hole recom-
bination and light emission take place, as
has been shown for WSe, monolayers (3—5).
However, with emission efficiencies of 0.01
to 1%, they are far from being competitive

with thin-film organic light-

emitting diodes, which regu-

fonie lﬂuld/'/{ ® z\_’)‘_\é\\ A bias for circularly polarized
® 06®@ © o (g o o light. (A) Zhang et al. created a

® @ ® o [e) © o p-n junction within a thin flake of

Source DO OO OO B WSe, that generates light through
e s il charge recombination. A frozen

W5e llayer ionic liquid electrolyte acts as

’ the gate electrode, causing both

p-n junction holes and electrons to accumu-

"~ Efield
(O Electron

late within the transistor channel.
(B) Because of the large in-plane
electric field, the hole and elec-
tron distributions (triangular and
circular contours) are shifted in
opposite directions in momentum
space. This shift creates a differ-
ent electron-hole overlap for the
K and K" valleys and unequal gen-
eration of left- and right-handed
circularly polarized light. The net
handedness can be changed by
reversing the applied bias.

(D>Hole
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larly reach external quantum efficiencies of
around 20% (6).

An alternative to separate gates, which
require careful photolithographic fabrica-
tion, is electrolyte gating. The dielectric is
replaced by an ionic liquid (an organic salt
that is liquid at room temperature) as an elec-
trolyte. When a gate voltage is applied, the
cations and anions of the electrolyte move
toward the gate electrode and semiconductor
surface, respectively, to form electric double
layers with very large capacitances (7). The
resulting large effective gate field breaks
inversion symmetry for multilayer TMDs, so
their electronic response is like that of mono-
layers, and also enables ambipolar transport
(8). In the ambipolar regime of a FET, both
hole and electron accumulation zones exist
within the channel and form a tunable p-n
junction where charge recombination and
light emission take place, as was shown for
several materials (9).

Simple electrolyte gating of WSe, mono-
layers leads to ambipolar transport and elec-
troluminescence (/0), but Zhang et al. went
further and froze the p-n junction by cool-
ing the sample below 100 K, which stopped
ionic movement. They then increased the for-
ward bias, and thus the in-plane electric field,

across the p-n junction (see the figure, panel
A). The emitted light showed a net circular
polarization of up to 45% at 40 K. By revers-
ing the direction of the p-n junction, the net
polarization could be reversed as well.

The large electric field causes holes and
electrons to move in opposite directions
in momentum space (see the figure, panel
B). The distributions of holes and electrons
around the K and K points are not isotropic,
so these shifts lead to different electron-hole
overlap for the two valleys and unequal con-
tributions to light emission. Thus, depending
on the direction of the in-plane electric field,
the emitted light has a larger component of
either left- or right-handed CP light, hence a
net circular polarization.

The degree of polarization depends on
the exact orientation of the 2D TMD crystal
with respect to the field. Tuning the direc-
tion of the field by means of electrodes at
different positions also affects the degree of
polarization. The orientation of mechani-
cally exfoliated TMD flakes is random, and
the observed degree of polarization varies
strongly from sample to sample. However,
given the fast progress of growth of large tri-
angular TMD monolayers by chemical vapor
deposition (/7), which enables perfect align-

PERSPECTIVES

ment between the electrodes and the crystal,
this problem may be solved soon.

The demonstration of CP electrolumines-
cence from monolayers and multilayers of
TMDs by Zhang et al. shows that valley sym-
metry is broken in these materials, and also
constitutes a first step toward “valleytron-
ics.” If the external quantum efficiencies can
be improved and the operating temperatures
increased, these devices could become useful
as switchable CP light sources.
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CELL BIOLOGY

New Tricks for an

James A. Wells' and Anthony A. Kossiakoff?

uch of multicellular biology
depends on communication
through extracellular signaling

molecules that bind to membrane receptors
and trigger intracellular signaling events
and cell behaviors. One of the first paradigm
systems for understanding how polypeptide
hormones bind and activate their receptors
was human growth hormone (hGH). The
molecular details of how hGH binds to its
receptor and activates components within
the cell started to illuminate over 20 years
ago based on biophysical, mutational, and
high-resolution structural studies show-
ing that a single hGH molecule binds to
two identical molecules of the hGH recep-
tor (1, 2). On page 710 of this issue, Brooks
et al. (3) propose a fascinating multistep
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Old Dimer

scissor-like mechanical model in which
clamping, rotating, tilting, and the splay-
ing apart of different regions of the trans-
membrane receptor dimer ultimately lead to
receptor activation.

The 1:2 hGH-hGH receptor structure has
been a paradigm for other cytokine recep-
tors, as hGH is structurally similar to cyto-
kines that affect hematopoietic cell viability,
differentiation, and function. A single hGH
hormone binds sequentially to the extracellu-
lar domain of each monomer of the receptor
(at binding sites 1 and 2 on the hormone) (7,
2). Mutations that block binding to the sec-
ond monomer (G120R, in which glycine at
position 120 in hGH is replaced with argi-
nine) inhibit signaling (4). This insight led
to the development of pegmisovant (trade
name Somavert), an hGH receptor antago-
nist now used to treat acromegaly, a deadly
condition of chronic hGH excess. The most
straightforward model to explain these data
was based on proximity: hGH binding sim-
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The receptor for human growth hormone is
poised like scissors to transmit signals across
the cell membrane when activated.

ply brought together receptors on the cell
surface, thereby drawing together the intra-
cellular domains (ICDs) so that they could
associate with signaling molecules inside the
cell. Some of these intracellular molecules
were revealed with the discovery that bind-
ing of hGH induced phosphorylation of the
receptor ICDs by Janus kinase—2 (JAK2), an
event that transferred a signal to a transcrip-
tion factor called signal transducer and acti-
vator of transcription 5 (STAT-5) (5).
Several years ago, the simple proximity
model for hGH and homologous cytokine
signaling was superseded by data indicating
that the receptors for erythropoietin, prolac-
tin, and thrombopoietin, as well as the hGH
receptor, were predimerized in the mem-
brane (6-8). Moreover, JAK?2 is a large mul-
tidomain protein containing protein interac-
tion domains, a pseudokinase domain, and
the kinase domain (9). The pseudokinase
domain inhibits JAK2 enzymatic activity,
but just how this effect is mediated was not
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Growth hormone receptor
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Scissor model. The hGH receptor exists as an inactive dimer in which the two subunits are held together
through weak interactions in the TMD and poised in the inactive state through electrostatic repulsion in the
JMD and pseudokinase inhibition in the associated JAK2 dimer (left). Binding of hGH to the receptor (right)
clamps the JMD such that it avoids the electrostatic repulsion and mechanically alters the TMD such that the
ICD is splayed outward. Splaying pulls on the JAK2 molecules to align their kinase domains. This triggers a
wave of phosphorylation events critical in receptor signaling.

known. This spurred many important ques-
tions about how predimerized hGH receptor
is kept in its off-state, how hormone binding
induces its on-state, and how binding out-
side the cell activates JAK?2 signaling inside
the cell.

Brooks et al. systematically evaluated
the roles of the juxtamembrane domain
(JMD) and transmembrane domain (TMD)
of the hGH receptor dimer in transmit-
ting conformational changes induced by
hormone binding to the inside of the cell.
A series of mutational analyses, including
cysteine-scanning mutagenesis and disul-
fide cross-linking, coupled with a transcrip-
tional output assay, show that the TMDs of
the hGH receptor form a weak dimer in the
membrane in the absence of hGH. Inter-
estingly, addition of hGH increased JMD
cysteine cross-linking, leading to constitu-
tive activation, yet with little change in the
conformation of the TMD. This suggests a
larger organization in the JMD than in the
TMD. The authors also observed that when
each receptor extracellular domain (ECD)
was replaced with a “leucine zipper”—
a structural motif that functions as a
dimerization domain—there was stronger
receptor activation as the location of the
zipper was placed closer to the TMD. This
suggests that enforced dimerization of the
JMD is critical for signaling and stron-
gest in its effect when closest to the TMD.
The authors further show that electrostatic

repulsion in the JMD is important for hin-
dering basal receptor activation.

JAK?2 binds to a site in the receptor ICD
that is within the so-called box 1 region. A
key observation made by Brooks et al. is
that when fluorescence resonance energy
transfer (FRET) sensors are placed at the
carboxyl-terminal end of the JAK2 binding
site, they move farther apart as the dimer-
izing zipper motif enforces stronger recep-
tor signaling. The box 1 motif in the ICD
is structurally linked to the TMD as part of
an extended o helix, thus rigidly connect-
ing motions imparted by hormone binding
a TMD “hinge” to the JAK2 binding site.
Binding of hGH to the full-length receptor
causes similar reduction in the FRET signal
(which indicates that the FRET sensors have
moved apart from each other), and this does
not occur in the case of the hGH antagonist,
G120R, which has a functional binding site
1, but not site 2.

JAK2 is only competent for signal-
ing when associated with the box 1 motif
in the ICD (10). Brooks et al. provide data
suggesting that JAK2 exists in solution as
a head-to-tail dimer in which the pseudo-
kinase domain in one subunit inhibits the
kinase domain of its partner. They speculate
that if hormone binding results in the recep-
tor ICDs splaying apart, this can effectively
pull apart the JAK2 dimer, sliding the car-
boxyl-terminal kinase domains into regis-
try. This would allow transphosphorylation

of each other and the receptor, thereby acti-
vating the receptor (see the figure) (/7). The
authors support this idea by showing that
FRET sensors attached to the carboxyl ter-
minus of JAK2 move closer together upon
binding hGH, whereas they move further
away when placed near the pseudokinase
domain, as predicted. Ironically, this mech-
anism implies that the function of hormone
binding is to separate the JAKs, not to move
them together, as was the basis of the orig-
inal dimerization model. Moreover, if the
JAK?2 proteins are expressed such that they
have the same orientation to the receptor—
so that their kinase domains are aligned—the
receptor is constitutively active, even in the
absence of hGH ligand.

The scissor model for hGH receptor acti-
vation is further supported by the authors’
detailed structural model. It explains how
the inactive receptor dimer is poised for sig-
naling and how activation relies on reliev-
ing electrostatic inhibition in the JMD and
pseudokinase inhibition in JAK2. Further
testing is required, and the generalities to
other cytokine receptors need to be explored
owing to their very diverse TMDs and JMD
sequences. But like the hGH receptor, disul-
fide bond formation in the JMD of the eryth-
ropoietin receptor constitutively activates
the receptor (/2), and JAK?2 tightly associ-
ates with the box 1 region of this receptor as
well (13). The scissor model suggests new
ways to modulate the hGH receptor. From
outside the cell, one can imagine antibodies
that clamp the JMD and activate the recep-
tor. Another approach might be to activate
JAK?2 by disrupting the pseudokinase inter-
actions with small molecules, while pre-
serving kinase-kinase interactions. Clearly,
this old dimer is full of new and potentially
useful tricks.
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Imaging Crystallization

Preshit Dandekar and Michael F. Doherty

he invention of the atomic force micro-
I scope (AFM) (/) created a revolution
in the imaging of crystal growth pro-
cesses. Surface features can now be visual-
ized and measured in three dimensions so that
step heights, terrace widths, and other surface
features can be measured with subnanometer-
scale resolution. The current generation of
commercial AFM instruments is robust and
capable of angstrom-scale [and even single
atom-scale (2)] resolution. During the 1990s,
the AFM flow cell was introduced (3), which
allows for real-time imaging as crystals grow,
thereby providing insight into the time evo-
lution of surface structure (4). On page 729
of this issue, Lupulescu and Rimer (5) report
another exciting development in AFM imag-
ing science—the ability to monitor the crys-
tallization process in real time and under real-
istic growth conditions.

Understanding the mechanism of crys-
tal growth remains an active area of research
in a diversity of fields, including geology,
biomineralization, catalysis, and pharmaceu-
tics. Classical growth mechanisms include
the spiral growth model (6) and the birth-and-
spread model (7). Both mechanisms assume
that the growth units are individual molecules
or ions that attach on monomolecular steps
present on a crystal surface. Aggregative
growth of oriented nanoparticle precursors
is a nonclassical crystallization pathway that
has been widely observed since the late 1990s
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(8). In situ transmission electron microscopy
images have shown that these precursors may
be crystalline and that the aggregation yields
single crystals (9). Lupulescu and Rimer have
developed an AFM instrument capable of
imaging in situ, time-resolved crystal growth
under extreme conditions of temperature (up
to 300°C) and pH (from 10 to 12). Also, they
have overcome the challenges associated
with long imaging times (~40 hours) in these
difficult experiments.

Lupulescu and Rimer observed real-time
crystal growth on the (010) face of silicalite-1
crystals and identified the attachment of two
types of growth units: silica molecules and
silica nanoparticle precursors on the zeolite
crystal surface [see figure 1A of (5)]. The
temporal profile of the measured height of
the growth features on the surface is convinc-
ing evidence that both species are involved in
the growth process. They have found that the
deposition of silica molecules on the AFM tip
is a major challenge associated with the in situ
AFM imaging of silicalite-1 crystal growth.
They verified that the error in the measure-
ment of size of growth features due to this
deposition is appreciable only for the lateral
directions (<100>) and that the height of the
features that attach on the (010) crystal sur-
face is accurately measured. The agreement
between the size of the precursor particles in
the solution (from x-ray scattering) and on the
(010) surface (from time-resolved AFM mea-
surements) demonstrates that the precursor
particles indeed attach on the crystal surface.

The attachment of precursors on the ter-
races of a crystal surface could affect the
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Real-time atomic force microscopy provides
insights into complex processes associated with
crystal growth.

growth kinetics. These nanoparticles would
provide more favorable sites for individual
molecules to attach onto the surface, thereby
promoting growth. However, structural rear-
rangement of the deposited nanoparticles to
match the structure of the underlying surface
(5) could impede the overall growth kinetics.
A mechanistic growth model for zeolite crys-
tals such as silicalite-1 must account for these
competing effects of precursor deposition.

In situ AFM imaging can elucidate the
effect of impurity or additive molecules on
crystal growth kinetics. These species may
disrupt the crystal growth process in one or
more ways (/0). Time-resolved motion of the
steps on crystal surfaces reveals the specific
action of a particular additive species (see the
figure) (11). Identification of the additive spe-
cies that modify the crystal growth kinetics in
the most desirable and efficient manner could
lead to the rational design of crystalline mate-
rials with specific functionality.

One of the remaining mysteries in crys-
tal growth is the mechanism by which polar
crystal faces stabilize and grow (/2). Polar
crystals have a nonzero net electrostatic

Watching it grow. The effect of additive species on
spiral growth and the shape of calcite crystals. Each
panel shows an AFM image of spiral growth hillocks
(main image) and a scanning electron microscope
image of the crystal shape (inset), with dashed lines
to indicate the glide plane symmetry. (A) Pure cal-
cite. (B) Calcite plus Mg?*. The inset shows crystals
grown at Mg?*:Ca** mole ratios of 1.5 (left) and 2.0
(right). (C) Calcite plus p-aspartic acid; a snapshot
of a p-aspartic acid molecule binding to a particular
step on calcite crystal surface.
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dipole moment in their unit cell (e.g., wurtz-
ite structure) that results in asymmetric crys-
tal shapes. Polar crystal faces find applica-
tion in semiconductors (e.g., zinc oxide) and
catalysis. It has been impossible to observe
the growth of such crystals in real time under
typical synthesis conditions (7 ~ 100°C), but
now there is reason for optimism that such
important crystallizations can be tempted to
reveal their secrets.
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Toward Recyclable Thermosets

Timothy E. Long

ecycling codes on plastic food and
Rbeverage packaging serve to guide
consumers’ daily decisions about the
disposal of used packaging. However, tech-
nological obstacles remain for the recycling
of more sophisticated polymeric packaging,
ranging from multilayered food packaging
to composite polymeric materials for elec-
tronic packaging. Moreover, many electronic
devices contain heat-resistant, chemically
stable polymers called thermosets that are
not amenable to conventional collecting and
recycling. On page 732 of'this issue, Garcia et
al. (1) report a crucial step toward recyclable
thermosets with the synthesis of ductile, insu-
lating, temperature-resistant, and chemically
inert thermosets that can be returned to their
monomeric state through a pH trigger.
Thermoplastics are polymers that become
pliable or moldable at elevated temperatures,
but return to a solid state when cooled. These
polymers can thus be readily processed or
reprocessed upon heating, and are therefore
widely used in food and beverage packag-
ing. In contrast, thermosets are chemically
crosslinked polymers, networks, or gels with
chemical bonds between chains that do not
thermally dissociate, even at high tempera-
ture. They are ideal for high-temperature
electronic or automotive applications, but
cannot be reprocessed or recycled either by
melting or by solution processing. Many
researchers are now challenging this classi-
cal definition with concepts of recyclable net-
works, reworkable encapsulants, reversible
gels, self-healing polymeric coatings, and
stimuli-responsive polymeric structures (2,
3). The goal is to create reversible thermosets
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that combine the desirable thermal and chem-
ical stability of conventional thermosets with
recyclability and reprocessability.

For several decades, the microelectron-
ics, aerospace, and automotive industries
have used a relatively small number of ther-
mally stable and mechanically ductile ther-
mosets. A nitrogen-containing heterocycle
exemplifies a desirable chemical linkage in
polymeric thermosets due to thermal stabil-
ity and restricted rotation that provides high
glass transition temperatures (4, 5). However,
many polymerization processes for thermo-
sets require high temperatures and long reac-
tion times. Researchers are therefore trying to
develop chemical processes that require less
energy. The microelectronics and automotive
industries also demand higher performance,
including increased modulus, improved

Advances in synthesis are leading to thermoset
plastics that can be converted to the starting
monomers.

toughness, and flame resistance. Use of exist-
ing monomers in new synthetic methods can
also lead to novel compositions with desir-
able properties.

Garcia et al.’s novel thermoset-forming
reaction is based on the well-established
reactivity of monofunctional aromatic and
aliphatic amines with paraformaldehyde. A
monofunctional amine in combination with
paraformaldehyde readily forms a low—molar
mass triazine. Use of a difunctional amine
enabled the in situ formation of a triazine
cross-link point that is the basis of the poly-
meric network of Garcia et al.’s thermosets
(see the figure). The use of a multifunctional
amine for making high-performance triazine
polymeric networks is unprecedented.

The authors first created a family of low-
temperature, hemiaminal-based thermosets,
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Reversible thermoset plastics. Garcia et al. show that the formation of a trifunctional cross-link point
through reaction of a diamine and paraformaldehyde leads to a thermally stable and mechanically ductile
thermoset. Low pH triggers the reversal of the thermoset architecture to the corresponding monomers.
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which are chemically and thermally stable
to modest temperatures (<150°C). Treat-
ment with an acidic (pH = 2) aqueous solu-
tion leads to dissociation, allowing recovery
of the starting materials. Heating of the hemi-
aminal-containing thermoset led to a second
class of higher-temperature triazine thermo-
sets. The tensile properties of these triazine
thermosets exceed conventional polyimide
benchmarks; as for the low-temperature ther-
mosets, they quantitatively reverse to the
starting diamine monomer upon treatment
with an acidic solution.

In the search for processable and repro-
cessable thermosets, other researchers have
combined thermoreversible physical cross-
linking with nanoscale phase separation
(6). For example, Meijer et al. have created
supramolecular reversible thermosets based
on temperature-sensitive multiple hydrogen
bonding (7). Rowan et al. have used nonco-
valent interactions of metals with polymer
end groups to create thermoreversible ther-
mosets with potential applications in sen-
sors, scratch-resistant coatings, and revers-
ible adhesives (8).

However, these earlier studies use temper-
ature as the stimulus for reversibility. Given
that temperatures vary in many commer-
cial applications and that thermosets must
be able to withstand very high temperatures
in the microelectronics, transportation, and
aerospace industries, a thermo-responsive
thermoset is not always suitable. A cova-
lent network as defined by Garcia et al. pro-
vides a more thermally stable structure; the
challenge is to preserve the thermal stability
while allowing for reversibility. Alternatives
include photo-reversible thermosets (9) and
thermosets that are reversible upon the appli-
cation of mechanical stress (10, 11). Garcia
et al.’s demonstration of pH reversibility of a
class of thermosets with mechanical proper-
ties and thermal stabilities that exceed tradi-
tional benchmarks is an important advance.

Synthetic strategies for making thermally
stable thermosets for high-performance
applications often require high temperatures
and complex synthetic methods. The search
for thermally stable bond-forming reactions
at lower temperatures is aided by computa-
tional modeling analysis (/2). Garcia et al.
use density functional theory (DFT) to under-
stand the thermodynamics of cyclization and
hexahydrotriazine formation. DFT calcula-
tions also elucidated the role of water and
dipolar aprotic solvents in the stabilization
of the intermediate. The synthetic strategies
involve reactions that occur quickly (10 to 30
min) at modest temperatures (50° to 185°C),
with water as a by-product.

www.sciencemag.org SCIENCE VOL 344

Polymeric materials will continue to
play a role in addressing the global chal-
lenges of our times, from energy generation
and storage to novel therapeutics and water
scarcity (/3). However, technological prog-
ress should go hand in hand with minimiz-
ing negative impact on the environment. The
emerging genre of stimuli-responsive chemi-
cal recycling—exemplified by the pH-depen-
dent reversibility of Garcia et al.’s thermo-
sets—allows recovery of the original starting
monomers in sufficient purity for conversion
to a new product. Furthermore, thermosets
with improved thermomechanical proper-
ties also enable longer product lifetimes and
may require less plastic to achieve similar
performance. Integration of nanoscale fill-
ers may further enhance properties without
compromising reversibility. Future research
should aim to demonstrate quantitative ther-
moset reversal and isolation of pure mono-
mers, identify more environmentally friendly

PERSPECTIVES

monomers, and confirm that recycled mono-
mers can be used in subsequent thermosets
without compromising performance.
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Cas9 Targeting and the CRISPR

Revolution

Uncovering how an RNA-protein molecular scalpel targets DNA will advance our ability to

engineer genomes.

Rodolphe Barrangou

he ability to add, remove, or change
TDNA sequences is essential to stud-

ies that investigate the genetic under-
pinning of phenotypic traits. With its unprec-
edented efficiency and stunning ease of use,
DNA editing technology based on the prokary-
otic CRISPR (clustered regularly interspersed
short palindromic repeats)—Cas9 system is
completely revolutionizing genome engineer-
ing. In little more than a year, CRISPR-Cas9
editing has been implemented in a multitude
of model organisms and cell types (/) and has
already started to supplant incumbent genome
editing technologies, such as TALENSs (tran-
scription activator-like effector nucleases) and
ZFNs (zinc finger nucleases).

The CRISPR-Cas9 editing technology is
derived from the CRISPR adaptive immune
system of bacteria (2) and consists of an RNA-
guided endonuclease (Cas9 being one exam-
ple) harnessed for specific targeting and cleav-
age of DNA by means of a single program-
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mable RNA molecule (3). Following precise
DNA cleavage of the sequence of interest,
mutations are surgically inserted using error-
prone DNA repair mechanisms or designed
templates, generating altered genotypes (4—
6). To further harness this versatile technol-
ogy platform for scalable genome editing,
transcriptional control, DNA labeling, and so
forth, as well as to minimize possible off-tar-
get effects, a more precise molecular under-
standing of how Cas9 targets and interacts
with DNA is required. Recent work by Stern-
berg et al. (7) revealed the molecular mecha-
nisms by which the endonuclease Cas9 inter-
rogates DNA, providing a basis for improving
the specificity and efficiency of CRISPR tech-
nologies for genome editing and beyond.

In the CRISPR-Cas9 adaptive immune
system, the Cas9 endonuclease is guided by
an RNA duplex (8), including the CRISPR
RNA (crRNA), which directs sequence-spe-
cific double-stranded DNA (dsDNA) cleav-
age (9). After R-loop formation, where the
crRNA displaces one of the DNA strands
and forms a short DNA-RNA segment with
the other DNA strand, the HNH nuclease
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domain of Cas9 nicks the DNA
strand complementary to the
guide RNA, while the RuvC
domain cleaves the displaced
DNA strand, yielding a double-
strand break (3, 710) (see the fig-
ure). Specificity is determined
by the crRNA sequence, which
targets complementary DNA,
flanked by a short proto-spacer
adjacent motif (PAM). A single
guide RNA (sgRNA) molecule
can be engineered to replace
the native RNA duplex (3), and
the resulting sgRNA-Cas9 sys-
tem can be readily deployed for
sequence-specific DNA cleav-
age of virtually any sequence of
interest (4—6), because the three-
nucleotide NGG PAM consen-
sus associated with the widely
used Streptococcus pyogenes
Cas9 (SpyCas9) is present at high frequency
in random DNA sequences. Yet how Cas9
specifically and efficiently localizes a single
DNA target in the vast maze of a genome has
remained enigmatic.

Using single-molecule and bulk biochem-
ical experiments, Sternberg et al. have unrav-
eled the molecular mechanisms by which
Cas9 programmed with sgRNA scans DNA
molecules, localizes the cleavage target, and
specifically interacts with PAM sequences.
Using tethered “curtains” of single DNA
molecules together with fluorescence micros-
copy, they visualized labeled Cas9 interact-
ing with phage DNA. Cas9 programmed
with sgRNA complementary to various sites
in the tethered DNA localized almost exclu-
sively at the predicted target sites. Facilitated
diffusion by sliding along the DNA was not
important for specific Cas9-DNA interac-
tions; rather, targets were identified through
three-dimensional collisions between Cas9
and DNA, with PAM distribution and density
playing a critical role in both Cas9 localiza-
tion and binding lifetimes. PAM binding by
Cas9 is long-lived in the presence of the tar-
get sequence, whereas the interaction is tran-
sient with rapid dissociation in the absence of
target sequences. The critical role of the PAM
in initiating the interaction between DNA
and Cas9 is best illustrated by the absence
of binding to substrates that contain the tar-
get sequence but lack a flanking PAM. This is
consistent with short-lived Cas9 interactions
with molecules that have high PAM densities
but lack sgRNA complementarity.

Once DNA interrogation is initiated
by Cas9 at the PAM site, the RNA guide is
unzipped and inserted into the DNA duplex

Targeting a molecular scalpel. The CRISPR-Cas9 nuclease, programmed with
sgRNA, specifically targets a short DNA sequence “tag” (the PAM) and unzips DNA
complementary to the sgRNA to create a sgRNA—target DNA heteroduplex, trig-
gering R-loop formation. Two nuclease domains (RuvC, HNH) each nick one DNA
strand, generating a double-strand break. Structurally, the Cas9 recognition (REC)
domain interacts with the sgRNA, while the nuclease (NUC) lobe drives interaction
with the PAM and target DNA.

to directionally unwind the complementary
dsDNA double helix toward the distal end of
the target sequence, creating a sgRNA—tar-
get DNA heteroduplex and triggering R-loop
formation. Following target dsSDNA destabi-
lization at the PAM, a stretch of several com-
plementary bases between the sgRNA and
the target DNA is critical to ensure sustain-
able unwinding and heteroduplex extension.
Once established, this interaction catalyti-
cally activates the two nickase domains of the
endonuclease to specifically generate a dou-
ble-strand break in the target DNA molecule,
exactly three nucleotides into the sequence
homologous to the guide.

Until recently, the crRNA sequence was
thought to be all-important for Cas9 target-
ing of complementary DNA. Sternberg et al.
have now established that PAMs are the key
drivers of target DNA interrogation, helping
to initiate the interaction, and that the sgRNA
subsequently directs cleavage only of com-
plementary DNA sequences. Results indicate
that Cas9 remains bound to both ends of the
cleaved DNA molecules, perhaps extending
the lifetime of cleaved termini and allowing
recruitment of the DNA repair machinery.

Recent structural studies have shed light on
the detailed molecular interactions between
Cas9 and the sgRNA, as well as Cas9 and the
target DNA (71, 12). Cas9 has a distinct bi-
lobed architecture, with a sgRNA-binding tar-
get recognition lobe and a nuclease domain,
which is hypothesized to carry the PAM inter-
action domain. The sgRNA—target DNA het-
eroduplex is formed in the groove located
between these two lobes. The structural
understanding of these interactions will facili-
tate structure-based rational design of optimal

guides by defining the elements
that drive PAM specificity, bind-
ing fidelity, and mismatch tol-
erance for various Cas9 protein
families, as well as the similari-
ties and differences between dif-
ferent CRISPR systems.

An intriguing question
is whether there are nucleo-
tide preferences within PAM
sequences that could optimize
Cas9 efficiency and/or specific-
ity and thereby minimize poten-
tial off-target cleavage. This
problem has already been par-
tially addressed by using mul-
tiplexing, dual nicking guides,
and short sgRNAs (/3). The
study by Sternberg et al. indi-
cates that off-target concerns
should be exclusively limited
to sites homologous to sgRNA
sequences that are flanked by a PAM.

Major factors underlying the CRISPR-
Cas9 genome editing revolution include the
compactness, simplicity, and targeting flexi-
bility afforded by this system (1/3). The impli-
cations for enhanced Cas9 targeting specific-
ity and binding efficiency are exciting and
establish a basis for the further optimization
of the Cas9-sgRNA system and the devel-
opment of next-generation CRISPR tools.
Future studies will determine the potential of
various natural or engineered Cas9 proteins,
sgRNA molecules, and their respective PAM
sequences for increased sequence recognition
specificity and DNA binding efficiency, and
possibly the generation of short Cas9 homo-
logs for convenient packaging and delivery.
Notwithstanding the CRISPR craze of 2013
(1), this dynamic field is off to an effervescent
start for 2014, and these latest findings open
new engineering avenues for CRISPR-Cas9
and set the stage for further applications in
synthetic biology, translational research, and
next-generation genome engineering.
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Lignin Valorization:
Improving Lignin Processing
in the Biorefinery
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of products derived from lignin.

Background: Lignin, nature’s dominant aromatic polymer, is found in
most terrestrial plants in the approximate range of 15 to 40% dry weight
and provides structural integrity. Traditionally, most large-scale industrial
processes that use plant polysaccharides have burned lignin to generate
the power needed to productively transform biomass. The advent of biore-
fineries that convert cellulosic biomass into liquid transportation fuels will
generate substantially more lignin than necessary to power the operation,
and therefore efforts are underway to transform it to value-added products.

Advances: Bioengineering to modify lignin structure and/or incorpo-
rate atypical components has shown promise toward facilitating recovery
and chemical transformation of lignin under biorefinery conditions. The
flexibility in lignin monomer composition has proven useful for enhanc-
ing extraction efficiency. Both the mining of genetic variants in native
populations of bioenergy crops and direct genetic manipulation of bio-
synthesis pathways have produced lignin feedstocks with unique prop-
erties for coproduct development. Advances in analytical chemistry and
computational modeling detail the structure of the modified lignin and
direct bioengineering strategies for targeted properties. Refinement
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of biomass pretreatment technologies has further facilitated lignin
recovery and enables catalytic modifications for desired chemical and
physical properties.

Outlook: Potential high-value products from isolated lignin include low-
cost carbon fiber, engineering plastics and thermoplastic elastomers,
polymeric foams and membranes, and a variety of fuels and chemicals all
currently sourced from petroleum. These lignin coproducts must be low
cost and perform as well as petroleum-derived counterparts. Each product
stream has its own distinct challenges. Development of renewable lignin-
based polymers requires improved processing technologies coupled to
tailored bioenergy crops incorporating lignin with the desired chemical
and physical properties. For fuels and chemicals, multiple strategies have
emerged for lignin depolymerization and upgrading, including thermo-
chemical treatments and homogeneous and heterogeneous catalysis. The
multifunctional nature of lignin has historically yielded multiple product
streams, which require extensive separation and purification procedures,
but engineering plant feedstocks for greater structural homogeneity and
tailored functionality reduces this challenge.
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Production of biofuels from cellulosic biomass requires separation of large quantities of the aromatic polymer lignin. In planta genetic engineering,
enhanced extraction methods, and a deeper understanding of the structure of lignin are yielding promising opportunities for efficient conversion of this renewable
resource to carbon fibers, polymers, commodity chemicals, and fuels. [Credit: Oak Ridge National Laboratory, U.S. Department of Energy]
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hold promise for greatly expanding the scope
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Research and development activities directed toward commercial production of cellulosic ethanol have
created the opportunity to dramatically increase the transformation of lignin to value-added
products. Here, we highlight recent advances in this lignin valorization effort. Discovery of genetic
variants in native populations of bioenergy crops and direct manipulation of biosynthesis pathways
have produced lignin feedstocks with favorable properties for recovery and downstream conversion.
Advances in analytical chemistry and computational modeling detail the structure of the modified
lignin and direct bioengineering strategies for future targeted properties. Refinement of biomass
pretreatment technologies has further facilitated lignin recovery, and this coupled with genetic
engineering will enable new uses for this biopolymer, including low-cost carbon fibers, engineered
plastics and thermoplastic elastomers, polymeric foams, fungible fuels, and commodity chemicals.

velopment has become a near-global ef-

fort in response to a variety of drivers,
including energy security, rural development, and
environmental concerns. The approved Sum-
mary for Policymakers in the Intergovernmental
Panel on Climate Change (IPCC) Working Group
I Fifth Assessment Report report states that
“Human influence on the climate system is clear.
This is evident from the increasing greenhouse
gas concentrations in the atmosphere, positive
radiative forcing, observed warming, and under-
standing of the climate system.” These findings
add urgency to the need to develop viable, sus-
tainable, biorefining technologies that maximize
yields of renewable fuels, chemicals materials,
and biopower (/). Recent results have demon-
strated that biomass conversion into biofuels
can deliver a sustainable and renewable energy
source for liquid transportation fuels (2—4). For

Translational biorefinery research and de-
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the United States alone, a recent study suggested
that more than 1.3 billion tons annually of bio-
mass could be sustainably produced from agricul-
tural and forestry sources (5). Indeed, coupling
advanced "biomass-conversion technologies with
land-use changes could meet the nation’s need
for liquid transportation fuels without affecting
food, feed, and fiber production (6). Although
widespread, cost-competitive biofuels production
at the industrial scale must overcome multiple
technical and economic challenges (7), several
commercial cellulosic ethanol plants have been
commissioned (&), and the first plant now gene-
rates 75 million 1 year™" of cellulosic ethanol in
Italy (9).

Currently, most integrated biologically based
biorefinery concepts comprise four major core
sections: feedstock harvest and storage, pretreat-
ment, enzymatic hydrolysis, and sugar fermen-
tation to ethanol or other fuels (/0). Lignin, the
second most abundant terrestrial polymer on
Earth after cellulose, is underutilized in these first-
generation cellulosic projects, with about 60%
more lignin generated than is needed to meet
internal energy use by its combustion (17, 12).
Therefore, new processes are needed that gener-
ate value-added products from lignin (/3). Lignin
is the only large-volume renewable feedstock that
is composed of aromatics (/4). The U.S. Energy
Security and Independence Act of 2007 mandates
the development of 79 billion liters of second-
generation biofuels annually by 2022. Assuming
ayield of 355 liters per dry ton of biomass, 223
million tons of biomass will be used annually,
producing about 62 million tons of lignin (/5).
Without new product streams, the lignin produced
would far exceed the current world market for
lignin used in specialty products (/6).

Although fundamental research has histori-
cally focused on converting lignin to chemicals,
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materials, and fuels, very little of this effort has
been translated into commercial practice. So what
has changed to address this paradigm? In brief,
research and commercialization efforts surround-
ing cellulosic ethanol have tilted the tables through
several important developments: (i) bioengineer-
ing of lignin to modify and/or incorporate atypical
components that reduce recalcitrance of the cell
walls to bioprocessing and facilitate ease of re-
covery and conversion; (ii) advances in analyt-
ical chemistry and computational modeling that
couple developments in genetic engineering of
lignin to targeted physical and chemical proper-
ties; and (iii) biomass pretreatment technologies
that facilitate lignin recovery and catalytic
modifications that yield tailored chemical and/
or physical properties.

Lignin Biosynthesis

Lignin is derived from the radical polymerization
of substituted phenyl propylene units. Figure 1
highlights the relative amounts of lignin and plant
polysaccharides in several key agroenergy plants
and woody resources.

Lignin modification in plants has been ex-
tensively investigated to reduce lignin levels or to
alter its structure to facilitate pulping, improve
forage digestibility, or overcome recalcitrance for
bioenergy feedstocks (17, 18). The biosynthetic
pathway to the three classical monolignol build-
ing blocks of lignin was thought to be understood
more than 10 years ago (19), although a recent
revision suggests that we may still have more
to learn (20, 21). Eleven recognized enzymes are
involved in the conversion of L-phenylalanine
to the primary monolignols, p-coumaryl alcohol,
coniferyl alcohol, and sinapyl alcohol that gen-
erate the hydroxyphenyl (H), guaiacyl (G), and
syringyl (S) lignin subunits, respectively (Fig. 2),
and most of these enzymes have been targeted
for down-regulation to generate plants with re-
duced lignin levels (22—24). Lignin levels can
also be effectively reduced by targeting pathways
to precursors for monolignol biosynthesis, such
as C1 metabolism to supply methyl groups (25),
manipulation of transcription factors (26), or
introduction of engineered enzymes that gener-
ate monolignol analogs incapable of polymeri-
zation (27). In many cases, the digestibility or
saccharification potential of biomass has been
considerably enhanced (28), sometimes at the
expense of plant growth (29-31). In some studies,
reduction of lignin by ~50% or less from the wild-
type levels has made pretreatment unnecessary
for efficient saccharification (32).

Gymnosperm lignins lack S units and, as a
result, are generally more branched than the clas-
sical G/S-rich lignin of angiosperms, which are
rich in B-O-aryl ether linkages and cross-linked
to cell wall polysaccharides via coupling of
feruloylated xylans to lignin or by nucleophilic
addition of cell wall sugars to lignin quinone-
methide intermediates yielding ether-linked lig-
nin carbohydrate linkages (33). Ferulates and
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credits: R. Kaltschmidt, Lawrence Berkeley National Laboratory, DOE (eucalyptus); Oak Ridge National

Laboratory, DOE (all other photos)]

coumarates are particularly abundant in the cell
walls of grasses (34). These lignin properties con-
tribute to recalcitrance by hindering the accessi-
bility of cellulose microfibrils to microorganisms
and enzymes but also affect coproduct value. In-
terruption of the monolignol pathway can alter
the H/G/S ratios (35) and reduce the degree of
polymerization to benefit lignin removal during
pretreatment (36). Furthermore, studies on both
natural and engineered lignins have demonstrated
that lignin biosynthesis, and therefore structure,
is more adaptable than originally believed, with
variations tolerated in both the aromatic ring and
side chain. For example, by up-regulating ferulate-
S-hydroxylase (F5H) (Fig. 2), the entry point to S
lignin biosynthesis, while simultaneously down-
regulating the enzyme that O-methylates the
product of F5H, Arabidopsis can be generated
with the bulk of the lignin as 5-hydroxyguaiacyl
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(5HG) units (Fig. 2, structure B) (37), and this
approach would appear to be widely applicable.
Such lignins have recently been shown to occur
naturally in the seed coats of a limited number
of species of cacti (38), and trace levels of SHG
units likely occur in lignins of perennial angio-
sperms. By restoring growth to plants harboring
a loss-of-function mutation in the 4-coumaroyl
shikimate 3'-hydroxylase gene (Fig. 2) as a result
of disrupting components of the Mediator
complex, it was possible to recover Arabi-
dopsis plants in which the lignin was essen-
tially comprised of only H units (27).

The seed coats of a larger number of unrelated
and relatively exotic plant species, both mono-
cots and dicots, contain a lignin comprising only
catechyl alcohol units that are completely non-
methylated and form a linear homopolymer
(Fig. 2, structure C) (39, 40). In species examined

so far in which this C lignin coexists with G/S
lignin, it is not attached to the classical lignin
polymer (47). Down-regulation of cinnamyl! al-
cohol dehydrogenase results in an increased
aldehyde signature in lignin (42, 43), and mu-
tants of barrel medic (Medicago truncatula), in
which the cinnamyl alcohol dehydrogenase 1
(CADI) gene has been disrupted, contain lignin
that is almost exclusively composed of hydroxy-
cinnamaldehydes rather than hydroxycinnamyl
alcohol units (Fig. 2, structure D) (44), suggesting
that monolignol side chains can exhibit variation
without seriously compromising the lignification
process. Unnatural monomers can also be intro-
duced that will result in formation of more cleav-
able interunit bonds (Fig. 2, structure E) (45).
Genetic engineering to incorporate unnatural lig-
nin monomers with shortened side chains (40)
reduces the degree of polymerization and facili-
tates biomass processing. An alternative approach
was recently reported by Wilkerson et al. (46)
whereby coniferyl ferulate feruloyl-coenzyme A
(CoA) monolignol transferase was expressed in
poplar. This transformation facilitated the incor-
poration of monolignol ferulate conjugates into
lignin, which yields lignin with elevated ester
linkages that are predisposed to mild alkaline
depolymerization.

This flexibility in lignin monomer compo-
sition is potentially useful for reducing recalci-
trance, enhancing extraction, and developing
lignin as a high-value coproduct. For example,
unlike the G lignin found in gymnosperms with
complex interunit linkages, predominantly S
lignin molecules engineered by overexpression
of FSH (Fig. 2, structure A) have fewer inter-
unit linkage types, facilitating separation of lignin
from biomass and significantly reducing recalci-
trance (47).

To date, linear C lignin has only been reported
in seed coats. Simultaneous mutations in the two
monolignol O-methyltransferases that should
theoretically accumulate the precursor for for-
mation of catechyl alcohol units do not lead to
substantial accumulation of C lignin in stems of
transgenic plants; rather, the plants are dwarfed,
fail to develop properly, and contain mainly H
lignin (48). The presence of naturally high levels
of C lignin in Jatropha curcas seed coats (39), a
high volume by-product of biodiesel production
from the seed oil of this species, suggests a near-
term resource for exploitation of this polymer.

Further development of modified lignins as
feedstocks for industrial products will require a
high level of production of such lignins as co-
products in lignocellulosic bioenergy crops. Con-
siderable variation in lignin content exists in
natural populations (49), but most attempts to
increase lignin levels in plants by simply over-
expressing one or more enzymes in the mono-
lignol pathway have been unsuccessful. In fact,
in an association study of 1100 sequenced black
cottonwood (Populus trichocarpa) genotypes,
representing the main geographic distribution of
the species, none of the extreme variants in lignin

16 MAY 2014 VOL 344 SCIENCE www.sciencemag.org



REVIEW

oH OH oH
E MeO MeO e
OMe
N \©\/\/
HO/QM Q/@/\A /Q/\/\
(o OMe
WO
NH2 OMe
Phenylalanine OH
PAL Shikimate
* OH ~O0

o ook

OH
. . . H
Cinnamicacid  cafreoyi shikimate HOW | OMe
C4H¢ oH  Tean :@M o
N0 Caffeic acid MeO. (@]
Shikimate__ Ferullc acid OMe
HO cL 5-| hydroxyferullc acid Sinapic acid
p-coumaric acid CoA CoA
acL i s s Q OH
‘ HO HO o MeO o MeO O
CoA p-coumaroyl
S shikimate HO o o\ )
Caffeoyl-CoA =i Ferulo I-CoA
770 Thre Y CCoAOMT Y MeQ © OH OMe
H
p-coumaroyl-CoA CCRL CCR
CCR‘ :©/\/\ :@/\/\ N
—- HO —- HO
HO F5H COMT OMe

Caffealdehyde

CADL
HO:©/\/\OH
HO

Caffeyl alcohol

/@/\/%o
HO

p-coumaraldehyde

CAD ‘
IO
HO

p-coumaryl alcohol

CADl

Coniferaldehyde

MeO.
HO

Coniferyl alcohol

5-hydroxyconiferaldehyde Sinapaldehyde

CADl CADl
MeO. MeO
¢ NNon e N 0oH
HO HO

OH OMe

5-hydroxyconiferyl alcohol  Sinapyl alcohol

¥

A
OMe OH OMe
HO HO_MeQ, o)
O 0 OMe
e0 o] HOMeO OMe oH OH
OH OMe o) O
o) OMe
OMe OH

B
OMe OH  OMe OH OMe OH
HO. o
o) o \
HO o o
0 o 0
OH OMe OH OMe OH OMe

OH OH OH
H o) o)
o) o) |
H o] (o]
(¢) ¢) (¢)
OH OH OH

Fig. 2. Pathways for the biosynthesis of monolignols, recently dis-
covered nonclassical lignins, and modified lignin structures that can
be obtained through genetic engineering. The enzymatic steps (green
arrows) are catalyzed by PAL, .-phenylalanine ammonia-lyase; C4H, cinnamate
4-hydroxylase; 4CL, 4-coumarate:CoA ligase; CCR, cinnamoyl-CoA reductase;
CAD, cinnamyl alcohol dehydrogenase; HCT, hydroxycinnamoyl CoA:shikimate/
quinate hydroxycinnamoyl transferase; C3'H, 4-coumaroyl shikimate 3-
hydroxylase; CCOAOMT, caffeoyl-CoA 3-O-methyltransferase; COMT, caffeic
acid/5-hydroxyconiferaldehyde 3-O-methyltransferase; CSE, caffeoyl shikimate
esterase; F5H, ferulate/coniferaldehyde 5-hydroxylase. After transport of
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monolignols to the apoplast, polymerization (blue arrows) is catalyzed by
laccases (essential for initiation of polymerization in vivo) and peroxidases.
The different lignin structures (showing only portions of the complete poly-
mers) are A, all syringyl (S) lignin from poplar (Populus) overexpressing F5H;
B, all 5-hydroxyguaiacyl lignin from poplar overexpressing F5H and down-
regulated in COMT; C, all catechyl lignin (C lignin) from the seed coats of
species within families including the Cactaceae, Cleomaceae, and Orchi-
daceae; D, lignin constructed from hydroxycinnamaldehydes, as found in
the M. truncatula cad-1 mutant; E, a hypothetical ester-linked linear lignin.
Me, methyl group.
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content, S/G ratio, or degree of polymerization
contained naturally occurring mutations in the
11 enzymes of the lignin biosynthetic pathway
(50). Genes controlling lignin content, molecular
weight, and composition include copper trans-
porters, vesicular trafficking genes, shikimate
pathway genes, and transcription factors. Sim-
ilarly, several independent mutations exist in
the model species Arabidopsis thaliana, most-
ly in genes encoding transcription factors that
lead to ectopic lignin deposition (57, 52). Mining
natural lignin variants within existing bioenergy
crops may reveal further variants in lignin com-
position that will favorably impact lignin as a
primary biofeedstock, allowing for generation
of extreme variants with unique chemical com-
position and physical properties that can be in-
dustrially exploited. Given the plasticity of the
lignin biosynthetic pathway, unique lignins can
be expected to be common rather than excep-
tional. Alternatively, ectopic lignin production,
particularly in pith tissue that neither provides
mechanical support nor enables vascular func-
tion, might facilitate the plant’s accumulation
of forms of lignin optimized as coproducts. How-
ever, that approach will not functionally replace
classical lignins, thus allowing the tolerance of
lignin for compositional diversity to be more
fully exploited. Strategies have been reported for
activating lignification in pith tissues in dicoty-
ledonous plants through repression of transcrip-
tion factors (53).

Two factors are critical for realizing the value
of lignin in the biorefinery: ease of extraction of a
lignin stream, which is generally facilitated by
manipulations that reduce cross-linking to other
cell wall polymers, and a structure that facilitates
downstream processing, as to be discussed.

Lignin Characterization

The ability to genetically engineer new lignin
structures and control lignin deposition in plants
has developed in parallel with powerful new
methods for imaging lignin and analyzing its
chemical structure. For example, coherent anti-
Stokes Raman scattering (CARS) provides a
label-free method for chemical imaging of lig-
nin with greatly enhanced sensitivity over state-
of-the-art confocal Raman scattering microscopy
at a spatial resolution of about 200 nm (54). Al-
though not as sensitive as CARS, time-of-flight
secondary ion mass spectrometry (ToF-SIMS)
spectral imaging can provide lignin chemical
distribution maps for intact and processed bio-
mass samples (55). Select ion monitoring in
ToF-SIMS experiments makes it readily possi-
ble to visualize the distribution of S and G units
in plant cross sections (56) within a single cell
wall of P. trichocarpa. Alternatively, lignifica-
tion in A. thaliana and Pinus radiata has been
studied by using fluorescence-tagged monolig-
nol analogs that penetrate plant tissue and in-
corporate into cell wall lignin to reveal insights
into lignin deposition (57). Immunological tech-
niques for lignin analysis have also been devel-
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oped such that monoclonal antibodies can be
used to detect phenylcoumaran and resinol-like
structures (58) in biomass. Although still early in
development, mode-synthesizing atomic force mi-
croscopy (AFM) promises to combine the ana-
Iytical resolution of AFM with spectroscopy (59).

Structural analysis of lignin has become al-
most a subdiscipline of its own, with several
textbooks written on the topic (60). One of the
most promising high-throughput methods for
lignin analysis is pyrolysis molecular beam mass
spectrometry, which requires minimal sample
amounts and routinely provides analysis of hex-
ose and pentose sugars, lignin content, and S:G
ratios (53). Structural analysis of interunit link-
ages of lignin is often accomplished by using
advanced one- and two-dimensional (2D) nu-
clear magnetic resonance (NMR) (61). Likewise,
detection of lignin-carbohydrate complexes in-
creasingly relies on NMR methodologies (62).
Whole-cell NMR techniques using the resolving
power of 2D NMR to make structural assign-
ments and relative signal intensity measurements
have replaced the more laborious methodology
that required preisolation of the lignin (63). Se-
lective chemical fragmentation of lignin by thio-
acidolysis or derivatizion followed by reductive
cleavage and gas chromatography—mass spec-
trometry (GC-MS) analysis has been equally
informative at identifying the main interunit
linkages of lignin (64). This methodology is es-
pecially attractive for sample-size-limited lignin-
related material. Regardless of the methodologies
used, critically important detailed sequencing
of extended interunit linkage frequencies (63, 66)
and lignin carbohydrate complexes (67, 68) re-
mains challenging.

Neutron scattering represents an emerging
complementary approach to characterize lignin’s
structural properties. In particular, small-angle
neutron scattering (SANS) provides structural
information over the nm- to um-length scale
range, which can be interpreted by computational
methods to provide an atomic-level predictive
understanding of physical properties. For exam-
ple, large computational atomistic simulations
of models of the plant cell wall, informed by
SANS, have revealed some of the fundamental
physical processes involved in the phase sepa-
ration of lignin from other plant matrix poly-
mers and subsequent lignin aggregation during
various types of acidic thermal treatments of
biomass (69). Molecular dynamics simulations
indicated that low-temperature lignin collapse
is thermodynamically driven by an increase in
translational entropy and solvation effects (70).
The temperature dependence of the structure
and dynamics of individual softwood lignin poly-
mers was examined by using extensive molecular
dynamics simulations. Lignin was found to tran-
sition from glassy, compact to mobile, extended
states at temperatures above 150°C. This result is
consistent with in situ SANS experiments show-
ing lignin phase separation and aggregation to
occur during the heating phase of pretreatment

(69, 71). Computational modeling offers com-
plementary insights to advanced experimental
approaches. These computational models repre-
sent a predictive tool that can help guide changes
to biomass and pretreatment processes to im-
prove the properties of extracted lignin and ac-
celerate its separation.

Lignin Recovery

Currently, most lignocellulosic biorefineries using
enzymes to deconstruct plant polysaccharides
will yield lignin-rich streams by either (i) ex-
tracting the plant carbohydrates to leave most
of the lignin in the solid residue (72) or (ii) ap-
plying pretreatments to fractionate biomass to
extract lignin (73) before carbohydrate conver-
sion (Fig. 3).

Some pretreatments use dilute sulfuric or
other acids, or simply hot water (hydrothermal),
to break down hemicellulose to sugars and to
increase cellulose accessibility for enzymatic
hydrolysis, after which most of the lignin is left
in the solid residue (74). Others use high pH
conditions by adding calcium, sodium, or po-
tassium hydroxide to remove a large portion of
the lignin and some of the hemicellulose. Am-
monia (high pH) disrupts but does not necessarily
remove lignin, while still making biomass more
accessible to enzymes.

Pretreatment by dilute acid or hot water is
known to alter the physical and chemical structure
of lignin and deposit altered hemicellulose and
lignin products on pretreated solids. Lignin iso-
lated after enzymatic deconstruction currently
also contains some recalcitrant polysaccharides,
proteins, and mineral salts, a mixture generally
viewed as limiting suitability for direct material
applications. Recently, this perspective has been
challenged by the use of N,N-dimethyl form-
amide to extract lignin from the solid residue of
enzymatically hydrolyzed poplar (75). These sep-
aration challenges will certainly be simplified in
the future as biorefinery engineering advances
take hold. For example, although industrial lig-
nocellulosic pretreatment is mostly envisioned
to use plug-flow type reactors, improved benefits
from flowthrough pretreatments could facilitate
lignin recovery free of proteins (76, 77). Histori-
cally, this process has been challenged by exces-
sive energy and water consumption, but some of
these concerns have been addressed by using a
countercurrent flowthrough design to recover less-
degraded xylans and 40 to 80% of the lignin, de-
pending on feedstock and reactor conditions (78).

Pretreatments that specifically target lignin
extraction frequently have their technical origins
in the chemical pulp industry. For example, al-
kaline pretreatments can fragment and solubilize
lignin, thus providing a biomass product with
highly reactive polysaccharides for biofuels pro-
duction, with lignin recovery from these alkaline
streams in various stages of commercial devel-
opment. Alternatively, organosolv approaches
treat biomass with a mixture of water and organic
solvents, such as ethanol or methanol, along with
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Fig. 3. Simplified process flow di-
agram illustrating paths to recover
lignin. This can happen either after
removal of most of the carbohydrates
by hydrolysis and fermentation opera-
tions (top sequence) or by pretreatment
(126, 127) before downstream carbo-
hydrate conversion (bottom sequence).
[Courtesy of Oak Ridge National Labo-
ratory, DOE]
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addition of a catalyst at 140° to 200°C. Organo-
solv pretreatment typically results in more than
50% lignin removal through cleavage of
lignin-carbohydrate bonds and B-O-4 interunit
linkages and subsequent solubilization in the
organic solvent (79). After pretreatment, lignin
is precipitated and recovered from the concen-
trated liquor (80). Organosolv-derived lignin is
sulfur-free, rich in functionality including phe-
nolics, exhibits a narrow polydispersity, and has
limited carbohydrate contamination (87). lonic
liquids provide an alternative path for lignin re-
moval to classical organosolv pretreatment for
enhancements of subsequent enzymatic hydrol-
ysis. For example, 1-ethyl-3-methylimidazolium
acetate was used to extract lignin from promising
biorefining feedstocks, such as poplar and birch,
at elevated temperatures; the lignin was then re-
covered with the addition of an antisolvent (§2).
Although some changes in lignin structure were
noted, most structural features were retained (83).
More aggressive changes in the structure of lig-
nin can be accomplished by using acidic ionic
liquids, such as 1-H-3-methylimidazolium chlo-
ride, which will hydrolyze ether linkages (84).
Future developments will focus on selective lig-
nin extraction and functionalization and minimi-
zation of process costs for recovery and recycling.

Postfermentation recovery of lignin is ex-
pected to be used for low-value markets, such
as process heat and electricity, because of the
presence of deconstruction enzymes and fermen-
tation components that would require additional
purification for higher value uses. Lignin utili-
zation in value-added markets that take advan-
tage of its unique material properties can more
likely afford the extra costs for prerecovery by
such pretreatments as flowthrough, organosolv
and ionic liquids, provided that these processes
are not overly capital intensive. As discussed
previously, the extraction of lignin from trans-
genic plants with reduced structural diversity or
labile interunit linkages (i.e., esters) can further
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simplify the overall extraction process in the
future.

Lignin Valorization: Materials

One of the greatest challenges in biorefining is
to engineer lignin structures to not only reduce
biomass recalcitrance but also enable lignin val-
orization (i.e., conversion to higher value com-
pounds). Although low-market volume chemical
additives can be derived from lignin, the amount
of lignin from an industrial cellulosic ethanol
plant will range from ~100,000 to 200,000 tons
year '; this scale disparity will shape lignin
valorization research and development (85).

A promising lignin product platform is the
global development of energy-efficient light-
weight vehicles. A body-in-white design-based
model has demonstrated that over 40 to 50% of
the structural steel mass in a vehicle could be
replaced with carbon fiber composite materials
(86). However, to realize this goal, low-cost man-
ufacturing of carbon fibers (~300 x 10° kg year ')
is needed at the commercial scale, but commer-
cial carbon-fiber precursors derived from poly-
acrylonitrile (PAN) are too costly for most such
applications. Lignin from cellulosic biorefining
operations could become an ideal precursor for
carbon fiber synthesis, as highlighted in Fig. 4,
but our understanding of the fundamental chem-
istry involved in this process is limited, hindering
advances in this process to some extent.

To obtain lignin-derived carbon fiber, iso-
lated lignin is first processed into fibers by ex-
truding filaments from a melt or solvent swollen
gel. Then the spun fibers are thermally stabilized
in air where the lignin fiber is oxidized. At this
stage, the filaments become pyrolyzable without
melting or fusion. During pyrolysis under nitro-
gen or inert atmosphere, the fibers become car-
bonized through the elimination of hydrocarbon
volatiles, their oxidized derivatives, carbon mon-
oxide, carbon dioxide, and moisture. Figure 4
shows a scanning electron micrograph of car-
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bonized filaments with a rough cross section.
The final morphology of the carbon materials
depends not only on carbon precursor chemis-
try but also on processing methodology. So far,
lignin-based carbon fibers largely derived from
Kraft pulping liquors have not exhibited good
mechanical properties, mainly because of fiber
porosity and lack of oriented graphitic struc-
ture. Softwood and hardwood lignins, obtained
from the pulping process, can be melt-processed
to fibers after eliminating the high-molecular-
weight fractions by solvent extraction or molec-
ular fractionation using membranes (87, 88).
Softwood lignin precursor fibers manifest more
rapid oxidative cross-linking than hardwood lig-
nin fibers, a desirable characteristic for high-yield
cost-competitive carbonized derivatives. The use
of lignin from switchgrass and other agricultural
resources has not been explored as extensively,
although recent reviews and patent claims have
highlighted its potential, and future studies will un-
doubtedly further define this opportunity (89, 90).

Lignin-based carbon fibers currently have poor
mechanical properties compared with petroleum-
derived counterparts. PAN-based fibers exhibit
graphitic stacking that is so far difficult to achieve
in lignin-derived carbon. The disordered carbon
synthesized from natural lignins is thought to be
related to its original morphology. The partially
globular structure of lignin in nature forms glassy
carbon during thermal pyrolysis (97). The for-
mation of rigid oxidized segments during lignin
thermal treatment is supported by a gradual in-
crease in the glass transition temperature of the
precursor with increasing thermal treatment (92).
Although oxidation and cross-linking helps to
increase char content in a pyrolyzed polymer
(93), extensive cross-linking could be detrimental
to structural carbon order (94). Therefore, new
chemical modifications of lignin and/or innova-
tive biosynthesis strategies are needed to produce
linear-fiber-forming lignin, with controlled mono-
mer ratios and chemical architectures that facilitate
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Fig. 4. Highlights of thermal chemistry involved in converting lignin to carbon fiber. See (88, 128) for more information. [Courtesy of Oak Ridge

National Laboratory, DOE]

rapid chemical transformation to infusible mass
and formation of planar graphitic structure during
pyrolysis.

Minimization of reactive C-O bonds in in-
terunit lignin linkages, such as -O-aryl ether, is
anticipated to yield a more favorable lignin for
structural carbon-fiber production (95). This type
of lignin manipulation has already been accom-
plished in transgenic alfalfa lines down-regulated
in the expression of enzymes involved in lignin
biosynthesis, which exhibited higher amounts of
H-lignin and consequently yielding less C-O-C
reactive interunit linkages and more C-C linkages
that are chemically less reactive (96). Such lignin
modifications could be beneficial for high carbon
yield and formation of long-range order in high-
temperature carbonized filaments.

Another high-volume lignin application is
plant-derived plastics and composites. The syn-
thesis of engineering plastics and thermoplastic
clastomers, polymeric foams, and membranes
from lignin with comparable properties to those
from petroleum products has been reported for
some time (97). The most frequent lignin source
for these past studies has been from chemical
pulping operations that are directed primarily
at lignin removal from cellulosic fibers through
a series of alkaline depolymerization or lignin
sulfonation reactions. Although the lignin struc-
ture from such operations may be far removed
from that needed for most high-value material
applications, these sources have found commer-
cial markets, such as an additive for cement,
dust suppression, and drilling fluids for oil re-
covery (98). A few notable exceptions have been
published: for example, the intrinsic structure
of select lignosulfonates has facilitated their use
for expanders for lead acid batteries (99) and
other select applications (/00). However, pro-
cess impurities, variable molecular weights, and
poor processability hinder the value of most
current industrial pulping lignins for composite
products. Despite these concerns, oxypropylation
of lignin has been shown to yield a promising
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polyol for polyurethane synthesis, yielding ex-
cellent physical strength properties (/07). In
contrast, the application of lignin in thermo-
plastics has been challenging; for example,
blending ~5 to 20% of hydroxyl propyl lignin
with poly(methyl methacrylate) provided up to
a 200-MPa increase in Young’s modulus over
the pure polymer but exhibited detrimental em-
brittlement (/02). Hilburg et al. presented an
alternative approach using a controlled polym-
erization of nanolignin particles with styrene or
methyl methacrylate, which provided a 10-fold
increase in toughness over a lignin/polymer blend
equivalent (/03). The latter results illustrate the
potential for utilizing lignin in composites pro-
vided the structures are engineered on the mo-
lecular scale.

Future development of green lignin-based
polymers pivots on new processing technologies
coupled to tailor-made bioenergy crops contain-
ing lignin with desired chemical and physical
properties for a host of lignin-based material
applications. For example, mild isolation of C
lignin (Fig. 2, structure C) could readily pro-
vide a lignin feedstock that addresses many of
the current processing issues. Alternatively, lig-
nin composed partially or exclusively of hydroxy-
cinnamaldehydes, such as the lignin from the
Medicago cadl mutant (Fig. 2, structure D), pro-
vides a new functional group as a natural avenue
to explore formation of formaldehyde-free resins
or plastics by using the intrinsic reactivity of
the aldehyde for cross-linking.

Lignin Valorization: Fuels and Chemicals

Despite the anticipated improvements in engi-
neered lignin structures and tailored pretreat-
ment chemistries, some lignin fractions from a
biorefinery are not expected to be suitable for
material applications but can still be valuable
for conversion into fuels and chemicals. Lignin
depolymerization is challenging given the broad
distribution of bond strengths in the various C-O
and C-C linkages in lignin and the tendency for

low-molecular-weight species to undergo re-
condensation, often to more recalcitrant species
(Fig. 5). Resulting streams are subsequently dif-
ficult to upgrade, given the heterogeneity of
low-molecular-weight species, which often pos-
sess diverse functional groups.

These challenges will be substantially dimin-
ished as plant feedstocks are engineered to
have predominant G, H, C, or S lignin. The
latter would certainly favor thermal or chemi-
cal depolymerization, because methoxy groups
at the 3 and 5 positions of the aromatic ring
(structure A in Fig. 2) diminish relatively un-
reactive carbon-carbon (C-C) interunit linkages,
yielding a lignin more reactive to thermal and
catalytic fragmentation. To date, multiple strat-
egies have emerged for lignin depolymerization
and upgrading, including thermochemical treat-
ments, homogeneous and heterogeneous catal-
ysis, and biological depolymerization.

Transition metal catalysts have long been
used for lignin hydrogenolysis and hydrodeoxy-
genation upgrading at high hydrogen pressures,
either as single- or two-step processes (/04).
These approaches have received substantial aca-
demic and industrial attention for production of
gasoline-range aromatics, as well as benzene,
toluene, and xylene. A recent review provides a
comprehensive list of the reductive depolymer-
ization and upgrading strategies used to date
(105). Most have required high temperature and
pressure (>200°C and >5 MPa) in combination
with catalysts developed for petroleum pro-
cessing, such as Ni-Mo or Co-Mo/Al,O3, with
the primary function being removal of sulfur
and nitrogen heteroatoms. Despite substantial
research, lignin depolymerization via hydro-
genolysis remains a major technical challenge,
primarily because the diverse reactivities of
lignin-derived low-molecular-weight species
limit yields of single products and their presence
in biomass-derived streams poisons metal cata-
lysts. Additionally, hydrodeoxygenation catalysis
for the production of fuels and chemicals from
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lignin-derived intermediates often leads to cata-
lyst deactivation through high coke formation,
hydrothermal instability, and catalyst sintering
(106). These challenges warrant development of
more robust catalysts designed for diverse sub-
strates and tolerant of harsh environments. For
example, promising new catalysts to overcome
these limitations, including designs with alterna-
tive supports and bimetallic functionalities, have
been investigated with model compounds (707).
Oxidative processes for lignin depolymeriza-
tion have also involved catalytic side-chain oxi-
dation and fragmentation reactions (/08). Many
of the targeted products from lignin oxidation,
wherein the aromatic character is preserved,
are aromatic acids and aldehydes with smaller
market volumes. However, oxidation can also
enable production of ring-opened organic acids
that an effective separation method could re-
cover as potentially valuable products. Depolym-
erization of lignin in nature occurs primarily via
oxidative enzymes, such as laccases and perox-
idases, which are secreted by white-rot fungi
and some bacteria (109, 110). Application of these
natural strategies has been examined, such as a
mild pretreatment of whole biomass or as a means
to produce low-molecular-weight aromatic com-
pounds (/71). The utilization of these approaches
for lignin depolymerization and subsequent
upgrading will be predicated on minimizing the
degradation of sugars and reductions in the
need for potentially costly enzyme cofactors.
Purely thermal routes have also been explored
for lignin depolymerization. Pyrolytic approaches
yield low-molecular-weight species in the vapor
phase, which undergo condensation reactions
upon phase change to higher-molecular-weight
oligomers (/12). Coupling lignin pyrolysis with
hydrodeoxygenation catalysis (//3) for upgrading
vapor-phase monomeric species potentially offers
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a route to fuels and chemicals, but the primary
technical barrier is the inability to continuously
feed lignin to large-scale reactors (/7/4), an issue
that may be solved with commercial-scale ligno-
cellulosic biorefineries.

For chemicals production, an underlying un-
certainty is the ability to meet stringent product
purity specifications. Thus, rather than target-
ing a single commodity chemical from lignin, a
more direct solution may be to produce a blended
petrochemical feedstock, such as reformate, that
can be integrated and upgraded within an ex-
isting petrochemical complex. The primary trade-
offs for this route are efficient oxygen removal,
fuel quality (because of saturation of the high-
octane aromatic blend stocks), and high hydrogen
consumption (/15). One of the largest challenges
associated with lignin valorization is whether
there are economic pathways for conversion of
lignin to value-added fuels and chemicals. A re-
cent design study that focused on the biological
conversion of cellulosic sugars to fuels showed
that potential routes for the conversion of lignin
to chemicals may lead to improvements in over-
all economics and sustainability for an integrated
biorefinery (/16). For example, the conversion
of lignin to 1,4-butanediol and adipic acid im-
proved the overall process economics and po-
tentially reduced the greenhouse gas emissions
by an order of magnitude relative to production
of electricity from lignin. The well-established
commercial production of vanillin from lignin
provides a strong precedent for future innova-
tive advances in this field (177).

The Present and Future

Lignin is a major component of terrestrial ligno-
cellulosic biomass. The effective utilization of
lignin is critical for the accelerated development
and deployment of the advanced cellulosic bio-
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refinery. However, we acknowledge that, despite
some markets and uses of lignin which stretch
back decades, it has been long said in the pulp
industry that “one can make anything from lig-
nin except money.” This review set out to de-
scribe a set of developments over the past few
years that we suggest, when taken together,
represent a tipping point in the prospects for
lignin as a viable, commercially relevant sus-
tainable feedstock for a new range of materials
and uses.

First, the advent of new cellulosic bio-
refineries will introduce an excess supply of dif-
ferent, nonsulfonated, native and transgenically
modified lignins into the process streams. Future
research will continue to establish to what extent
the lignin structure in plants can be altered to
yield a product that can be readily recovered via
pretreatment and has the appropriate tailored
structures to be valorized for materials, chem-
icals, and fuels. Third, although lignin sequencing
remains a vision, approaches based largely on
NMR, high-performance liquid chromatography—
mass spectrometry (LC-MS) or GC-MS, and spe-
cific binding antibodies have greatly improved
our knowledge of the structures of lignin and its
products. These results need to be further in-
tegrated into improved force fields and high-
performance computational modeling to provide
a predictive tool of lignin’s chemical and phys-
ical properties and reactivities in multiple en-
vironments. Such insights may help redesign
lignin within its cross-linked complex biolog-
ical matrix to meet subsequent process and end
product goals. Overall, the need to understand
and manipulate lignin from its assembly with-
in plant cell walls to its extraction and pro-
cessing into value-added products aligns with
our potential to obtain a deeper understanding
of complex biological structures. This is espe-
cially true because the valorization of lignin
cannot come at the expense of the effective utili-
zation of other biopolymers, such as cellulose
and hemicellulose.
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Introduction: Class | cytokines regulate key processes such as growth,
lactation, hematopoiesis, and immune function and contribute to onco-
genesis. Although the extracellular domain structures of their receptors
are well characterized, little is known about how the receptors activate
their associated JAK (Janus kinase) protein kinases. We provide a mecha-

nistic description for this process, focusing
on the growth hormone (GH) receptor and
its associated JAK2.

Rationale: We tested whether the recep-
tor exists as a dimer in the inactive state
by homo-FRET [fluorescence resonance
energy transfer (FRET) between the pro-
teins labeled with the same fluorophore]
and other means. Then, to define recep-
tor movements resulting from activation,
we attached FRET reporters to the receptor
below the cell membrane and correlated
their movement with receptor activation,
measured as increased cell proliferation.
We controlled the position of the trans-
membrane helices with leucine zippers
and mutagenesis, and we again monitored
FRET and receptor activation. We used cys-
teine cross-linking data to define the faces
of the transmembrane helices in contact
in the basal state and verified this with
molecular dynamics, which allowed us to
model the activation process. We also used
FRET reporters to monitor the movement of
JAK2, and we matched this with molecular
dynamics docking of the crystal structures
of the kinase and its pseudokinase domains
to derive a model for activation, which we
then verified experimentally.

Results: We found that the GH recep-
tor exists predominantly as a dimer in
vivo, held together by its transmembrane
helices. These helices are parallel in the
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Receptor-JAK2 activation process. (Top) Cartoons of the GH
receptor basal state (state 1, left) and the active state (state 2,
right) with (Bottom) transmembrane helix alignments for these
states derived by modeling. GHR, GH receptor.

basal state, and binding of the hormone converts them into a left-hand
crossover state that induces separation of helices at the lower transmem-
brane boundary (hence, Box1 separation). This movement is triggered by
increased proximity of the juxtamembrane sequences, a consequence of
locking together of the lower module of the extracellular domain on hor-

mone binding. Both this locking and the
helix state transition require rotation of
the receptors, but the key outcome is sepa-
ration of the Box1 sequences. Because
these sequences are bound to the JAK2
FERM (4.1, ezrin, radixin, moesin) domains,
this separation results in removal of the
pseudokinase inhibitory domain of one
JAK2, which is blocking the kinase domain
of the other JAK2, and vice versa. This
brings the two kinase domains into pro-
ductive apposition, triggering JAK2 acti-
vation. We verified this mechanism by
kinase-pseudokinase domain swap, by
changes in JAK2 FRET signal on activation,
by showing association of pseudokinase-
kinase domain pairs, and by docking of
the crystal structures. An animation of our
complete model of GH receptor activation
is provided at http://web-services.imb.
ug.edu.au/waters/hgh.html.

Conclusion: The proposed mechanism
will be useful in understanding the many
actions of GH, which include altered
growth, metabolism, and bone turnover.
We expect that it may extend to other
members of this important receptor
family. The mechanism provides a molecu-
lar basis for understanding the oncogenic
JAK2 mutations responsible for polycythe-
mia vera and certain other hematologic
disorders and may thus be of value in the
design of small-molecule inhibitors of
clinical applicability.
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Mechanism of Activation of
Protein Kinase JAK2 by the
Growth Hormone Receptor
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Signaling from JAK (Janus kinase) protein kinases to STAT (signal transducers and activators of
transcription) transcription factors is key to many aspects of biology and medicine, yet the
mechanism by which cytokine receptors initiate signaling is enigmatic. We present a complete
mechanistic model for activation of receptor-bound JAK2, based on an archetypal cytokine
receptor, the growth hormone receptor. For this, we used fluorescence resonance energy transfer
to monitor positioning of the JAK2 binding motif in the receptor dimer, substitution of the receptor
extracellular domains with Jun zippers to control the position of its transmembrane (TM) helices,
atomistic modeling of TM helix movements, and docking of the crystal structures of the JAK2 kinase
and its inhibitory pseudokinase domain with an opposing kinase-pseudokinase domain pair.
Activation of the receptor dimer induced a separation of its JAK2 binding motifs, driven by a
ligand-induced transition from a parallel TM helix pair to a left-handed crossover arrangement.
This separation leads to removal of the pseudokinase domain from the kinase domain of the
partner JAK2 and pairing of the two kinase domains, facilitating trans-activation. This model
may well generalize to other class | cytokine receptors.

lass I cytokine receptors are key regu-
‘ lators of many processes, including post-

natal growth, erythropoiesis, myelopoiesis,
lactation, and metabolism. These receptors use
the JAK-STAT (Janus kinase—signal transducers
and activators of transcription) signaling pathway,
which, when deregulated, becomes an important
oncogenic pathway (/). Despite this, the molec-
ular process responsible for activation of JAK2
tyrosine kinase by class I cytokine receptors has
remained elusive.

Growth hormone (GH) and its receptor (Fig. 1)
have been mechanistic exemplars for class I sig-
naling molecules since publication of the crystal
structure of the 2:1 complex of GH receptor
(GHR) extracellular domains (ECDs) with the hor-
mone (2). That structure and associated biophys-
ical and mechanistic data (3, 4) led to a model of
receptor activation wherein hormone-induced re-
ceptor dimerization resulted in close proximity
of the receptor intracellular domains (ICDs) and
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apposition of the activation loops within the cat-
alytic domains of a pair of receptor-bound JAK2
protein tyrosine kinases, resulting in kinase acti-
vation (5). However, for the GHR and other re-
lated cytokine receptors such as the erythropoietin
(EPO), prolactin, and thrombopoietin receptors,
this model was superseded with the demonstra-
tion that these receptors exist largely as an in-
active dimer in the absence of ligand (6-17). The
transmembrane domains (TMDs) of these single-
pass cytokine receptors have an important role in
their constitutive dimerization, as shown by the
ToxR assay for the EPO receptor (EPOR), as well
as fluorescence resonance energy transfer (FRET)
and coimmunoprecipitation studies with the GH
and prolactin receptors. The existence of such di-
mers implies that a specific ligand-induced con-
formational change is required for signal transmission
to the associated cytoplasmic JAK2 proteins.
Comparison of receptor subunit 1 in the crys-
tal structure of the 2:1 complex of the GHR with
GH bound with the unliganded crystal structure
showed only minor conformational differences,
implying that the signal is initiated by subunit re-
alignment as a result of the asymmetric placement
of the receptor binding sites on GH (7). How this
realignment brings the dimeric receptor-associated
JAK?2 pair into productive interaction has remained
elusive. Single-particle electron microscopic imag-
ing of the homologous kinase JAK1 has not been
able to resolve this issue thus far. The full crystal
structure of JAK? itself is not yet resolved (/2).
An appropriate model for JAK2 activation by its
associated cytokine receptor should provide a means
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of removing the inhibitory pseudokinase domain
from the kinase domain of JAK2 and then aligning
the kinase domains for their transactivation and
signal initiation. The model should also account
for the observation that mutations Val®'’—Phe®!”
(V617F) and Tyr®*—Glu®'® (Y613E) (13), which
result in constitutively active JAK2 mutants, are
only active at physiological expression levels in
the presence of receptor dimers (14, 15). It should
also encompass the finding that JAK2 binds to
the juxtamembrane (JM) Box1 sequence of GHR
through residues close to the end of the N-terminal
FERM domain (/6). We present a molecular
model for activation of JAK2 by GH based on
experimentation and molecular modeling (view
animation at http://web-services.imb.uq.edu.
au/waters/hgh.html).

Results

GHR TMD Interaction Supports the Role of the
TMD in Constitutive Dimer Formation and the
Importance of Key Residues in TMD Helix Packing

The GHR TMD is critical for ligand-independent
receptor association (7). To characterize which
interactions within the TMD contribute to con-
stitutive GHR dimerization, we used the ToxR
assay (/7). This assay provides a colorimetric
measure of TMD interactions from isolated
TMDs expressed in the inner cell membrane of
Escherichia coli (fig. S2) and has been used to
demonstrate TMD association for the homolo-
gous EPOR and thrombopoietin receptor
(TpoR or c-Mpl) (10, 18). The ToxR assay
showed that GHR TMDs self-associate (Fig.
2A), although less strongly than do the homodi-
meric EPOR or the leucine zipper controls, but
strongly compared with the noninteracting poly-
alanine (alanine 16) control. The N-terminal, C-
terminal, and central portions of the GHR TMD
all interacted in this assay. Pro**® and the first
glycine (Gly*™) of the GxxG motif [both of
which are highly conserved (fig. S1)] appeared to
weaken the TMD helix interaction, because
interaction increased on conversion of these
residues to Ile (Fig. 2, B and C). Substitution of
individual residues within the TMD with alanine
has negligible effect on helix interactions for
these cytokine receptors (/8), so we introduced
disruptive Gly-Pro double substitutions at 1272F
and L282F. These substitutions decreased helix
interaction [as they do for the EPOR TMD
interaction, where they are thought to introduce
a kink (79)]. Conversely, substitution of V280M
with G280P had the opposite action, increasing
interaction of GHR TMD helices (Fig. 2C).
These results support the view that the GHR
TMD helices do associate constitutively in a spe-
cific manner, but not so strongly as to preclude re-
alignment as a result of ligand binding to the ECD.

Verification of constitutive dimer formation of
GHR in mammalian cells was obtained by homo-
FRET (FRET between the proteins labeled with
the same fluorophore) with confocal microscopy
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anisotropy analysis at the cell surface (20, 21)
(Fig. 2D). As controls for these experiments, we
determined the FRET efficiency measured by
fluorescence anisotropy of constitutive mono-
meric and dimeric versions of the receptor-type
tyrosine-protein phosphatase o (RTPTa) trans-
membrane protein and compared it with that of
the GHR fused to mCitrine (mCit) after residue
341, 37 residues after the Box1 sequence. For the
monomeric RTPTa construct, the TMD was
exchanged for the monomeric low-density lipo-
protein receptor (22), whereas for the dimeric
RTPTo construct, a constitutive disulfide bond
was introduced in the extracellular domain ad-
jacent to the TMD (23-25) (see supplementary
materials). These data show that the GHR re-
ceptor exists primarily as a dimer at the surface
of live cells.

Cysteine Scanning Analysis of GHR TMD
Indicates Relative Orientation of
Helices in the Receptor Dimer

Transmembrane domain association was verified
by cysteine cross-linking of the TMD and JM
residues. For these studies, a receptor construct
was truncated in the intracellular domain after
residue 388 and Cy5259 was converted to Ser®,
resulting in a receptor without cysteines C-terminal
of the lower cytokine domain. Within this construct,
each amino acid from the top of the JM linker
that joins the lower cytokine domain to the
TMD, down to the end of the TMD (Leu®' to
Ser”™®), was individually mutated to cysteine, and
cross-linking between receptors was examined.
For these experiments, both intact cells and
cell membranes were used. We cross-linked with
either a cell-permeable 5 A linker [methanethio-
sulfonate (MTS)] or through the formation of a
disulfide bond with Cu-phenanthroline. Cross-
linking with MTS in intact cells revealed dimeric
and monomeric forms, with all of the N-terminal
IM residues (Cys™’ to Phe®®) cross-linking
similarly, presumably reflecting flexibility in the
absence of ligand, as shown for the EPOR (26).
However, within the bulk of the TMD there was
a helical periodicity evident in dimer formation,
and when cross-linked residues were plotted on a
helix wheel projection, an interaction interface
(which included Ne*”? and Phe?”, 1e*”® and
Phe?’®, and Val**) was apparent, with cross-linking
just visible at Phe”™ (Fig. 3, A and B). MTS has
limited accessibility to residues buried deep in the
bilayer where little reactive thiolate anion is present
(27), which may account for the low efficiency of
dimer formation toward the cytoplasmic side. This
interface correlates well with the basal-state
configuration predicted by molecular dynamics
(MD) simulations (see below). The conserved
GxxG motif appears not to participate in the
TMD interaction in the basal state. Cross-linking
of cell membranes with Cu-phenanthroline
(which is less able to penetrate cell membranes)
showed that cross-links could form from Thr*>® to
Tleu®®® and again from Thr?*® to Leu?®® at the lower
TMD boundary.

1249783-2

We investigated the extent of cross-linking
in the presence or absence of human GH (hGH)
in cell membrane preparations. Increased Cu-
phenanthroline—induced cross-linking of D262C,
located in the JM region, was evident in the pres-
ence of hGH (Fig. 3C), although other residues
did not yield consistent results. This supports the
view that ligand binding increases the proximity
between JM residues in this conserved membrane
proximal sequence and is consistent with hGH-
induced formation of disulfide dimers at the adja-
cent Cys 259 residue in the native receptor (28).

GHR Dimerization by Disulfide Bond
Formation at the Extracellular JM and
TMD Results in Constitutively Active Receptors

Growth hormone, like its structural homologs EPO
and prolactin, has two asymmetrically placed
receptor binding sites that would change the in-
teraction geometry between the two receptor sub-
units on binding. To understand the nature of
this change, we began with the observation that
a minor fraction of the cysteine-substituted recep-
tors described above form cross-linked dimers
spontaneously in the absence of ligand (fig. S3).
Hence, we could observe the activity of full-length
dimerized receptor in the absence of ligand through
cysteine substitution at cross-linked residues within
the JM linker and upper TMD helix regions. For
these experiments, we also mutated wild-type
(WT) Cys® to Ser*’. Transient expression in
human embryonic kidney (HEK) 293 cells re-

Extracellular domain
(ECD) 19-262 =

vealed that constitutive cross-linking of the GHR
with cysteine substitutions between Glu**®® and
Leu®® is accompanied by receptor activation (mea-
sured as STAT5 Tyr®* phosphorylation), whereas
above this, dimer formation and activation were
weak. No evident dimer formation or signaling
was seen with Cys259 converted to serine, that is,
when no JM or TMD free cysteines were present
(Fig. 3D). Evidently dimerization within the up-
per TMD or the extracellular EED sequence can
initiate signaling (i.e., close apposition of the
upper TMD is sufficient to initialize signaling).
Accordingly, introducing two disulfide bonds
by cysteine substitution at E260C and 1270C
resulted in even stronger receptor activation
(Fig. 3D).

Controlled Dimerization of GHR Reveals that
Increased Receptor Activation Correlates

with an Increase in Separation of the

Box1 Motifs

To better understand the steric requirements for
receptor activation we substituted the GHR ECD
with a leucine zipper from the transcription factor
c-Jun. This allowed us to control the positioning
of the TMD without compensatory movements
by the ECDs. The positioning of the cytoplasmic
JAK2-binding Box1 motif and its downstream
sequence were monitored by placing C-terminal
FRET reporters (mCit or mCFP) 37 residues be-
low the Box1 sequence. The receptor truncation
and addition of FRET reporters did not prevent

Dimerization domain
(containing H170D)

Juxtamembrane (JM)
linker 251-262

Transmembrane domain

(TMD) 263-288 MEmRIERe
po—
.-—7 Box1 298-304
Intracellular domain
(ICD) 289-638 Intracellular

Fig. 1. Cartoon of GHR showing key features

with residue numbers.
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JAK?2 binding, and GH addition activated JAK2
for these receptor constructs (fig. S4 and S9).
We first positioned the Jun zipper 12 residues
above the presumed TMD boundary, where the
GHR linker joins to the lower cytokine receptor
domain. This construct results in some consti-
tutive activation (29). Shortening the linker by
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four residues at a time revealed that the closer the
Jun zipper came to the TMD, the stronger the sig-
nal was, as measured by cell proliferation (Fig. 4,
A and B). The strength of the signal correlated
inversely with FRET ratio; that is, signal activa-
tion was associated with separation of the Box1
and its downstream sequence (Fig. 4, C to E).

GHR 263-278

GHR 263-278 P>|
GHR 268-283

GHR 268-283 G1>1
GHR 268-283 G2>|
GHR 268-283 GG>lI

FYFPWLLIIIFGIFGL
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B-gal activity (%L16)

0.12+
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L *%
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0.064

0.044

Homo-FRET efficiency

0.024

0.00-

Fig. 2. Evidence of GHR dimers in cell surface membranes. (A to C) GHR TMD association shown by
ToxR assay. (A) ToxR assay showing self-association of GHR and EPOR TMDs with controls showing amino
acid sequences used for each TMD construct, together with a maltose-binding protein (WBP) immunoblot
of the ToxR-TMD-MBP chimeric proteins expressed in FHK12 E. coli, which was used to normalize the
B-galactosidase values in Miller units (see fig. S2 for detail). (B and C) GHR TMD sequences showing
mutations introduced to perturb TMD association, as monitored in the ToxR assay (n = 4 to 17
independent experiments in triplicate, values expressed as percent L-16 value after normalization of
B-galactosidase activity to MBP expression). Error bars in (A) to (C) denote average + SEM, with one-way
ANOVA and Tukey's multiple comparison post-test (**P < 0.01, ***P < 0.001 compared to test constructs).
(D) Homo-FRET efficiency for individual mCit-labeled proteins using confocal microscopy anisotropy
analysis at the surface of live mammalian cells. Controls were constitutive monomeric and dimeric ver-

sions of the RTPTo transmembrane protein.
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Next, the Jun zipper was placed at the upper
TMD boundary, and the helices were rotated by
inserting one to four alanines sequentially at the
junction with the TMD. There was an optimum
rotational position for signal activation, with the
active and inactive positions adjacent. Again, the
FRET ratio indicated that separation of the Box1
and downstream sequence occurs in the active
rotational position (Fig. 4, F to H). To exclude the
possibility that the changes in FRET ratio re-
sulted from reorientation of the fluorophores
rather than their separation, the comparison of
the 3Ala and 4Ala Jun insertion constructs was
repeated with the flexible linker RSIAT (Arg-Ser-
Ile-Ala-Thr) (30) between the fluorophores and
residue 341 of the receptor. This did not influence
the FRET ratio comparison, from which we
conclude that the decreased FRET ratio in the
active states resulted from increased distance and
not fluorophore rotation (fig. S6).

Because clamping the receptors together at
the upper TMD interface, either by use of the Jun
zipper (Fig. 4, A to E) or through disulfide bond
formation (Fig. 3D), resulted in receptor activa-
tion, we examined the role of the conserved EED
acidic sequence (fig. S1) positioned therein. It
seemed likely that like-charge repulsion could
maintain separation of the receptors and keep the
receptor in an inactive state in the absence of
ligand. Repulsion could then be overcome by
ligand binding, inducing closer apposition of the
receptors within the constitutive dimer. We ex-
plored this hypothesis by comparing the Jun -3Ala
construct with an equivalent construct in which the
three alanines were reverted to the WT E**°ED
sequence. The presence of the AAA sequence
compared to EED substantially increased the pro-
liferative activity and decreased the FRET ratio
below the Box1 domain (Fig. 5A), again indicat-
ing that when the receptor dimer is clamped tighter
together at the upper TMD interface, the Box1
motifs separate.

If this phenomenon applied to the full-length
receptor, it could act as a point of control (gate)
for receptor activation. We introduced the charge
reversal mutations KKR in place of the EED
sequence and transduced the full-length KKR
construct alone or together with the WT construct
into Ba/F3 cells and measured constitutive activ-
ity. Electrostatic attraction at this position partial-
ly activated the full-length receptor (Fig. 5B).
This activation was again associated with sepa-
ration of the Box1 and associated sequences be-
low the membrane, as shown with GHR constructs
that contained the full ECD with mCFP/mCit
reporters placed after the Box1 motif (Fig. 5C).
Expression of WT-GHR or KKR-GHR individ-
ually gave similar FRET values, whereas coex-
pression of both constructs gave a significantly
lower FRET value, again demonstrating the in-
verse correlation between activation and separa-
tion of the Box1 motif.

We then used the full ECD WT-GHR FRET
constructs to verify that the binding of hormone
alone to the receptor on intact cells also resulted
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in a decreased FRET ratio with membrane extracts
from these cells (Fig. SD). Introduction of the GHR
D170H mutation (often referred to as D152H using
numbering of the mature protein), which results in
GH-insensitive Laron dwarfism (37), into these
FRET constructs prevented the decrease in FRET
seen with WT receptor in response to GH binding
(Fig. 5D). The decrease in FRET ratio induced by
WT GH was not seen with the clinical GH antag-
onist G120R hGH, and this also blocked the de-
crease in FRET ratio induced by WT GH (Fig. 5D).

Previous observations that hormone binding
to GHR produced a transient increase in FRET
signal (32) may have resulted from FRET re-
porters being placed at the C terminus. Given the
relative immobilization of receptor-bound JAKs
below the TMD, the lower cytoplasmic domains
must move toward the JAKs for tyrosine phos-

phorylation to occur. This would be facilitated by
an unstructured cytoplasmic domain, as is known
to occur in the JAK1-gp130 couple (33).

Role of Lys*®® at the GHR TMD-ICD Boundary
in Receptor Activation

The data presented above are consistent with a
gating mechanism at the upper TMD boundary
that holds the receptors apart, minimizing activa-
tion in the absence of ligand. We investigated
whether there are residues that hold the submem-
brane sequences together in the inactive state as
there are in the TpoR, in which mutations within
the conserved sequence above the Box1 domain
result in constitutive activation and myeloprolif-
erative neoplasms (34). Alanine substitution within
the equivalent conserved SKQQRIK sequence (fig.
S1) in the GH receptor revealed that conversion

@274 \/ /77 25
81 273

275
.271 | L= XV/
'278 \7

Phe285 |

of the first lysine residue (Lys*®) to alanine re-

sulted in increased signaling (Fig. 5, E and F). The
equivalent K507A mutant in TpoR also showed in-
creased activation (30). Again, for K289A GHR, the
submembrane FRET reporters indicate increased
separation of the Box1 sequences (Fig. SE) through
movement of the JM a-helical sequence (35).

Active and Inactive Dimer Orientations Identified
by Molecular Simulations of GHR TMDs

To understand the above experimental data in
terms of a molecular model, we undertook exten-
sive in silico modeling of the hGHR TMD helix
dimers, initially assuming the helices were in a
vacuum. Searches of helix rotation angles for both
right- and left-handed crossing angles predicted a
helix alignment corresponding to the cross-link
data (Fig. 3A), with interactions between Phe?”®
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Fig. 3. Cross-linking of cysteine-
substituted GHR TMD residues.
(A) Receptor monomer and dimer
observed by gel electrophoresis af-
ter cross-linking of cysteine residues
within the TMD. MTS cross-linker
was used with transiently trans-
fected intact cells, as described in
the supplementary materials. No
evident orientation constraints are
seen within the upper JM linker,
but cross-linking within the TMD
is periodic and plots to one side
of a helix wheel projection shown
in (B). (C) Disulfide dimer forma-
tion at D262C in the JM linker
using cell membrane preparations
treated with or without hGH (2 nM).
Three independent experiments are
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siently transfected HEK293 cells. Levels of receptor expression are shown by corresponding blots for HA-tagged hGHR. The histogram shows the pSTAT5 level
normalized to receptor protein expression for three replicate experiments [mean + SEM (error bars)].
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and Phe®® (lowest free energy, cluster 1, fig. STA).

The rather different chicken GHR sequence was

predicted to give a similar alignment (fig. S7C).

B s To understand the dynamics of receptor ac-
60{ = Ba/F3 tivation, we used MD simulations to model the

5] X ﬂﬁ:ﬁ%ﬁ%aa_rGH R behavior of the TMDs in a lipid bilayer (Fig. 6, A
sof ¥ HAJUN-daarGHR and B, and supplementary materials). A coarse-
45| = HA-JUN-12aa-rGHR grained representation of the peptide, lipids, and
solvent (36) was used to obtain the free-energy

profile as a function of distance (PMF) between
two TMDs by exhaustive Monte Carlo simula-
tions of 128 replica pairs for a range of separa-
tions between the centers of mass of the helices

15 (37). The fact that the PMF has a deep minimum
1.0 at a separation of 0.7 to 0.8 nm with a predicted
05 /_/ free energy of binding around 10 kcal/mol sup-
0.0% T & 3 3 1 ports the finding that two TMDs interact strongly

with minimal free monomer present (Fig. 6B).
E FRET Difference . ‘We sought measures to c'haractenze our mod-
eling data such as the crossing angle Q between

0.35

0.30 the helix axes, We mapped the contacts between

025 the two helices as they approach within a lipid
: bilayer (Fig. 6C). Helices tilt and interact first
= when the lateral separation of the centers of mass
5 015 is ~2 nm. Repulsive interactions at the N termini
o 0.10 Q~ e ; ; it

\\ @ ‘\\

>
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o
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o

x result in formation of an initial contact at the C

3 termini. Subsequently, the TMDs follow a path

e\’&q\@ Q”’QQ\& that maximizes interactions between the Phe res-

S D idues and Thr-Thr hydrogen bonding. This initial-
Q\v o o g . .

ly leads to an essentially parallel dimer (state 1 in

Pro"feratlon D'ﬁerence Fig. 6D) with a low Q value but with many in-

teractions. Closer approach of the helices (as

6
FRET Ratlo [ — ERET Rt — '2 j could result from hormone blnfilng) leads t(.) a
SEo Y Ees 5 10 15 20 - close-packed structure (state 2 in Fig. 6E) with
&1 e §Te 8 : increased tilting and €2, resulting in a left-handed
b § . : crossover dimer with increased separation at the
E 5l o S C terminus (see below). Both states 1 and 2 lie
ey Eow ‘ 0%2?' v@ eQ. within the energy minimum (Fig. 6B), indicating
o = Ll o 1 0 100, v. < . . .. .
Acceptor concentration Acceptor concentration P 3 & arelatively facile state 1—to—state 2 transition. This
(normalized) (normalized) " transition has been observed for other TMDs
F - G H FRET Di**erence using coarse-grained and atomistic simulations in
| — . .
ge 28 % HA-JUN- 1l 1GHR « 035 i simpler environments (38, 39). GHR TMDs form
%1+ HAJUN-3AI2-1GHR g the left-handed dimer by rotating Phe*”® and Phe®®®
:} 225 HA-JUN-4Ala-rGHR w 0.30 . -
55, Alanine | = HAJUN-02a-GHR - out of the interface. Importantly, right-handed es-
s inserti 0] HAUN-dearGHR 2 025 - sentially parallel dimers at close separation readily
[]nsg ?I’OZS E"* ;i"; rearrange to left-handed dimers (state 2) by sub-
12} . . .
P 3z " o % stitution of disulfide bonds at Glu*® and 1le*”
O 128 T o1s (Fig. 7, A and B), correlating with the constitutive
S & receptor activation of such dimers (Fig. 3D). This
e & o & is analogous to the activation seen by moving the
K 62\ & p“)‘ p‘%\ Jun zipper down onto the cell surface (Fig. 4B).
28 .{L’Z’ Q\<° ‘° Qq To better identify structures correlated to ac-
N 5 @ tivity, we needed to compare our predictions with
Day ¥ o bf‘ QR‘ ‘bb‘\ o} A

mutation and cross-linking experiments. There-
fore, atomistic models of helical TMDs were
superimposed onto the structures from the coarse-
grained simulations and subjected to MD in large

Fig. 4. Replacement of ECD with Jun zippers to enable analysis of orientational constraints in
constitutive signaling by GHR. (A) Shortening of the linker between the Jun zipper and the TMD results
in (B) increased receptor activation in Ba/F3 cells stably expressing Jun fusion constructs (measured as <"
increased cell number). (C and D) FRET efficiency images (top image, total fluorescence; lower image, ~ liPid-bilayer systems. For state 1, three structures
FRET efficiency, where darkest is highest FRET efficiency, see code bar) by live-cell confocal microscopy, ~ W¢r® each simulated for 023 us. Figure 6D shows
together with fluorescence-activated cell sorting (FACS) FRET analysis for individual cells showing an @ snapshot of one such dimer (state 1), together
inverse relation between cell proliferation (measured as in Materials and Methods, with cell number ~ With an analysis of the separation between spe-
shown at day 8) and FRET ratio for these constructs (E). (F) Rotation of the Jun-clamped TMD by insertion  cific residues for which cysteine substitutions had
of one to four alanines into the HA-JUN-Oaa-rGHR construct reveals an optimum orientation of the TMAD  been performed for each of the three trajectories.
helix for signaling, measured as cell proliferation (G), and this correlates with decreased FRET reporter ~ All three dimers fluctuated somewhat but main-
signal below the TMD (H). Error bars in (B), (E), (G), and (H) denote SEM. ***P < 0.001. tained a separation of between 0.9 and 1.2 nm,
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slightly tilted relative to the normal of the bilayer
and in a parallel arrangement with low Q. These
dimers are characterized by extensive interactions
between Phe residues and appear to be stabilized
by Lys®, which anchors the lower C termini at the
water—hydrophobic region boundary. The pre-

dicted sulfur-sulfur separation distances closely
resembled the experimental cross-link pattern seen
with cysteine—cross-linking experiments in the ab-
sence of ligand, supporting state 1 as the inactive
state. Gly>’* is far from the helix interface in the
absence of hormone.

A 0.7-us full atomistic simulation for the most
stable dimer predicted by the simpler coarse-grain
model (state 2) showed that it remained helical
throughout the simulation (Fig. 6E). Backbone
atoms presented small fluctuations with an over-
all lateral separation of 0.8 nm. Helices tilted,
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Fig. 5. Roles of the GHR upper and lower JM sequences in signaling control. (A) FRET signal%v,bv"' 5\5%29 OQ,\*‘ Ov\*‘
in the 1CD from FACS analysis after replacement of the WT acidic EED linker sequence with 3Ala in Qs‘?',bg'\ & &
Jun GHR, and cell number for this construct stably expressed in Ba/F3 cells at day 8. E,,, FRET N\

efficiency at high acceptor concentration. (B) Expression of full-length GHR in transduced Ba/F3

cells with WT GHR or GHR with the E°ED residues substituted to AAA or KKR. (C) Decreased FRET with membrane preparations when FRET reporters are placed
below Box1. This activation correlates with increased proliferation. N, number of replicates. (D) FRET ratio in membrane preparations from transiently expressed
rGHR-reporter constructs in HEK 293T cells treated with or without hGH (5 nM) or with G120R hGH (500 nM). Cells were also incubated with 500 nM G120R hGH
for 10 min before treatment with 5 nM hGH. The GHR D170H Laron mutant showed no FRET change upon GH addition. N.S., not significant. (E and F)
Substitution of Lys?®° with Ala promotes proliferative signaling in stably expressing Jun GHR Ba/F3 cells (shown for proliferation assay at day 3), and this
correlates with decreased FRET from FACS analysis from reporters placed below Box1. ANOVA with Tukey post hoc test, *P < 0.05, ***P < 0.001. Error bars in all
panels denote SEM.
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rotated, and packed against Gly?’* with a sepa-

ration of substituted cysteines distinctively dif-
ferent from those obtained in experimental data
for the inactive receptor. When the inactive state
(Fig. 6D) was compared with the left-handed cross-
over form (Fig. 6E), separation between the C
termini was increased (evident in the cysteine
substitution sulfur-sulfur distances). The increased
separation parallels our finding that activity

correlates with higher separation of the C termini,
as monitored by FRET. Moreover, in the pro-
posed active state 2 form, the N-terminal Trp>®’
sits favorably at the membrane interface, facing
outward to favor association, whereas the C-
terminal Lys->* is in an unfavorable configuration
for helix interaction (allowing greater separation),
consistent with nuclear magnetic resonance stud-
ies using model peptides (40). Thus, the model can

RESEARCH ARTICLE

explain how alanine substitution of Lys-**° pro-
motes the left-handed dimer form, correlating
with the increased activation seen on conversion
of Lys-**? to Ala (Fig. 5, E and F).

We constructed a chimeric model in which the
proposed TMD dimer configurations were joined
to the crystal structure of the human GH:ECD
receptor complex [Protein Data Bank (PDB) ID:
3HHR]. Missing residues were generated with
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Fig. 6. Coarse-grain and atomistic simulations of GHR TMDs.
(A) Single helix showmg predicted helicity between Phe®®® and Lys*®?,
and positioning of Trp?®” at upper membrane boundary, with Lys*® at

lower membrane boundary (see supplementary materials). (B) Free-
energy profiles for approach of helices showing different energetic
contributions of lipid and protein. Note that there is only a modest
total free-energy difference (black line) between the parallel form at
11 A separation and the left-handed crossover form at 8 A separation.
r, distance between centers of mass of the helices. (C) Plots of average
distances between centers of mass of each amino acid along the
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terminus, then the parallel form with interactions between Phe-
and Phe-2%3 [state 1, visualized in (D)], and finally the left-handed
crossover form [state 2, visualized in (E)] after rotation to bring the GxxG motif (green spheres) in close packing. (D and E)
S-S separation distances are modeled for the latter two states, with three simulations for the parallel form, which
corresponds to the pattern seen in the absence of hormone by cross-linking (Fig. 3). Ar, helix separation in nanometers; <,
helix tilt angle; €, helix crossing angle. Error bars represent SEM.
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the Modeller program (http://salilab.org/modeller/
about_modeller.html). The overall best configu-
ration based on Modeller’s objective function for
the linking amino acids (Fig. 7C) shows a good
fit between the ECD positioning and the state 2
configuration and places the two Cys®*° residues
in close enough proximity to form a disulfide
bond, as shown experimentally after GH addition
(28). We could also identify potential interrecep-
tor hydrogen bonds in the linker that could
assist in stabilizing the active configuration, bet-
ween Glu*® of receptor 1 and the amide of Trp*®’
in receptor 2, as well as between the backbone
carbonyl of Phe*” and amide of Glu®® in receptor
2. The ECDs without the hormone were attached
to the parallel TMD (statel). This simulation

15
=)

Crossing angle (degrees) »>

Distance between helices W

produced rotation of the ECDs, as described for
isolated ECDs (47). In that simulation, the linker
regions sat on the membrane, although the ECD
domains did not separate. This observation is con-
sistent with our inability to cross-link receptors
above Cys®’ efficiently in the basal state. Po-
tentially, this is related to repulsion between the
acidic EED sequences.

A Model for GHR Activation

The above findings are consistent with a model
of receptor activation in which binding of GH
through its asymmetrically placed binding sites
(2) realigns the two receptors by relative rotation
[as evident in MD simulations (4/)] and, together
with elevation of receptor 1, locks the two di-

»
in
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Fig. 7. Validation of the GHR homology model. Repositioning of JAK2

cy5259

merization domains in the ECD closely together.
This locking is necessary for signal transduction
(42, 43) and brings the upper TMD sequences close
together by overcoming the electrostatic repulsion
of the EED sequences. Closer apposition of the
adjacent juxtamembrane sequences is presum-
ably the reason for resistance to proteolytic attack
on the receptor when GH is bound, in contrast to
its sensitivity when the G120R hGH antagonist is
bound (44). Closure of the upper TMD would pro-
mote the transition to the left-handed TMD form,
with increased separation of the Box1 sequences.

A Model for JAK2 Activation by GH

Separation of the JAK2-binding Box1 sequences
can provide a mechanism for JAK2 activation.

E C-terminal JAK2 FRET
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residues, which form a disulfide bond on addition of ligand. Between

observed by FRET. (A) Disulfide bonding between cysteines substituted at
Glu?®® and Ile®”° rapidly converts state 1 to state 2 in MD simulations,
correlating with constitutive activation seen experimentally. (B) MD of the
active disulfide dimer: Distances in nanometers between backbone residues
of each amino acid to the corresponding residue of the other helix overlay
closely on those for state 2. Error bars represent SEM. (C) Full-length
simulations. The best model of the JM linker joined to the hGH:ECD receptor
complex crystal structure (PDB ID: 3HHR) is shown. Note the proximity of
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linkers, there are also two potential hydrogen bonds that could stabilize this
conformation (see text). (D) Diagram of JAK2 dimer showing proposed
movement of kinase and pseudokinase domains after receptor TMD
separation in state 2. (E and F) FRET ratio measurements with activated
receptor (WT + KKR charge reversal mutant as in Fig. 5, B and C) and KKR or
WT receptor alone, showing convergence of kinase domains and separation
of pseudokinase domains on activation. Error bars indicate SEM. *P < 0.05,
**P < 0.01.
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We have considered how such a separation might
occur within a receptor dimer containing a JAK2
molecule bound to each receptor, given the find-
ing that even constitutively activated oncogenic
JAK2 mutants V617F, L611S, and Y613E re-
quire the presence of receptor for activity (14, 15);
that is, the receptors need to be present to cor-
rectly appose the kinase domains for efficient
transactivation. If the kinase domain of one JAK2
molecule is inhibited by the complementary
pseudokinase domain of the second JAK2 and
vice versa, then moving the JAK2 molecules
apart in a sliding motion would remove the
pseudokinase domain inhibitions and bring the

kinase domains into productive proximity (Fig.
7D and animation at http://web-services.imb.
uq.edu.au/waters/hgh.html).

Activation of JAK2 by GH Through Removal
of Trans-Inhibition

To provide experimental evidence for this model,
we placed FRET reporters (mCFP or mCit) at
strategic locations within JAK2 and then com-
pared the FRET ratios when cells were trans-
duced with WT rabbit GHR (rtGHR), rGHR that
had the EED-to-KKR substitution, or both. This
strategy allowed measurement of FRET ratios
when all receptors were fixed in an inactive basal

RESEARCH ARTICLE I

state or when a subset of receptors were fixed in
an active orientation. FRET reporters were placed
at the C terminus of JAK2, to monitor movement
of the catalytic domains, or C-terminal to the
SH2 domain at Asn®*®, in place of the pseudo-
kinase domain. Reporter pairs were cotransfected
(or transfected separately for FRET calculations)
into HEK293T cells with the rGHR expression
plasmids. Washed membrane preparations were
then prepared from these cells (to reduce the back-
ground signal from free JAK2), and FRET ratios
were determined. Although FRET ratio changes
were small (Fig. 7, E and F), they were consist-
ent. The small changes in FRET may result from

A
JAK2 WT
JAK2-KP
JAK2WT + = o+ o+ =+ 4 =
JAK2-KP =+ o+ =+ o+ =4

Phospho-STAT5B

--— Activation

Activation——

Fig. 8. JAK2 domain swap. (A) Diagram of JAK2 domain swap construct.
Immunoblots showing constitutive activation of JAK2 when kinase and pseu-
dokinase domains are swapped and the domain swap is cotransfected with WT
JAK2. Result of three independent experiments shown with identical total JAK2
plasmid quantity. (B) The pseudokinase-kinase domain interface in the in-
activated state after 40 ns of MD. The pseudokinase and kinase domains are
shown in gray and blue ribbons, respectively. The following key residues are
shown in space-fill representation: F595 (pink: required for V617F constitutive
activation), V617 (red: mutation causing constitutive activation), substrate
binding site D976 (blue), and activation loop phosphorylation residues Y1007

www.sciencemag.org SCIENCE VOL 344

Activation ——

(yellow) and Y1008 (orange). The adenosine triphosphate (ATP) binding site
and catalytic K882 are shown in purple ribbons and space-fill, respectively.
View of the dimer interface from below shows that the ATP binding site is
located in the center of residues implicated in constitutive activation. The
dimer conformation derived from MD simulations can be used to construct two
tetrameric orientations that fulfill the experimental data: (C) a stacked tetra-
mer (D) or an inverse stacked tetramer, with each JAK2 circled. Arrows show
proposed direction of movement induced by receptor separation below TMD,
removing pseudokinase domain inhibition and bringing the kinase domains in
proximity.

16 MAY 2014 1249783-9


http://web-services.imb.uq.edu.au/waters/hgh.html
http://web-services.imb.uq.edu.au/waters/hgh.html

1249783-10

RESEARCH ARTICLE

FRET observed between three receptor interac-
tion possibilities when the KKR mutant is ex-
pressed with the WT receptor: WT-WT (inactive),
KKR-KKR (inactive), and WT-KKR (active).
The significant increase in FRET ratio for the
C-terminal reporters (Fig. 7E) is consistent with
the requirement for the kinase domains to trans-
activate, whereas the reporters positioned in
the location of the pseudokinase domain [i.e.,
C-terminal to the SH2 domain (Fig. 7F)] showed
a decreased FRET ratio in accord with the model
(Fig. 7D) and animation.

To further substantiate our JAK2 activation
model, the kinase and pseudokinase domains
were swapped (JAK2-KP) and then transfected
together with a WT JAK2 construct and the GH
receptor into JAK2-deficient human fibrosarcoma
v2A cells. Our model would predict constitutive
JAK2 activity only when these two JAK2 con-
structs are together, but not for either alone. In-
deed, STATS phosphorylation by JAK2 was
increased when WT JAK2 and JAK2-KP were
present [in each experiment, the total amount
of JAK2 transfected was the same (Fig. 8A)].
Overexpression of JAK2 leads to constitutive
activation (49), which explains why some acti-
vated STATS is detectable when each JAK2 con-
struct is transfected separately.

Molecular Modeling of the Interaction of the
JAK2 Kinase and Pseudokinase Domains

Currently, only the crystal structures of individual
JAK2 kinase and pseudokinase domains are
known (46, 47). To test if the proposed model is
compatible with these structures, we docked the
pseudokinase and kinase domain structures with
the HADDOCK program. The resulting equili-
brated dimer after 40 ns of unrestrained MD
simulations (Fig. 8B) represents the interaction
between the kinase of one molecule and the
pseudokinase domain of another. In particular,
the docked structures predict a close comple-
mentary interaction between the opposing kinase
and pseudokinase domains. The structure shows
proximity between the activation loops and Val®'?
in the pseudokinase domain, which, when mu-
tated, results in constitutive activation and onco-
genesis. To make a model of the complete complex,
we placed docked kinase and pseudokinase pairs
in alternative orientations with another pair, and
the cognate domains of each JAK2 were joined
with their 30-residue interdomain linker. The two
orientations and their movements were consistent
with our experimental results (Fig. 8, C and D).
We verified that the pseudokinase-kinase
pair can associate with a second such pair using
AlphaScreen technology (fig. S9, A to C) based
on cell-free expression of N-terminal enhanced
green fluorescent protein (eGFP) or C-terminal
mCherry-Myc tagged pairs. We supported this
with single-molecule brightness coincidence re-
sults consistent with dimerization of GFP-tagged
pseudokinase-kinase pairs in cell-free condi-
tions (fig. S9D). Although the separate kinase
domains do not associate under these condi-

tions, the pseudokinase-kinase pairs do associ-
ate effectively in trans (fig. S9, E and F).

Discussion

We propose a mechanism for activation of JAK2
by the growth hormone receptor, an archetypal
class I homomeric cytokine receptor. The recep-
tor exists primarily as a constitutive dimer with its
TMDs held in an inactive orientation in the ab-
sence of hormone. Activation of the receptor is
associated with the separation of the membrane
proximal signaling domains below the TMD, as
assessed by FRET, and is consistent with MD
modeling of the TMD.

In formulating a model to explain the in-
creased separation of Box1 sequences on ligand
binding, we were cognizant of our earlier finding
that locking together of the ECD dimerization
domains of the membrane proximal cytokine re-
ceptor module by specific hydrogen bonds and
electrostatic bonds is essential for GH signaling
(42). Based on MD modeling (47), this locking
requires a relative rotation of receptor subunits of
~40°, and disruption of this lock with the D170H
mutation results in GH-insensitive (Laron) dwarf-
ism (/). We had proposed that this locking re-
sulted in activation of the receptor by relative
rotation of the TMDs that was transmitted to
the JAK2 binding Box1 sequence to allow con-
tact of their catalytic kinase domains (7). How-
ever, when we introduced alanine insertions in
the upper TMD of full-length receptor, we ob-
served only weak receptor activation, indicating
that some other ligand-induced movement was
necessary for full activation.

We explored the geometry of activation by
clamping the receptor signaling units (TMD and
cytoplasmic domain) together and found that bring-
ing the clamp down to the membrane surface
gave the strongest activation, although concurrent
insertion of alanines at the upper TMD boundary
did show an optimum rotational position within
that clamped receptor. Moreover, cross-linking at
the EEDF sequence just above the TMD acti-
vated the receptor in an analogous manner to the
Jun zipper clamp. Similar cross-linking results have
been reported for the full-length EPOR (26, 48),
and an optimum rotational position for activation
has been reported for both EPOR (49) and TpoR
(50). These findings suggest a common mecha-
nism within related class I receptors involving
both an optimum rotational position and the need
to closely appose the upper JM sequences for ac-
tivation, resulting in a tilt-and-twist movement of
the TMDs. This is supported by the finding that
the TMD and ICD of the granulocyte colony-
stimulating factor receptor and GHR, both class I
cytokine receptors, can be interchanged to produce
signaling-competent receptors (57). This result
implies that the conserved GxxG sequence of the
GHR TMD is not necessary for receptor activation.

Our activation model requires separation of
the Box1 motifs, resulting in activation of JAK2
bound by its FERM domain to the lower JM seg-
ment of each receptor. Current models of JAK2

assume that it exists as a monomer, where each
JAK2 is autoinhibited by its own pseudokinase
domain in the basal state (52). However, other
studies (/4, 15) show that constitutively active
JAK2 point mutations require a receptor dimer to
be active at physiologic levels. The original JAK2
structural model (53) has been superseded by the
crystal structures of the JAK2 kinase and pseudo-
kinase domains. We used these to determine if
two kinase domains and two pseudokinase do-
mains could pair in a complementary fashion such
that an increased distance between the receptors
and their attached JAK2 would slide the pseudo-
kinase domains away from the kinase domains of
their opposing counterpart and bring the two ki-
nase domains together for trans-activation. We
found optimized docked solutions that allowed
this interaction, and we also located key residues
known to be associated with constitutive activa-
tion of JAK2 (e.g., in myeloproliferative disorders)
in the interface between the inhibitory pseudoki-
nase domain and its kinase domain complement in
the basal state. By placing FRET reporters either at
the C terminus (kinase domain) or in place of the
pseudokinase domain, we were able to show ex-
perimentally that the FRET ratio for the pseudo-
kinase domains decreased on receptor activation,
whereas the ratio for the catalytic domains in-
creased, supporting a model in which the domains
slide apart. Further, by exchanging the kinase and
pseudokinase domains, we obtained strong exper-
imental support for our model. When this domain-
reversal mutant was expressed together with
WT JAK2, constitutive activity was evident. Fi-
nally, we showed with single-molecule fluores-
cence brightness and AlphaScreen technology that
the pseudokinase-kinase domain pair can associate
in trans with another such pair. We anticipate that
these findings will provide valuable insights into
the design of cytokine receptor therapeutics and
will facilitate understanding of relevant cytokine-
related genetic disorders.

Materials and Methods

ToxR Assay of TMD Interaction

This well-validated assay provides a means for
testing the interaction of transmembrane helices
that are placed in the inner membrane of bacteria.
ToxR assays were performed essentially as pre-
viously described (/7), using regions of the GHR
TMD described in the Results section. See fig. S2
for the principle of this assay.

Cysteine Cross-Linking Studies

A series of N-terminal hemagglutinin (HA -tagged
hGHR mutants in pcDNA3.1 was constructed
using QuikChange mutagenesis (Agilent Tech-
nologies), where every residue from Pro®** to
Ser™® was converted to a cysteine after convert-
ing Cys™ to serine. Two sets of these mutants
were used: either truncated at residue 389 (for
cross-linking studies) or full-length GHR (for STATS
activation studies). These mutants were used for
cross-linking according to Guo ef al. (54) and for
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immunoblotting or signal activation studies as
detailed in the supplementary materials.

Analysis of Proliferative Signal
from GHR Constructs

The strength of constitutive proliferation signal
from GHR constructs was assessed by starving
Ba/F3 cells overnight in Ba/F3 starve media (see
supplementary materials). Cultures were then
counted using a Scepter with 40-uM sensors
(Millipore) and seeded at equal concentrations
into three flasks for each sample and cultured in
starve media. Cell concentration was subsequently
counted on following days and plotted as shown.

FRET Analysis

FRET measurements, using expression constructs
detailed in the supplementary materials, were per-
formed on single cells by confocal microscopy
and flow cytometry essentially as previously de-
scribed (55). Membrane extracts and FRET analy-
sis with a fluorescence plate reader were essentially
as described previously and detailed in the sup-
plementary materials. Live cell membrane homo-
FRET methods are described in the supplementary
materials.

Signaling Analysis of JAK2 Cotransfected with
Kinase-Pseudokinase Domain Swap JAK2

Expression constructs for WT murine JAK2 and
for JAK2 with the kinase domain and pseudo-
kinase domain swapped [referred to as JAK2-KP
corresponding to (Met'-11e>**)-(Asp®*°-Ala'*?)-
(Gly831-Arg839)-(Asn542-Gly834)] were constructed
as described in the supplementary materials. JAK2-
deficient (and STAT5-deficient) y2A cells (a gift
from G. Stark, Imperial Cancer Research Fund,
London) were transfected with expression plas-
mids for hGHR, STAT5B, and either WT-JAK2
or JAK2-KP separately, or WT-JAK?2 and JAK2-
KP cotransfected. In each set of experiments in
which P-STATS signal from cotransfected WT-
JAK2 and JAK2-KP was compared with each
JAK2 construct transfected separately, the total
amount of JAK2 transfected was identical.
Details are given in the supplementary materials.

JAK2 Interface Model

To construct a model of the interface between the
pseudokinase and kinase domains of neighbor-
ing subunits, the crystal structures of the JAK2
pseudokinase (PDB ID: 4FVP) and kinase (PDB
ID: 2B7A) domains were docked using the HAD-
DOCK Web server with distance constraints be-
tween Tyr'®’ of the kinase domain and both
Phe® and Val®'” of the pseudokinase domain. The
docked model was then refined by simulating it for
40 ns in water. (Full details are given in the sup-
plementary materials.) The actual interface between
the two consecutive kinase-pseudokinase pairs is
not known. To generate possible arrangements of
JAK?2 dimers that are consistent both with the 30—
amino acid linker sequence and with our experi-
mental data, a second copy of the MD conformation
of the pseudokinase—kinase domain dimer was

positioned adjacent to the original pair. That this
arrangement was possible was confirmed by mod-
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Border Control—A Membrane-Linked
Interactome of Arabidopsis
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Cellular membranes act as signaling platforms and control solute transport. Membrane receptors,
transporters, and enzymes communicate with intracellular processes through protein-protein
interactions. Using a split-ubiquitin yeast two-hybrid screen that covers a test-space of 6.4 x 10°
pairs, we identified 12,102 membrane/signaling protein interactions from Arabidopsis. Besides
confirmation of expected interactions such as heterotrimeric G protein subunit interactions and
aquaporin oligomerization, >99% of the interactions were previously unknown. Interactions were
confirmed at a rate of 32% in orthogonal in planta split—green flourescent protein interaction assays,
which was statistically indistinguishable from the confirmation rate for known interactions collected
from literature (38%). Regulatory associations in membrane protein trafficking, turnover, and
phosphorylation include regulation of potassium channel activity through abscisic acid signaling,
transporter activity by a WNK kinase, and a brassinolide receptor kinase by trafficking-related proteins.
These examples underscore the utility of the membrane/signaling protein interaction network for gene
discovery and hypothesis generation in plants and other organisms.
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agram. Plants, as sessile organisms, are particu-
larly efficient in acclimating to the dynamics of
their environments. Plant growth, development,
homeostasis, and acclimation require mecha-
nisms that monitor changes in the environment,
coordinate cells and compartments, and adjust
transport of ions and metabolites across cellular
membranes. Sensing, signaling, and transporter
regulation are mediated through interactions
with membrane proteins. Largely because of tech-
nical challenges caused by the hydrophobicity
of membrane proteins, only a small number of
membrane protein interactions are known. Mem-
branes contain thousands of proteins whose bio-
chemical or physiological functions have not been
identified experimentally and are thus classified
as “unknowns.” Identification of genetic and mo-
lecular interactions is a promising way to assign
functions to the unknowns in the genome (7-3).

To uncover membrane protein interactions,
we performed a systematic binary interaction
screen using a yeast two-hybrid system specif-
ically developed for membrane protein interac-
tions: the mating-based split-ubiquitin system
(mbSUS) (4, 5). The split-ubiquitin system iden-
tified interactions between integral membrane
proteins that form homo- and hetero-oligomeric
complexes such as sucrose and ammonium trans-
porters, potassium channels, and aquaporins
(4-6). The mbSUS was also instrumental for
identifying regulators of yeast ammonium and
amino acid transporters (7), interactions among
yeast membrane proteins (8), and interactions
between plant proteins and pathogen effector
proteins (9). Here, we report a binary screen,

covering more than 6.4 million potential interac-
tion pairs from a library of 3286 membrane and
signaling proteins from Arabidopsis thaliana
(drabidopsis) (Fig. 1 and fig. S1) (5). Proteins
from the Gene Ontology (GO) biological pro-
cess categories of transport, signal transduction,
and response to abiotic or biotic stimulus are
well represented. Our analysis verified expected
interactions, such as those between heterotri-
meric G protein subunits (/0) and aquaporin
isoforms (/7), and also identified over 12,000
new protein-protein interactions. Of these, 3849
interactions connected proteins lacking exper-
imentally derived functional annotations to in-
teraction partners with experimentally derived
functional annotations; these connections may
assist in elucidating the functions of the un-
known proteins. The results are freely accessible
online (Www.associomics.org).

mbSUS Screen for Membrane-Linked
Protein-Protein Interactions

A primary mbSUS screen probed pair-wise in-
teractions among 3286 distinct proteins (Fig. 1,
table S1, and supplementary materials). For in-
teraction tests in mbSUS, N- and C-terminal
halves of ubiquitin (Nub and Cub) are separately
fused to proteins of interest (Fig. 1A) (4, 5). The
key advantage of mbSUS is its ability to detect
protein interactions that occur outside of the
yeast nucleus, specifically at membranes that
interface the cytosol (5). Besides interactions
among membrane proteins, we tested interac-
tions of membrane proteins with soluble pro-
teins predicted to be involved in signaling (as
Nub-fusions). Cub-fusions with soluble proteins
are prone to self-activation and were therefore
excluded. An initial screen identified “auto-
activating” or “nonactivatable” Cub-fusions for
exclusion, further reducing the number of inter-
action tests to be performed. The resulting matrix
of 3233 Nub-fusions against 1070 Cub-fusions
comprised >3 x 10° interaction tests performed
in duplicate and at two stringency conditions (a
total of four assays per pair), with a quantifi-
able readout of yeast colony growth assayed
for complementation of histidine auxotrophy
(Fig. 1B). We created imaging and statistical anal-
ysis pipelines based on distribution model-based
classification so as to determine interaction con-
fidence scores and thresholds for positive in-
teractions (figs. S2 and S3). A total of 30,426
interactions, less than 1% of the pairs interro-
gated, were defined as positive in the primary
screen based on stringent criteria (supplementary
materials 2). We evaluated all positive interac-
tions from the primary screen in a secondary screen
with 12 additional interaction tests in yeast: six
replicated tests for complementation of histidine
auxotrophy at two stringency conditions (fig. S4).
A network of 12,102 interactions between 1523 pro-
teins tested positive consistently at both stringency
conditions and was termed MIND1 (Membrane-
linked Interactome Database version 1) (fig. S5).
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Fig. 1. The Arabidopsis Membrane-linked Interactome (MIND1). (A) A
positive result in the mbSUS screen is the result of four molecular steps: The
interaction of the proteins of interest brings into proximity the Nub and Cub
moieties, reconstituting a ubiquitin protein (UBQ) that is then recognized by an
endogenous ubiquitin specific protease that cleaves the Cub fusion protein to
release a transcription factor (TF). The TF is then free to enter the nucleus and
activate marker genes whose expression indicates physical interaction between the proteins of interest. (B) 12,102 interactions in MIND1 generated from two rounds of
mbSUS screen. Chart displays protein-protein interactions between a membrane protein with another membrane protein or a soluble protein. (C) The results of
orthogonal validation of the MIND1 protein-protein interactions by retesting in the split-GFP assay. Error bars show 95% Cl estimated with bootstrap analysis
(supplementary materials 2.6). (D) Protein family interaction network. Nodes represent family types and edges indicate interactions between two families. Only families
that have more than two proteins are included, and only those family pairs that have 10 or more interactions are displayed. (E) Cellular localization interaction
network of MIND1y,. Nodes represent cellular components; edges indicate interactions between or among proteins localized in the respective compartments.
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To evaluate the reliability of MINDI, a ran-
dom subset of 7770 positive interactions from
the primary screen was reanalyzed in a tertiary
screen (fig. S4). Results from the secondary
screen were largely confirmed by the tertiary
screen, which included two histidine auxotro-
phy assays and a LacZ activity assay; only 12%

712

of secondary screen positives failed in all three
tertiary screen assays, whereas 80% were pos-
itive in at least two assays (fig. S5). Because
we tested the interactions of Arabidopsis pro-
teins in a single-cell heterologous system, the
observed associations are not necessarily rele-
vant in planta. Therefore, we also tested 195

interactions in planta using the orthogonal, low-
throughput split—green flourescent protein (GFP)
protein interaction assay (Fig. 1C and supple-
mentary materials 2.6). These pairs tested pos-
itive in 31.8% of the split-GFP interaction tests
[95% confidence interval (CI) (25.6%, 38.5%),
bootstrap analysis]. We estimated the in planta
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false-positive rate of MIND1 by comparing its
split-GFP validation rate to the rate of split-
GFP validation for two reference sets of protein
pairs (supplementary materials 2.6). A posi-

tive reference set of 49 independently reported
interactions—randomly sampled from the subset
of primary screen protein pairs that were re-
ported to physically interact in the literature—was
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Fig. 2. Enriched connections between GO biological process groups in MIND1. Nodes represent
different GO groups and are color-coded by group type as shown. Edges represent statistically enriched
connections between GO groups in the complete MIND1 (solid lines) or in MIND1yy (dashed lines)
determined by comparing with 10,000 randomized networks and using a false discovery rate Q < 0.05 as

threshold.

MIND1NH
ABA Signaling subnetwork

AT2G01680 AT5G10020

CPK6
AT{G66760 /

AGP16 \ AT1G1250
/ ERD4
PK3

~AT5G3

/
AT3G06470 /
DTX28
N AT5G497

/CAS

ERD2

ABC

l PERK15 &jp
| 2\\

erd6- I|ke1/

Evidence for ABA association: |Genetic Evidence

RESEARCH ARTICLES I

used to estimate the true-positive rate of inter-
actions tested in the split-GFP assay, which was
38.8% [95% CI(24.5%, 53.1%), bootstrap anal-
ysis]. A negative reference set of interactions—
randomly sampled from the primary screen protein
pairs—was used to estimate the false-positive
rate of interactions tested in the split-GFP assay,
which was 2.5% [95% CI (0, 5.8%), bootstrap
analysis]. MIND1 interactions tested positive
at a rate that is not significantly different from
the independently reported positive interactions
(positive reference set, P = 0.364, permutation
test) and over 12-fold higher than noninteracting
protein pairs (negative reference set, P value =0,
permutation test). The MINDI in planta false-
positive rate was estimated to be 19.2% [95% CI
(0, 46.6%)), bootstrap analysis], although the small
fraction of interactions tested in the split-GFP
assay precludes a statistically reliable point esti-
mate of the false-positive rate.

The Potential of Low Stringency Interactions
for Discovery

MINDI1 does not include interaction pairs that
tested positive in only one or two out of the four
tests performed in the primary screen. However,
we provide these interactions online (Www.
associomics.org) because they could be biolog-
ically relevant. For example, four different SWEET
transporter hetero-oligomers were detected in
only one out of the four primary screen repli-
cate tests. On the basis of this information, we

Gene Ontology Gene Expression
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Fig. 3. Interactions between abscisic acid signaling-related pro-
teins. Three types of evidence (genetic evidence, GO annotation,
and abscisic acid responsive gene expression) were used to classify
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MIND1yy nodes as related to abscisic acid signaling. Interactions
involving hubs and unconnected abscisic acid—related proteins are
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performed a systematic analysis to detect homo-
and hetero-oligomerization among all 17 Arabidopsis
SWEETs and found 8 homo- and 47 hetero-
oligomers using the split-ubiquitin system (/2).
Several of these pairs were confirmed in planta
by using the split-GFP assay, suggesting that oligo-
merization is a general feature of SWEETs and
highlighting that pairs that did not yield highly
reproducible results may be valuable for inclu-
sion in specific hypothesis-driven studies.

MIND1 Network Characteristics

MINDI, like other biological networks (13, 14),
exhibits small-world properties (short distance
among proteins coupled with local order indicated
by high clustering coefficient) (supplementary
materials 3) and follows a heavy-tailed degree
distribution with a reliance on high-degree hubs
(proteins with many interactions) (fig. S6). Be-
cause hubs have many interaction partners, in-
dividual interactions of a hub have low specificity.
Thus, hub proteins with degree >70 were removed
to generate a non-Hub network (MIND1yy) of
3354 interactions (fig. S7). Interacting proteins
often share similar expression patterns (/5);
therefore, we compared expression correlation for
MIND1- and MIND1yy-interacting protein pairs.
Relative to noninteracting pairs, only MIND1yy
pairs were enriched for expression correlation
(fig. S8). However, both MIND1- and MIND 1y~
interacting protein pairs were enriched for GO
functional similarity (fig. S9), indicating that a
hub protein was more likely to share a function-
al annotation with its interaction partners than
an expression pattern. MIND1 interactions are
complementary to existing interactome net-
works from Arabidopsis in that over 99% of
the interactions had not been previously
reported (/3). This is not unexpected because
different interactome assays typically yield
complementary data sets (/4, 16-18) and
because the clone sets analyzed were different
(only 212 MINDI1 proteins were also screened

A B

PQ /;5666440
AB2CH
/

KAT1

l Membrane ( Soluble

Node degree: m 70

Fig. 4. AP2(1 regulates the potassium channel KAT1. (A) The
Blondel clustering algorithm revealed an abscisic acid—related

by the Arabidopsis Interactome Mapping Con-
sortium) (fig. S10) (13).

MIND1-Derived Functional Predictions

Because 327 proteins (21%) in MIND1 lack
GO biological process annotation, the network
can potentially contribute to functional pre-
dictions (fig. S11). For example, the small, sin-
gle transmembrane-domain—containing protein
AT5G61630 [a potential Ras guanosine triphos-
phatase (GTPase); www.greenphyl.org] had
three interactors that were annotated “water
channel activity” (GO:0015250), intimating a
role in regulating water transport (table S2). We
systematically generated functional predictions
for the proteins in MIND 1y by identifying
functional annotations that were overrepre-
sented among each protein’s interacting partners
relative to the proteins present in the network
(table S2). For the above example, the anno-
tation “water channel activity” is overrepre-
sented in the interaction partners of AT5G61630
(P =5.68 x 1075, Fisher’s exact test). We also
generated functional predictions for the proteins
in MIND1 by first isolating highly connected
network clusters (putative functional modules)
and then identifying annotations enriched within
these clusters. Hierarchical clustering of MIND1
resulted in a large super-cluster dominated by in-
teractions involving hub proteins, whereas hierar-
chical clustering of MIND 1y resulted in numerous
smaller clusters (fig. S13). Two additional module
detection methods (supplementary materials 3.7)
identified MIND 1y clusters with enriched GO
annotations, potentially indicating functional
modules (table S4 and fig. S14). For example,
the unknown gene described above, AT5G61630,
belongs to a cluster that contains five aquaporin
isoforms and is enriched for “water transport”
(GO:0006833, Bonferroni-corrected P value =
1.36 x 107, Fisher’s exact test), a function that may
pertain to other members of the cluster, includ-
ing AT5G61630.

-160
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- a——=——=—u(
15
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== KAT1+AP2C1 115
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cluster (Blondel cluster 93) in MIND1yy that includes KAT1 and AP2C1. (B) Current-voltage rela-
tionship of the current in Xenopus laevis oocytes injected with KAT1 or AP2C1 or with both cRNAs upon
perfusion with 200 mM KCL. In all recordings, the holding potential was set at —40 mV, and voltage steps
were applied to potentials ranging between —40 and —200 mV with —20-mV decrements. Data are
means = SE from at least three different individual oocytes.

Individual interactions, irrespective of the
network context, also guide functional predic-
tions. For example, we found interactions between
the nitrate transceptor CHL1 (AT1G12110) and
the potassium transporter KT2 (AT2G40540) as
well as the lysine-deficient protein kinase WNKS
(AT5G41990). CHL1’s transport activity or con-
formation was affected by these interactions, as
demonstrated with the fluorescent transport ac-
tivity sensor NiTrac1 (79). WNKS is a key player
involved in dose- and duration-dependent sugar
signaling, which controls endocytosis of the G
protein—coupled receptor RGS1 (20). Interesting
parallels exist in the animal kingdom, in which
WNK kinases play important roles in controlling
ion transport processes (21).

Characterization of Hubs in MIND1

Disruption of network hubs typically has pleio-
tropic effects (22). Purifying selection acts more
strongly on genes with functions essential for
biological fitness and results in reduced evolu-
tionary rates (23). Consistently, MIND1 hubs
showed evidence of purifying selection in that
K,/K, [the ratio of the number of nonsynon-
ymous substitutions per potential nonsynony-
mous site (K,) to the number of synonymous
substitutions per potential synonymous site
(Ky)] based on Arabidopsis lyrata orthologs
was low (mean K,/K = 0.15) and significantly
lower than K,/K for all Arabidopsis proteins
with 4. lyrata orthologs (mean K,/K;=0.21, P
value = 0.028, Student’s ¢ test) (supplementary
materials 3.8 and table S3). Although we cannot
exclude the possibility that the high number of
protein interactions for an individual MIND1
hub could be an artifact, the functions of the
hubs are consistent with general roles that
require interaction with a large number of target
proteins; out of the 33 MIND1 hubs with known
or inferred molecular function, 21 have putative
functions in protein modification (chaperones/
thioredoxins, signal peptidases, or proteases) or
protein sorting [soluble N-ethylmaleimide—
sensitive factor (NSF) attachment protein (SNAP)
receptors (SNAREs) or cornichon] (table S3).
Moreover, subcellular localization of 16 MIND1
hub GFP-fusions, including nine unknowns,
showed that all but one localized to endomem-
branes, which is consistent with roles in mem-
brane protein modification or sorting (fig. S15
and table S3).

Analysis of MIND1 at the Level of Protein
Families and Biological Processes

Analysis of interactions at the protein family
level can be used to predict genetic redundancies,
interaction motifs, and potential interactions with
paralogs. A gene family—based network (Fig. 1D,
figs. S16 and S17, and table S5) revealed over-
representation of interactions involving proteins
of unknown function. The unknowns showed
numerous interactions with transporters, indicating
undiscovered transport or transport-regulatory
functions among these proteins (Fig. 1D).
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Aggregating interactions by predicted subcellular
localization yielded a location-based network of
connections between different cellular compart-
ments predicting higher-level association patterns
(Fig. 1E). MIND1y\y proteins are predominantly
plasma membrane—localized, and these plasma
membrane proteins show abundant interactions
with other plasma membrane proteins and with
cytosolic partners (Fig. 1E).

To investigate potential interaction motifs
among biological processes, we examined inter-
actions at the level of GO biological processes.
Intrabiological process interactions are less
abundant in MIND1 as compared with other
published networks (fig. S18) (1/3). We generated
a meta-network comprising enriched interac-
tions between biological processes. This network
revealed potential interaction motifs such as
“Receptor-like Kinase/Pelle (RLK) signaling
pathway” linking to “protein catabolism” (Fig. 2).

Regulation of Transport Activity
by Hormones

To strengthen functional predictions from MINDI,
the protein interaction network was overlaid

Fig. 5. Functional inter- A
action of BRI1 with traf-
ficking proteins. Split-GFP
assay for VAMP727, SYP22,
and BRI1, and brassinolide (BL)
hyposensitivity of vamp727 **;
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expressed (OX) plants. (A)
Yellow fluorescent protein
(YFP) fluorescence and bright
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bars, 20 um. (B) VAMP727
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grown under indicated con-
centrations of BL, and hypo-
cotyl lengths were measured.
(€) Seedlings were grown
under various concentrations
of BL, and hypocotyl lengths
were measured. (B and Q)
Error bars indicate SE. Experi-
ments were repeated at least
three times. (D) Wild type
and vamp727 :syp22 were
grown for 5 days with 100 nM
or without BL. BL-mediated
hypocotyl elongation and pri-
mary root growth inhibi-
tion (coiling) were affected
invamp727 ;syp22 com-
pared with wild-type plants.
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with transcriptome and other annotation data.
For example, 311 proteins in MIND1 are related
to the hormone abscisic acid according to tran-
scriptomic, genetic, or other experimental evi-
dence (24). MINDI interactions connected many
of these proteins into an abscisic acid—related
subnetwork (Fig. 3 and fig. S19). Similar sub-
networks obtained for other hormones also
represent interaction sets that are strengthened
by multiple data sources (figs. S19 to S26).
Transport is highly regulated at the transcrip-
tional and posttranscriptional levels, and hormone
signaling often targets membrane-related pro-
cesses. The activity of potassium channels—
which contribute to potassium acquisition from
soil, regulation of enzyme activities, adjustment
of membrane potential and turgor, and regulation
of cellular homeostasis and electrical signaling—
is regulated by protein kinases and phosphatases
(25). A key mechanism by which abscisic acid
promotes stomatal closure is through inhibition
of transporters such as the potassium channel
KAT1 (26). Abscisic acid responses are mediated
by a co-receptor complex that consists of abscisic
acid receptors (PYR/PYL/RCAR proteins) and
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clade-A protein phosphatase 2Cs (PP2C) (27).
Although much of abscisic acid signaling pro-
ceeds through clade-A PP2C regulation of SnRK2
kinases and SnRK2 regulation of transcription
factors, cladeA PP2Cs and SnRK?2 kinases can
also directly regulate the activity of K* channels
(28, 29).

Abscisic acid signaling proteins in MIND1
share extensive connections with transporters
and other membrane proteins (Fig. 3 and fig. S19).
For example, the clade-B PP2C, AP2C1, inter-
acts with the K' channel KAT1 in a cluster en-
riched for abscisic acid-related GO annotations
(Fig. 4A); Blondel cluster 93 (table S4) is en-
riched for GO:0009738—*“abscisic acid signal-
ing pathway” (Bonferroni-corrected P = 1.25 %
1072, Fisher’s exact testy—and GO:0071215—
“cellular response to abscisic acid stimulus”
(Bonferroni-corrected P = 1.41 x 1072, Fisher’s
exact test). Although clade-B PP2Cs are not
canonical abscisic acid coreceptor components
and are not known to regulate potassium chan-
nels, when coexpressed with KAT1 in oocytes,
AP2C1 completely inhibited channel activity
(Fig. 4B). KAT1 functions in stomatal opening;
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thus, AP2C1 could promote stomatal closure and
drought responses by inhibiting KAT1. Indeed,
an ap2cl,pp2c5 double mutant has increased
stomatal aperture (30), and we speculate that clade-
B PP2Cs such as AP2C1 and PP2C5 may reduce
stomatal opening by directly modifying KAT1.

Receptor Kinase Signaling and Regulation

The RLK family of transmembrane receptors is
larger in plants as compared with animals and
likely serves as a predominant mechanism of
communication across membranes. However,
characterization of RLKs is complicated by ap-
parent genetic redundancy (3/). MINDI1 contains
554 interactions for 175 full-length RLK proteins,
extending RLK associations within membranes
and with soluble signaling proteins (fig. S27).
MIND1yy contains >20 RLK interactions with
small GTPases (fig. S27). At present, no canon-
ical pathway for intracellular RLK signaling
analogous to the metazoan G protein—coupled
receptor (GPCR) transmembrane signaling through
intracellular heterotrimeric G proteins has been
defined in plants. However, small GTPases and
related proteins have been identified as intra-
cellular RLK signaling components (32). RLK-
GTPase signaling could act in several ways—for
example, via direct signal transduction from RLK
activation to ROP activation. We observed nu-
merous RLK interactions with Rab-GTPases,
proteins involved in trafficking (33), potentially
indicating Rab involvement in trafficking of RLKs
as shown for RabF2b regulation of FLS2 endo-
cytosis (34). Extending RLK-GTPase associations
by using MIND1 and additional interactome data
sets (13) reveals additional potential GTPase
interaction motifs that could help advance the
understanding of the role of small GTPases
(fig. S27).

Regulation of Brassinosteroid Signaling by
Trafficking Proteins

Membrane proteins are maintained at appropriate
steady-state levels by a balance of delivery to
the plasma membrane and recycling through
endocytosis. Receptor endocytosis plays a key
role in controlling activation and signal termi-
nation (35). For example, upon activation by
ligands, mammalian RLKs are subject to ac-
celerated lysosomal degradation (36). In Arabi-
dopsis, brassinosteroids such as brassinolide are
perceived by the RLK BRI and its coreceptor
BAKI. Ligand-independent trafficking of BRI1
between plasma membrane and early endo-
somes and degradation in the vacuole has been
observed (37, 38), and the Membrane Steroid
Binding Protein (MSBP1) was shown to trigger
BAKI1 endocytosis in a brassinolide-independent
manner (39). Although considerable evidence
implicates BRI1-trafficking in brassinosteroid
signaling, the underlying mechanisms are still
ambiguous (40), and the interactions found in
MINDI may help solve some of the open ques-
tions regarding RLK trafficking. Here, we found
that BRI1 interacts with the R-SNARE VAMP727,

a candidate for regulating BRI trafficking (table
S1). We confirmed this interaction using the split-
GFP assay and also identified SYP22, a VAMP727
interacting Q-SNARE (47), as a BRI1-interactor
(Fig. 5A). VAMP727 and SYP22 accumulate at
late endosomes/multivesicular bodies (47). Over-
expression of VAMP727 in Arabidopsis resulted
in partial insensitivity to brassinolide (Fig. 5B);
overexpression of SYP22 in bril-5, a weak bril
mutant, enhanced its dwarf phenotype (fig. S28).
The phenotypes of VAMP727 and SYP22 over-
expressors are consistent with inhibitory roles in
brassinosteroid signaling, perhaps by promoting
BRI1-trafficking to the vacuole for degradation.
However, although vamp727 and syp22 single
mutants did not show altered brassinolide re-
sponses (fig. S29), vamp727 " ;syp22 mutants
were partially insensitive to brassinolide (Fig. 5,
C and D), indicating a role for VAMP727 and
SYP22 in promoting brassinosteroid signaling.
‘We hypothesize that overexpression and muta-
tion of VAMP727 and SYP22 might result in
aberrant BRI localization because both result
in an apparent reduction in brassinosteroid sig-
naling. VAMP727 had also been observed at the
plasma membrane (42), implicating additional
functions of VAMP727 in trafficking from plasma
membrane to vacuole. Although further exper-
iments are required to fully understand the role
of trafficking in BRI endocytosis and signaling,
we provide genetic and molecular evidence that
VAMP727 and SYP22 interact with BRI1 and af-
fect brassinosteroid signaling, potentially through
modulation of steady-state levels of BRI1 at the
plasma membrane or in endosomes (fig. S29).

Membrane Protein and Signaling Protein
Interactome for Functional Genomics

Membrane proteins are central components of
many cellular processes, often through coordi-
nated action with either membrane or soluble
interaction partners. The 12,102 protein-protein
interactions in MIND1 (www.associomics.org)
expand the functional genomics knowledge base
for the reference plant Arabidopsis and serve as
a resource for gene discovery and hypothesis
generation. Analysis of MINDI in conjunction
with other data sources has not only confirmed
known interactions but also has uncovered con-
nections that shed light on how membrane pro-
teins are regulated at the levels of trafficking,
accumulation, and activity.
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Atmospheric new-particle formation affects climate and is one of the least understood
atmospheric aerosol processes. The complexity and variability of the atmosphere has hindered
elucidation of the fundamental mechanism of new-particle formation from gaseous precursors.
We show, in experiments performed with the CLOUD (Cosmics Leaving Outdoor Droplets)
chamber at CERN, that sulfuric acid and oxidized organic vapors at atmospheric concentrations
reproduce particle nucleation rates observed in the lower atmosphere. The experiments
reveal a nucleation mechanism involving the formation of clusters containing sulfuric acid
and oxidized organic molecules from the very first step. Inclusion of this mechanism in

a global aerosol model yields a photochemically and biologically driven seasonal cycle

of particle concentrations in the continental boundary layer, in good agreement

with observations.
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condensation nuclei (CCN) (/). New-particle
formation (nucleation) via gas-to-particle con-
version is the largest source of atmospheric par-
ticles in the atmosphere (2), and it is thought to
contribute up to half of the global CCN in-
ventory (3, 4). It is therefore important to pro-
vide global models with accurate laboratory
measurements of nucleation rates as a function
of the concentrations of vapor precursors in
order to assess the impact of anthropogenic emis-
sions (J9).

Field measurements have shown that nucle-
ation is strongly associated with the ambient vapor
concentration of sulfuric acid (H,SO,4), which is
therefore considered to be a key component of
atmospheric nucleation (6-9). Classical nuclea-
tion theories (CNTSs) of sulfuric acid, water, and
ammonia are often used in global aerosol models
(5). However, they grossly underestimate the am-
bient nucleation rates J observed in the planetary
boundary layer (BL) at a given H,SO, concen-
tration and overestimate the sensitivity of the
nucleation rates to H,SO,4 concentration when
compared with field observations (0, /7). This
indicates that additional compounds participate
in BL nucleation.

More recently, global aerosol models have
shown improved estimation of the particle num-
ber concentration in the planetary BL after the
CNT nucleation rates were replaced with em-

RESEARCH ARTICLES

pirical parameterizations of field measurements
using a power-law functional dependence of
the form

J=kH,S0,¥ (1)
where the exponent p ranges between 1 and 2
(7,9, 11). The empirical prefactor k varies by
roughly a factor of 100 at different locations and
times, reflecting the variability of the ambient
parameters (such as temperature and ionization
rates) but also the variability of other unaccounted
compounds involved in atmospheric nucleation
(7, 9). Oxidized biogenic organic vapors, ubiqui-
tous in the BL, may well be important species
involved in new-particle formation (7, 8, 12—-15),
but so far the identity of these additional chemi-
cal compounds, or class of compounds, remains
unknown.

Observational Background

Identification of the chemical composition of the
nucleating clusters in field measurements is dif-
ficult for several reasons. Vapor concentrations
are extremely low (107 cm > or below), and the
clusters contain only a few molecules. The presence
of abundant “spectator’”” molecules and clusters in
ambient air can obscure the actively nucleating
clusters. Empirical correlations, such as the asso-
ciation of nucleation rates with H,SOj,, are also
strongly affected by the concurrent diurnal var-
iations of other species, which are formed via
gas-phase photochemistry.

There is a paucity of studies demonstrating
a quantitative overlap between ambient obser-
vations and laboratory measurements. Previous
comparisons between laboratory experiments
and ambient observations have mostly failed
to reproduce ambient nucleation rates or to quan-
tify their dependence on H,SO, concentration
in the presence of pure sulfuric acid and water,
or even with the addition of ammonia or organic
compounds (/6-22). A notable exception is
the study by Chen et al. (23) showing a reason-
able agreement of predicted nucleation rates
with rates measured in Atlanta and Mexico
City when including efficient stabilization of
the acids by bases such as amines [amine con-
centrations exceeded 100 parts per trillion by
volume (pptv) in Atlanta but were not measured
in Mexico City]. Amines strongly enhance nu-
cleation rates already in the low pptv range (24).
Other studies included biogenic organic com-
pounds but did not show direct evidence that
organic compounds participate in the nucleation
process itself, because they have been unable to
distinguish between an effect of organics on nu-
cleation or on the initial growth after nucleation
has taken place (25, 26).

A critical limitation is that, until recently,
nucleation rates were inferred by the appear-
ance rate of particles at roughly 2-nm diameter.
The appearance rate depends on the survival
probability of nucleated particles growing to the
observed size, which in turn depends strongly
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on their growth rate, making it difficult to dis-
entangle nucleation and growth (27). Thus, there
is a critical need for laboratory experiments that
mimic the atmosphere under carefully controlled
conditions.

Experimental Approach

We studied, under well-controlled laboratory con-
ditions, nucleation in the presence of sulfuric
acid and biogenic oxidized organic vapors at ion-
ization rates and vapor concentrations spanning
atmospheric values. The CLOUD (Cosmics Leav-
ing Outdoor Droplets) experiment at CERN pro-
vides a unique facility to measure the evolution
from gas molecules to clusters to particles un-
der atmospheric conditions. The CLOUD cham-
ber is a 26-m’ stainless-steel vessel that enables
nucleation experiments to be carried out under
extremely stable, reproducible, and essentially
contaminant-free conditions (/6); a discussion

of minute remaining contamination, which does
not influence the measured nucleation rates, is
given in (28). The gas and particle phases in the
chamber are continuously sampled and ana-
lyzed by a comprehensive suite of state-of-
the-art instruments (28). In these experiments,
condensable vapors were formed by gas-phase
reactions of hydroxyl radicals (OH), the domi-
nant oxidant in Earth’s atmosphere, with sulfur
dioxide (SO,) and pinanediol (PD, CioH;50,).
Sulfuric acid was formed from oxidation of
SO,, and a broad range of oxidized biogenic
compounds was produced from oxidation of
PD. PD is a first-generation oxidation product
of a-pinene; consequently, its oxidation products
(in the following called BioOxOrg) closely rep-
resent later-generation oxidation products of bio-
genic monoterpenes. By using the experimental
results, we developed a parameterization describ-
ing the dependence of nucleation rates on H,SO,

and BioOxOrg concentrations and implemented
it in a global aerosol microphysics model to as-
sess the effect of this process on new-particle
formation in the continental BL.

The effects of H,SO, and BioOxOrg on the
nucleation rates were isolated by independently
varying the concentration of H,SO, or BioOxOrg
[see (28) for detailed experimental setup and
BioOxOrg concentration determination]. The
CLOUD facility also benefits from an adjustable
pion beam from the CERN Proton Synchrotron
(PS) to simulate ionizing cosmic rays and from
an electric clearing field of up to 20 kV m™' when
an ion-free environment is needed. For each set
of gas conditions, we measured the nucleation
rates J under three different ion concentrations:
(1) J, in an ion-free environment (neutral, with the
electric field on); (ii) Jur in a ground-level io-
nized environment (ger, with ions naturally gen-
erated by galactic cosmic rays); and (iii) J, in a
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Fig. 1. Exploration of nucleation rates. (A) Nucleation rates J;; as a
function of H,S0, concentration for the whole range of BioOxOrg concen-
trations experimentally explored (color-coded with log[BioOxOrg]), and nu-
cleation rates observed in the BL (small green squares) (7—9). Contaminants
NHs3 and dimethylamine are <2 and <1 pptv, respectively. Bold diamonds
correspond to those runs for which the APi-TOF mass defect plots are shown in
Fig. 2 and figs. S2 to S4. (B) Nucleation rates J;; as a function of H,SO,4
concentration for a limited range of BioOxOrg concentration (1.0 + 0.7 x
10° cm™3, ~4 pptv). The marked area represents the region of BL observations.
(C) Nucleation rates as a function of BioOxOrg concentration for a limited range

of H,S0, concentrations (1.9 + 0.7 x 10° cm™3, ~0.1 pptv). (D) Percentage of
ion-induced nucleation as a function of the total nucleation, calculated from the
differences of the corresponding experiments under identical conditions. In (B),
(0, and (D), blue, green, and red circles correspond to ], Jgcr, and J, respec-
tively. The bars represent 1c total errors, but the overall systematic scale
uncertainty on H,SO, (about factor 2) and BioOxOrg concentrations is not
shown. In (A) and (B), the binary (H,SO,4 and H,0, open squares) and ternary
(H,S04, H,0, and NHs, open triangles) GCR nucleation rates from CLOUD are
also shown (26). The black lines correspond to unconstrained least-squares fits
for GCR conditions. The gray band in (D) is shown to guide the eye.
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typical high tropospheric environment (pion beam,
provided by the CERN PS).

Results and Discussion

Figure 1A shows the measured nucleation rates at
1.7-nm mobility diameter (J; ;). Despite the scat-
ter in the data (caused mainly by the calculation
of the BioOxOrg concentration), at BioOxOrg
concentrations >3 x 10® cm™ the nucleation rates
are similar to those observed in the ambient at-
mosphere (small squares in Fig. 1A) over the range
of H,SO,4 concentrations typically observed. At
lower BioOxOrg concentrations, the J; 7 values
decrease, approaching those observed for nucle-
ation from sulfuric acid either with water alone
or with water and ammonia (open markers in
Fig. 1, A and B) (16).

Figure 1, B and C, shows J; 7 as a function of
H,SO, and BioOxOrg concentrations, with each
other held nearly constant. For quasi-constant con-
centrations of BioOxOrg (~4 pptv, well within the
atmospheric range) (/4), we find the same power-
law dependency on H,SO, concentration (Eq. 1)
as observed in field campaigns (marked area in
Fig. 1B). The unconstrained least-squares fit (solid
line) yields an exponent p with the corresponding
90% confidence interval of 2.17 + 0.14 for the
GCR conditions (green circles). Figure 1C shows
that oxidized organic compounds contribute to J; 7
at atmospheric H,SO, mixing ratios (0.1 pptv).
The unconstrained least-squares fit of J = &
[BioOxOrg]? (solid line) yields an exponent ¢
with the corresponding 90% confidence interval
of 0.80 = 0.23 for the GCR conditions (green
circles).

Last, Fig. 1D reveals the role of ions at at-
mospheric H,SO,4 and BioOxOrg concentrations.
It shows the percentage of the nucleation rate
attributable to ions as a function of the total nu-
cleation rate under GCR and pion-beam condi-
tions (shown in green and red, respectively). At
lower-tropospheric GCR conditions, the ion-induced
fraction is about 60% at low nucleation rates
(J17<0.01 cm™® sfl), falling to below 10% at
high nucleation rates (>10 cm > s '). For upper-
tropospheric ionization (pion-beam conditions),
the ion-induced fraction is about 10% higher than
for GCR conditions. This decreasing ion con-
tribution with increasing total nucleation rate
(i.e., at higher H,SO, and BioOxOrg concen-
trations) is consistent with an emerging picture
that charge, bases, and oxidized organics all com-
pete in stabilizing small H,SOy clusters (16, 24).
This picture suggests that ambient new-particle
formation may involve any, or several, of these
stabilizing agents, along with H,SO,, depend-
ing on meteorological conditions and trace gas
levels.

The dependence of J on HSO,4 and BioOxOrg
concentration can be summarized in terms of a
multicomponent power law

J = kn[H2SO4[BioOxOrg]? )
where k;, is the multicomponent prefactor. Nu-
cleation occurs through a sequence of collisions
between the growing clusters and vapor mol-
ecules where only a fraction of the BioOxOrg
compounds are able to form stabilized clusters.
We label the clusters with (n, m), where n and
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m correspond to the number of molecules of
H,SO, and BioOxOrg, respectively, present in
the cluster. In the absence of coagulation or
wall losses, the survival probability of a cluster
(n, m) will depend on the competition between
its evaporation rate (which depends on the clus-
ter composition) and the collision rate of the
cluster with a condensable vapor molecule (which
depends on the vapor concentration). A critical
cluster is often defined to have a size at which it is
equally likely to grow or to evaporate. Accord-
ing to the first nucleation theorem for multi-
component systems (29), the critical cluster
composition is directly linked to the exponents p
and g of Eq. 2.

However, the critical cluster does not apply
to systems where highly stabilized clusters are
formed from the beginning: the slopes (exponents
p and g of Eq. 2) are then defined by other, more
important loss processes (i.e., the chamber walls
in the CLOUD experiment or the preexisting
aerosol in the ambient atmosphere) (30). This
also means that different conditions would yield
different slopes. At very low condensing mole-
cule concentrations, the time to reach 1.7 nm is
increased, and the wall loss or coagulation ef-
fects are accordingly enhanced (30), resulting
in steeper slopes. At high concentrations, satura-
tion effects similar to those found for amine
concentrations (24) may be expected, resulting
in shallower slopes or even complete satura-
tion. Nevertheless, because our concentrations
of H,SO, and BioOxOrg are within the atmo-
spheric range and our condensation sink (~3 x
1072 ") is similar to typical pristine BL values

0.5 T T T r . T T - ; . ;
® HSO4 (H2SO4)n eto. A B
[ @ HSO47(BioOXOrg)m Band 4 3 . 3
0.4F & 11504 (H2504)Bi0OXOrg)m < 1.0 10x10
@® BioOxOrg™ =
—~ 0.3} ® Nog(Eioororg 2 3 ¢ © %
< Band 2 g 8
B3 0.2} an 1 g S
2 o 0.6 6 O
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0.1f ] 9 =
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Fig. 2. Experimental growth in cluster sizes. (A) Mass-defect plot of neg-
ative clusters measured by the APi-TOF and (B) the time series of the nor-
malized concentration of growing clusters grouped in bands and the time
series of the particle concentration measured with the diethylene glycol con-
densation particle counter (DEG CPC) with Dsg = 2 nm and the CPC with Dsq =
3 nm. The experiment was started by turning the electric clearing field off at
06:02 and the ultraviolet lights on at 06:11, so most of the observed growth
(especially of the larger bands) is caused by formation of BioOxOrg, rather
than by diffusional charging of already existing BioOxOrg. This is different
from the experiments shown in Fig. 1, B and C, where the sequence
neutral->GCR—pion beam was always followed. The clusters are grouped in bands,
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from 1 to 4, according to the number m of BioOxOrg molecules present in the
clusters of band m. In the mass-defect plot, the sulfuric acid monomers, dimers,
and trimers, (H,S04)02HSO,", are shown in red. m oxidized organic molecules
bound to HSO,™ (1, m) are shown in yellow. m oxidized organic molecules bound
to sulfuric acid dimers (2, m) and trimers (3, m) are shown in lighter and darker
orange, respectively. In (A), the circle diameters are proportional to (count rates)”.
The unidentified ions are shown in gray and nitrate-BioOxOrg clusters in dark
violet. Water molecules evaporate rapidly in the APi-TOF and are not detected, as
described in (31, 32). The experimental conditions for this specific run were J =
438 cm™ 57, [H,50,] = 2.41 x 10° cm, [BioOxOrg] = 3.81 x 10® cm™,
temperature = 278 K, relative humidity = 39%.
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(8), we conclude that our slopes are repre-
sentative of atmospheric nucleation. However,
this hypothesis will need to be tested in future
experiments.

Confirmation that BioOxOrg compounds par-
ticipate in nucleation from the very first step is
provided by APi-TOF (atmospheric pressure in-
terface time-of-flight) mass spectrometer data
(28). Figure 2A shows an APi-TOF mass-defect
plot where the deviation from the nominal (in-
teger) mass (i.e., the “mass defect”) of a com-
pound is plotted versus the exact mass (37, 32).
This plot reveals the molecular composition of
the nucleating negatively charged clusters (up
to ~1400 Th) and shows the presence of het-
eromers composed of various numbers of H,SO4
and BioOxOrg molecules (7, m), in addition to
sulfuric acid monomers, dimers, and trimers (red
circles). Especially prominent are (1, 1) (H,SOy,
BioOxOrg) (yellow circles, first band), (2, 1)
(orange circles, first band), (1, 2) and (2, 2) (yellow
and orange circles, respectively, second band).
These heteromers dominate the negative ion sig-
nals during the nucleation events. Pure sulfuric
acid clusters above the trimer are absent. Several
other mass-defect plots for different conditions
are shown in (28).

The APi-TOF measurements confirm that the
negatively charged clusters grow with time. Figure
2B shows the time series of the normalized cluster
concentration of the four bands seen in Fig. 2A.
The number m of the band corresponds to the
number of BioOxOrg molecules present in the
clusters of that band. The clusters additionally
contain mainly one or two sulfuric acid molecules
(one of which accommodates the negative charge
by deprotonation to HSO,). Each new band ap-
pears with a delay of 3 to 10 min relative to the
previous band, indicating that the clusters grow
by the consecutive addition of BioOxOrg mole-
cules. However, the preferential pathway for grow-
ing clusters will depend on the collision and

Fig. 3. Simulated and observed monthly mean
total particle number concentration (V) across
19 Northern Hemisphere continental BL loca-
tions. Multiannual observations, represented by
the black line, are derived from measurements
with minimum cut-off diameters ranging from 3
to 14 nm (11). Simulations using three different
nucleation mechanisms are shown as colored lines:
blue represents BHN plus activation BL nuclea-
tion (BHN + k[H,S0,]); red represents BHN plus
Metzger et al. (25) in the BL; dark green represents
BHN plus our mechanism (Eq. 2) in the BL [see (28)
for a definition of these experiments]. Light green
shading around the dark green line for our mech-
anism represents simulated particle concentrations
at the edge of the 90% confidence interval for the
value of k. Pearson correlation coefficient (R)
given for each site (colored according to nucleation
mechanism) at the top of each individual plot.

evaporation rates, which in turn depend on the
relative vapor concentrations, the oxidation state
of the BioOxOrg molecules, and the charge on
the cluster. Figure 2B also shows the appearance
of 2- and 3-nm particles, providing evidence that
the nucleated clusters indeed grow into larger
particles sequentially detected by particle coun-
ters with higher cut-offs. The APi-TOF measured
only negatively charged clusters, and the path-
ways for neutral clusters could be different. How-
ever, Schobesberger ef al. (32) showed similar
growth rates for charged and neutral clusters
involving BioOxOrg molecules, which explains
the good agreement with the particle counters in
Fig. 2B.

The large enhancement of the nucleation rate
with BioOxOrg is due to the formation of clusters
with much lower evaporation rates than those of
binary sulfuric acid clusters. Quantum chemical
calculations (28) indicate that the evaporation rate
of a neutral sulfuric acid dimer is much higher
than that of a highly oxidized BioOxOrg mole-
cule [with an oxygen-to-carbon ratio (O:C) of up
to 1 (28)] clustered in a heterodimer with one
sulfuric acid molecule (e.g., by a factor of 10* for
a 3-methyl-1,2,3-butane-tricarboxylic acid mole-
cule). Zhang et al. (2009) (18) investigated het-
erodimers with cis-pinonic acid; however, because
of the lower O:C of 0.3, these clusters are sub-
stantially less stabilized (28), and therefore much
higher concentrations were needed to observe
nucleation.

Notwithstanding the caveats on the slopes of
the nucleation rates versus H,SO,4 and BioOxOrg
concentrations, which may vary with experi-
mental conditions, we have parameterized these
dependencies to investigate the resulting particle
production in a global aerosol model. Setting
p=2and g=1inEq. 2, we obtain k,, = 3.27 X
102" em® 57!, with a 90% confidence interval of
1.73 x 10 t0 6.15 x 10" em® s~ A nucleation
rate in the form J = k,[H,SO,]*[BioOxOrg] can

Hyytiala Pallos
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be compared to rates in the form J = k' [H,SO4]*
that have been fitted empirically to ambient
measurements (7, 9), which yield an effective
prefactor k” that lies in the range of 0.01 to
10 x 102 em® s, For example, with a-pinene
mixing ratios of 200 pptv [e.g., (33)], a con-
densation sink rate of monomers of 107> s,
and [OH] = 10° cm™>, we estimate k' = 1.3 x
1072 cn® s !, which is well within measured val-
ues (28). Although both parameterizations are
consistent with ambient observations (7, 9), our
new parameterization contains an explicit de-
pendence on organics. The parameterized CLOUD
data can thus be used to quantitatively test the
hypothesis that organic-sulfuric acid nucleation
plays an important role in the planetary BL, with
relatively few assumptions, because the param-
eterization has its basis in laboratory measurements
made under realistic, albeit limited, atmospheric
conditions.

We included this parameterization in a three-
dimensional global aerosol model, GLOMAP
(34, 35). The concentration of BioOxOrg was
calculated assuming that it derives from a two-
stage oxidation of a-pinene to first-generation
products and then to BioOxOrg, with the a-pinene
emitted from the terrestrial biosphere (36). The
new parameterization resulted in a 57% (90%
confidence interval range from 46 to 70%) in-
crease in the global annual mean particle (>3 nm
in diameter) number concentration in the BL com-
pared with a control simulation that included
only binary homogenous nucleation, BHN [from
a global annual mean value of 450 cm > for BHN
to 706 cm > (range from 654 to 765 cm ) for the
new parameterization]. The increase in particle
concentrations occurs mostly over land areas,
where o-pinene is emitted; the mean fractional
increase in particle number concentration is 97%
(range from 78 to 119%) over land and 49%
(range from 40 to 60%) over the ocean. In con-
trast, when the nucleation rate in the BL is
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defined as J = kact[H2SO4] the enhancement
is 79% over land and 137% over oceans, which
is likely to be an unrealistic marine/land contrast
because it neglects the modulation caused by
lower organic compound concentrations over re-
mote marine regions.

Figure 3 shows the seasonal cycle in simu-
lated and observed particle number concentrations
across 19 locations in the Northern Hemisphere
continental BL (/1); see (28) for further de-
tails. Model simulations based on the assump-
tion that only H,SO,4 controls nucleation in the
boundary layer [J = kact[H2SO4], with rate
coefficients determined from ambient data as
in Fig. 1A (7, 9)] tend to predict peak particle
concentrations in early spring and autumn, with
summer nucleation being suppressed by the
higher condensation sink. Our parameteriza-
tion (dark green line in Fig. 3) improves both
the simulated magnitude and the seasonal var-
iation of particle concentration (table S3), in-
cluding the summer peak caused by the strong
seasonal variation in biogenic emissions and
OH concentration (OH concentration appears
to the power of three in the experimentally de-
termined rate because it accounts for the oxi-
dation both of organics to BioOxOrg and of
SO, to H,SO,). This difference in seasonality
between J = kact[H>SO4] and our mechanism
is especially apparent at sites located in or near
forests (table S3) but less apparent at polluted
sites where biogenic emissions play a smaller
role. At the forest sites, the mean correlation
coefficient between the modeled and observed
monthly mean concentrations is 0.7 using our
mechanism but only 0.35 using J = kact[H2SO4].
Our mechanism can therefore explain about
50% of the temporal variability in particle con-
centrations, but activation nucleation can explain
only 12%. The Metzger et al. (25) mechanism
(J = kver[H2SO4][NucOrg)) also improves the
seasonal cycle, but it assumes that the anthro-
pogenic organic compound used in those ex-
periments is representative of o-pinene in the
model, which may not be the case.

There are many other uncertain model pro-
cesses that could control the seasonality of par-
ticle concentrations. However, in a model study
sampling from the 28-dimensional uncertain-
ty space of model processes and emissions
(37, 38), the summer dip in particle concen-
trations was shown to be a robust feature of
the model when nucleation is driven only by
H,S0O,. This problem seems to be overcome
here by including a biogenically controlled nu-
cleation mechanism. Figure 3 shows a remaining
model-observation bias in particle concentra-
tions in winter, which may reflect other uncer-
tain processes or emissions (37) or may indicate
that other nucleation mechanisms are operat-
ing that are controlled by nonbiogenic compounds.
However, at present, there are no measurements
that enable the competing effects of compounds
like ammonia, amines, and oxidized organics to
be accounted for in a model.

www.sciencemag.org SCIENCE VOL 344

Conclusions

Recent experimental results and quantum chem-
ical calculations have shown that amines and
ions can also effectively stabilize the sulfuric
acid clusters, reducing evaporation rates and
enhancing the nucleation rates at low H,SOy4
concentrations (24, 39, 40). Thus, the dominant
nucleation pathway may ultimately depend on
the local atmospheric concentration of H,SOy,
ions, and amines and on the concentration and
functionalization of BioOxOrg, all of which vary
considerably over time and space. At present,
these compounds cannot be combined in a sin-
gle mechanism because of the unknown way in
which they compete with each other to stabilize
clusters. Challenging laboratory and field mea-
surements, as well as accurate modeling, of all
these variables are required to predict the dom-
inant nucleation pathway at different locations
and eventually to understand the global effect
of new-particle formation on climate. However,
our model simulations show that the nucleation
of sulfuric-acid and oxidized biogenic organic
compounds (BioOxOrg) explains some features
of the observed seasonal cycle of new particles
in the continental BL that cannot be explained
by sulfuric acid alone. Given the experimental
evidence and modeling results presented here, it
appears that highly oxidized biogenic organic va-
pors and sulfuric acid together play a major role
in new-particle formation in the BL.
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Transverse Demagnetization Dynamics
of a Unitary Fermi Gas

A. B. Bardon,* S. Beattie,* C. Luciuk,* W. Cairncross, D. Fine,® N. S. Cheng,* G. ]. A. Edge,*

E. Taylor,? S. Zhang,? S. Trotzky,* J. H. Thywissen

1,44

Understanding the quantum dynamics of strongly interacting fermions is a problem relevant
to diverse forms of matter, including high-temperature superconductors, neutron stars, and
quark-gluon plasma. An appealing benchmark is offered by cold atomic gases in the unitary
limit of strong interactions. Here, we study the dynamics of a transversely magnetized unitary
Fermi gas in an inhomogeneous magnetic field. We observe the demagnetization of the gas,
caused by diffusive spin transport. At low temperatures, the diffusion constant saturates to
the conjectured quantum-mechanical lower bound ~ 72/m, where m is the particle mass.

The development of pair correlations, indicating the transformation of the initially
noninteracting gas toward a unitary spin mixture, is observed by measuring Tan’s contact

parameter.

mechanical limit when the scattering length

that characterizes interparticle collisions di-
verges. A well-controlled model system that re-
alizes this unitary regime is provided by ultracold
fermionic alkali atoms tuned to a Fano-Feshbach
resonance (/). These scale-invariant gases are
characterized by universal parameters relevant to
diverse systems such as the crust of neutron stars
at 25 orders of magnitude higher density (2, 3).
Experiments with ultracold atoms have already
greatly contributed to the understanding of equi-
librium properties of unitary gases (4—6). Progress
has also been made in the study of unitary dy-
namics (7—11), including observations of suppressed
momentum transport (7) and spin transport (§—10)
due to strong scattering.

Spin diffusion is the transport phenomenon
that relaxes magnetic inhomogeneities in a many-
body system. At low temperature, where Pauli
blocking suppresses collision rates, one must dis-
tinguish between diffusion driven by gradients
in either the magnitude or the direction of mag-
netization, and quantified by longitudinal spin
diffusivity D'S‘ or transverse spin diffusivity Dz,
respectively (/2, 13). A measurement of D‘s‘ in
a three-dimensional (3D) unitary Fermi gas yielded
a minimum trap-averaged value of 6.3(3)4/m
(9). This is consistent with a dimensional argu-
ment, in which diffusivity is a typical velocity
(hkrp/m for a cold Fermi gas, where 7ikr is the
Fermi momentum) times the mean free path be-
tween collisions. In the absence of localization,
the mean-free path in a gas cannot be smaller

S hort-range interactions reach their quantum-
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than the interparticle spacing ~1/k, which trans-
lates into a quantum lower bound of roughly % /m
(9, 14, 15). However, D} as low as 0.0063(8)i/m
was recently observed in a strongly interacting
2D Fermi gas (10). This thousand-fold range in
transport coefficients remains unexplained by
theory.

We measure the transverse demagnetization
dynamics of a 3D Fermi gas that is initially fully
spin-polarized. All of our measurements are car-
ried out with samples of ultracold “°K atoms in a
harmonic trap. Each atom is prepared in an equal
superposition of two resonantly interacting inter-
nal states, labeled |1) and ||) (/6), which corre-
sponds to a gas with full transverse magnetization
M, =1 (Fig. 1). Initially, interactions between
these identical ultracold fermions is inhibited by
the Pauli exclusion principle. The states we use
also block any local mechanism for spin relax-
ation, unlike the scenario typical in liquids or
solids. However, the differential magnetic mo-
ment A between the internal states allows a mag-
netic field gradient B’ = 0B./0z to twist the
magnetization across the cloud into a spiral pat-
tern, leading to a gradient in transverse magne-
tization. This gradient drives diffusive spin transport
that erodes the coherence irreversibly. In contrast,
for a weakly interacting Fermi gas, collisionless
spin waves lead to reversible dynamics (/7). For

Fig. 1. Magnetization dynamics.
A /2 pulse at t = 0 initializes the ,
system with a homogeneous mag- ‘B
netization (M, = 1 in the rotating
frame) perpendicular to the mag-
netic field, which is along z. A spin My
spiral develops because of a mag-
netic field gradient and drives dif- My
fusive spin currents. The upper and
lower sequences show evolution with-
out and with a =t pulse, respectively.

the strongly interacting Fermi gas probed here,
the evolution of transverse magnetization M, =
M, +iM, is modeled with 6,M, = —iozM  +
DV2M |, neglecting trap effects, where o =
AuB' /1 (18). This equation is solved by M, (7, 1) =
iexp[—iazt—D*02£3 /3], such that (Diaz)fl/ 3
gives the time scale of demagnetization. Be-
cause there is no spatial gradient in the mag-
nitude of magnetization, the dynamics do not
probe DII.

The effect of spin diffusion on magnetization
is measured using the spin-echo technique de-
scribed in Fig. 1. The spin-refocusing 7 pulse at #;
swaps the population of the states |1) and ||),
which causes the spin spiral to start untwisting.
This partial rephasing also reduces the rate of
diffusion. At ¢ = 2t,, the model anticipates a spin
echo with

M, (t) = —iexp[-Dra’ /12] (1)
The final cloud-averaged |M | is indicated by
the contrast in |1) and ||) atom number after a
final /2 pulse with variable phase (/6).

We observe that demagnetization occurs in sev-
eral milliseconds (Fig. 2A, inset). Fitting |M, (¢)]
with an exponential decay function exp[—(¢/1r)"],
we find a range of 2.5 < n < 4.0, compatible
with n = 3 in Eq. 1. Constraining n = 3, we ex-
tract T, across a wide range of gradients (Fig.
2A) and fit it to find that the (B') >/* scaling of
Eq. 1 holds even for the case of the trap-averaged
magnetization. At an initial temperature (7 /Tr); =
0.25(3), where T is the Fermi temperature of the
spin-polarized gas (/6), a single-parameter fit
of iy = (Dslocz/12)71/3 to the data yields Dt =
(1.08 + 0.09"07 )i/m, where the uncertainties
are the statistical error from the fit and the sys-
tematic error from the gradient calibration, re-
spectively. This is a direct measurement of the
time- and trap-averaged diffusivity that does
not rely on any calibration other than that of the
gradient.

In Fig. 2B, we choose a constant gradient and
vary (T /Tr ), Diffusivity is larger in hotter clouds,
as both the typical velocity and the mean free
path increase with temperature. At lower temper-
atures, we observe that Dy does not continue to
decrease but appears to saturate. Careful exam-
ination of the demagnetization dynamics at our
lowest initial temperatures (see insets to Fig. 2B)
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also suggests an acceleration of demagnetization
at later times. An apparently time-dependent Dy
could be due to its polarization dependence, as is
predicted below the so-called anisotropy temper-
ature, where D* differs from DIl (13, 19). It might
also arise from spin-rotation effects (20, 21). How-
ever, we find the deviations from Eq. 1 to be
small, and we are unable to distinguish between

Fig. 2. Spin diffusion. (A)

>

these possibilities and other systematics. Within
the probed range of temperature, the trap- and
time-averaged Dy is consistent with a quantum
lower bound of ~ #/m.

Demagnetization transforms the system of
N particles in a single spin state to a mixture of
two spin states, each with N/2 particles. The
final Fermi energy of the trapped system Ep s

9

Magnetization decay times 1y
at various gradients at an ini-
tial temperature of (7/7p); =
0.25(3). Horizontal and ver-
tical error bars reflect the sys-
tematic error in the gradient
calibration and the fit error, 1F
respectively. The solid line is

08 *©
06
S 04
0.2

0

o 1 2 3
Hold time t (ms)

a single-parameter fit of tm = 0
(D#a%112)°Y3 to the data, and
the shaded area denotes the

5 10

15 20
B-field gradient B’ (G/cm)

combined statistical and system-

atic uncertainty. The inset shows
a sample of |M.(t)| at B’ = 8.2 8t
(7) G/cm with a fit using Eq. 1.
(B) Measured Ds for various 0

0 —_—

initial temperatures at a single
gradient B’ = 18(1) G/cm. To
achieve temperature control,
the data were collected with
N = (1—7) x 10*. Horizontal
error bars are statistical uncer- 2}
tainty; vertical error bars com-
bine gradient-calibration and fit

D& (h/m)

uncertainty. The insets show 0
sample data for [M.(t)| at two

initial temperatures with a fit

using Eq. 1.

0.2 0.4 0.6 038 1
Initial temperature (7/Tg);

Fig. 3. Time-resolved spec- A
troscopy to measure Tan's .
contact at B' = 8.2(7) Gicm

0.15
0.1 4
0.05

0.003] ~~
0.002 .

0.001

and (T/Tp)i ~ 0.2, (A) The
normalized rate T" of atom
transfer (16) from 1) to |p) is
shown after 10 ps (solid line)
and 2.5 ms (dashed line), both
without a spin-refocusing
pulse. The red line in the
right panel is a fit of a power-
law <573/2 to the high-
frequency tail for t = 2.5 ms.
(B) The transfer rate I rescaled
with 5832 versus hold time,
where's = n®(241/EF,1)*?, re-
vealing a plateau for large pos-
itive detunings & > 4EF,f/h. 0
The inset compares contact
values extracted from these
full spectra (open circles) and
those measured at a fixed
detuning &/2n = 125 kHz

0 05 1 15 2 25
Hold time t (ms)

(filled circles). The latter method allows single-shot study of contact dynamics, and thus reduced
statistical noise, as seen here. The contact is normalized by the final Fermi momentum in the trap
and the total number of atoms. Error bars in (B) show one standard deviation of repeated

measurements.
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therefore is reduced by a factor of 2" com-
pared with the initial E;. Furthermore, demag-
netization releases attractive interaction energy.
Together these effects increase temperature (16),
so that each measurement of D} has to be un-
derstood as a time average over a range in tem-
peratures. The intrinsic heating, together with the
initial polarization of the cloud, ensures that
the gas remains in the normal phase throughout
the evolution (22).

The observation of suppressed spin trans-
port indicates strong interparticle scattering but
does not reveal how a thermodynamic interac-
tion energy emerges. In a complementary set of
measurements, we study the microscopic trans-
formation of the gas by following the dynamical
evolution of pair correlations that are enabled
by demagnetization. Instead of measuring |, |,
we probe the gas with a pulse that couples |1)
to |p), an initially unoccupied internal state that
interacts only weakly with 1) and ||) (16). The
transfer rate to |p) is measured as a function of
the frequency detuning & above the single-particle
resonance. In a strongly interacting gas in equi-
librium, the high-frequency tail of such a spectrum
is known to be proportional to Tan’s contact pa-
rameter C [dr C(r) times 6’3? (23-30). The contact
density C(r) = (&} (r)w] (M), (r)y; (r)) s a
local measure of the pair correlation, that is,
the number of pairs of opposite spins at short
distance, where g is the coupling constant and
Vs is the annihilation operator with spin ¢. As
is clear from its definition, C is also proportional
to the local interaction energy. Although contact
has been shown to relate various thermodynamic
and many-body properties of a short-range in-
teracting gas, it has so far been studied only in
equilibrium and only with an unmagnetized gas
(25, 30-33).

Figure 3A shows that after a short hold time,
the spectrum exhibits only the single-particle peak,
whereas after a longer hold time, the spectrum
develops a high-frequency tail. Similar spectro-
scopic measurements starting from a polarized
Fermi gas have shown the emergence of mean-
field shifts after decoherence (34). Here, we study
the high-frequency tail of the spectrum, finding
that it has a 5 ¥ scaling at & > 4E, r/h for each
hold time ¢, which indicates that pair correlations
can be described with a contact parameter
throughout the dynamics (Fig. 3B).

Figure 4A shows that, under various protocols,
the contact starts at zero and grows in time toward
a maximal value of Cpyy/(kpN) = 1.53(4),
where hkp = /2mEf; is the Fermi momen-
tum in the final state of the trapped gas and N is
the total number of atoms. This is comparable
to equilibrium values observed previously at
T/TF ~ 0.35 in (33), which lies between the
initial and final temperatures of these data (/6).
At longer times (> 5 ms), Fig. 4A shows a slow
reduction of contact, which is likely due to heating;
however, in this work, we focus on the short-time
dynamics. A fit using an empirical rise function
f(t) = Conax (1—exp[~(2/7¢)"]) to the short-time
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data yields an exponent of n = 3.6(3) with a spin-
reversal and n = 2.8(2) without a spin-reversal,
reminiscent of the magnetization loss function
ocexp[—(¢/7™)*]. Further connection between con-
tact and magnetization is demonstrated by Fig. 4B,
which traces the contact during a spin-reversal
sequence: The rise of C/(krN) is slowed by the
refocusing pulse and plateaus at the spin-echo
time, around which transverse spin diffusion is
suppressed.

Figure 4C compares 1), and 1, both with and
without an echo. A linear relationship is found,
which is surprising at first, since magnetization is
a one-body vector observable and contact is a
two-body scalar observable. The connection comes
from the Pauli exclusion principle, which requires
that if two particles are in the same location, as is
required for a contact interaction, their spin state
must be the antisymmetric spin-singlet state. For
uncorrelated spin pairs, the probability to be in a
spin-singlet state is p,, = (1-|M,|*)/4. Com-
bining this assumption with the diffusion model
for magnetization predicts 1c = 1ys/ 2'/3 and
Tc = Ty/2 with and without an echo, respec-
tively. The maximum singlet probability for a
given magnetization is p,, = 1—|M | and would
instead give t¢ /1y that is 2173 larger. Data in Fig.
4C show an approximately linear relation whose
slope is between these two limits.

Comparing the full range of measured values
for normalized C and |M, | at various times and
gradients in Fig. 4D also shows a functional form
between the uncorrelated C~1-|M,|* and the

fully paired C~1—|M|. A calculation based on a
large-\/ expansion (35-37) predicts that C(M )
changes between these limiting behaviors as 7'
goes from 27 to T, where T, is the critical tem-
perature for pair superfluidity (/6). Because a
singlet pair has no net spin, the observation of
enhanced p, is also consistent with previous
observations of reduced magnetic susceptibility
due to strong attractive interactions in the normal
state (38, 39).

Alternatively, an apparent reduction in C(M )
might arise from a lag in the evolution of C
behind |M,|. However, we find no statistically
significant dependence on gradient, which is evi-
dence for a local equilibration of C on a faster
time scale than the system-wide demagnetization.
A true steady-state transport measurement, on the
other hand, would suffer from an inhomogeneous
magnetization due to imbalanced chemical po-
tentials in the trap. Our dynamic measurement avoids
this problem, because longitudinal spin transport
is strongly suppressed on the millisecond time
scale (8, 9).

In conclusion, we have shown how a trans-
versely spin-polarized Fermi gas decoheres and
becomes strongly correlated at an interaction res-
onance. A diffusion constant of =~ 7/m chal-
lenges a quasiparticle-based understanding of
transport by implying the necessity of maximally
incoherent quasiparticles. A similar limit to the
quasiparticle lifetime would explain the ubig-
uitous 7-linear resistivity in metals (40) and a
quantum-limited shear viscosity (7).

Fig. 4. Linking contact and mag-
netization. The time evolution of
contact is studied using single-shot 1
spectroscopy, as illustrated by the

inset of Fig. 3B. (A) Contact versus 0.5
hold time t with (in green) and ok

1.5

CINKe >

" EREERYEY
2 854
# ‘%3*98** é¢o°¢¢¢°
®
.°°°° B

without (in red) a spin-refocusing © )
pulse at t/2. Solid lines show a fit
to Cmax(1—expl[—(t/tc)’]). (B) Con-
tact versus hold time t with a ©t

012345101520 012 3 45
)

Hold time t (ms) Hold time t (ms

pulse applied at t, = 1 ms. At the
echo time, the spin spiral has un- 3t
twisted and no longer drives a diffu-
sive spin current. Error bars in (A)
and (B) show statistical error across
repeated measurements, and both
data sets were taken under the same
conditions as Fig. 2A. (C) Contact

growth time, 1, versus demagne-
tization time, 1 [colors as in (A)],
measured at various gradients. Shaded

areas are bounded by the limits of
fully paired and uncorrelated spins.
(D) Normalized contact versus mag-
netization obtained by relating mea-
surements of |M.(t)| and C(t) for all
sampled gradients B'. The solid line
shows the behavior of uncorrelated
spins. A typical statistical error bar is
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Electrically Switchable Chiral
Light-Emitting Transistor

Y. ). Zhang,** T. Oka,* R. Suzuki,® J. T. Ye,>?3 Y. Iwasa™3*

Tungsten diselenide (WSe;,) and related transition metal dichalcogenides exhibit interesting
optoelectronic properties owing to their peculiar band structures originating from the valley degree
of freedom. Although the optical generation and detection of valley polarization has been
demonstrated, it has been difficult to realize active valley-dependent functions suitable for
device applications. We report an electrically switchable, circularly polarized light source based on
the material’s valley degree of freedom. Our WSe,-based ambipolar transistors emit circularly
polarized electroluminescence from p-i-n junctions electrostatically formed in transistor channels.
This phenomenon can be explained qualitatively by the electron-hole overlap controlled by

the in-plane electric field. Our device demonstrates a route to exploit the valley degree of
freedom and the possibility to develop a valley-optoelectronics technology.

ircularly polarized light is used in various
‘ fields, ranging from three-dimensional

displays to technologies involving effec-
tive spin sources in spintronics (/) and informa-
tion carriers in quantum computation (2), as well
as to induce exotic quantum phenomena such
as the Floquet topological state (3, 4). There is
a strong demand for circularly polarized light
sources having both compactness for achieving

Transition-metal

Chalcogen

a high level of integration and electrical con-
trollability of the polarization. However, current-
ly available light sources are incapable of meeting
these requirements. For example, optical filters
(composed of a polarizer and a quarter-wave
plate) require mechanical movement to change
the polarization; spin light-emitting diodes (LEDs)
(5) do not work without an external magnetic
field; and metamaterials (6) or chiral polymer

Il (A)

-12 |

REPORTS

LEDs (7) can produce only a fixed circular po-
larization, with a specific material configuration.
Circularly polarized luminescence from solids is
known to be a consequence of direct-gap inter-
band transitions of electrons from the conduction
band to the valence band with a total angular
momentum shift of £1. Thus, in order to achieve
electrical controllability of the polarization of the
luminescence, the minimum requirement is that
these transitions must be associated with a degree
of freedom that responds to an electric field.
Transition-metal dichalcogenides (TMDs), es-
pecially in the monolayer limit, is a promising
candidate for such devices because two inter-
band transitions are associated with not only the
spin degree of freedom but also the momentum
degree of freedom (&), which is indeed related
to the electrical current. Monolayers of TMDs
consist of a triangularly aligned transition metal
[typically molybdenum (Mo) or tungsten (W)]

1Quantum-Phase Electronics Center (QPEC) and Department
of Applied Physics, University of Tokyo, Tokyo 113-8656,
Japan. *Zernike Institute for Advanced Materials, University
of Groningen, Nijenborgh 4, 9747 AG, Groningen, Netherlands.
3RIKEN Center for Emergent Matter Science (CEMS), Wako
351-0198, Japan.
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Fig. 1. EDLTs in action. (A) Crystal structure of monolayer TMD. (B) Illustration
of the band structure of monolayer TMD. (C) Device structure of TWD EDLT
under ambipolar charge accumulation. (D) Schematic band structure of EDLT-
induced p-i-n junction under equilibrium. (E) Transfer curve (/ps versus V) of
monolayer WSe, EDLT. (F) Output curve (Ips versus Vps) of WSe, EDLT. (Inset)
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Typical optical micrograph of the device. (G) /-V characteristics of WSe, EDLT at
220 K and 160 K, which are higher and lower than the glass transition temperature
of N,N-diethyl-N-(2-methoxyethyl)-N-methylammonium bis(trifluoromethylsulphonyl-
imide (DEME-TFSI), respectively. Illustrations show charging status at 220 K.
(H) Log lips| versus IVpsl plot of the blue curve in (G).
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plane sandwiched by two triangularly aligned
chalcogen [typically sulfur (S) or selenium (Se)]
planes. Each metal atom is surrounded by six chal-
cogen atoms, forming a trigonal prismatic structure
(Fig. 1A). Monolayer TMD shares many properties
with graphene-like materials with different A- and
B-site atoms, in which inversion symmetry is broken
(9). In monolayer TMD, electron and hole valleys
exist at K and K points in the hexagonal Brillouin
zone, leading to a direct-gap semiconductor nature
(Fig. 1B). Because the electronic states of the two
valleys have different chiralities because of the
inversion asymmetric crystal structure, interband
transitions at K and K’ points are allowed for ¢,
and o_ circularly polarized light, respectively (val-
ley circular dichroism) (8). These features are sup-
pressed in bulk single crystals because the inversion
symmetry is recovered while the band structure
changes from direct gap to indirect gap (10).
Circularly polarized photoluminescence (PL)
from TMDs has been experimentally observed
for monolayers (//—15) and for biased bilayers
(16) when they were pumped with circularly

Fig. 2. Circularly polarized electroluminescence. (A)
Polarized EL spectra from five devices. Spectra of device 1 were
measured at 40 K. (Inset) Optical micrograph of device 2 and
charge-coupled device image of EL. The yellow dotted curves
denote WSe, thin flakes. (B) Voltage dependence of EL spec-
tra of device 5. (C) Current dependence of total EL intensity
extracted from Fig. 2B. (D) Current dependence of EL po-
larization extracted from Fig. 2B. (E) Current dependence of
external quantum efficiency extracted from Fig. 2B. (F) PL
spectrum of monolayer WSe, pumped with a He-Ne laser

(1.97 eV).
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polarized incident light. Here, we report current-
induced circularly polarized electroluminescence
(EL) from p-i-n junctions in monolayer and mul-
tilayer tungsten diselenide (WSe,) (/7). More-
over, the polarization was found to be electrically
controllable by changing the current direction.
We formed p-i-n junctions using an electric-
double-layer transistor (EDLT) structure with
WSe, thin flakes having thicknesses of 0.6 to
2.6 nm as the channel material (/8). Because TMD—
field-effect transistors (FETs) show ambipolar tran-
sistor behavior (/9-24), controlling the potential
difference between the gate, source, and drain
electrodes enables the simultaneous accumulation
of both electrons and holes inside the channel
(Fig. 1C), leading to light emission from the p-i-n
junction, as demonstrated in organic ambipolar
FETs (25, 26). EDLT-induced carriers in the chan-
nels can be electrostatically fixed when the device
is cooled down under such bias conditions, forming
a bias-independent p-i-n junction (Fig. 1D) (19).
EDLT has an additional benefit of eliminat-
ing the strong limitation of monolayers (27-30).

Naively thinking, multilayers (bulk material) are
not suited for realizing circularly polarized EL.
The restored inversion symmetry suppresses val-
ley circular dichroism. In addition, multilayers
are indirect-gap semiconductors, in which the
conduction band minimum and the valence band
maximum locate at T and I points, respectively
(10). EDLTs can overcome these difficulties.
First, the gate electric field breaks the inversion
symmetry (16, 24). This recovers the peculiar
features of monolayers, including valley circular
dichroism (/6). Second, because EDLTs produce
an electric field one order of magnitude stronger
than do conventional FETs, drastic band mod-
ulations occur: The valence band top is replaced
by K points, and the energy difference between
T and K points of the conduction band gets
smaller (24). By combining these band structure
changes with the large carrier accumulation
capability of EDLTs (~1 x 10'* cm™2), not only
holes but also electrons can populate the K
points. Therefore, multilayers under an ELDT
operates in a similar manner as monolayers (24).
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Typical transistor characteristics of our WSe,
EDLTs are displayed in Fig. 1E (transfer curve)
and Fig. 1F (output curve), showing clear am-
bipolar operation. The carrier density and car-
rier mobility are estimated to be of the order of
10" cm 2 and 10% em® V' s, respectively. As
demonstrated in (/9), we controlled gate voltage
(V) and source-drain voltage (Vpg) to drive our
transistor into the ambipolar region in the output
curve measurement (Fig. 1G, red curve) and
cooled it down to 160 K in order to freeze the gate
dielectric, forming a bias-independent p-i-n junc-
tion. Source-drain current (/pg) showed a contrasting
response at 160 K, with a clear rectifying operation
(Fig. 1G, blue curve). The rectification was further
confirmed with a log-scale plot (Fig. 1H).

When the WSe, p-i-n junction was forward-
biased, clear EL was observed (Fig. 2A). To en-
hance the EL efficiency, all spectra were recorded
at 100 K unless otherwise specified. Two features
should be emphasized. First, all EL spectra
showed net circular polarization. The degree of
circular polarization, defined as n = [/(c}) —
1I(c.))/[{(c+) + I(c_)], reached as high as 45%
(device 1 at 40 K), which is comparable with that
of PL from monolayers (/2—/4). Second, such cir-
cularly polarized EL was clearly observed even
in multilayer samples (devices 2, 3, and 5), as
explained above (/8). The EL intensity increased
with increasing bias voltage (Fig. 2B). The total
intensity depended linearly on the forward current
(Fig. 2C), whereas n and the external quantum ef-
ficiency (EQE) showed smaller current dependence
(Fig. 2, D and E). The EQE value depended on the
samples and ranged from 2 x 107 to 6 x 107%,
which is larger than that of the emissions from
contact Schottky diodes (27), possibly because of
the location of the emission zone in our devices,
which is away from the contacts.

The EL spectral shape depended on the sam-
ples (Fig. 2A), and all of them can be considered
as a superposition of exciton emission around
1.66 eV (by comparing with the PL spectrum in
Fig. 2F) and trion emission at lower energies,
which have been observed in PL from electro-
statically charged TMDs (14, 15, 31). The varia-
tion of the trion emission energy can be ascribed
to the difference in doping concentrations among
the samples (/4). The emission type is expected
to be controlled by means of carrier injection into
the i-region (/8).

The EL spectra of a single device for two op-
posite current directions is shown in Fig. 3A. Be-
cause the ionic liquid freezes at 100 K, the source
and drain biases were exchanged after the device
was warmed up to 220 K, followed by another
cooling before the next EL measurement (32). The
circular polarization was reversed when the source-
drain bias was exchanged. This is the first demon-
stration of electrical control of circularly polarized
luminescence. The EL spectral shape was also
changed from an exciton-dominant one to a trion-
dominant one, possibly because of the difference in
doping profiles between the two bias directions (18).

According to the band structure of monolayer
TMD:s (Fig. 1B), circularly polarized luminescence
only occurs when K and K’ valleys make inequiv-
alent contributions. Here, we suggest a possible
model from the viewpoint of semiclassical trans-
port theory (33), which gives information on the
carrier distribution under an electric field. Under a
static electric field, the hole distribution shifts par-
allel to the field in the momentum space, whereas
the electron distribution shifts to the opposite di-
rection. As aresult, the electron-hole overlap shown
in Fig. 3B differs between the two valleys [val-
ley overlap polarization (VOP)] because the
carrier distributions in TMDs are not isotropic
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owing to trigonal warping (34). The shift dis-
cussed here is much larger than the Fermi surface
shift in metals because the carrier density in the
i-region is substantially low and the field strength
is much stronger. VOP provides an intensity dif-
ference in the luminescence from two valleys,
leading to circularly polarized luminescence. The
above scenario is widely applicable to TMDs that
have two isolated anisotropic valleys with dif-
ferent chiralities. In addition to the observations in
WSe,, circularly polarized EL has also been ob-
served in MoSe, and MoS, (/8).

A numerical calculation was performed ac-
cording to this model (/8). To understand the
carrier distribution in the momentum space, we
combined the Boltzmann equation (33) and the
charge distribution equation for a p-n junction
(for simplicity, a p-n junction model was used
rather than a p-i-n junction) (35). The effects of
excitons and trions were ignored because we
are only interested in the asymmetry. As shown
in Fig. 4A, the band dispersions, especially that
of the valence band, is anisotropic owing to trig-
onal warping (34). When an in-plane electric
field is applied, the charge distribution is shifted
from its equilibrium position (Fig. 4B). The con-
sequent electron-hole overlap differs between K
and K’ points, giving rise to VOP. Simulated lu-
minescence spectra from K and K’ points, corre-
sponding to o, and 6_, respectively, are shown in
Fig. 4C. The obtained polarization is qualitatively
consistent with the experimental results.

Because trigonal warping is related to the
crystal symmetry (Cs), this scenario indicates
that n and the luminescence intensity are quite
sensitive to the relative angle between the crystal
orientation and the field direction, exhibiting three-
fold symmetry with respect to the rotation of the
electric field direction, as clearly shown in the

CD@Q )

2, 0, G0 B0

Hole

Fig. 3. Electrical control of circularly polarized emission. (A) Cir-
cularly polarized EL spectra from device 4 for two opposite current di-
rections schematically indicated in the top illustration. Bottom illustrations
represent the contribution to EL from two valleys. (B) Schematic illustra-
tions of electron and hole distributions shifted by the electric fields orig-
inating from the built-in potential. Red and blue lines represent contours
of electron and hole distributions, respectively. Orange and green areas
represent the electron-hole overlap for K and K’ valleys, respectively.
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EL Intensity (a.u.)

K«

Fig. 4. Simulation of circularly polarized electroluminescence. (A) Sche-
matic band structure around K point. Momentum along the x direction (k,) and
along the y direction (k,) are measured from K point. (B) Color plot of charge
distribution for electron at conduction band (f,) and hole at valence band (f,)

simulated results in Fig. 4D. Hence, if the current
path is not perpendicular to the contact, | does not
completely reverse its sign when the electrodes are
exchanged, as shown in fig. S6. On the other hand,
this feature will enable fine tuning of 1 by using a
multiterminal device to apply biases in directions
that are nonparallel to the p-i-n junction (fig. S7).
To maximize the luminescence intensity, the de-
gree of polarization (value of ), and the polariza-
tion tunability (tunability of ), it will be necessary
to improve the device fabrication processes in
order to accurately align the crystal orientation
and electrode configuration.

Circularly polarized EL is a direct indication
of the breakdown of valley symmetry. In our ex-
periment, this was induced purely by the electric
field, and we had to go beyond linear response the-
ory in order to understand this phenomenon; for
example, we were not able to explain this with the
valley Hall effect (8). Therefore, we proposed a
model that incorporates nonlinear processes from
the carrier distribution shift, which becomes asym-
metric from trigonal warping, leading to VOP.

Owing to their spin-valley coupled band struc-
ture (8), TMD-based spin LEDs can also exhibit
circularly polarized EL. However, such devices
cannot work without an external magnetic field (7).
Our results, on the other hand, provide a new di-
rection in the quest for electrically switchable cir-
cularly polarized light sources and extend the
functionality of valley-based optoelectronics.
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In Situ Imaging of Silicalite-1
Surface Growth Reveals the
Mechanism of Crystallization

Alexandra I. Lupulescu and Jeffrey D. Rimer*

The growth mechanism of silicalite-1 (MFI zeolite) is juxtaposed between classical models that
postulate silica molecules as primary growth units and nonclassical pathways based on the aggregation
of metastable silica nanoparticle precursors. Although experimental evidence gathered over the past
two decades suggests that precursor attachment is the dominant pathway, direct validation of this
hypothesis and the relative roles of molecular and precursor species has remained elusive. We
present an in situ study of silicalite-1 crystallization at characteristic synthesis conditions. Using
time-resolved atomic force microscopy images, we observed silica precursor attachment to crystal
surfaces, followed by concomitant structural rearrangement and three-dimensional growth by
accretion of silica molecules. We confirm that silicalite-1 growth occurs via the addition of both

silica molecules and precursors, bridging classical and nonclassical mechanisms.

ptimizing the physicochemical proper-
Oties of zeolites for applications ranging
from catalysts for fuel and chemicals pro-
duction to porous substrates for separations and
diagnostics can be leveraged by a molecular-level
understanding of crystallization. For more than
two decades, silicalite-1 (siliceous ZSM-5) has
been a prototype for mechanistic studies of zeo-
lites. Efforts to elucidate the mechanism of growth
have predominantly focused on identification of
the primary building unit, which is most often
presumed to be silica nanoparticles that assemble
with remarkably uniform size during tetraethy-
lorthosilicate (TEOS) hydrolysis in aqueous so-
lutions. Nonclassical pathways of crystal nucleation
and growth involving the aggregation and at-
tachment of nanoparticles are recognized mech-
anisms for many biogenic and natural crystals,
including iron oxyhydroxide (/, 2), magnetite (3),
gypsum (4), noble metals (5, 6), proteins (7), and
calcium minerals (8—/7). This is in stark contrast
to the classical view of crystallization by sponta-
neous nucleation and growth from the addition of
atoms or molecules—a pathway that is perceived
by many to play a marginal role in silicalite-1 crys-
tallization. Although both classical and nonclassical
pathways have been proposed for silicalite-1 crys-
tallization, in situ evidence has proven to be elu-
sive because of the challenges associated with
time-resolved imaging of surface growth.
Silicalite-1 precursors are nanoparticles with
dimensions of 1 to 6 nm (/2—14) that form meta-
stable core-shells, which have a disordered sili-
ceous core and a shell of a physisorbed organic
structure-directing agent (OSDA) (/4). During
nucleation, a fraction of nanoparticles grows at
the expense of others via Ostwald ripening with
simultaneous structural transformations, which lead
to partially ordered OSDA-silica primary units
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(15-17) with indistinct noncrystalline microstruc-
ture. Tsapatsis and co-workers provided evidence
that silicalite-1 nucleation occurs by the aggrega-
tion and subsequent restructuring of evolved nano-
particles (17, 18). Their studies have also suggested
that silicalite-1 growth occurs by precursor attach-
ment, which is a hypothesis gleaned from ex situ
transmission electron microscope measurements
that identified ~5-nm protrusions on crystal ex-
teriors (/9). The persistence of precursors in growth
solutions throughout silicalite-1 crystallization has
led to theories and models postulating their in-
volvement as the primary growth unit (20). To a
lesser extent, it has been suggested (27, 22) that
nanoparticles are metastable species that contin-
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ually supply soluble silica molecules (i.e., mono-
mers and oligomers) as viable growth units. Only
in the final stage of crystallization, when the con-
centration of precursors is negligible, is molecule
addition proposed as the predominant mecha-
nism (23, 24). The schematic in Fig. 1A depicts
the landscape of mechanistic pathways that ex-
emplifies both classical and nonclassical theories
of silicalite-1 crystallization from molecule addi-
tion and nanoparticle attachment, respectively.

We used in situ atomic force microscopy
(AFM) to monitor the growth of the (010) face of
silicalite-1 crystals under realistic synthesis con-
ditions. Silicalite-1 crystals amenable for AFM
measurements were synthesized with large (010)
surface area (~30 x 10 um?) (25) and oriented in
the plane of imaging by mounting crystals in epoxy
on AFM sample disks. We used a retrofitted AFM
liquid sample cell (Asylum Research) equipped
with a heating peltier capable of achieving high
temperatures (25° to 300°C) and custom-designed
components that can withstand caustic solutions
(pH 10 to 13). The liquid cell is equipped with
inlet/outlet ports (fig. S1) used to supply freshly
prepared and degassed growth solution at a rate
of 0.2 ml/hour (with a 7-hour residence time).
Silicalite-1 growth solutions prepared with TEOS
and tetrapropylammonium as the OSDA produced
optically transparent solutions for AFM imaging
at 80°C and atmospheric pressure.

A mechanical artifact of AFM that needed to
be addressed was the lateral drift of the cantilever
within the x/y plane, which results in a progres-
sive temporal shift and eventual loss of the initial
imaging area. This phenomenon has proven to be
less critical when imaging materials that readily

B

Fig. 1. Precursor attachment to silicalite-1 crystals. (A) Pathways of silicalite-1 crystallization. (B)
Topology of the (010) face, [010] mirror plane, and [100] inversion center of silicalite-1 crystals (MFI type; a =
2.01, b=1.97, c=1.31 nm). (C) Dimensions of silica precursors from SAXS (minor axis, 2R,) and AFM (deposit
height, h) after 7 hours at 80°C in growth solutions of pH 10 to 12 (table S1). (D and E) In situ AFM height
mode images reveal the temporal growth of surface features, as indicated by the dashed lines (movie S1).

16 MAY 2014

729



I REPORTS

crystallize at ambient conditions (e.g., 25°C), such
as biogenic crystals (26, 27), zeotypes (28), and
select metal-organic frameworks (29) in which
lower activation barriers for growth unit attach-
ment facilitate rapid time-resolved imaging of
surface growth on the order of minutes. High ac-
tivation energies and concomitant slow rates of
zeolite growth necessitate imaging times on the
order of hours at high temperatures, which ex-
acerbates lateral drift. To overcome this, we used
an AFM scanner with a feedback controller and
drift correlation software developed by Asylum
Research to achieve small drift rates of ~5 nmv/hour,
which corresponds to less than 0.3%/hour loss
of the imaging area (fig. S2). Analysis of AFM
images must also take into account the temporal
change in tip geometry due to a gradual depo-
sition of silica that produces a 1.1-nm/hour in-
crease in tip diameter (figs. S3 to S5). Calibration
of AFM tips subjected to 20 hours of continuous
imaging reveals a less than 2.2% error in height
data. As such, mechanistic behavior was eval-
uated using (010) height data rather than <100>
lateral dimensions, which are subject to larger
error from tip geometry corrections (~12%, fig.
S6) and/or tip artifacts.

We collected AFM images of the (010) face at
discrete time points and observed the appearance
of deposits with shapes and dimensions resembling
those of nanoparticle precursors (Fig. 1, C and D).
In order to confirm this, we performed small-angle
x-ray scattering (SAXS) on growth solutions to
measure precursor size. An oblate ellipsoid form
factor provided the best fit of SAXS data (fig. S7
and table S2), in agreement with literature (/4). We
compared ellipsoid b-axis (2R,) and a-axis (2R,)
dimensions from SAXS to those of surface deposits
from AFM, measured as the average height / (Fig.
1C and fig. S8) and width w (fig. S9), respectively.
The overlap of nanoparticle and deposit size over a
range of growth solution pH provides evidence of
nanoparticle attachment to crystal surfaces. Con-
tinuous AFM imaging of (010) faces reveals that
once adsorbed to the silicalite-1 surface, nanopar-
ticle deposits grow in size (Fig. 1, D and E). In order
to minimize the potential dislodgement of deposits
caused by the movement of the AFM tip, all im-
ages were collected in tapping mode, using a scan
rate of 1.4 Hz.

Sequential snapshots of surface growth at 80°C
(Fig. 2) show (010) interfaces laden with deposits
of nearly uniform size. Terraces on the initial sub-
strate (Fig. 2, A and B) are gradually populated
with nanoparticles within the first several hours
of heating (Fig. 2, C and D). After 5 hours, the
substrate is nearly covered with nanoparticles (Fig.
2, E and F). Continuous imaging was initiated
after 7 hours of heating, which equals the liquid
residence time in the AFM sample cell (see the
supplementary materials for details). Inspection
of island height contours, such as line scan /,_,
(Fig. 2E), at various time points reveals three-
dimensional (3D) growth. Tracking of individual
deposits, such as d1 in /i, (Fig. 2G), shows a
progressive increase in island width, reflecting

growth in the <100> directions, and a gradual
increase in height along the [010] direction. We
recorded several movies that capture the dynamics
of island growth. Analysis of successive images
from movie S2 reveals that the changes in island
dimensions are in increments less than the size of
precursors, which is consistent with a mechanism
of silica molecule addition. AFM images also
reveal processes akin to surface relaxation, which

Fig. 2. Time-resolved images of particle-mediated growth.
AFM images of the silicalite-1 (010) face in 2D [(A), height
mode; (E), amplitude mode] and respective 3D renderings [(B)
and (F)]. (A and B) Representative image of an initial (010)
substrate. (C and D) Images taken after (C) 2 hours and (D)
3 hours of heating at 80°C reveal the attachment of nano-
particles (fig. S10). (E and F) Image taken after 20 hours of in

may occur by post-attachment dissolution of pre-
cursors and silicate reprecipitation (Ostwald ripen-
ing) or by solid-state rearrangement of partially
ordered deposits. For instance, the surfaces of d1
and nearby deposit d2 in Fig. 2G undergo mor-
phological transformations from initially rough
to smooth features during growth.

A long-held mechanistic view that growth oc-
curs by the oriented attachment of fully crystalline

situ growth depicts a highly roughened surface. (G) Height 5]
profiles of line [,, in (E) at various time intervals show island 4/ d1 dz2 Oh
growth and surface relaxation (movie S2). The profiles are TP i
offset in the y axis for improved clarity. Width, w (nm)
\
"4 6 8 10 12
Time (h)

200 400
Width, w (nm)

200 400
Width, w (nm)

Fig. 3. Surface relaxation and growth by
molecule addition. AFM amplitude mode
images after (A) 1 hour and (B) 8.5 hours of in
situ growth. The corresponding height profiles
depict changes along line L5 4 in (A). (C) Tem-
poral changes in island height at pH 10.4 reveal

linear growth from silica molecule addition, a step increase around 6 hours from the attachment of a precursor
(inset), and decreased height attributed to post-attachment precursor dissolution and/or rearrangement.
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precursors (30) to silicalite-1 surfaces was sup-
planted by evidence that precursors are noncrys-
talline (15, 31); however, pathways involving
oriented attachment of partially ordered (evolved)
precursor segments can still be envisioned. More-
over, full integration of precursors into the under-
lying crystal topology necessitates some degree
of post-attachment restructuring. Recent studies
of minerals have demonstrated multiple pathways
for particle-mediated growth, including oriented
attachment of crystalline iron oxyhydroxide nano-
particles (2) as well as the attachment and rear-
rangement of disordered nanoparticles in magnetite
(3). Silicalite-1 disordered-to-ordered surface relax-
ation is qualitatively consistent with the latter find-
ings; however, if silica precursors align before
attachment to the (010) surface, this process is not
evident from in situ AFM. Restructuring of disor-
dered deposits may be governed in part by the
Ostwald step rule, whereas the creation of highly
strained grain boundaries from misaligned pre-
cursors would similarly drive particle dissolution
or recrystallization, analogous to recent observations
by Li et al. (2). Any loss of translational symmetry
during precursor restructuring could lead to crystal
defects, such as commonly observed twins, or the
misoriented domains detected in aggregates of
precursors that become silicalite-1 nuclei (/7).
Time-resolved images of silicalite-1 crystalliza-
tion (Fig. 3, A and B) capture the birth, dissolution/
rearrangement, and growth of islands. AFM snap-
shots of surface growth reveal the disappearance
of features (Fig. 3A, circles), the emergence of
new islands (Fig. 3B, square), and the reduction
of feature height due to surface relaxation (Fig.
3B, arrow). For instance, height profiles of line /5_4
(Fig. 3A) depict the partitioning of flattened re-
gions into multiple layers, /1 and /2 (Fig. 3B).

The representative profile tracking the temporal
change of island height in Fig. 3C captures all
of the dynamic phenomena of silicalite-1 growth.
During the first 6 hours of imaging, molecule ad-
dition results in a linear increase in height anal-
ogous to the [010] growth rate reported in literature
(32). After 6 hours of growth, there is a step change
in height consistent with the attachment of a sin-
gle nanoparticle precursor. Height mode images
(Fig. 3C, inset) show the emergence of a nano-
particle deposit on the island terrace, which is fol-
lowed by a monotonic decrease in height attributed
to post-attachment surface relaxation.
Crystallization mechanisms often involve 2D
nucleation and stepwise advancement of layers
(Fig. 4A). Anderson and co-workers (33) provided
evidence of layer growth for silicalite-1 and other
zeolites (32). Our experiments confirmed that
synthesis at 160°C produced faceted silicalite-
1 crystals (Fig. 4, B and C) and (010) surfaces
composed of steps with heights equal to b/2
(~1 nm) or multiples thereof (Fig. 2A). The MFI
crystal structure features a [010] mirror plane
(Fig. 1B), where the 180°-reversed orientation of
anisotropic islands (Fig. 2A) reflects alternat-
ing (R,S)-pentasil layers. Earlier ex situ studies of
silicalite-1 growth revealed rough (010) faces at
high silica supersaturation and the appearance of
steps as the concentration of silica approached
solubility (32). This is consistent with our in situ
AFM measurements in supersaturated solutions
that reveal surface roughening due to precursor
attachment; however, crystallization at 80°C does
not yield surfaces with well-defined layers, sug-
gesting a high activation barrier for 2D nucleation
and spreading. Silicalite-1 crystallization at low
temperature appears to proceed by a 3D mech-
anism (Fig. 4D and fig. S11). Scanning electron

Fig. 4. Different pathways of layered growth. Schematics of 2D layer growth (A) and 3D island
growth (D) depict proposed mechanisms of silicalite-1 crystallization at high and low temperature,
respectively. (B and €) SEM images of faceted silicalite-1 crystals prepared at 160°C using pH 12.7 (B) and
11.4 (C) growth solutions. (E and F) SEM images of crystals prepared at lower temperature (80°C, pH
11.4) by either seeded (E) or nonseeded (F) crystallization exhibit rough surfaces and spheroidal shapes.
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microscopy (SEM) and AFM images collectively
confirm that the lower synthesis temperature yields
rounded (i.e., nonfaceted) crystals with roughened
surfaces (Fig. 4, E and F). Faceted silicalite-1 crys-
tals have previously been observed at low temper-
ature, but after much longer synthesis times (23, 24)
via a mechanism that is presumably driven by mol-
ecule addition (or Ostwald ripening).

Molecular-level details gleaned from time-
resolved in situ AFM measurements provide evi-
dence of silicalite-1 growth by concerted processes
that bridge two schools of thought: a classical
mechanism based on the addition of silica mole-
cules and a nonclassical route involving the direct
attachment of nanoparticles. Although the exact
microstructure of precursors and the molecular-
level events governing their structural rearrange-
ment have yet to be reconciled, the dynamic
processes of silicalite-1 surface growth identified
by in situ AFM reveal a complex series of events
that transcend conventional mechanisms involv-
ing 2D layer nucleation and spreading. The tech-
niques applied here can be extended to a broader
class of zeolite structures, and may also prove to
be a valuable tool for elucidating the growth mech-
anism of other materials synthesized by either hy-
drothermal or solvothermal methods, which include
(but are not limited to) metal oxides, minerals,
and metal-organic frameworks.
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Recyclable, Strong Thermosets and
Organogels via Paraformaldehyde
Condensation with Diamines
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Nitrogen-based thermoset polymers have many industrial applications (for example, in composites),
but are difficult to recycle or rework. We report a simple one-pot, low-temperature polycondensation
between paraformaldehyde and 4,4'-oxydianiline (ODA) that forms hemiaminal dynamic covalent
networks (HDCNs), which can further cyclize at high temperatures, producing poly(hexahydrotriazine)s
(PHTs). Both materials are strong thermosetting polymers, and the PHTs exhibited very high Young's
moduli (up to ~14.0 gigapascals and up to 20 gigapascals when reinforced with surface-treated
carbon nanotubes), excellent solvent resistance, and resistance to environmental stress cracking.
However, both HDCNs and PHTs could be digested at low pH (<2) to recover the bisaniline monomers.
By simply using different diamine monomers, the HDCN- and PHT-forming reactions afford

extremely versatile materials platforms. For example, when poly(ethylene glycol) (PEG) diamine
monomers were used to form HDCNs, elastic organogels formed that exhibited self-healing properties.

itrogen-containing thermosets, such

| \ | as poly(amide)s, poly(imide)s, and
poly(benzimidazole)s, are used to man-
ufacture adhesives, coatings, foams, automotive
and aerospace parts, and electronic devices owing
to their high mechanical strength and durability.
Despite their widespread commercial use and prac-
tical utility, there has been little recent success in
the synthesis and design of new high-performance
thermosets because of their at-times challenging
production. The development of new synthetic
platforms that allow for structural modification
to impart a variety of useful materials properties,
such as high strength or self-healing, is there-
fore of considerable interest. Furthermore, all
known thermosetting polymers are difficult to
recycle because they cannot be remolded once
cured and thermally decompose upon heating to
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high temperatures. As a result, a thermoset that
can be inherently depolymerized would afford
a useful route for thermoset recyclability and
redeployment.

We have developed two new related classes
of thermosets. The first class, hemiaminal dy-
namic covalent networks (HDCNs; Fig. 1B, 1.5)
(1), was prepared by polymerizing monomers con-
taining two —NH, units, such as 4,4-oxydianiline
(ODA, 1.4) or diamine-terminated poly(ethylene
glycol) (PEG, 4.2), with paraformaldehyde at low
(~50°C) temperatures. HDCNs exhibited highly
versatile properties depending on the diamine
monomer used during the polymerization, and
properties range from high-strength, chemical-
ly robust materials to self-healing organogels that
exhibited chemical reversibility in physiological
pH regimes. Furthermore, a specific class of HDCNs
prepared from ODA underwent a chemical rear-
rangement when heated to ~200°C and formed
the second class of materials, poly(1,3,5-hexahydro-
1,3,5-triazines) (PHTs; Fig. 1B, 1.6), which are
highly cross-linked polymer networks.

This work was partially inspired by the syn-
thesis of small-molecule 1,3,5-hexahydro-1,3,5-
triazines (HTs; Fig. 1A, 1.3) (2—7), which involves
the condensation of amines with formaldehyde pro-
ceeding through a hemiaminal (HA) intermedi-

ate (8). To probe the viability of HT formation
as a polymer-forming reaction, we studied the
trimerization of monofunctional, electron-rich
N,N-dimethyl-p-phenyleneamine with paraform-
aldehyde as a small-molecule model system by "H
nuclear magnetic resonance (‘H NMR) analysis
(Fig. 1A). HAs formed within 30 min at 50°C,
and at 185°C, the corresponding HT was cleanly
synthesized (>98% conversion) within 10 min in
deuterated dimethyl sulfoxide (d-DMSO, fig. S14).
Thus, "H NMR analysis confirmed successful con-
ditions for both HA and HT formation in the
model system at different temperatures. Motivated
by these results, we explored the condensation re-
action of the electron-rich bisaniline monomer,
ODA, with paraformaldehyde as a possible route
to synthesize HDCNs and PHTs. Experiments
were performed to determine if the reaction be-
tween ODA and paraformaldehyde could form
the requisite HA intermediate, which could then
undergo cyclotrimerization.

The condensation of ODA with paraformal-
dehyde in N-methyl pyrrolidone (NMP, 50°C for
30 min) yielded an intractable polymer powder
that was characterized by solid-state '*C NMR.
Signals corresponding to aliphatic and aromatic
carbons were consistent with reported values for
HT, but line broadening inherent in the method
made it difficult to differentiate between HDCN
and PHT polymers (figs. S3 and S4). Thus, we
performed solid-state infrared (IR) measurements
on the polymer film after casting at 50°C (Fig.
1C). The sharp signal representative of the NH,
stretch in ODA was no longer present after heat-
ing (fig. S12), and a new set of C—H IR stretching
frequencies had been generated, indicative of sp’-
hybridized methylene groups incorporated into the
structure. In addition to these expected changes in
IR signals, a broad signal at ~3300 cm ™", charac-
teristic of an OH stretching signal expected for an
HDCN, was measured. Also observed by IR was
the carbonyl stretching frequency corresponding
to NMP, which presumably remained bound to the
polymer (9). However, upon ramping the cure tem-
perature to 200°C, the solid-state IR spectrum of
the resulting material lacked the broad signal at
~3300 cm ', suggesting that the OH group was no
longer present after heating. In addition, '"H NMR
and gel permeation chromatography (GPC) anal-
ysis of a soluble polymer was consistent with the
construction of an ODA HDCN at 50°C, whereas
at 200°C a PHT was formed (fig. S16).

These structural results were supported with
calculations using density functional theory (DFT)
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(10—13) on the water-promoted reaction of meth-
ylamine (2.1) with formaldehyde, which indi-
cated that the formation of HA (2.2) was exergonic
by about 58 kcal/mol (Fig. 2A). Moreover, the
barrier for water loss from this intermediate, lead-
ing to cyclization and spontaneous HT formation,
was >27 kcal/mol. DFT calculations also predicted
that the HA was further stabilized by NMP. The
displacement of bound water molecules from the
HA precursor (2.5) to the HT by NMP solvent
produced a complex (2.6) in which NMP is
hydrogen-bonded to the HA precursor; this pro-
cess was calculated to be exergonic by 7.7 kcal/mol
(Fig. 2B and fig. S30). Thus, the total free energy
required for HT formation after exposure to NMP
must be a combination of the free energy required
to displace the solvent and that required to eliminate
water, which was 34.9 kcal/mol. Together, these
calculations suggested that the polycondensation
between ODA and formaldehyde at low temper-
ature resulted in the formation of a solvent-
stabilized intractable PHT precursor (i.e., the NMP/
water-bound HDCN), and that PHT formation
will only occur at higher temperatures at which
the HDCN can be converted to the water-bound
PHT through a high-energy transition state. A
first-order glass transition temperature (7,) was
observed in the differential scanning calorimetric
(DSC) measurements (193°C, fig. S9 and table
S2), and swelling measurements of the PHTs in
NMP showed no solvent uptake, substantiating
a highly cross-linked network.

These unreinforced polymers exhibited high
Young’s moduli [(£), ~14.0 GPa by nanoinden-
tation (/4), 10.3 GPa by Instron analysis], placing
them among the strongest amorphous thermosets
known (Fig. 3B and figs. S25 and S26). Carbon
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nanotube (CNT)—reinforced composites (4.1) were
also studied to determine the effect of the matrix
resin on the ODA PHT modulus. Carboxylic acid—
functionalized CNTs were prepared and loaded in-

to ODA PHT monomer solutions in 2 and 5 weight
percent (wt %). Films were cured according to a
temperature-ramping procedure to form the ODA
PHT (details are provided in the supplementary
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Fig. 3. Determination of modulus of materials. (A) The ODA HDCN was partially identified using dynamic
mechanical analysis (DMA). Starting materials were heated at 50°C for 1 hour and cycled from 22° to 200°C.
The first scan showed two thermal transitions, the 7, at ~125°C corresponding to the HDCN. By the third scan,
a single T, just under 200°C of the fully cured PHT was visible. (B) Nanoindentation measurements deter-
mined Young’s modulus for ODA HDCN, PHT, and composite PHT materials (ODA-PHT Young's modulus
was determined to be 10.3 GPa with Instron testing; see data in fig. S28). Mechanical properties of the
PHT were enhanced through CNT addition (~20.0 GPa from ~14.0 GPa). This increased strength-to-weight
ratio is commonly strived for in epoxy carbon fiber composites (19, 20). PSU, polysulfone; HDPE, high-
density polyethylene; PI, polyimide; PET, poly(ethylene terephthalate); PS, polystyrene; FB, fiberboard.

A

5 equiv (CH20),, 50 °C, 12 h

2.5 equiv (CH0),
50-200 °C, 3 h

C I/
2.5 equiv (CHz0), + 2-5 wt. % CNT [\9\)
)
) for 1 h; 50-200 °C, 3 h fﬂ*\ s
(W
D

2.5 equiv (CH50),,
HZN/\/‘{O/\/]o\/\/NH2 5qo OC( 5 52h)"
n .

4.6 kDa PEG diamine, 4.2

materials). Although CNT loading conditions were
not optimized, the Young’s modulus improved from
~14.0 GPa in the unreinforced film to ~20.0 GPa in
the CNT dispersed films, as measured with nano-
indentation (Figs. 3B and 4). The Young’s mod-
ulus value obtained for the ODA PHT-CNT
composite approaches moduli for epoxy, polyester,
and nylon composites. Although PHTs and their
composites show distinctive mechanical prop-
erties and exceptional stability to organic sol-
vents and solutions with pH >3, they could be
easily depolymerized at pH <2, allowing the
recovery of monomers for reuse. The Young’s
moduli for the ODA HDCN was determined
to be ~6.3 GPa with a hardness value (H) of
0.86 GPa, which is surprisingly high considering
that these films are stabilized by, and partly com-
posed of, ~30 wt % NMP and water. This modu-
lus value is also high when compared to values
for other cross-linked, high-modulus polymers:
Poly(imide)s typically have a Young’s modulus
value of 2.5 to 3.2 GPa, and values range be-
tween 2.0 and 4.0 GPa for nylon (Fig. 3B) (15).
ODA PHTs were entirely stable in aqueous solu-
tions, except in strongly acidic solutions (pH < 2),
where they could be completely depolymerized,
albeit at a slower rate than the HDCN (24 hours
for 25.0 mg of ODA PHT versus 56 min for

ODA HDCN Film
Modulus ~6.3 GPa
Tg~125°C
27 wt. % NMP/H,O

ODA PHT Film
Modulus ~14.0 GPa
Ty~193 °C

ODA PHT-CNT Film
Modulus ~20.0 GPa

PEG HDCN Gel
Modulus ~600 MPa (DMA)
Tm ~49 °C
Self-Healing Organogel

Fig. 4. Tunable HDCN/PHT platforms. (A) ODA HDCNs are cross-linked polymer
networks plasticized with NMP and water that exhibit high modulus (~6.3 GPa), are
flexible, and processable. The Ty was ~125°C and films decompose to monomer in
strongly acidic solutions (pH <2) within an hour. (B) ODA PHTs exhibited a modulus
of ~14.0 GPa, are robust materials, and are resistant to bases, oxidants, and

solvents. Rigid PHTs exhibited a 7, of ~192°C and decomposed at ~300°C. PHTs
decompose to monomer after long exposure (>24 hours) to strong acid. (C) PHT film
reinforced with 2 wt % of multiwalled, surface-oxidized CNTs exhibited a Young's
modulus of ~20.0 GPa. (D) An HDCN derived from 4.6-kD PEG diamine formed a
self-healing organogel, which was reversible in neutral water after 24 hours.
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27.3 mg of ODA HDCN in 10 ml of 0.5 M H,SOy,
pH = 0); PHTs were insensitive to weak acids,
neutral water, and basic conditions (table S4).
The exceptional Young’s modulus of aromat-
ic PHTs, combined with the observed reversibil-
ity of the reaction in strongly acidic conditions,
makes the PHTs an unprecedented new class of
thermosets, as most high-modulus materials are
completely chemically inert and often very dif-
ficult, if not impossible, to rework or recycle. Given
their high stability toward organic solvents, ODA
PHTSs could be used in environments where robust,
solvent-resistant materials are necessary; moreover,
they resist catastrophic failure associated with
environmental stress cracking (fig. S27). The acid-
promoted reversibility of ODA PHTs would allow
them to become the first thermosets that are easily
repolymerized or recycled. The ability to depo-
lymerize the fully cured PHTs opens numerous ap-
plications such as reworkable encapsulates (/6),
which have been explored extensively for recovery
of high-value components such as in microelec-
tronics, although approaches commonly sacrifice
the mechanical properties of the resin. This rework
can lead to substantial cost savings, as often in high-
value applications, thermoset components with
a single defect can result in the entire part being
scrapped because the intractability of traditional
thermosets prevents their removal to effect repairs.
PEG oligomers (4.2) were also studied for
their reactivity with paraformaldehyde. Although
PEG PHTs were not formed at high temperature,
PEG HDCNs (4.3) that formed at low temperature
exhibited properties that were markedly different
from those of the high-modulus ODA HDCNs
and PHTs. HDCNSs based on oligomeric PEG
diamines formed elastic organogels with a melting
temperature (7},,) of ~49°C by DSC, that com-

pletely reverted back to their original starting
components in neutral water, which makes them
promising candidates for reversible covalent con-
structs for a wide variety of applications that re-
quire reversible assemblies such as materials for
cargo delivery. In addition to reversibility, PEG
HDCN organogels exhibited self-healing prop-
erties; images and a video of its self-healing
ability can be found in the supplementary mate-
rials (movie S1 and fig. S23). Previously reported
polymerizations attempting to form PHTs focused
on low-temperature reactions (50° to ~100°C) and
used soluble aliphatic diamine monomers, or tar-
geted PHTSs, as reactive intermediates (/7). These
intermediate aliphatic diamine-based homopoly-
mers were not extensively considered as useful
thermosets because they exhibited poor mechan-
ical properties (/8). We believe, given the high rate
of the reaction to its gelling point (within minutes)
and difficulties we encountered to spectroscop-
ically characterize ODA PHTs and HDCNS, that at
these lower temperatures, low cross-link density,
low-modulus HDCNs were most likely formed.
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Marine Ice Sheet Collapse Potentially
Under Way for the Thwaites Glacier
Basin, West Antarctica

lan Joughin, Benjamin E. Smith, Brooke Medley

Resting atop a deep marine basin, the West Antarctic Ice Sheet has long been considered prone
to instability. Using a numerical model, we investigated the sensitivity of Thwaites Glacier to
ocean melt and whether its unstable retreat is already under way. Our model reproduces observed
losses when forced with ocean melt comparable to estimates. Simulated losses are moderate
(<0.25 mm per year at sea level) over the 21st century but generally increase thereafter. Except
possibly for the lowest-melt scenario, the simulations indicate that early-stage collapse has
begun. Less certain is the time scale, with the onset of rapid (>1 mm per year of sea-level rise)
collapse in the different simulations within the range of 200 to 900 years.

laciers along the Amundsen Coast of
Antarctica are thinning (7, 2), producing
the majority of Antarctica’s contribution
to sea-level rise (3, 4). Much of this thinning is
probably a response to the increased presence of
warm modified Circumpolar Deep Water (CDW)

www.sciencemag.org SCIENCE VOL 344

on the adjacent continental shelf (5, 6), which is
melting and thinning the floating ice shelves that
buttress the ice sheet (7—9). Thinner ice shelves
are less able to restrain flow from the interior,
contributing to feedbacks that increase ice dis-
charge to the ocean (10—14). Thwaites and Haynes
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Glaciers, which hereafter we refer to collective-
ly as Thwaites Glacier, produce just under half
(52 Gt/year in 2007) of the Amundsen Coast
losses (105 Gt/year in 2007) (3, 4, 15, 16), making
it one of the largest contributors to sea-level
change. This glacier and the immediately ad-
jacent and rapidly thinning Pine Island Glacier
(2, 3) were identified as potentially unstable sev-
eral decades ago (/7).

The present Thwaites grounding line—the
location where ice reaches the ocean and goes
afloat—rests on a coastal sill ~600 m below sea
level (bsl) (Fig. 1) (18). At ~60 to 80 km farther
inland, this sill gives way to a deep (>1200 m bsl)
marine basin, yielding the potential for marine
ice-sheet instability (13, 17, 19-21). Ice discharge
is nonlinearly proportional to grounding-line
thickness. Hence the potential for instability ex-
ists where the ice-sheet bed lies below sea level
and steepens toward the interior, so that an ini-
tial retreat into deeper water creates a feedback,

Polar Science Center, Applied Physics Lab, University of
Washington, 1013 NE 40th Street, Seattle, WA 98105-6698,
USA.
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leading to more thinning and retreat. Thus, with
ongoing thinning and only tens of kilometers
separating the grounding line from the marine
basin’s deepest regions, collapse of Thwaites
Glacier may have already begun, albeit for now
at a relatively moderate rate. To explore this
possibility, we used a basin-scale ice-flow model
to evaluate whether collapse is under way or if
instead retreat may be limited by stabilizing
factors.

We simulated Thwaites Glacier’s response
to subshelf melt using a prognostic, finite-element,
depth-averaged, shallow-shelf model (12, 22, 23).
We initialized the model by determining the basal
shear stress and the ice-shelf rheological parame-
ters that best matched the circa 1996 (1994-1996)
observed velocity (12, 24) and grounding line
(25). At the ice/ocean interface, we used a simple
depth-parameterized melt function scaled by a
coefficient, m. With m = 1, this function produced
steady-state behavior for neighboring Pine Island
Glacier (/2). For the Thwaites Ice Shelf, max-
imum melt rates with m = 1 are just over 200 m/year
in the deepest regions, and total melt is 32 Gt/year
when the simulation commences, making it com-
parable to a 1992-1996 steady-state estimate of
31 Gt/year for the shelf’s highest-melt area (26).

Because the Amundsen Coast thinning ap-
pears to be driven by increased ice-shelf melting
(10, 11), many of our experiments are designed to
examine this sensitivity to melt. First we exam-
ined the direct influence of melt on grounding-
line position, with no feedback or response from
the glacier, by fixing the velocity at its initial
value throughout the simulation. These experi-
ments reveal that grounding-line position is rel-
atively insensitive to the direct effect of melting
(14, 19), producing nearly the same pattern of re-
treat for m =1 and 4 (Fig. 2, A and B). The retreat
that does occur is largely driven by the non—
steady-state fixed velocity imposed at the start
of the simulation.

Next we evaluated the model’s response to
melt (m = 0.5 to 4) with coupling (i.e., freely
evolving velocity) to the ice sheet (Fig. 2, C to E).
For these cases, there is a much greater sensitiv-
ity to melt, with the grounding line approaching
the deepest parts of the trough for the higher-melt
simulations (Fig. 2E). Strong melt (m = 2 to 4)
produces ice loss at rates of <0.25 mm/year of
sea-level equivalent (sle) for the first century,
beyond which there is a period in each strong-
melt simulation when the grounding line re-
treats abruptly, producing greater ice loss (0.25
to 0.5 mm/year of sle). Except for a few dec-
ades in the m = 1 simulation, ice loss for the
lower melt simulations (m = 0.5 and 1) was less
than observed in 2010 (Fig. 3A).

Antarctic accumulation rates are projected
to increase over the 21st century (27). To eval-
uate any stabilizing effect such a change might
have, we simulated a 20% linear increase in
accumulation rate over the first 100 years, with
a fixed rate thereafter (Fig. 3B). The higher
accumulation moves the low-melt (m = 0.5 to 1)

Fig. 1. Thwaites Glacier bed topog-
raphy. Subglacial elevations were
derived from airborne radar data
(23). The heavy black line indicates
the ice-shelf front, and the box in-
dicates the area shown in Fig. 2.
Blue, red, and gray lines indicate the
grounding-line position at 250 years
for the cases [m =1, m = 4, and
m = 2 with weak margins (WM)]
shown in Fig. 2, D to F, respectively. i

Bed Elevation (m)
-1500 -1000 -SjQQ 0 500
I

20 km

Year of Simulation When Ice First Ungrounds
0 50 100 150 200 250

Fig. 2. Simulated ground line retreat for Thwaites Glacier. Time of ungrounding for simulations
with fixed velocity for (A) m = 1 and (B) m = 4. The ungrounding time for freely evolving velocity with
(€©m=0.5, (D) m=1, and (E) m = 4 is also shown. (F) Simulation with m = 2 for a shelf with weak
margins. Black dots indicate ice-shelf nodes at the beginning of the simulation.
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Table 1. Year in simulation when losses first exceed 1 mm/year of sle for standard and

weak-margin models.

m Standard model (year) Weak-margin model (years)
0.5 >1000 >1000

1.0 870 573

2.0 460 342

3.0 343 253

4.0 292 212

Fig. 3. Simulated ice losses for Thwaites
Glacier. Annual rates of grounded ice loss
(i.e., ice above flotation) for (A) initial model
runs with m = 0.5 to 4. Green squares with
red borders show observed losses for 1996
(1994-1996), 2007, 2010, and 2013 plotted
as years 1, 12, 15, and 18, respectively
(15, 16). (B) Losses for experiments with a
linear increase in accumulation by 20% over
the first 100 years (acc) and high-melt cases
for only the first 100 years (3/1 and 4/1).
(C) Model runs with weakened ice-shelf
margins for m = 0.5 to 4.
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simulations closer to balance. For the higher-melt
case (m=4), it delays the transition to large losses
(>90 Gt/year) by just under a decade.

Currently, elevated melt rates on the Amundsen
Coast are largely driven by increased transport
of warm CDW onto the continental shelf rather
than by direct warming of the CDW (6). If the
conditions responsible for this transport abate,
melting should lessen. Thus, we simulated 100
years of high melt (m = 3 and 4) followed by
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Time (years)

reduced melt (m = 1) for the remainder of the
simulation (Fig. 3B). Although the reduction in
melt slowed the rate of loss, at the end of these
250-year simulations, losses were substantially

greater relative to the sustained m = 1 simulation.

Inversions for the strength of ice-shelf shear
margins often reveal substantial weakening due
to either rheological softening (e.g., fabric or
strain heating) (28) or mechanical damage (e.g.,
crevassing or rifting) (29). Our model includes

REPORTS

weaker margins on the initial ice shelf, but as the
shelf expands into the originally grounded ice, the
newly formed ice-shelf margins remain strong.
To evaluate the sensitivity to margin weakening,
we implemented an ad hoc weakening scheme
(23) and repeated our standard set of experi-
ments. For the m = 3 simulation, weakening of
the margins produces more extensive grounding-
line retreat (Fig. 2F). For the highest-melt case
(m = 4), at about 212 years into the simulation
(Table 1), the grounding line recedes rapidly to
the basin’s deepest regions, yielding a sea-level
contribution of more than 1 mm/year.

When simulated losses exceed 1 mm/year
of sle, much greater losses generally follow
within a few years. Using our basin-scale model,
however, such rapid collapse is difficult to model,
especially because interaction with other basins
becomes increasingly important. Thus, we take
1 mm/year of sle to be a threshold that, once
crossed, marks the onset of rapid (decades) col-
lapse as the grounding line reaches the deepest
regions of the marine basin. In our 250-year
simulations, only the highest-melt, weak-margin
simulation reaches this critical threshold. There-
fore, we have extended the remaining simula-
tions to determine when this threshold is reached
(fig. S2 and Table 1). For all but the lowest-melt
simulations (7 = 0.5), the onset of rapid collapse
begins within a millennium.

The observed losses from 1996 to 2013
(Fig. 3A) fall between the results from our highest-
melt (m = 3 and 4) simulations. Over this pe-
riod, the average simulated melt of 84 Gt/year
for m = 4 agrees well with recent melt estimates
of 69 to 97 Gt/year (7, 8), indicating that the
higher-melt simulations’ early stages reason-
ably approximate present conditions. Thus, the
close agreement between model and observation
strengthens the argument that recent losses are
melt-driven (/0). Specifically, melt-induced ice-
shelf thinning reduces buttressing, causing an
initial speedup. In turn, this initial speedup causes
the grounding line to retreat, resulting in loss of
traction and far greater speedup and retreat. The
ice stream was already out of balance before
1996, which may have been the result of thinning
that caused the ice to unground several decades
or more ago from a ridge seaward of the present
grounding line (3, 30).

Our simulations are not coupled to a global
climate model to provide forcing nor do they
include an ice-shelf cavity-circulation model to
derive melt rates. Few if any such fully coupled
models presently exist (/3). As such, our sim-
ulations do not constitute a projection of future
sea level in response to projected climate forcing.
The results, however, indicate the type of be-
havior that is likely to occur. In particular, all
the simulations show the grounding line stepping
back in stages with concurrent increases in dis-
charge, consistent with other models and obser-
vations of paleo—ice-stream retreat (37, 32). The
intensity of melt in our simulations regulates
the time scale over which this pattern of retreat
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occurs. Thus, although cavity-circulation models
driven by regional ocean circulation models
coupled to global climate models might yield
differing spatiotemporal variations in melt, they
should produce patterns of retreat similar to
those we have simulated, but with tighter con-
straints on the timing.

An important feature of our numerical sim-
ulations is that they reveal a strong sensitivity
to mechanical and/or rheological weakening of
the margins, which can accelerate the rate of
collapse by decades to centuries. Thus, future
models will require careful treatment of shear
margins to accurately project sea-level rise. Our
simulations also assume that there is no retreat
of the ice-shelf front. Full or partial ice-shelf col-
lapse should produce more rapid retreat than
we have simulated. In addition, we have not mod-
eled ocean-driven melt that extends immediately
upstream of the grounding line, which could also
accelerate retreat (32).

Our simulations provide strong evidence that
the process of marine ice-sheet destabilization is
already under way on Thwaites Glacier, largely
in response to high subshelf melt rates. Although
losses are likely to be relatively modest over the
next century (<0.25 mm/year of sle), rapid col-
lapse (>1 mm/year of sle) will ensue once the
grounding line reaches the basin’s deeper re-
gions, which could occur within centuries. Such
rapid collapse would probably spill over to ad-
jacent catchments, undermining much of West
Antarctica (/8). Similar behavior also may be
under way on neighboring Pine Island Glacier
(12, 33). Unless CDW recedes sufficiently to
reduce melt well below present levels, it is dif-

ficult to foresee a stabilization of the Thwaites
system, even with plausible increases in surface
accumulation. Although our simple melt param-
eterization suggests that a full-scale collapse of
this sector may be inevitable, it leaves large un-
certainty in the timing. Thus, ice-sheet models
fully coupled to ocean/climate models are required
to reduce the uncertainty in the chronology of a
collapse. Nonetheless, the similarity between our
highest melt rates and present observations sug-
gests that collapse may be closer to a few cen-
turies than to a millennium.
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Stick Insect Genomes Reveal Natural
Selection’s Role in Parallel Speciation

Victor Soria-Carrasco,™* Zachariah Gompert,?* Aaron A. Comeault,* Timothy E. Farkas,*
Thomas L. Parchman,? J. Spencer Johnston,* C. Alex Buerkle,® Jeffrey L. Feder,® Jens Bast,’
Tanja Schwander,® Scott P. Egan,’ Bernard J. Crespi,'® Patrik Nosil*t

Natural selection can drive the repeated evolution of reproductive isolation, but the genomic basis
of parallel speciation remains poorly understood. We analyzed whole-genome divergence between
replicate pairs of stick insect populations that are adapted to different host plants and undergoing
parallel speciation. We found thousands of modest-sized genomic regions of accentuated
divergence between populations, most of which are unique to individual population pairs. We also
detected parallel genomic divergence across population pairs involving an excess of coding genes
with specific molecular functions. Regions of parallel genomic divergence in nature exhibited
exceptional allele frequency changes between hosts in a field transplant experiment. The results
advance understanding of biological diversification by providing convergent observational and
experimental evidence for selection’s role in driving repeatable genomic divergence.

hether evolution is predictable and re-
peatable is difficult to test yet central
to our understanding of biological di-
versification (/—6). Instances of repeated, parallel
evolution in response to similar environmental
pressures provide evidence of evolution by natu-

ral selection and can involve repeated divergence
at specific genes (7-9). Indeed, parallel evolution
of individual phenotypic traits has been esti-
mated to involve the same genomic regions 30 to
50% of the time (8). Parallel evolution can also
result in replicate species formation (i.e., paral-

lel speciation) (/0), but the genome-wide conse-
quences of this process are unclear (7, 8, 11).
Although some genomic regions will likely di-
verge repeatedly during parallel speciation, many
might show idiosyncratic patterns because of
contingencies such as the order in which muta-
tions arise (7, 8, 10, 11).

Even if repeated divergence occurs for some
genomic regions (7, 12, 13), the underlying
causes of this parallelism often remain specu-
lative because it is difficult to disentangle the
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contributions of the many factors that can be
involved, such as selection, mutation, recombi-
nation, gene flow, population size, and the ge-
netic architecture of traits (2, 11, 14). We chose
to study these questions with a wingless, her-
bivorous stick insect (Timema cristinae) en-
demic to California that has repeatedly evolved
ecotypes adapted to different host plant spe-
cies: Adenostoma fasciculatum and Ceanothus
spinosus (Fig. 1). Populations of this species
exhibit high gene flow between adjacent popu-
lations on different hosts, little or no gene flow
between more distant geographic localities, and
repeated evolution of partial reproductive iso-
lation between different ecotype pairs (/5—17).
Consistent with the main prediction of parallel
speciation, pairs of populations in different lo-
calities on the same host exhibit weaker re-
productive isolation than do different ecotypes,
independent from genetic distance. Thus, the

O Population structure

ecotypes of T. cristinae are in the early stages of
parallel ecological speciation and have evolved
increased sexual isolation through reinforcement.

We annotated the reference genome for this
species (/8) [assembly length of 1,027,063,217
base pairs (bp), 50% of assembly in scaffolds at
least 312,000 bp long (N50)] and used sequence
data from genetic crosses to assemble it into
linkage groups (/9). We then resequenced 160
additional whole genomes from replicate eco-
type pairs and compared patterns of genomic
divergence to allele frequency changes in pop-
ulations experimentally transplanted to differ-
ent host plants. These data allowed us to analyze
the effects of adaptation on genomic divergence,
experimentally test the hypothesis that accen-
tuated and parallel genetic divergence between
natural populations is driven by parallel divergent
selection, rigorously quantify divergence in both
coding and noncoding regions, rule out undetected

REPORTS

genetic differences because of low coverage
across the genome, and quantify the repeatability
of genetic divergence for individual loci and the
genome as a whole.

Our data indicate that parallel speciation can
involve both repeatable and idiosyncratic diver-
gence at the genetic level and that the repeated
component involves many regions affected by
divergent selection. We examined four replicate
population pairs on Ceanothus versus Adenostoma
(n = 8 populations) to characterize genomic di-
vergence between ecotypes (n = 19 to 21 indi-
viduals per population). Three of these pairs were
directly adjacent to one another, and the fourth
was separated by 6.4 km (Table 1 and fig. S1).
We discovered many rare genetic variants (e.g.,
2,526,553 single-nucleotide variants with mi-
nor allele frequency, MAF, <1%) and retained
4,391,556 single-nucleotide polymorphisms
(SNPs) with MAF >1% that mapped to linkage
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Fig. 1. Population structure and whole-genome divergence between
host-plant ecotypes of T. cristinae. (A) A maximum likelihood tree from whole-
genome data from individuals from . cristinae populations (rooted with other species of
Timema not shown). Black dircles depict nodes with >80% bootstrap support (100
replicates). Populations LA, HVA, MRA, and R12A were collected from Adenostoma.
Populations PRC, HVC, MRC, and R12C were collected from Ceanothus. The geographic
locations of the populations are depicted in fig. S1. (B) Patterns of genetic divergence
(Fsp) along the genome. LG indicates linkage group. Colors denote whether SNPs occur

www.sciencemag.org SCIENCE VOL 344

in moderately (black) or highly (red/orange) divergent genetic regions, delimited with a
HMM approach (weakly differentiated regions in blue are too sparse to see). Results are
shown at three different scales. (Top) Fs; estimates at all ~4.4 million SNPs for each of
the four population pairs. (Middle) Genomic divergence for two scaffolds (scaffolds
1271 on LG7 and 2230 on LG6 from HVA x HVC). (Bottom) Magnified view of
genomic divergence for one parallel HWM divergence region that harbored a SNP
showing parallel allele frequency divergence between hosts upon transplantation
(scaffold 556 on LG4 from R12A x R12C; see also Fig. 3). [Credit: courtesy of R. Ribas.]
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Table 1. Characteristics of the four pairs of natural populations of T. cristinae on different host-plant species. N.m values are from (16).

Population Pair HVA x HVC MR1A x MR1C R12A x R12C LA x PRC
Population characteristics
Geography adjacent adjacent adjacent separated
Gene flow (N.m) 28 37 93 11
No. individuals sequenced (per individual population) 20, 20 20, 20 21, 21 19, 19
Genome characteristics from all SNPs
Mean MAF 17% 20% 19% 20%
Mean Fer 0.013 0.015 0.015 0.031
Median Fsr 0.006 0.007 0.007 0.015
Range of Fsr 0.000-0.358 0.000-0.461 0.000-0.398 0.000-0.8000
90th quantile 0.035 0.041 0.041 0.083
95th quantile 0.050 0.058 0.056 0.116
Characteristics of HMM divergence regions
Number 7041 3800 10,628 18,135
% of all SNPs in HMM divergence regions 13% 8% 19% 30%
Mean (median) size in bp 10,460 (4729) 6276 (2278) 10,580 (4830) 7255 (2411)
SD of size in bp 15,514 9942 15,462 12,106
Mean Fsr 0.022 0.028 0.039 0.051

groups for further analysis (across all SNPs,
mean coverage per individual per SNP is 5.0).

Genomic divergence between ecotype pairs
varied geographically. A phylogenomic tree
grouped 7. cristinae individuals by geographic
locality and rejected grouping by host [P <
0.00001, approximately unbiased test (Fig. 1 and
fig. S2)] (19). This finding was supported by
principal components (PC) analysis [variance
partitioning of PC1 is 93.7% by geography and
0.2% by host (fig. S1)]. The average genome-
wide fixation index (Fst) for the geographical-
ly separated pair was twice that of the adjacent
pairs, with all three adjacent pairs exhibiting
similarly low average Fst [median ~0.007; mean ~
0.015 (Fig. 1 and Table 1)]. No fixed differences
were observed between ecotype pairs. These lev-
els of population differentiation are lower than
those found in many studies that analyzed the
genomic consequences of divergence (12, 20, 21),
emphasizing that we are examining the early
stages of speciation.

Patterns of divergence between ecotype pairs
also varied across the genome, with Fgr for the
most differentiated SNPs being about 60 times
greater than the median value (Table 1 and fig.
S3). A hidden Markov model (HMM) (22) clas-
sified the majority of the genome as moderately
divergent, but we observed numerous small- to
modest-sized regions of high divergence (hereafter
referred to as HMM divergence regions) distributed
across all linkage groups. Across population pairs,
HMM divergence regions varied in number from
3800 to 18,135, comprising 8 to 30% of the genome
with mean size from 6276 to 10,580 bp (standard
deviation 9942 to 15,514) (Fig. 1 and fig. S4).

We tested whether divergence between rep-
licate population pairs frequently involved the
same genomic regions. To increase precision, we
focused these analyses on SNPs. We identified
SNPs that were highly divergent between each
population pair (those above the 90th empirical
quantile of the Fgr distribution; divergent SNPs
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a SNP had high F_ for
250000+
24 £ 200000
w
(17%) % 150000
3
2 1000004
g
€ 500004
0-
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3 3
2 10000 8 4004
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0- 0-
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(p < 0.001) (p <0.001)
N\ N J

Fig. 2. Quantification of parallel and nonparallel divergence across population pairs. (A) The
majority of divergent SNPs (those above the 90th quantile of the empirical Fg; distribution) were so only in
a single comparison, indicative of largely nonparallel genetic divergence across the genome (pie chart;
see table S1 for full results, including those from the 99th quantile). Nonetheless, a significant enrichment
of parallelism was observed (bar plots, all P < 0.0001, permutation tests of observed versus expected
numbers of parallel divergent SNPs). (B) High Fs; in two population pairs. (C) High F; in three population
pairs. (D) High Fs; in four population pairs. [Credit: courtesy of R. Ribas.]

hereafter). The majority of divergent SNPs (83%)
were divergent only in a single population pair.
Thus, accentuated divergence was largely non-
parallel, supporting repeated and largely indepen-
dent evolutionary divergence of ecotype pairs in
different localities. Nonparallel divergence could

reflect different selective pressures acting on eco-
types in different localities, geographically varia-
ble trait genetic architecture, independent genetic
drift, or a combination of these factors.
Nonetheless, 17% of divergent SNPs were
divergent in two or more population pairs. This
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Fig. 3. Allele frequency changes across the genome in a field trans-
plant experiment. (A) The experimental design, where individuals from
population LA were transplanted to a nearby location of five paired blocks that
contained a single plant individual of each host species. (B) An empirical
quantile plot of the mean divergence in allele frequencies between hosts for
all SNPs. (C) SNPs showing the largest parallel divergence between hosts

degree of parallelism was greater than expected
by chance (Fig. 2) (all P < 0.001, permutation
test) and most pronounced for SNPs that were
highly divergent in all population pairs [i.e.,
twofold greater than null expectations; congruent
results were obtained for divergent SNPs above
the 99th quantile (table S1)]. Last, these SNPs
that were divergent in multiple population pairs
were in HMM divergence regions that occurred
between multiple population pairs more often
than expected by chance [all P <0.001, random-
ization test (table S2 and fig. S5)], demonstrating
congruence between SNP-based and HMM re-
sults. The observed parallelism is consistent with
repeatable genetic divergence by natural selection.

Even parallel genetic divergence can be af-
fected by factors other than divergent selection,
such as background selection and reduced recom-
bination (2, /7). We thus tested whether HMM
divergence regions occurring in multiple popu-
lation pairs (i.e., parallel HMM divergence regions)
harbor SNPs exhibiting divergent allele-frequency
changes between multiple experimental popula-
tion pairs transplanted to different plant species

www.sciencemag.org SCIENCE VOL 344

in the field. In a paired blocks design, we trans-
planted 7' cristinae from population LA onto
nearby Ceanothus and Adenostoma plants that
were devoid of 7. cristinae [n = 2000 individ-
uals and 5 blocks (Figs. 1 and 3 and fig. S6)].
There was little or no dispersal after transplan-
tation (/9). Thirty-one individuals from LA
were not transplanted and preserved as repre-
sentative “ancestors” of the experimental pop-
ulations [genomic data from these individuals
provide a good representation of genetic varia-
tion in LA, particularly given low linkage dis-
equilibrium (/6) in this population (fig. S3)]. We
collected the first-generation descendants of the
transplanted insects 1 year later (these insects fea-
ture a single generation per year with a long egg
diapause through summer, fall, and winter).

By sequencing these descendants (n =418 F,;
individuals) and their ancestors (n = 31), we
observed variable allele frequency changes be-
tween hosts across the genome, with most SNPs
exhibiting weak to moderate divergence between
hosts across a generation (Fig. 3). Numerous
SNPs exhibited larger allele frequency changes

(>99.5th quantile) for individual blocks (orange, greater change on Adenostoma;
blue, greater change on Ceanothus). (D) SNPs showing the largest parallel
divergence between hosts (>99.5th quantile) averaged across blocks. (E) SNPs
showing parallel divergence between hosts in the experiment were in parallel
HMM divergence regions between natural population pairs more often than
expected by chance (P < 0.05, randomization test). [Credit: courtesy of R. Ribas.]

between hosts that were remarkably consistent
across experimental replicates (i.e., blocks). Thirty-
two of the 213 SNPs showing the greatest par-
allel and divergent allele frequency changes
between hosts in the experiment (i.e., those
above the 99.5th empirical quantile of such
changes) were in parallel HMM divergence re-
gions inferred for natural population pairs, which
was more than the 23 expected by chance (P <
0.05, randomization test). These 32 SNPs were
widely distributed across the genome (e.g., found
on 32 different scaffolds and 12 of 13 linkage
groups). These results are consistent with the
hypothesis that parallel HMM divergence re-
gions in natural populations are enriched for loci
affected by host-related divergent selection. Our
analyses focused on genomic responses to se-
lection, and thus the role of recombination and
correlations among loci in such responses war-
rants future work.

We examined the function of genomic re-
gions exhibiting parallel divergence. We iden-
tified the 0.01% of SNPs with the greatest
evidence of parallel divergence on the basis of
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a metric that combines information on Fgr levels
and the direction of allele frequency differences
between the four natural population pairs on
Adenostoma and Ceanothus [hereafter referred
to as parallel divergence SNPs, n =439 SNPs;
these results are robust to different metrics of
parallelism and quantile cutoffs (table S3)]. These
parallel divergence SNPs exhibited a 1.5-fold
enrichment for being in coding regions of genes
compared with expectations from all SNPs (13
and 8%, respectively, P <0.001, randomization
test), consistent with a role for coding changes
even early in speciation.

Gene ontology (GO) analyses revealed that
parallel divergence SNPs reside in regions con-
taining genes involved in a range of putative
biological processes, including metabolism and
signal transduction, and exhibiting various mo-
lecular functions [we used GO annotations from
the nearest gene on the same scaffold for each
parallel divergence SNP (table S4)]. Metal ion
binding and calcium ion binding were the two
statistically overrepresented molecular functions
in regions harboring the parallel divergence
SNPs (seven- and threefold enrichment relative
to all SNPs, P <0.00001 and P = 0.01, respec-
tively, randomization test). Specifically, almost
half of the parallel divergence SNPs with mo-
lecular function GO annotations (20 of 41 =
48.8%) were in regions harboring genes impli-
cated in metal ion binding, compared with only
6.6% of all SNPs. Consistent with these results
from SNPs, the 32 parallel HMM divergence
regions associated with parallel divergence in
the experiment contained genes related to bind-
ing of metals (e.g., iron) and calcium (table S5).
Local adaptation to balance the nutritional ver-
sus toxic effects of metals has been described
in other insects (23), and metals are known to
affect traits that differ between the 7. cristinae
ecotypes, such as pigmentation and mandible
morphology (24, 25).

Last, we examined the function of SNPs that
were divergent between only a single population
pair (i.e., nonparallel divergence SNPs, n = 440)
(19). These SNPs were in regions significantly
enriched for genes exhibiting several functions,
including one that involved metal binding [i.e.,
zinc ion binding, P < 0.05, randomization test
(table S6)]. This finding raises the possibility that
nonparallel genetic divergence is sometimes the
result of adaptive divergence between host eco-
types and that it includes cases of parallelism at
the functional level, although further work is re-
quired to test these hypotheses.

Our data show that early stages of parallel
speciation in 7. cristinae involve mostly non-
parallel genetic divergence between ecotypes.
However, numerous regions of the genome have
diverged in parallel, and these include more coding
genes than expected by chance and harbor loci
showing experimentally induced allele frequency
changes between hosts. These results indicate that
divergent selection plays a role in repeated ge-
nomic divergence between ecotypes. Furthermore,

our results suggest that, although repeated evo-
lutionary scenarios (i.e., replaying the tape of
life) would likely result in idiosyncratic out-
comes, there may be a repeatable component
driven by selection that can be detected, even at
the genome-wide level and during the complex
process of speciation.
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NMR Spectroscopy of Native and
in Vitro Tissues Implicates PolyADP
Ribose in Biomineralization

W. Ying Chow,* Rakesh Rajan,? Karin H. Muller,? David G. Reid,* Jeremy N. Skepper,?
Wai Ching Wong,* Roger A. Brooks,? Maggie Green,* Dominique Bihan,® Richard W. Farndale,®
David A. Slatter,® Catherine M. Shanahan,® Melinda ]. Duer'*

Nuclear magnetic resonance (NMR) spectroscopy is useful to determine molecular structure in
tissues grown in vitro only if their fidelity, relative to native tissue, can be established. Here, we
use multidimensional NMR spectra of animal and in vitro model tissues as fingerprints of their
respective molecular structures, allowing us to compare the intact tissues at atomic length scales.
To obtain spectra from animal tissues, we developed a heavy mouse enriched by about 20% in
the NMR-active isotopes carbon-13 and nitrogen-15. The resulting spectra allowed us to refine
an in vitro model of developing bone and to probe its detailed structure. The identification of
an unexpected molecule, poly(adenosine diphosphate ribose), that may be implicated in
calcification of the bone matrix, illustrates the analytical power of this approach.

nderstanding the atomic-level structure of
the extracellular matrix (ECM) of tissues
is a prerequisite for detailed understanding
of both biological and mechanical functions of
those tissues. However, while nanoscopic and
longer structural length scales can be studied
by various forms of microscopy (/-3), there is a

paucity of techniques able to probe atomic-level
structures in such complex and heterogeneous
materials as the ECM. Multidimensional nuclear
magnetic resonance (NMR) spectroscopy is capa-
ble in principle of yielding structural information
(4-6), even in such a difficult situation, but
only if "*C and "N labeling of the molecular

16 MAY 2014 VOL 344 SCIENCE www.sciencemag.org



components of interest can be achieved. Specific
isotope labeling is difficult in vivo, but there are,
at least in principle, many more possibilities for
such labeling in vitro. The problem is that there
is no certainty that an in vitro—grown tissue will
have atomic-level structures representative of

Department of Chemistry, University of Cambridge, Lensfield
Road, Cambridge CB2 1EW, UK. 2Orthopaedic Research Unit,
University of Cambridge, Addenbrooke’s Hospital, Cambridge
(B2 0QQ, UK. >Department of Physiology, Development, and
Neuroscience, University of Cambridge, Downing Site, Cam-
bridge CB2 3DY, UK. “Central Biomedical Resources, University
of Cambridge, School of Clinical Medicine, West Forvie Build-
ing, Forvie Site, Robinson Way, Cambridge CB2 0SZ, UK. °De-
partment of Biochemistry, University of Cambridge, Downing
Site, Cambridge CB2 1QW, UK. ®British Heart Foundation Cen-
tre of Research Excellence, Cardiovascular Division, James Black
Centre, King's College London, 125 Coldharbour Lane, London
SE5 9NU, UK

*Corresponding author. E-mail: mjd13@cam.ac.uk

those in vivo and, worse, there are currently no
ways of directly checking the similarity of in
vivo and in vitro tissues on this length scale.
We show here that the structural sensitivity of
multidimensional solid-state NMR spectra can
solve both of these problems, allowing us to refine
as well as validate the atomic structure of an in vitro
model of developing bone. Probing the atomic
structures and composition of the ECM by NMR
requires no a priori knowledge; this feature, in
combination with the feasibility of specific iso-
tope labeling in our in vitro model that is not pos-
sible in vivo, has allowed us to detect the presence
of an unexpected sugar species at the calcification
front in developing bone that could also be im-
portant in pathological calcification.

Our first step was to develop a heavy mouse
in which the protein components of its tissues are
ubiquitously enriched in '*C and '*N (~20%), so

REPORTS

that we could record reference multidimensional
NMR spectra of native tissues that act as fin-
gerprints for the underlying molecular structures.
3C-enriched collagen has previously been pro-
duced through feeding with single isotope-enriched
amino acids (1-'*C-Gly, '>N Gly, and Pro-2-d>)
(7, 8), and 15N enrichment of tissues is now com-
mon practice for quantitative mass spectroscopy.
Here, though, we require enrichment of many
amino acid types with both '*C and "N, so our
protocol took account of the fact that isotope-
labeling may adversely affect metabolism. It
resulted in a mouse with significant isotopic en-
richment of all collagenous tissues. (See the
supplementary materials for a description of
materials and methods.) These tissues allowed
high-quality two-dimensional (2D) '*C-"*C and
13C-°N correlation spectra to be recorded on
intact tissues (Fig. 1), without need for further
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sample preparation. For example, in mouse cal-
varial bone, ~20% of amino acid residues in-
corporated are fully '>C, '*N-labeled.

As shown in Fig. 1, two different NMR spec-
tral analyses were performed on each tissue sample:

(i) *C-"*C double-quantum-single-quantum
(DQ-SQ) spectrum (9) (Fig. 1A), which consists
of pairs of "*C signals from pairs of close, i.e.,
bonded, carbons (within 2 A) in the so-called SQ
spectral dimension, which are centered at the sum
of their respective signal frequencies in the DQ
dimension. This type of spectrum resolves the
detailed "*C chemical shift distributions for each
carbon signal; in turn, the chemical shift distribu-
tion reflects the distribution of molecular ge-
ometries present in the sample.

(ii) *C-"3C proton-driven spin diffusion (PDSD)
spectrum (Fig. 1C), which correlates pairs of '*C
spins via through-space dipolar coupling (10),
potentially allowing correlations between more
distant (up to ~10 A) carbon pairs than the DQ-SQ
spectrum to be observed.

Two-dimensional *C-'>N spectrum can also
be recorded on these tissues, giving '°N chemical
shift distributions and their correlation with those
of neighboring '*C sites (fig. S1).

The fibril-forming collagens that are the ma-
jor component of mammalian tissues are trimeric
triple-helical proteins consisting of G-X-Y re-
peats, where X is often proline (Pro, P) and Y
hydroxyproline (Hyp, O), a collagen-specific post-
translational modification. Collagen signals, in
particular those from Gly, Pro, and Hyp, domi-
nate all our heavy mouse tissue correlation spectra.

The DQ-SQ spectrum (Fig. 1A) allows reso-
lution of signals that were previously overlapped
in 1D spectra of pure collagen (/7), enabling mea-
surement of separate '*C signals for Pro Ca. [59.1
parts per million (ppm)] and Hyp Cao (57.8 ppm).
The DQ-SQ spectrum further allows resolution
and assignment of '>C signals for almost all amino
acid types in collagen (see fig. S1C and table S1).
It is to be noted that the '*C chemical shifts of all
the main-chain carbons are considerably lower
than generally found for the same residues in
other proteins; these low chemical shifts are diag-
nostic of the collagen triple helical motif and occur
because the '*C chemical shift is highly sensitive
to local molecular geometry, i.e., to peptide dihedral
angles (5) and chemical bonding as well as primary
sequence (12). As well as resolving the full *C
chemical shift distribution for each amino acid
residue type, the DQ-SQ spectrum displays the
correlations between the chemical shift distribu-
tions of neighboring carbon atoms and so serves
as a sensitive monitor of the detailed local envi-
ronments for each residue type in the collagen
structure. For instance, the glycine C, and C’
signals in the DQ-SQ spectrum each show a dis-
tribution of chemical shifts, and these are linearly
correlated with each other as indicated in Fig. 1A;
each pair of correlated C,, and C' Gly chemical
shifts within this distribution represents a partic-
ular molecular Gly microenvironment, the relative
intensity of the correlation indicating the relative

abundance of that molecular microenvironment in
the overall protein structure.

These 2D NMR spectra thus represent “fin-
gerprints” of the underlying atomic structures
within the native mouse tissue. Our second step is
to use these fingerprints to determine the fidelity
of an in vitro bone model. In vitro tissue was grown
from low-passage fetal sheep primary osteoblasts
in medium containing U-">C, "*N-labeled glycine
and proline and 2D NMR correlation spectra
recorded as above. [This results in the hydroxypro-
lines (posttranslationally modified from prolines)
also being 13C and "N enriched, so that more than
50% of the total amino acid residues in the colla-
gens are likely to be labeled.] Comparison of these
spectra with those from the heavy mouse bone
tissue allowed an immediate assessment of the
similarity of the atomic structures between the
in vitro and in vivo tissues. Detailed comparison
indicated in what respects the two tissues differed
on the atomic length scale and so suggested ways
of improving the cell culture protocol, generating
the in vitro tissue to produce more native-like tis-
sue. The main spectral differences are some signal
intensity to the high-frequency side of the Pro, Hyp,

and Gly signals for the in vitro tissue that are lack-
ing for native tissue (fig. S2A). The higher fre-
quency of these signals indicates that they are from
residues not in a collagen triple-helical motif. The
signals are more intense after the sample has been
sonicated (fig. S2B) and therefore most likely
arise from Pro, Hyp, and Gly in unfolded or mis-
folded collagen-like proteins or fragments, which
is consistent with their higher chemical shift val-
ues. These signals were reduced by minimizing
the shear stress on the cells in culture while they
were laying down ECM, by reducing the frequency
of culture medium renewal and minimizing dis-
turbance of the cells during this process (fig. S2, C
and D). The in vitro tissue was judged to be optimal
when the 2D spectra showed a high degree of
similarity to those of the native mouse tissue (Fig. 1,
B and D), indicating that the molecular geometries
in the two tissues are very similar. Furthermore, scan-
ning electron microscopy (SEM) of the optimized
in vitro ECM (to examine nanoscale structure)
showed a highly organized matrix of parallel fibrils,
similar to native bone (fig. S3, A and B), and
atomic force microscopy (AFM) showed correct
assembly of triple helices into the characteristic
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Fig. 2. Overlay of ssNMR PDSD spectra for in vivo and in vitro tissues, highlighting spectral
regions where they differ. PDSD spectra of labeled mouse calvarial bone (black) and in vitro fetal ovine
osteoblast ECM (red) cultured in the presence of U-*>C Gly, Pro. Differences between the spectra in the
range of chemical shift values shown in the red spectrum are likely to arise from unfolded or misfolded

proteins in the in vitro sample (see also fig. S2A).
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67-nm banded fibril (fig. S3C) and, based on these
results, would also be judged as representative of
native tissue at a nanoscopic level. There is still

some signal from unfolded or misfolded collagen
proteins in the optimized tissue (Fig. 2). Such spe-
cies may cause deleterious immune responses in
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Fig. 3. Identifying PAR in our in vitro model of developing bone. *C-"3C PDSD correlation spectrum
of in vitro fetal sheep osteoblast ECM grown in the presence of U->C-glucose, Gly, and Pro. Signals assigned:
O-linked galactosyl (G), O-linked glucosyl galactosyl (GG), both native collagen glycosylation species (green

labels, structures not shown). The remaining signals are assigned to glycation species (blue labels, structures

not shown) and ribosyl phosphate species (red labels). (Inset) The structures of ADP ribose (AR) and PAR.

Fig. 4. Inmunostaining of fetal
sheep growth plate shows the
presence of PAR. Maximum inten-
sity projection of Z stacks. Frozen
tissue sections of fetal sheep bone
growth plate were stained for nu-
clei (Hoechst staining, blue) and
PAR (clone 10H antibody to PAR,
green). (Left) The white line marks
the boundary between the zone of
hypertrophic cartilage (HC) and the
calcification front (CF). Strong PAR
staining is visible in the CF, whereas
the adjoining zone of HC is stained
weakly. (Right) In the CF, some PAR
staining is colocalized with Hoechst
in the nuclei (arrowheads). In addi-
tion, PAR staining is also found in
the cytoplasm and probably the ex-
tracellular space (arrows).
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tissue grown in vitro for implants, for instance, so
knowledge of their presence is important. These
species cannot be detected by microscopy with-
out a suitable immune label and, by implication, a
priori knowledge of these species, nor would such
proteins be expected to affect the collagen fibril
structure; thus, they would not be apparent un-
der SEM or AFM.

Our refined in vitro tissue model allows us to
study the sugar components of a tissue as well as
the collagen proteins. The sugars in matrix gly-
coproteins and proteoglycans are essential parts
of the ECM structure—collagen glycosylation, for
instance, is necessary for proper fibril formation—
yet atomic structures of sugars in intact tissue
are understudied in comparison to proteins, large-
ly because of a lack of methods to probe them.
Moreover, we have previously shown that a sugar
species yet to be identified is important in the organic-
inorganic interface in bone (/3), so we decided to
monitor the sugar species present in developing
bone and examine how far collagen glycosylation
might be involved in the organic-inorganic inter-
face. Isotope-enriching tissue sugars in an animal
model would be extremely challenging because
sugars are rapidly metabolized, but it is feasible in
our in vitro model. Thus, our next step was to gen-
erate *C enrichment of the sugar species in our in
vitro ECM, achieved by addition of U-"*C-glucose
to the cell culture medium. This procedure resulted
in extensive °C enrichment of collagen glycosyla-
tions (/4), which were assigned using typical
chemical shifts for the expected glycosylation
products of collagen type I supported by infor-
mation from spectral through-space correlations
(Fig. 3A), plus the spectra in figs. S4 to S8, as
detailed in tables S3 and S4. The molecular spe-
cies previously identified at the organic-inorganic
interface in bone have signals in the range 72 to
78 ppm (and include a component from mineral-
associated citrate at ~76 ppm). Moreover, it has
been shown that all of these signals are due to
carbons closer in space to phosphorus (and, by im-
plication, mineral phosphate) than collagen protein
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carbons (fig. S9) (13, 15). The spectrum in Fig. 3A
shows that the main signal intensity from the
collagen glycosylation here occurs between 72
and 75 ppm; thus, we conclude that collagen gly-
cosylation species are predominantly closer to
mineral crystals in bone than is the collagen pro-
tein itself. Because the mineral crystals in bone
are close-packed between the collagen fibrils
(16), this implies that the collagen glycosylation
must lie between the collagen fibrils and mineral
crystals—i.e., that the collagen glycosylation must
lie predominantly on the collagen fibril surfaces.
However, there is further signal intensity due to
carbons close in space to phosphorus in bone,
in particular a weaker signal at ~66 ppm, as
shown in fig. S9 and elsewhere (13, 15). There
is a broad signal at ~66 ppm in our 2D correla-
tion spectra, but it does not correlate with any
signals from collagen glycosylation carbons; fur-
thermore, we noted that there were other signals
in the sugar region of the *C 2D correlation spectra
(Fig. 3A) not assignable to collagen glycosylation,
nonenzymatic protein glycation, or typical tissue
proteoglycans. Detailed analysis of the signal
frequencies and their correlations in 2D '*C-'>C
PDSD and DQ-SQ correlation spectra (Fig. 3B)
show that these correspond closely to the signals
that might be expected for poly[adenosine di-
phosphate (ADP) ribose] (PAR) and ADP ribose
(ADPR) (assignment in tables S6 and S7 and
figs. S10 and S11). If these signals are indeed
from such species, then they must be in an ex-
tracellular environment, because all cells have
been removed from the in vitro ECMs before the
NMR experiments, as verified by SEM. Further-
more, they must be immobilized in the ECM to
give signals in the correlation spectra and suffi-
ciently well bound not to be removed by repeated
washing during sample preparation.

PAR is a post-translational modification of
cellular, particularly nuclear, proteins and is in-
volved in DNA repair and the regulation of cell
survival and death. Neither PAR nor ADPR have
been previously reported as components of the
ECM, nor to the best of our knowledge has there
been any suggestion that they might exist in, or
form persistent attachments to, the ECM. The
largely nuclear role documented to date for these
species meant that their presence in our in vitro
tissue was unexpected. Accordingly, we exam-
ined an ex vivo model of developing bone, fetal
sheep growth plate, for the presence of PAR by
staining and confocal laser fluorescence micros-
copy (Fig. 4). The images in Fig. 4 show the pres-
ence of substantial quantities of PAR in the
calcifying region of the growth plate in compar-
ison with the adjoining unmineralized hyper-
trophic cartilage. The PAR appears both in close
proximity to cell nuclei, i.e., intracellular, and in
regions where there are no cell nuclei, i.e., pre-
sumably extracellular. Thus, its presence in our
in vitro tissue models has been confirmed in a
comparable native tissue model.

PAR is generated in cells from nicotinamide
adenine dinucleotide (NAD") by PAR polymer-

ase (PARP) enzymes (17, 18). Overactivation of
PARPs leads to cellular ATP and NAD" deple-
tion and drives cell necrosis (17, 19). Osteoblast
necrosis is an essential part of bone mineraliza-
tion in vivo (20), with 65 to 85% of bone os-
teoblasts suffering this fate within mineralizing
zones (21). Osteoblast necrosis is thought to be
necessary to make space for the forming mineral
crystals, but our results here suggest it may have
an additional purpose. Cell necrosis results in
release of cell contents into the surrounding
ECM, and this process is presumably how PAR
ends up in the ECM in developing bone. That
PAR binds to the ECM at the same time as the
matrix is beginning to mineralize is potentially
important. The charged pyrophosphate groups
of PAR have high calcium affinity, and its poly-
meric structure makes it a candidate as a scaffold
for mineral formation. Moreover, PAR has a bind-
ing affinity for collagen type XII (22), a FACIT
(fibril-associated collagens with interrupted triple
helices) collagen that decorates the surface of
collagen type I fibrils, the majority collagen type
in bone; because it is between such fibrils that the
bulk of bone mineral forms, we conclude that
bound PAR can also be in the right place to act as
a scaffold for mineral formation. Furthermore,
previous work has shown that if organic phos-
phate esters are removed from demineralized bone,
the bone cannot be remineralized (23), which sug-
gests that the species responsible for nucleating
bone mineral crystals has been removed by this
process. The organic phosphate esters concerned
have been assumed to be phosphorylated proteins,
but our work shows that there is another possible
species, namely the PAR polysaccharide. Other
work has shown that polyanions such as poly-
aspartate can induce biomimetic mineralization of
collagen matrices by stabilizing a mineral precur-
sor phase (24, 25), but no such polyanion has yet
been reported in the context of native bone ECM.
PAR, however, fits the description. Moreover, we
have previously shown that the same distribution
of sugar species at the organic-inorganic interface
in bone occurs in pathological calcification in
arteries as well (26), and cell death and necrosis
always precedes these pathologies (27), so PAR
may be a feature in pathological calcification also.

In conclusion, NMR comparisons of 13C,
'>N-enriched in vivo and in vitro tissues allows
the fidelity of the atomic structure of the in vitro
model to be ascertained. Our first application
of'a dual in vivo—in vitro NMR-based approach
toward understanding the atomic structures of
tissues has led to the identification of a mole-
cule in the ECM of developing bone likely to
be relevant to matrix calcification and capable
of binding mineral to the collagen matrix. This
molecule, PAR, is more commonly associated
with nuclear proteins but most likely to be present
in the ECM of forming bone due to cell necrosis
associated with bone development. PAR may
also be relevant to the initiation of pathological
vascular calcification, which we have previous-
ly shown involves similar sugar species to those

in bone (26). In addition, having the ability to
understand differences between an in vitro and
in vivo tissue in terms of their respective molec-
ular structures—here, the presence of misfolded
collagen proteins in the in vitro tissue—raises the
possibility of more rational refinement of in vitro
tissue models.
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Genomic Diversity and Admixture
Differs for Stone-Age Scandinavian
Foragers and Farmers

Pontus Skoglund,™*1 Helena Malmstrém,™* Ayca Omrak,” Maanasa Raghavan,® Cristina Valdiosera,*
Torsten Giinther," Per Hall,? Kristiina Tambets,® Jiiri Parik,® Karl-Goran Sjégren,” Jan Apel,®
Eske Willerslev,? Jan Stora,? Anders Gétherstrém,?t Mattias Jakobsson™%%

Prehistoric population structure associated with the transition to an agricultural lifestyle in Europe
remains a contentious idea. Population-genomic data from 11 Scandinavian Stone Age human remains
suggest that hunter-gatherers had lower genetic diversity than that of farmers. Despite their close
geographical proximity, the genetic differentiation between the two Stone Age groups was greater than
that observed among extant European populations. Additionally, the Scandinavian Neolithic farmers
exhibited a greater degree of hunter-gatherer—related admixture than that of the Tyrolean Iceman,
who also originated from a farming context. In contrast, Scandinavian hunter-gatherers displayed no
significant evidence of introgression from farmers. Our findings suggest that Stone Age foraging groups
were historically in low numbers, likely owing to oscillating living conditions or restricted carrying
capacity, and that they were partially incorporated into expanding farming groups.

in Europe—the Neolithic transition—has

long been debated in archaeology (/) and
was one of the first historical questions to be
addressed by population geneticists (2). There
are contrary schools of thought of the relative im-
portance of migration versus cultural diffusion
as the Neolithic lifestyle dispersed across Eu-
rope. Farming appeared in the Near East at least
10,000 years before present (B.P.) and spread into
Europe via the Balkan and Mediterranean re-
gions, arriving in Scandinavia ~6000 years B.P.
(3). Analyses of mitochondrial DNA (4-6) and
genomic sequences (7—9) from Stone Age human
remains provide evidence that farming and for-
aging groups were genetically distinct and that
admixture between these groups played a role
in forming the genetic landscape of modern-day
Europe. However, most studies so far have fo-
cused on the comparison of ancient individuals
to recent groups, and the degree of direct genetic
relatedness between ancient groups, gene flow,
and within-group genomic variation remains
unaddressed.

The impact of the adoption of agriculture

We generated between 0.01- and 2.2-fold
genome-wide coverage for six Neolithic hunter-
gatherers from the Pitted Ware Culture context
(PWC), four Neolithic farmers from the Funnel
Beaker culture context (TRB), and one late Meso-
lithic hunter-gatherer (Table 1). All of the Neolithic
individuals were excavated in Sweden and were
dated either directly or contextually to ~5000 years
B.P. The late Mesolithic hunter-gatherer individual,
directly dated to ~7500 years B.P,, was excavated in
Sweden in close proximity to the Neolithic hunter-
gatherers. All generated sequence data showed evi-
dence of nucleotide misincorporations (figs. S1
to S3) characteristic of postmortem degradation.

The mitochondrial genome was covered to an
average depth of at least 23-fold for seven of the
individuals, and estimates of contamination were
low (Table 1). All six Neolithic hunter-gatherers and
the late Mesolithic hunter-gatherer were assigned to
haplogroups U or V (Table 1), similar to other Meso-
lithic and Paleolithic hunter-gatherers (4, 8, 10).
The four TRB individuals were assigned to hap-
logroups H and K, similar to previous results (5) and
as observed in other Neolithic farmers in Europe
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(6). The Y chromosome of the Ajvide58 individ-
ual (Neolithic hunter-gatherer) was assigned to
haplogroup 12al (table S5), a specific subhaplo-
group uncommon in current-day Scandinavia (/7).
Recent studies suggest that variants associated with
phenotypes and immune system genes differ be-
tween Stone Age hunter-gatherers and farmers, often
from ancestral to derived variants (8, 9). How-
ever, we found little evidence of differentiation for
these variants (tables S6 to S10) between Neolithic
Scandinavian hunter-gatherers and farmers, except
for the SLC24AS5 locus involved in pigmentation.
Ajvides8, like the Mesolithic Iberian LaBranal (8),
carried the ancestral allele, and both the Tyrolean
Iceman (9) and Gokhem? carried the derived allele
(table S8), which is associated with light pigmen-
tation and nearly fixed in current-day Europe and
common in current-day South Asia (/2).

To investigate the ancient individuals’ rela-
tionship to the modern-day genetic landscape, we
used principal component (PC) analysis with a
set of 57 Western Eurasian populations (table
S11), including individuals across modern-day
Sweden, and projected the 11 Scandinavian Stone
Age individuals together with the Mesolithic
Iberian LaBranal (8), the Paleolithic Siberian
MA1 (13), and the Chalcolithic (~5300 years B.P.)
Tyrolean Iceman (Fig. 1A) (9). All six Neolithic
hunter-gatherers clustered outside the variation
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Table 1. Ancient genomic sequence data. Only sequences with mapping quality of at least 30 were used. mtDNA, mitochondrial DNA; hg, haplogroup;
Contam., Contamination estimate; Cl, confidence interval; cal years BP, calibrated years BP. Dashes indicate no reliable estimate.

Sample Context Genome coverage mtDNA coverage mtDNA hg Contam. (95% Cl) Source Age (cal years B.P.)* Genetic sex
StoraFérvarll Mesolithic 0.09 25.6 U5al 0 to 22.2% This study 7500 to 7250 Male
Ajvide52 PWC 0.09 49.4 v 0 to 3.7% This study and (7) 4900 to 4600 Male
Ajvide53 PWC 0.03 2.5 u4ad — This study 4900 to 4600 Female
Ajvide58 PWC 2.22 161.7 uad 0 to 0.6% This study 4900 to 4600 Male
Ajvide59 PWC 0.01 1.3 u — This study 4900 to 4600 Male
Ajvide70 PWC 0.16 52.5 uad 1.5 to 7.7% This study and (7) 4900 to 4600 Male
Ire8 PWC 0.04 43.2 uad 1.6 to 9.6% This study and (7) 5100 to 4150 Male
Gokhem2 TRB 1.33 91.9 Hlc 0to 2.7% This study 5050 to 4750 Female
Gokhem4 TRB 0.04 6.5 H 0 to 25.9% (7) 5280 to 4890 Male
Gokhem5 TRB 0.02 26.2 Kle 0 to 4% This study 5050 to 4750 Female
Gokhem7 TRB 0.01 32.8 H24 0 to 7.6% This study 5050 to 4750 Female
*Details and references for the radiocarbon dating can be found in (17).
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of modern populations, which is consistent with a
previous study (7). The Mesolithic Scandinavian
and the Mesolithic Iberian sample also clustered
together in this PC space, which is consistent with
population continuity from late Mesolithic groups
to Neolithic Scandinavian hunter-gatherers. The
Mesolithic and the Scandinavian Neolithic hunter-
gatherers do not cluster particularly close to any
individuals self-identifying as Swedish Saami (/4)
or indigenous populations from central Russia. All
Scandinavian farmer individuals clustered among
southern and central European populations.

To test whether the North-South difference be-
tween farmers and hunter-gatherers was consistent
for different individuals from each cultural context,
we examined which modern-day population had
the greatest genetic affinity to particular ancient in-
dividuals by identifying the modem-day population
with the greatest shared genetic drift with each
ancient individual using an outgroup f;-statistic
(13, 15). The greatest shared genetic drift with
AjvideS8 was observed for Lithuanians, whereas
the greatest shared genetic drift with Gokhem2 was

observed for Sardinians (Fig. 1, C and D). Both of
these higher-coverage Neolithic individuals show
negligible levels of contamination (Table 1).

We also computed D-statistics (/5) to test
whether each single Stone Age individual was
closer to Lithuanians or Sardinians and found
statistically significant segregation between all
Stone Age farmers and hunter-gatherers (Fig. 1B);
we found the same results when we restricted the
analyses to sequences that displayed clear evi-
dence of postmortem damage (/6). Focusing on
modern-day Swedish groups, which are interme-
diate to the two Scandinavian Neolithic groups
(7), direct tests indicate that modern-day Swedish
populations are closer to Ajvide58 (table S14). In
addition to Sardinians, many current-day groups
from the Near East and southem Europe are sig-
nificantly closer to Gokhem?2 than to Ajvide58 (17).

Because both Stone Age farmers and hunter-
gatherers contributed genetic material to modern-
day European groups (7), we investigated whether
this putative admixture between ancestral pop-
ulations had already begun in the Neolithic. We

tested symmetry between ancient genomes (table
S13) and found that although the Tyrolean Ice-
man is consistent with forming a group with
modern-day Sardinians to the exclusion of Stone
Age hunter-gatherers (D-statistics, |Z] < 2), the
Scandinavian early farmer Gokhem?2 is signifi-
cantly closer to hunter-gatherers (2 < |Z] < 8 for
all comparisons with >100,000 loci). In contrast,
the Scandinavian hunter-gatherer Ajvide58, which
postdates the arrival of agriculture in Scandinavia,
shows no significant evidence of admixture (|Z] <
2) from early farmers when contrasted with an
Iberian Mesolithic individual [LaBranal, which pre-
dates agriculture in Iberia (table S13)]. This sug-
gests that the ancestors of the group represented
by Gokhem?2 admixed with individuals from hunter-
gatherer groups during the northward expansion,
whereas the Scandinavian Neolithic hunter-gatherers
show no meaningful evidence of admixture with
incoming farmers despite at least 40 generations
of coexistence in Scandinavia.

We fitted an admixture graph population
model (/7) to all publicly available ancient
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A Ajvide58 MA1 genomes of at least onefold coverage [as well as a
~5,000 BP  ~24,000 BP Saqqaq version including modermn-day individuals from
g 5\/”"000 BP Sardinia and France (/7)] and incorporated the
. gene-flow events identified in the D-tests above

as well as in previous studies (Fig. 2A). Ancestry
related to the Upper Paleolithic Siberian MA1 is
estimated to ~15% in Ajvide58 (table S15), which
is not found in the more southerly LaBranal,
suggesting gene-flow or shared ancestry among
Northern Eurasian hunter-gatherer populations.
Gokhem?2 and the Tyrolean Iceman had ancestry
from a basal group separated from all other ancient
genomes (Fig. 2B) (17, 18). However, the early
farmers also have a substantial amount of ancestry
related to European hunter-gatherers, which is sig-
nificantly higher in Gékhem2 (77.2 + 6.1%) as
compared with the Tyrolean Iceman (56.0 +3.0%),

Yoruba Z;ﬁsc?,:ts_d o whicI:;l is consistent vfﬂ.; the D-statistics results above.
A possible contact phase in Northern Europe
between expanding farming populations and
. Go6khem2 hunter-gatherers that may explain the admix-

< ture in Gokhem? is the period between ~7500
and 6000 years B.P., when the hunter-gatherer
Ajvide58 Ertebelle culture coexisted for more than a mil-

Gokhem2 fo
~5,000 BR=""

Iceman

~5,300 BP
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~7,500 BP -

Anzick1
~12,600 BP

"Australian
~100 BP

H lennium with the early farming Linearbandkeramik
(LBK) complex (79, 20). Hunter-gatherers and

‘ LaBrana1l farmers also coexisted during the Early Neolithic

expansion of agriculture into Scandinavia, which

MA1 may have involved admixture between groups,

. Anzick] but little is known about the populations from

this period because skeletal remains are scarce.
Comparison of relative levels of genetic di-
“ Australian versity in populations can provide information
on effective population sizes because smaller

. . L. populations often have reduced levels of diver-
Fig. 2. Sample locations and population history model. (A) Sample locations of ancient human sity. We computed “conditional nucleotide di-

remains that are included in the population history model. (B) Admixture graph of population history versity” (a relative measure of genetic diversity)
fitted to ancient genomes, showing more hunter-gatherer admixture in Neolithic Scandinavian farmers
than in central European farmers (table S15).
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A B order to avoid effects of post mortem degrada-
tion and sequence errors (/7). To avoid effects
oModern-day Europeans 0.12 E East Asi . . .
urope vs East Asia of potential inbreeding, we always compared
20214 © eoo® : g
D ¢ o o 010 — R variants from separate individuals (/7). The Scan-
2 : dinavian Neolithic hunter-gatherer group had sig-
a nificantly lower conditional nucleotide diversity
2 0.20 TRB 0.08 .
% (0.181 + 0.0015) as compared with that of the
2 o 5006 Between Scandinavian Neolithic farmer group (0.201 +
= v ancient 0.0038) (Fig. 3A and fig. S9). Although the spe-
T 0.19 7 0.04 groups cific properties of ancient DNA may still affect
2 ) @ comparisons with sequence data from modern-
S 018 PWC ¢ 002 | oorvoen Euronean arouos dgy '1nd1V1duals, the conditional nucleotide leCF-
o0 pean grelPy © sity in the hunter-gatherers was also lower than in
000 Jooo©©?° ° any modern-day European and a Chinese popu-
T T 1T T 1 T 1 LA I IO B B B lation (22) analyzed by using the same approach
oD ZEEE g BEORDBPERD é lfn‘é ZR20P % as for the ancient groups. In contrast, the diversity
© o F O a 4 g 5= z oo i i 5 & z th i’ of the TRB is more similar to the level observed
. . . . . . [1N) W= <mmZ o 5 T T T . ] . .
Fig. 3. Population genomic diversity and dif- O BZO T OO ™™ 20050 g  inmodem-day populations (Fig. 3A).
ferentiation between Stone Age farmers and e The conditional approach also allowed us to

hunter-gatherers contrasted with modern-day estimate population genetic differentiation,
groups. (A) Nucleotide diversity estimated as the average pairwise difference at transversion single-nucleotide =~ Wright’s Fsy, to 0.057 + 0.017 between TRB
polymorphisms (SNPs) identified in an African Yoruba individual. (B) Wright's Fs; estimated at transversion SNPs ~ and PWC, and to 0.035 + 0.0026 between pan-
identified in African Yoruba and Mbuti individuals. Error bars represent 1 SE on each side (total 2 SEs), estimated ~ European hunter-gatherers (Ajvide52 and LaB-
by using a block jackknife procedure across the genome, with 5 Mb in each block. IBS, Spanish; TSI, Tuscan; CEU,  ranal) and farmers (G6khem?2 and Iceman). Both
Northern and Western European ancestry; FIN, Finnish; GRB, British; CHB, Chinese. of these values are larger than the maximum
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observed pairwise Fgr between European pop-
ulations in the 1000 Genomes project, which was
0.013 £ 0.00059 between Finnish and Italian
individuals (Fig. 3B). These estimates suggest
greater genetic stratification among Stone Age
European groups as compared with current-day
groups of European ancestry (7) but that this strat-
ification in Stone Age Europe was correlated with
the mode of subsistence instead of geography, as
in current-day Europe (23).

The distinct features of the two Neolithic
Scandinavian groups—nonsymmetric gene-flow
into farmers, low level of diversity among hunter-
gatherers, and strong differentiation between
groups—have important implications for our
understanding of the demographic histories of
these groups. The greater diversity in the farmer
population may have been influenced by gene
flow from hunter-gatherers. However, the low
level of genetic diversity in Neolithic hunter-
gatherers likely has a demographic explanation,
similar to that of the Iberian Mesolithic individ-
ual (8). Although we cannot exclude that this
low diversity is a feature restricted to the Gotland
island hunter-gatherer population, the low diver-
sity may be due to the fact that hunter-gatherer
ancestors resided in ice-free refugia in Europe
during the Last Glacial Maximum (LGM), poten-
tially causing population bottlenecks. Climatic
changes and occasional population crashes also
likely affected the population sizes of hunter-
gatherers (24, 25). Furthermore, mobility may have
decreased among late hunter-gatherer groups, es-
pecially when settling in coastal areas (20). Mean-
while, the population ancestral to the Neolithic
farmers, that later were to expand across Europe,
resided in warmer areas that could sustain larger
population sizes during the LGM. Although it is
possible that climate also affected populations in
southern Eurasia, it may have been in a different
manner (26), and farming economies are associated
with greater carrying capacity than those of hunter-
gatherer economies. It is likely that several factors
contributed to the different levels of genetic diver-
sity, and disentangling these processes and assess-
ing their generality in prehistoric Europe may be
possible as more genomic data from a wider ge-
ographic and temporal range becomes available.
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Late Pleistocene Human Skeleton and
mtDNA Link Paleoamericans and
Modern Native Americans
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Because of differences in craniofacial morphology and dentition between the earliest American
skeletons and modern Native Americans, separate origins have been postulated for them, despite
genetic evidence to the contrary. We describe a near-complete human skeleton with an int