


CONTENTS Volume 344   Issue 6182

COVER
A pregnant female tsetse fl y (Glossina morsitans), roughly 
equivalent in size to a housefl y. Tsetse fl ies are the sole carriers 
of human African trypanosomiasis (sleeping sickness). See pages 
349 and 380 for a description of the sequencing and annotation 
of the tsetse fl y genome.

Photo: Geoffrey M. Attardo, Yale School of Public Health

DEPARTMENTS

338 This Week in Science

340 Editors’ Choice
342 Science Staff
375 AAAS News & Notes
431 New Products
432 Science Careers

ON THE WEB THIS WEEK

>> Science Podcast

On this week’s show: the genome sequence of the 
tsetse fl y and a roundup of stories from our daily 
news site.

>> Find More Online

Check out Science Express, the weekly podcast, 
videos, daily news, our research journals, and 
Science Careers at www.sciencemag.org.

25 APRIL 2014    VOL 344    SCIENCE     www.sciencemag.org336

POLICY FORUM

363   Cracking Brazil’s Forest Code
B. Soares-Filho et al.

PERSPECTIVES

365   Analyzing Moon Rocks
M. Anand

>> Report p. 400

366   Being Selective in the 
Prochlorococcus Collective
C. Bowler and D. J. Scanlan

>> Report p. 416

368   A Two-Catalyst Photochemistry
Route to Homochiral Rings
R. Neier

>> Report p. 392

369   Silencing Neurons with Light
S. Hayashi

>> Reports pp. 409 and 420

370   The 30-nm Fiber Redux
A. Travers

>> Research Article p. 376

372   Mapping Neural Activation onto
Behavior in an Entire Animal
T. O’Leary and E. Marder

>> Research Article p. 386

373  Carbon Storage in Basalt
S. R. Gislason and E. H. Oelkers

EDITORIAL

339  Addressing Vaccine Hesitancy
Barry R. Bloom et al.

NEWS OF THE WEEK

346    A roundup of the week’s top stories

NEWS & ANALYSIS

348   Climate Outsider Finds Missing 
Global Warming

349   Genome Yields Clues to Tsetse Fly’s 
Strange and Deadly Ways
>> Research Article p. 380; Science Podcast

350    At NIH, Two Strikes Policy Is Out

351   Potential Alzheimer’s Drug Spurs 
Protein Recycling

NEWS FOCUS 

352   Tanks for the Batteries 

355   After the Deluge
The Cyclone Addict

LETTERS

358   Protecting Lemurs: Madagascar’s Forests
W. J. McConnell and C. A. Kull

   Protecting Lemurs: Ecotourism
R. Buckley

   Response
C. Schwitzer et al.

360   TECHNICAL COMMENT ABSTRACTS

360   CORRECTIONS AND CLARIFICATIONS

BOOKS ET AL.

361   Biological Relatives
S. Franklin, reviewed by C. Thompson

362  The Global War for Internet Governance
L. DeNardis, reviewed by D. J. Weitzner

page 355  

page 361

Published by AAAS



337

CONTENTS

pages 365 & 400

 SCIENCE (ISSN 0036-8075) is published weekly on Friday, except the last week in December, by the American Association for the Advancement of Science, 1200 

New York Avenue, NW, Washington, DC 20005. Periodicals Mail postage (publication No. 484460) paid at Washington, DC, and additional mailing offi ces. Copyright © 2013 
by the American Association for the Advancement of Science. The title SCIENCE is a registered trademark of the AAAS. Domestic individual membership and subscription (51 issues): 
$153 ($74 allocated to subscription). Domestic institutional subscription (51 issues): $1282; Foreign postage extra: Mexico, Caribbean (surface mail) $55; other countries (air assist 
delivery) $85. First class, airmail, student, and emeritus rates on request. Canadian rates with GST available upon request, GST #1254 88122. Publications Mail Agreement Number 
1069624. Printed in the U.S.A.

 Change of address: Allow 4 weeks, giving old and new addresses and 8-digit account number. Postmaster: Send change of address to AAAS, P.O. Box 96178, Washington, DC 
20090–6178. Single-copy sales: $10.00 current issue, $15.00 back issue prepaid includes surface postage; bulk rates on request. Authorization to photocopy material for 
internal or personal use under circumstances not falling within the fair use provisions of the Copyright Act is granted by AAAS to libraries and other users registered with the Copyright 
Clearance Center (CCC) Transactional Reporting Service, provided that $30.00 per article is paid directly to CCC, 222 Rosewood Drive, Danvers, MA 01923. The identifi cation code for 
Science is 0036-8075. Science is indexed in the Reader’s Guide to Periodical Literature and in several specialized indexes.

www.sciencemag.org    SCIENCE    VOL 344    25 APRIL 2014 

RESEARCH ARTICLES 

376  Cryo-EM Study of the Chromatin Fiber 
Reveals a Double Helix Twisted by 
Tetranucleosomal Units
F. Song et al.

The structure of a segment of chromatin 

reveals the importance of the linker histone 

in determining its conformation.

>> Perspective p. 370

380  Genome Sequence of the Tsetse Fly 
(Glossina morsitans): Vector of 
African Trypanosomiasis
International Glossina Genome Initiative

Blood-sucking tsetses transmit protozoan 

parasites, harbor multiple symbionts, 

reproduce viviparously, and lactate.

>> News story p. 349

386  Discovery of Brainwide Neural-Behavioral 
Maps via Multiscale Unsupervised 
Structure Learning
J. T. Vogelstein et al.

An atlas is generated to reveal activation of 

which specifi c neurons in a Drosophila larva 

produce specifi c behaviors.

>> Perspective p. 372

REPORTS

392  A Dual-Catalysis Approach to 
Enantioselective [2 + 2] Photocycloadditions 
Using Visible Light
J. Du et al.

A two-catalyst combination offers long-sought 

selectivity in intermolecular coupling of olefi ns 

to form four-membered rings.

>> Perspective p. 368

396  Detection of the Gravitational Lens 
Magnifying a Type Ia Supernova
R. M. Quimby et al.

 An unusually bright supernova faded away 

to reveal a foreground galaxy responsible for 

bending and amplifying its light.

400  The Lunar Apatite Paradox
J. W. Boyce et al.

 Hydrogen-rich apatite crystals in lunar volcanic 

rocks indicate self-infl icted loss of fl uorine from 

basaltic melts.

>> Perspective p. 365

402  Preservation of a Preglacial Landscape Under 
the Center of the Greenland Ice Sheet
P. R. Bierman et al.

Soil has been frozen to the central part of the 

bed of the Greenland Ice Sheet for at least 2.7 

million years.

406  Organic Matter Stoichiometry, Flux, and 
Oxygen Control Nitrogen Loss in the Ocean
A. R. Babbin et al.

The variable ratio of denitrifi cation to 

anammox in the ocean is due to variations 

in organic matter quality and quantity.

409  Conversion of Channelrhodopsin into a 
Light-Gated Chloride Channel
J. Wietek et al.

A class of directly light-gated anion channels 

can be used to block neuronal output in a fully 

reversible fashion.

>> Perspective p. 369; Report p. 420

413  High-Resolution Genomic Analysis 
of Human Mitochondrial RNA 
Sequence Variation
A. Hodgkinson et al.

 Mitochondrial posttranscriptional variation is 

common among humans and can be attributed 

to a nuclear gene.

416  Single-Cell Genomics Reveals Hundreds 
of Coexisting Subpopulations in Wild 
Prochlorococcus
N. Kashtan et al.

 Covariation between the core alleles and fl exible 

gene content of a marine cyanobacterium 

underpins vast diversity.

>> Perspective p. 366

420  Structure-Guided Transformation of 
Channelrhodopsin into a Light-Activated 
Chloride Channel
A. Berndt et al.

A class of directly light-gated anion channels 

can be used to block neuronal output in a fully 

reversible fashion.

>> Perspective p. 369; Report p. 409

424  Neural Mechanisms of Object-Based 
Attention
D. Baldauf and R. Desimone

 Brain imaging reveals how the brain 

can selectively attend to one of two 

overlapping objects.

427  A Chloroplast Retrograde Signal 
Regulates Nuclear Alternative Splicing
E. Petrillo et al.

 In plants, light-dependent regulation of nuclear 

alternative splicing involves a signal generated 

within the chloroplast.

pages 370 & 376

Published by AAAS



338

C
R

E
D

IT
S

 (
T

O
P

 T
O

 B
O

T
T

O
M

):
 J

O
N

A
S

 W
IE

T
E

K
 A

N
D

 H
IS

R
O

S
H

I 
W

A
T
A

N
A

B
E

; 
B

A
B

B
IN

 E
T

 A
L
.

EDITED BY CAROLINE ASH

tiny amounts of fl uorine-rich apatite from a melt 
and replacement by hydrogen and is thus no 
indication of a “wet” Moon.

House or Face?
The neural mechanisms of spatial attention 
are well known, unlike nonspatial attention. 
Baldauf and Desimone (p. 424, published 
online 10 April) combined several technologies 
to identify a fronto-temporal network in humans 
that mediates nonspatial object-based attention. 
There is a clear top-down directionality of these 
oscillatory interactions, establishing the inferior-
frontal cortex as a key source of nonspatial 
attentional inputs to the inferior-temporal 
cortex. Surprisingly, the mechanisms for non-
spatial attention are strikingly parallel to the 
mechanisms of spatial attention. 

No Light Control
Light is the main source of energy for plants 
and is also used as a signal for growth and 
development: Indeed, it can modulate up 
to a fi fth of the entire transcriptome in both 
Arabidopsis thaliana and rice. Petrillo et al. (p. 
427, published online 10 April) show that light 
can affect gene expression through alternative 
splicing of the serine-arginine rich protein 
At-RS31, required for proper plant growth. But 
photoreceptors are not involved; rather, a mobile 
retrograde signal from the chloroplast controls 
the alternative splicing of At-RS31.

Double Helix, Doubled

Chromatin consists of genomic DNA packaged 
onto nucleosomes—double donut-shaped 
complexes of histone proteins. Roughly 
150 base pairs of DNA are wrapped around 
each nucleosome with variable lengths of 
linker DNA in-between. Using cryogenic 
electron microscopy, Song et al. (p. 376; 
see the Perspective by Travers) determined 
the 11 angstrom–resolution structure of a 
12-nucleosome string of DNA. The segment 
forms a 30-nanometer fi ber structure, which is 
itself double-helical, like the DNA it packages. 

Africa’s Bane
Tsetse are blood-feeding, fast-fl ying fl ies that 
transmit a range of Trypanosoma spp. protozoan 
pathogens, which cause sleeping sickness in 
humans and their nagana in their livestock. The 
International Glossina Genome Initiative
(p. 380) sequenced the genome of Glossina 

morsitans and identifi ed the genes for many 
attributes of the tsetse’s remarkable biology, 
including viviparity and the expression of 
analogs of mammalian milk proteins. Tsetse are 
host to several specifi c symbionts that appear 
to synthesize essential nutrients for the fl y and 
also to hitherto undiscovered parasitoid-derived 
viruses. Deeper exploration of this genome will 
reveal what makes these fl y species so host- and 
trypanosome specifi c.

Understanding N Loss
Biologically available nitrogen (N) is essential 
for marine plants, and shortage of N limits 
photosynthesis. Marine N can be removed 
by denitrifi cation and anaerobic ammonia 
oxidation 
(anammox) 
processes, but 
what controls 
the balance 
between these 
two pathways? 
Babbin et 

al. (p. 406, 
published online 
10 April) tested 
the effects of 
stoichiometry on 
N removal in the 
lab and found 
that the balance of N loss processes depends 
on the stoichiometry of the source organic 
material.

A Dual Approach to 2 + 2
Asymmetric catalysis generally accelerates the 
pathway to one specifi c product geometry that 
can be manipulated by reducing the temperature 
to slow down competing reactions. It is more 
diffi cult to be selective in photochemical 
reactions, but in the [2 + 2] coupling of olefi ns 
to make four-membered rings, Du et al. (p. 392; 
see the Perspective by Neier) used a ruthenium 
catalyst that absorbs visible light to activate the 
substrates below the frequency threshold where 
they absorb intrinsically. Then a second—a 
chiral Lewis acid—catalyst directs the product 
stereochemistry. A major advantage of the dual 
reactions is that each catalyst can be tuned 

independently.

Wetted Apatite 
The long-running story of the dry Moon 
was rewritten a few years ago when 
hydrogen-bearing glass spherules were 
discovered. The highest water contents 
are found in lunar apatite, at levels 
suspiciously comparable to the water 
content of Earth apatites. Boyce et al.
(p. 400, published online 20 March; 
see the Perspective by Anand) now 
show that the water content of lunar 
apatite is not a reliable indicator of 

the abundance of water in mare basalts. The 
existence of apatite with high water content is 
an almost inevitable consequence of the loss of 

Optogenetic 
Insights>>
Mapping functional neural cir-

cuits for many behaviors has been 

almost impossible, so Vogelstein 
et al. (p. 386, published online 

27 March; see the Perspective by 

O’Leary and Marder) developed 

a broadly applicable optogenetic 

method for neuron-behavior map-

ping and used it to phenotype lar-

val Drosophila and thus developed 

a reference atlas. As optogenetic 

experiments become routine in 

certain fi elds of neuroscience re-

search, creating even more spe-

cialized tools is imperative (see 

the Perspective by Hayashi). By engineering channelrhodopsin, Wietek et al. (p. 409, pub-

lished online 27 March) and Berndt et al. (p. 420) created two different light-gated anion 

channels to block action potential generation during synaptic stimulation or depolarizing cur-

rent injections. These new tools not only improve understanding of channelrhodopsins but also 

provide a way to silence cells. 
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Magnifi ed Flare-Up 
The rise and fall of the luminosity of a supernova 
detected in 2010 was typical for its class, but its 
apparent brightness was 30 times greater than 
similar events. Quimby et al. (p. 396) compared 
spectra from the time of peak brightness and 
after the supernova faded, from which they 
concluded that something was interfering with 
our line of sight to the supernova. A previously 
unknown foreground galaxy turned out to be 
acting as a lens, bending and magnifying the 
light from the supernova. Potentially, spacetime 
warping like this could allow direct testing of 
cosmic expansion.

Deep Freeze 
Geologists usually consider glaciers and ice 
sheets to be gigantic abrasives, scouring the 
ground beneath them and carving out relief on 
the underlying landscapes. Bierman et al. (p. 
402, published online 17 April) show that this 
is not always the case. They found that the silt 
at the very bottom of the Greenland Ice Sheet 
Project 2 core contained signifi cant amounts 
of beryllium-10, an isotope produced in the 

atmosphere by cosmic rays and which adheres 
to soils when it is deposited on them. Hence, the 
dust at the bottom of the ice sheet indicates the 
persistence of a landscape under 3000 meters 
of glacial ice that is millions of years old.

RNA Heteroplasmy
Like nuclear DNA, the mitochondrial genome has 
to be posttranscriptionally modifi ed to function 
properly; however, among 
individuals, mitochondrial 
RNA (mtRNA) transcripts 
vary in ways that are 
poorly understood. 
Hodgkinson et al. 
(p. 413) looked 
at mtRNA editing 
events and post-
transcriptional 
methylation in more 
than 700 individuals. 
Interestingly, variation 
at the ninth position within 
transfer RNAs showed a high 
frequency of variation that, in some 
cases, is genetically attributable.

Oceans of 
Cyanobacterial Diversity
What does it mean to be a global species? The 
marine cyanobacterium Prochlorococcus is 
ubiquitous and, arguably, the most abundant and 
productive of all living organisms. Although to 
our eyes the seas look uniform, to a bacterium 
the ocean’s bulk is a plethora of microhabitats, 
and by large-scale single-cell genomic analysis 

of uncultured cells, Kashtan et al. (p. 416; 
see the Perspective by Bowler and 

Scanlan) reveal that Prochlorococcus 
has diversifi ed to match. This 

“species” constitutes a mass of 
subpopulations—each with 
million-year ancestry—that vary 
seasonally in abundance. The 
subpopulations in turn have 
clades nested within that show 

covariation between sets of core 
alleles and variable gene content, 

indicating fl exibility of responses to 
rapid environmental changes. Large sets 

of coexisting populations could be a general 
feature of other free-living bacterial species living 
in highly mixed habitats.

Additional summaries

THIS WEEK IN SCIENCE
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    Addressing Vaccine Hesitancy   
LAST MONTH, THE WORLD HEALTH ORGANIZATION CERTIFIED INDIA AND SOUTHEAST ASIA AS BEING 

polio-free, an extraordinary achievement given that the polio vaccine was declared safe and 
effective only 59 years ago. Vaccines are one of the safest and most cost-effective medical 
interventions in history. By immunizing infants, children, and teenagers, vaccines protect 
the entire community. Nevertheless, there is a surge of outbreaks in vaccine-preventable dis-
eases in the United States. What research is needed to reverse this trend? 

The crux of the problem is our inability to demonstrate to skeptical parents that vaccina-
tions save lives. On the one hand, the United States has sustained impressive uptake rates 
for vaccinations overall. During the 2012–2013 school year, the median coverage was about 
92% for vaccines against measles-mumps-rubella, diphtheria-tetanus-acellular pertussis, 
and varicella. Yet over the past 5 years, outbreaks of everything from measles to mumps to 
pertussis show that there is a growing number of communities with vaccine coverage below 
the levels needed to maintain herd immunity—when vaccination of a substantial portion 
of a population protects those who have not developed immunity. Many factors probably 
contribute to this decline: exposure to a report (that was later retracted) linking the measles 
vaccine to autism, warnings from ill-informed peers, scare tactics of 
antivaccine groups, and misinformation by celebrity personalities. 
Regardless of the source, the results are the same: debilitating infec-
tions, hospitalizations, and in tragic cases, death.

This frustrating reality illustrates that the facts do not always 
speak for themselves. We need only look at Western Europe to see 
how a few dozen cases of a vaccine-preventable disease can explode 
into a countrywide epidemic: In 2007, France reported 40 measles 
cases; in 2011, there were 15,000 cases with 6 deaths. In 2011, the 
United States experienced its largest number of individual measles 
cases (222) and outbreaks (17) since 1996. The source of nearly every 
outbreak was someone who was intentionally unvaccinated—often 
a U.S. resident traveling abroad or someone of unknown vaccine 
status. 2013 saw the largest single measles outbreak (58 patients) in 
the United States in nearly 20 years. 

A recent report concluded that current public health communication about vaccines 
may actually increase misperceptions or reduce vaccination intention, and that attempts 
to increase concerns about communicable diseases or correct false claims about vaccines 
may be counterproductive.* Research is needed to develop evidence-based strategies that 
guide health care providers on how best to communicate the importance of immunization 
to parents who are uncertain about what to believe. Last fall, an interdisciplinary group of 
scientists, clinicians, and social scientists convened at the American Academy of Arts and 
Sciences to discuss priorities in communication research that would provide specifi c solu-
tions on how to move forward. The group’s conclusion (the report, for which we were 
co-chairs, has just been released†) was that we need research that addresses how and when 
attitudes and beliefs about vaccines are formed, how people make decisions about immuni-
zation, how best to present information about vaccines to hesitant parents, and how to iden-
tify communities at risk of vaccine-preventable disease outbreaks. A study of the 2008 San 
Diego measles outbreak‡ found that the cost to the public health system of each measles 
infection was $10,376, whereas the total cost to contain the outbreak was $124,517. If the 
type of research proposed by the American Academy report helps to prevent even a handful 
of outbreaks, it will have more than paid for itself.

Strategies to combat antivaccine messages cannot be developed by educated guesswork. 
Evidence-based approaches that facilitate vaccination are needed if we are to prevent dis-
eases that can easily be avoided and fulfi ll the potential of modern vaccine research. 

10.1126/science.1254834

 – Barry R. Bloom , Edgar Marcuse , Seth Mnookin     
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G E O C H E M I S T R Y

Expelled Xe

Based on the distribution of other noble gases, 
Earth’s atmosphere is apparently depleted in Xe. 
Although some may have been 
lost to space, Earth’s interior—
the original source of atmo-
spheric gases—could also act 
as a reservoir by preferentially 
holding onto Xe as the planet 
formed and differentiated. Be-
cause of the size of the mantle, 
it would be an ideal candidate; 
however, it is unclear whether 
Xe reacts with the major Si-rich 

25 APRIL 2014    VOL 344    SCIENCE    www.sciencemag.org 
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Safe Sopping

Cleaning up oil or an industrial solvent after 
a spill is complicated by the danger that the 
combustible liquid might catch fi re. Ruan et al. 
sought to minimize this risk by taking advantage 
of the fl ame-retardant properties of melamine. 
By sequentially immersing a commercial 
melamine-formaldehyde sponge in solutions 
of dopamine and then fl uoroalkyl thiols, they 
rendered the porous material superhydrophobic. 
A series of tests showcased the sorption proper-
ties of the modifi ed sponge: effi cient uptake (on 
the order of 100 times its weight) of common 
solvents as well as crude oil, followed by recov-
ery through mechanical squeezing. The material 
proved resilient to cycling 100 times, as well as 
an hour’s worth of heating to 200°C or cool-
ing by liquid nitrogen. In a comparison with a 
polypropylene-based sorbent, it also showed 
substantially greater resistance to combustion. 
The authors suggest that the simplicity of the 
synthetic protocol bodes well for possible scale-
up manufacturing. — JSY

Angew. Chem. Int. Ed. 53, 10.1002/

anie.201400775 (2014).

B I O M A T E R I A L S

Slime Fibers

When attacked, hagfi sh will release protein 
threads and mucin vesicles, which interact with 
seawater to form copious quantities of slime.  
Before release, the threads exist as coiled skeins 
that occupy almost the entire volume of special-
ized gland thread cells.  The threads unravel 
in a fraction of a second from a 150-µm-long 
ellipsoid bundle to a thread that is 100 times 
longer, which clearly requires sophisticated 
ordering within the cell.  As the threads also 
have comparable mechanical properties to those 
of spider silk, there is interest in understand-
ing the organization and morphology of the 
coiled thread in both mature and immature 
gland thread cells, in order to design synthetic 
reactors.  Using electron microscopy, Winegard 

et al. were able to identify changes in thread 
length, diameter, and morphology as the cells 
matured.  Beyond this, they were able to see 
changes in the cell shape as it shifted from 
being rounded after differentiation to becoming 
spindle-shaped, with a more conical profi le and 
fl ared base.  This suggests that the cell nucleus 
acts as a template over which the staggered 
thread loops form.  Using a focused ion beam 
within a scanning electron microscope, the 
three-dimensional structure of the loops was 
determined, including the ways that adjacent 

phases of the mantle at the corresponding pres-
sures and temperatures. Zhu et al. performed 
total energy calculations at the extreme tem-
perature and pressure conditions of Earth’s inner 
core to determine that Xe reacts with Fe and Ni, 

the two dominant constituents 
of the solid inner core. Crystal 
structure predictions found 
several stable phases of Xe-Fe/
Ni alloys, including the stable 
phases of XeFe3 and XeNi3, 
suggesting that the inner core 
may be Earth’s missing reser-
voir of Xe. — NW

Nat. Chem. 10.1038/

NCHEM.1925 (2014).

The distribution of the ~7000 remaining linguistic groups around the globe is highly het-

erogeneous, with high linguistic diversity in Africa (2562 living languages) and Asia and 

the Pacifi c (2762), and less diversity in Europe (396) and the Americas (1132). As with 

species distribution, evidence—for example, latitudinal gradients in the density of some 

human languages and a correlation between landscape elevation and language density—

suggests that the environment plays an important role in language distributions.

Using a variety of publicly available data sets, Axelsen and Manrubia compare 14 envi-

ronmental variables, including human population density, against linguistic diversity both 

globally and for several continental regions (the Americas, Europe, Africa, and the Asia 

Pacifi c region). Statistical analysis of partial correlations between the 14 different fac-

tors reveals specifi c local dependencies in individual regions. For example, low linguistic 

diversity in the Americas is most correlated with population density and linked to the 

effects of European colonization. Globally, rivers and landscape roughness (altitude) are 

the most important factors underlying high linguistic diversity. Landscape roughness 

may promote linguistic isolation and diversifi cation, whereas the transportation function 

that rivers provide may have brought disparate language groups together, seeding the 

formation of new ones. — GR 

Proc. R. Soc. London Ser. B 10.1098/rspb.2013.3029 (2014). 

L I N G U I S T I C S

Rivers of Words
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layers overlay and the cabled appearance of the 
skein where the threads run circumferentially 
along the outer surface. — MSL

Nat. Comm. 10.1038/ncomms4534 (2014).

G E N E T I C S

Blood and Brains

Epigenetic changes, such as gene methylation, 
can be detected directly by examining the status 
of DNA within specifi c tissues. However, it is desir-
able to identify epigenetic changes from afar, 
especially in tissues that may be hard to survey, 
such as the brain. Working with a mouse model 
of Cushing’s disease, characterized by changes 
in methylation as a response to exposure to 
glucocorticoids, Ewald et al. found that methyla-
tion and expression of the Fkpb5 gene within the 
hippocampus correlated with its degree of meth-
ylation in the blood.  Although limited by the 
examination of only a single gene, the observed 
correlation highlights that for some diseases, it 
may be possible to use blood monitoring to infer 
epigenetic changes in the brain.  — LMZ 

Psychoneuroendocrinology 44, 112 (2014). 

C E L L  B I O L O G Y

Sleep Circuit

The neurotransmitter molecule γ-aminobutyric 
acid (GABA) promotes sleep in mammals and 
fl ies, but the molecular details of this regulation 
have not been clear. Chen et al. provide new 

insight into this complex pathway, fi nding that 
GABA transaminase (GABAT), a mitochondrial 
enzyme that breaks down GABA, controls GABA 
amounts to affect sleep in Drosophila. Sleep is 
controlled by the protein sleepless (SSS), which 
is expressed in neurons of the fl y brain.  Its 
absence in mutant fl ies increases neural activity 
and decreases sleep. Mutant fl ies lacking SSS ex-
pressed more GABAT in the brain. Consequently, 
GABA amounts decreased by 30% in the brain, 
and compared to control fl ies, mutant fl ies slept 
less. Disrupting GABAT expression increased 

GABA amounts and boosted total daily sleep. 
Furthermore, reducing GABAT in mutant fl ies 
lacking SSS restored sleep. Flies expressing mu-
tant GABAT showed an increase in overall daily 
sleep, and the time it took fl ies to fall asleep 
was reduced. Moreover, treatment of adult fl ies 
lacking SSS with ethanolamine O-sulfate, an 
inhibitor of GABAT, rescued sleep. These results 
suggest that SSS promotes sleep and that its 
absence increases neuron excitability, which 
may demand more energy. This could alter 
cell metabolism in neighboring glia, including 
changes in GABAT activity in the mitochondria. 
Changes in GABAT activity have been implicated 
in epilepsy (characterized by increased neural 
activity) and other neuropsychiatric disorders.  
The connection of GABAT and cell metabolism to 
sleep control may explain sleep problems associ-
ated with these conditions.  — LC 

Mol. Psychiatry 10.1038/mp.2014.11 (2014).

B I O P H Y S I C S

AFM Uncompromised

Atomic force microscopy (AFM) is a power-
ful tool used both for subnanometer imaging 
and for mechanical probing of molecules. The 
key measurement in AFM is the defl ection of 
a cantilever, which depends on the force it 
experiences. AFM is used in single-molecule 
force spectroscopy to monitor the folding and 
unfolding of biomolecules. This application re-
quires sensitivity to very small changes in force 
on short time scales, but also requires long-

term force stability. Current AFMs are 
optimized either for short-term force 
precision (achieved by using shorter, 
stiffer cantilevers to reduce hydronamic 
drag) or for long-term force stability 
(better performance comes from longer, 
softer cantilevers). Bull et al. modifi ed 
a short cantilever with a focused ion 
beam to achieve excellent short-term 
precision and long-term stability. AFM 
cantilevers are typically gold-coated to 
improve signal intensity, but the gold 
reduces stability. Removal of the gold 

except for a protected patch at the end of the 
cantilever maintained high signal without com-
promising stability. A protein unfolding assay 
highlighted the short-term precision, whereas 
stretching a surface-anchored protein showed 
sub-pN performance over a force bandwidth of 
0.01 to 1000 Hz. Monitoring abrupt unfolding 
of a protein showed that the cantilever had a 
temporal response time of about 70 µs. These 
responsive yet stable cantilevers should benefi t 

diverse AFM studies. — VV
ACS Nano. 10.1021/nn5010588 (2014).
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cus will pull together data from the environ-

mental satellites as well as ground-based and 

airborne stations to study the overall health 

of the planet.

Malabo 2

Polio Spreads Farther 
Into Central Africa
The polio outbreak in Cameroon detected 

last October is spreading. As of last week, 

three cases were reported in neighboring 

Equatorial Guinea, which was polio-free for 

15 years. The situation is “very alarming,” 

says Bruce Aylward, who heads the global 

initiative to eradicate polio. The Cameroon 

virus is closely related to one last seen in 

Chad in 2011, which suggests it has been 

circulating undetected in the region for sev-

eral years due to poor surveillance and low 

immunization rates. In Equatorial Guinea, 

the routine immunization rate is about 40%.

Experts are on high alert to detect further 

spread to nearby countries—particularly 

Nigeria, which has been making impressive 

gains in quashing the virus, and the war-torn 

Central African Republic, where mounting 

an emergency response would be extremely 

challenging.

Beijing 3 

China’s Soil Woes 
In Sharper Focus
The Chinese government has lifted the 

veil a bit on a nationwide soil survey that 

it had classifi ed as a state secret (Science, 

28 March, p. 1415). The environment min-

istry posted a bulletin to its website on 

17 April divulging that 16% of sites tested 

during the 5-year survey are polluted. The 

report concludes that China’s overall soil 

environment is “not optimistic.”

Especially worrying to researchers is that 

pollution is most widespread on agricultural 

lands, where 19% of sites are tainted. Major 

contaminants, the bulletin noted, are heavy 

metals such as cadmium, mercury, arse-

nic, and lead. The report blames mining and 

industrial waste for fouling croplands. How-

ever, much of the data from the survey—

which ran from 2005 to 2010—remains 

under lock and key. “The transparency is not 

enough,” says Chen Ruishan, a geologist at 

Hohai University in Nanjing.

China’s State Council has ordered the 

environment ministry to formulate a plan for 

curtailing future soil pollution and for reme-

diating contaminated land, the bulletin states. 

But “we need to know about the spatial distri-

bution” of the soil pollution to devise a reme-

diation strategy, Chen says—and that kind of 

map has not been released to the public. 

Richmond 4

Climate Scientist Prevails 
In Virginia High Court
The Virginia Supreme Court has ruled in 

favor of climatologist Michael Mann in a 

fi ght over whether the former University 

of Virginia (UVA) climatologist must turn 

over e-mails requested by means of a 2011 

state Freedom of Information Act (FOIA) 

request. The court upheld a lower court rul-

ing that UVA did not have to hand over the 

e-mails to the Energy & Environment Legal 

Institute (formerly the American Tradition 

Institute). It ruled that the e-mails, which 

touched on scientifi c data and publications, 

essentially belonged to Mann and were not 

public property. 

“It is the end of this episode, and a win in 

this battle,” says Mann, now at Pennsylvania 

State University, University Park. He says 

the decision sets an important precedent for 

“many similar FOIA-based bad faith attacks 

on climate scientists in the months and years 

ahead in other states.” The Reporters Com-

mittee for Freedom of the Press, however, 

says the ruling provides overly broad protec-

tions for universities seeking to withhold 

e-mails from reporters and the public.

Strasbourg, France 5

E.U. Parliament Clears Beefed-Up 
Industry Partnerships
The European Parliament has endorsed 

a €9 billion spending package for big 

research partnerships with industry. In 

several votes held last week in Strasbourg, 

Brussels 1

Sentinel-1A Sends First Pics

The European Space Agency’s (ESA’s) 

Sentinel-1A satellite, launched on 3 April, 

has sent home its fi rst radar images of Earth, 

including this image of Brussels taken on 

12 April. It shows the dense city center in 

white, vegetation in green, and waterways 

in black. Sentinel-1A uses advanced radar 

technology to “see” in the dark or through 

obstacles such as clouds and rain. It can cap-

ture images that can be used for urban p lan-

ning and to monitor glaciers, manage water 

resources, or devise emergency response. 

The mission is the fi rst in a new family 

of satellite missions that will form part of 

the Copernicus environmental monitoring 

program, an €8.4 billion joint initiative of the 

European Commission and ESA. Coperni-
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(http://scim.ag/polioerad), Science Deputy 

News Editor Leslie Roberts received a 

2013 Award for Excellence in Health Care 

Journalism from the Association of Health 

Care Journalists. To learn about the “art” of 

eradicating polio, Roberts traveled through 

the African nation with a former Nige-

rian health minister, exploring the roles of 

money, tradition, education, and violence in 

efforts to stamp out the disease.

France, the Parliament approved the cre-

ation or continuation of six Joint Technol-

ogy Initiatives (JTIs), part of the so-called 

Innovation Investment Package announced 

last year (http://scim.ag/JTIEU). JTIs 

are large programs that support industry 

research in areas considered complex, slow, 

or risky—such as the development of clean 

aircraft or novel medicines. Businesses say 

they will match public funds in kind, to 

reach about €17 billion for all six JTIs over 

the next 7 years.

The European Union’s contribution will 

come from the budget for Horizon 2020, the 

bloc’s research funding program for 2014 

to 2020. At the request of member states, 

industry partnerships were protected from 

cuts that affected the rest of Horizon 2020’s 

budget during planning negotiations. That 

protection prompted criticism from universi-

ties, who argue that academic grants lost out 

to industry research.

Member states are expected to formally 

approve the decisions before the programs 

are launched in July.C
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Science Wins Awards for 

Archaeology, Polio Stories
Science’s immersive multimedia story “The 

Thousand-Year Graveyard” by Ann Gibbons
has won the annual Gene S. Stuart Award 

for archaeology writing from the Society for 

American Archaeology. 

The story’s slideshows, 

videos, and text (http://

scim.ag/thouyear) take 

readers to a graveyard 

in Tuscany as archae-

ologists uncover a tor-

tured history of death 

and disease. The online 

treatment of the 

13 December 2013 

story was created by a 

six-person team.

And for her 

4 October 2013 story 

on polio eradication 

in northern Nigeria 

THEY SAID IT

“[B]anishing this research from 
Boston, the world’s densest 
concentration of medical 
brainpower, would impede 
scientists’ ability to learn 
from one another.” 

—Editorial in The Boston Globe on 
13 April reacting to a proposed city ordi-

nance to ban biosafety level 4 research at 
Boston University’s National Emerging 

Infectious Diseases Laboratories.

FINDINGS

New Stem Cells a Genetic 

Match for Adults

Scientists are a step closer to developing 

replacement tissue that won’t be rejected by 

a patient’s immune system. Researchers have 

created human embryonic stem cells carry-

ing the DNA of specifi c adults. Theoretically, 

such stem cells can form any of the body’s 

cell types and could be used in new treat-

ments for Parkinson’s disease, diabetes, and 

many other diseases. 

Researchers, led by Young Gie Chung of 

the Research Institute for Stem Cell Research 

in Los Angeles, California, reported creat-

ing the stem cells using skin cells from one 

35-year-old male and one 75-year-old male 

online on 17 April in Cell Stem Cell. The 

scientists built on the work of a team led by 

Shoukhrat Mitalipov of the Oregon Health & 

Science University in Portland. Mitalipov’s 

group removed the DNA-containing nucleus 

from human eggs and replaced it with skin 

cells from infants and fetuses, a technique 

called somatic cell nuclear transfer (SCNT). 

SCNT was used to clone Dolly the sheep 

in 1996—but rather than clone humans, 

researchers take the early-stage embryos that 

result from SCNT and derive stem cells. The 

new study’s team showed that with minor 

tweaks, this technique also works for adults.

NEWSMAKERS

Roberts

Gibbons

Saturn’s New Friend

As viewed by NASA’s Cassini spacecraft, “Peggy” is just an unassuming bright dot 
right at the edge of Saturn’s outermost ring (the A ring). But in fact, Cassini may 
have observed the birth of a brand-new moon around the ringed planet, scientists 
reported online in the journal Icarus last week. Cassini snapped the picture on 
15 April 2013, documenting a bright arc and an unusual distension of the ring 
that scientists think are caused by the gravitational effects of the object. Although 
the moon itself may not hold together long, witnessing its birth could help better 
explain the formation of Saturn’s other icy moons within long-vanished, even more 
massive rings. NASA scientists plan to move Cassini’s orbit closer to the outer edge 
of the A ring in 2016 to get a better look at Peggy. 

Published by AAAS
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POTSDAM, GERMANY—Kevin Cowtan had 
a clear message to deliver earlier this month 
when he spoke to researchers here at the Pots-
dam Institute for Climate Impact Research 
(PIK): Standard data sets of worldwide 
surface temperatures underestimate recent 
global warming, and the much-publicized 
slowdown in warming isn’t as slow as it 
seems. Crystal clear, one might say: Unlike 
the 25 scientists and students listening to his 
talk, Cowtan is not a climate scientist—he’s a 
protein crystallographer at the University of 
York in the United Kingdom. 

Cowtan described how he and a graduate 
student had recently reanalyzed data 
underpinning key global temperature data 
sets. Among their findings: The two most 
prominent data sets, one maintained by a 
British collaboration and the other by NASA, 
have underestimated the pace of warming 
between 1997 and 2012 by an estimated 
158% and 49%, respectively.

That’s not a big difference in absolute 
temperature rise, says PIK climatologist 
Stefan Rahmstorf, given the relatively short 
period covered (see table). But it shows that 
the slowdown, or “hiatus,” has been less 
pronounced than previously described, he 
says. Correcting the data sets “should have 
been done ages ago,” Rahmstorf adds. In an 
e-mailed statement to Science, climatologists 
at the National Oceanic and Atmospheric 
Administration (NOAA) call the recent work 
“important contributions” to the climate fi eld.

Cowtan and his partner Robert Way, 
of the University of Ottawa, got drawn 
into the problem by participating in 
the climate-science advocacy website 

SkepticalScience.com. They learned that 
researchers had been trying for years to 
explain why global temperature data sets 
show different rates of warming—and are 
below what many climate models have 
predicted. The British and NASA data sets, 
along with others maintained by NOAA and 
academic scientists in Berkeley, California, 
rely on data from thousands of weather 
stations around the globe along with satellite 
measurements of ocean temperatures.

Yet gaps in the network of stations exist 
over Antarctica, Africa, and, crucially, the 
Arc t ic—the  reg ion 
that satellites, weather 
models, and shrinking sea 
ice point to as the fastest 
warming on the planet. 
The various data sets deal 
with the gaps in different 
ways. The British one, 
known as HadCRUT, 
omits missing regions 
from its calculations of 
global mean temperature 
trends; NASA extra-
polates temperatures 
for those areas using data from their edges. 
Both groups have previously warned that that 
sparse coverage may lead to underestimates of 
global warming.

Cowtan and Way set out to quantify those 
underestimates. They applied a new method 
that fills in missing temperatures over sea 
ice by combining satellite data for missing 
areas with a method known as kriging, which 
calculates missing data by checking nearby 
temperature station readings. Then they 

compared their method’s skill in interpolation 
with that of the NASA and Hadley approaches 
in the Arctic by systematically removing 
known data and using each of the three 
techniques to reconstruct the data set. Cowtan 
says his and Way’s approach proved the most 
reliable, and data from Arctic buoys and three 
weather models support it.

The takeaway? A slowdown in warming 
that’s half as big as previously thought. “When 
you fi ll in the gaps, temperatures in recent 
years go up, and temperatures around 1998 go 
down,” Cowtan told the climate scientists in 
Potsdam. The planet has warmed most where 
scientists are watching least, enhancing the 
perceived size of the slowdown in warming.

Cowtan and Way first drew attention 
to their methods in November 2013, when 
their paper focusing on HadCRUT was fi rst 
published online in the Quarterly Journal of 

the Royal Meteorological Society. In Potsdam, 
Cowtan shared an unpublished result that 
suggests a data-smoothing algorithm may be 
tuning down temperature measurements that 
NOAA’s Arctic climate stations supply to 
NASA. NOAA says it is adding new stations 
to its network to address the Arctic data gap. 
Philip Jones of the University of East Anglia in 
Norwich, U.K., which runs HadCRUT jointly 
with the U.K. Met Offi ce, says HadCRUT is 
also seeking to add stations.

Cowtan’s talk at 
PIK and remarks the 
previous day to a Pots-
dam meeting on the 
temperature record were 
his fi rst ever talks before 
climate researchers. 
He attributes his odd 
interest in climate to 
“an obsession with 
solving computational 
problems.” He and Way 
have done the work on 
nights and weekends, 

raising $3000 from readers at Skeptical 
Science to pay for open-access fees for their 
November paper.

“It’s impressive when someone outside the 
fi eld makes a useful contribution,” says Dim 
Coumou, an atmospheric scientist at PIK. 
Cowtan says he appreciates the recognition 
but that improving the data sets is what really 
matters: “The reason I started this is that I 
wanted the problem fi xed.” 

–ELI KINTISCH

Climate Outsider Finds 
Missing Global Warming

C L I M AT E  S C I E N C E

TEMPERATURE TRENDS
1997−2012

NASA data set

HadCRUT data set

Cowtan/Way

0.080

0.046

0.119

Warming (°C/decade)Source

Climate models 0.102−0.412

Incognita. The fastest warming part of the globe, the 

Arctic, lacks temperature stations in many areas.

Getting warmer. New method brings mea-

sured temperatures closer to projections.
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Tsetse fly region
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A tsetse fl y bite feels like a hammer blow. 

Smaller than horse fl ies but more aggressive, 

these African insects also carry trypanosome 

parasites responsible for sleeping sickness 

and the cattle disease nagana, two scourges of 

sub-Saharan Africa. Chemical traps and aer-

ial spray programs targeting tsetse fl ies have 

replaced cruder control methods—inspectors 

at car checkpoints used to swat any fl ies they 

saw on dashboards. But 70 million Africans 

are still at risk for sleeping sickness, which 

causes extreme lethargy and can be fatal, and 

an estimated 3 million farm animals die each 

year from nagana.  

Now, the first sequenced genome of a 

tsetse fl y species, Glossina morsitans, may 

prime the pump for better control efforts. 

On page 380, and in 11 satellite papers in 

Public Library of Science (PLOS) journals, 

a collaboration called the International 

Glossina Genome Initiative (IGGI) reveals 

hints of what makes tsetse fl ies so successful 

and how the disease-causing trypanosomes 

interact with the flies that carry them. 

“Understanding the biology of the tsetse fl y 

is an essential step to fi ght the disease and 

limit its diffusion,” says Philippe Bastin, a 

parasitologist at the Institut Pasteur in Paris. 

Most people think of mosquitoes as 

bloodsuckers, but they pale in comparison 

with tsetse fl ies, arguably the vampires of the 

insect world. Whereas mosquitoes also sip 

nectar and only the females suck blood, one 

tsetse fl y can drink almost its weight in blood 

each meal, and both sexes consume nothing 

else. The fly needs a special repertoire 

of proteins for procuring, filtering, and 

packaging blood, as well as resident bacteria 

to provide nutrients not found in blood. 

Researchers are also eager to understand the 

genes and proteins underlying another tsetse 

fl y oddity: They bear live young—one at a 

time—and nourish the developing larva with 

“milk” secreted from special glands.  

The new genome is still in many pieces, 

but Serap Aksoy and Geoffrey Attardo of 

Yale University and their colleagues have 

already discerned 12,300 protein-coding 

genes. The research team also surveyed 

gene activity in various tissues, such as the 

salivary glands, which trypanosomes use 

as a launching point for infecting their next 

hosts, and milk glands, to see what proteins 

were important. 

With its narrow blood diet, the tsetse fl y 

doesn’t need the full range of taste and odor 

receptors found, for example, in fruit fl ies, 

says Daniel Masiga, a molecular biologist at 

the International Centre of Insect Physiology 

and Ecology in Nairobi. He and his colleagues 

uncovered what appear to be 46 tsetse proteins 

sensitive to odors (the fruit fl y has 58) and just 

14 proteins for taste (the fruit fl y has 73), with 

none sensitive to sugar. The fl y also has fewer 

genes for proteins that recognize pathogens—

possibly because its restricted diet exposes it 

to fewer infectious threats. The tsetse fl y has 

more proteins for detecting carbon dioxide, 

however, likely useful for fi nding mammalian 

quarry through their exhalations. 

Once a tsetse fly bites a victim, 250 

proteins in its saliva work to keep blood 

from coagulating and to protect against 

the bitten host’s immune system, among 

other things. But the team found that a 

trypanosome interferes with this efficient 

feeding machine—likely to its own benefi t. 

With the parasite in its salivary glands, the 

fl y produces fewer of these proteins, making 

feeding less effi cient and forcing it to bite 

more often. That “will favor transmission” of 

the parasite, Bastin says.

To cope with its diet, the fly has an 

unusually large number of genes for proteins 

called aquaporins, which move water between 

cells. When those genes are knocked out, 

the tsetse fl y has trouble excreting the bolus 

of water in ingested blood, has lower heat 

tolerance, and spends a longer time pregnant, 

the initiative reports in PLOS Neglected 

Tropical Diseases. Some aquaporin genes 

are particularly active in the milk gland and 

may be important in formulating milk, the 

researchers note. The genome also contains 

eight newly discovered milk protein genes, 

and a paper in PLOS Genetics reports that 

when a female is lactating, those genes and 

other associated milk gland genes rev up their 

activity 40-fold and account for half of the 

fl y’s total gene activity. 
Risky territory. People and livestock across Central 

Africa are at risk for diseases carried by the tsetse fl y.

Ouch! With each brutal bite, a tsetse fl y can take in 

almost its weight in blood.

Genome Yields Clues to Tsetse Fly’s 
Strange and Deadly Ways

G E N O M I C S
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The National Institutes of Health (NIH) 
is relaxing a 5-year-old policy that gave 
researchers just two chances to submit essen-
tially the same grant application before hav-
ing to start over with a new idea—a rule that 
many worried was especially hard on young 
investigators. Instead, the agency announced 
on 17 April, applicants can now resubmit a 
proposal as many times as they like.

Scientists seem “uniformly pleased,” by 
the change, says Howard Garrison, deputy 
executive director for policy at the Federation 
of American Societies for Experimental 
Biology (FASEB) in Bethesda, Maryland. 
“They see it as a sign that NIH has taken 
into account the pain and the diffi culties that 
people are experiencing.”

The shift is the result of years of com-
plaints from FASEB and others about the 
agency’s “two strikes” rule, in place since 
2009. It gave investiga-
tors two chances to pitch 
a research proposal: 
an initial “A0” version 
that received reviewer 
comments  and,  i f 
rejected, a subsequent A1 
version that the applicant 
could retool based on the 
fi rst round of comments. 
If the A1 also missed 
funding, however, the scientist had to start 
over with a new A0 application that was 
substantially different.

That requirement created problems for 
early-career investigators, who often lack 
the staff and resources needed to generate 
the preliminary data used to support totally 
fresh ideas, says Sally Rockey, NIH’s deputy 
director for extramural research. It was 
forcing even established labs to abandon 
productive long-term studies that probably 
would have been funded in a better budget 
climate, she adds.

Under the new policy, scientists will 
still have just one chance to submit an A1 
proposal. If it fails, however, they will be 
free to resubmit the same application in the 
next funding round as an A0, and the same 
NIH reviewers will be told to view it as a 
fresh proposal. “I’m very optimistic that this 
change will give the research community 
greater versatility in allowing them to present 
their phenomenal ideas to NIH,” Rockey said 
in a call with reporters.

NIH’s resubmission policy has varied over 
the years. Before 2009, investigators could 

submit essentially the same proposal three 
times—the A0, A1, and A2 versions. The 
problem was that reviewers tended to give 
lower scores to fi rst-time proposals, knowing 
the applicant had two more chances, and 
then often recommended funding them on 
the second or third try. This had the effect 
of putting researchers in a holding pattern, 
many times for an extra year, until their grant 
was fi nally funded. To make the process less 
agonizing and more effi cient, NIH adopted 
the reduced two strikes policy, and it worked, 
Rockey says: More A0s were funded.

Many scientists, however, clamored to 
bring back the A2, arguing for more than 
one chance to revise their pitches. And some 
scientific leaders have urged the agency 
to adopt a 2008 recommendation from 
an advisory panel: that every proposal be 
considered a new A0, even if it was already 

reviewed. The panel 
also recommended NIH 
allow unlimited resub-
missions. The new plan 
is a hybrid of these two 
scenarios, and “the sim-
plest way to approach 
this issue,” Rockey said.

Some research advo-
cates don’t go that far, 
but are pleased. The 

new policy “is a little bit … convoluted, but 
I think it’s the right direction,” says Stefano 
Bertuzzi, executive director of the American 
Society for Cell Biology in Bethesda. It 
won’t solve NIH’s overall money problems, 
he and others note, and it does not 
necessarily mean more applications will be 
funded, Rockey said.

Some NIH watchers lamenting the 
agency’s growing budget woes have taken 
to blogs to describe the shift as rearranging 
the deck chairs on the Titanic. Others 
worry researchers will now submit the 
same proposals over and over, driving up 
application numbers, lowering success rates, 
and increasing the burden on reviewers.

Rockey says NIH does expect an initial 
rise in the number of applications because 
more investigators may have more than one 
proposal under review simultaneously. But 
she thinks that, in the long term, the numbers 
will stabilize as researchers “revert” to a one-
at-a-time approach. All the same, Rockey 
says NIH will closely monitor the results of 
future funding rounds. 

–JOCELYN KAISER

At NIH, Two Strikes Policy Is Out

B I O M E D I C A L  F U N D I N G

“This change will give 

the research community 

greater versatility in 

allowing them to present 

their phenomenal ideas.”
—SALLY ROCKEY, NIH

As part of the tsetse fl y genome project, 
Aksoy’s collaborator, Matthew Berriman 
of the Wellcome Trust Sanger Institute in 
Hinxton, U.K., also sequenced the DNA 
of some of the insect’s resident microbes. 
One that had been previously sequenced, 
Wigglesworthia glossinidia, is a bacterium 
that lives in a specialized organ in the insect’s 
gut and helps keep it well nourished. The 
microbe, for example, has genes for the 
synthesis of vitamin B, whereas the tsetse has 
only proteins for transporting this vitamin. 
“Without these obligate microbes, the fly 
cannot maintain fecundity,” Aksoy says. 

IGGI hopes the tsetse fl y sequence will 
help revive the long-stalled fi ght against the 
insect and the misery it spreads. Even though 
epidemics of sleeping sickness erupted in the 
1980s and 1990s, the number of researchers 
studying the host tsetse fl y sharply declined 
during that period, with many switching 
to the better funded fields of malaria and 
AIDS. Beginning in 2004, Aksoy and the few 
remaining researchers in the fi eld established 
the initiative on a shoestring—about $50,000 
per year from the World Health Organization. 
Then in 2006, the Wellcome Trust committed 
about $4 million in in-kind sequencing toward 
decoding one tsetse fl y species. All told, 146 
researchers helped decipher the new genome.

No vaccines against trypanosome diseases 
now exist, and the available drugs cause 
severe side effects including convulsions. One 
control strategy that seeks to get rid of tsetse 
fl ies by fl ooding the population with sterile 
males is showing some success (Science, 
20 July 2007, p. 310). But better control 
strategies are needed. The new genome 
suggests one: Chemical inhibitors targeting 
the single transcription factor that controls 
milk protein production could inhibit tsetse 
fl y fecundity and lower parasite transmission 
rates. And now that researchers know the tsetse 
fl y’s repertoire of taste and odor receptors, they 
should be able to improve traps by including 
more attractive chemical baits. “This is really 
going to drive research in how to control tsetse 
flies in the next 2 decades,” says Stephen 
Richards, an arthropod genomicist at Baylor 
College of Medicine in Houston, Texas. 

However, researchers studying malaria and 
other insect-transmitted diseases caution that 
translating genome data into control strategies 
is diffi cult. Najib El-Sayed, a parasitologist 
at the University of Maryland, College Park, 
has sequenced several parasite genomes, and 
each time he expected that cures for their 
associated diseases or ways to prevent their 
spread would be forthcoming in 5 years. 
“Now I know better,” he says. “The genome is 
just the beginning.” –ELIZABETH PENNISI

Published by AAAS
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In 2004, veteran structural biologists 

Gregory Petsko and Dagmar Ringe were 

looking for a way to make an impact on 

Alzheimer’s disease. Frustration ensued. “We 

couldn’t see a fresh approach,” Petsko says.

Then, at a meeting in Colorado, they heard 

Scott Small, a young Columbia University 

neurologist, describe his research probing the 

brains of people who had died of the neurode-

generative disorder. “Along comes Scott with 

a totally new pathway,” involving an obscure 

molecular complex called a retromer, Petsko 

says. “This really got our attention.”  

Their lunch that day with Small set the 

agenda for a decadelong collaboration that 

this week unveils, in Nature Chemical Biol-

ogy, a potential new drug lead for Alzheim-

er’s. By stabilizing the components of ret-

romers, which act like recycling bins in cells, 

the compound could slow or stop the impla-

cable spread of a protein fragment called 

β amyloid, a likely culprit in neuron 

death in Alzheimer’s. Although pre-

liminary—so far the published 

work has been done only in 

cells—the new results have 

nonetheless impressed 

some veterans of the 

Alzheimer’s fi eld. 

What Small found a 

decade ago was that in 

the hippocampus, a key 

brain region for memory 

processing, one area typi-

cally ravaged by Alzheim-

er’s disease contained less 

of a key retromer component 

than a resistant area. The retromer 

is a linked set of proteins that encloses car-

goes of cell surface proteins, including 

β amyloid’s precursor, helping to recycle 

them from the cell interior to the outer mem-

brane (see diagram). 

Small’s discovery that retromers are 

lacking in the precise area of the brain fi rst 

affected by Alzheimer’s disease offered a pos-

sible solution to one of the condition’s biggest 

puzzles. In the roughly 99% of Alzheimer’s 

cases that lack a known genetic cause, no one 

knows why β amyloid builds up in the brain.

For the fragment to exist, certain enzymes 

must cleave its parent, amyloid precursor 

protein (APP). This is thought to happen in 

an organelle called the endosome. Based on 

his brain studies, Small hypothesized that a 

lack of retromer activity causes more APP 

(and other proteins) to linger in endosomes, 

giving enzymes greater opportunity to gen-

erate β amyloid. (Enlarged endosomes are 

often seen in Alzheimer’s disease.) “You have 

APP residing for too long in the endosome,” 

Small says. “And so—bam—that’s where the 

enzymes start cleaving.”

In 2004, however, it wasn’t clear if the ret-

romer defect was a cause or consequence of 

the brain disorder. Evidence for causality has 

accumulated over the last decade. Knock-

ing out one copy of a retromer gene in mice 

leads to higher β amyloid and to memory def-

icits, and variants in several retromer-related 

genes are associated with Alzheimer’s risk. 

“Some of the story remains speculative,” 

says neurologist Samuel Gandy of the Mount 

Sinai School of Medicine in New York City. 

“Importantly, nothing has come along that 

disproves the model.” 

While Small was building the case for ret-

romer dysfunction in Alzheimer’s, Petsko, 

Ringe, and graduate student Vincent Mecozzi, 

all at Brandeis University in Waltham, Mas-

sachusetts, set out to design a “chaperone” 

compound that would stabilize the complex 

retromer structure and thereby boost over-

all retromer numbers. Using structural biol-

ogy tools, they identifi ed a weak point in the 

linked retromer proteins where a single com-

pound might bind them more tightly together, 

thus stabilizing the complex and slowing typ-

ical degradation in a cell. After several years 

of work, and somewhat to their own surprise, 

they found such a compound. 

In cultured hippocampal neurons, the 

small molecule boosts the amount of ret-

romer proteins by 50% or more, and reduces 

levels of human β amyloid by 39% in neu-

rons from mice expressing a mutant APP 

seen in Alzheimer’s disease. “The new pro-

retromer drug is brilliant. … If you had asked 

me whether I thought the retromer could be 

tweaked specifi cally, I would have guessed 

no,” Gandy says. “Time (and trials) will tell 

whether it has true promise as a therapeutic.”

Indeed, indiscriminate recycling of mole-

cules in cells could cause side effects—APP 

isn’t the only cargo retromers carry. The goal 

of treatment, Small says, is to tweak the sys-

tem to bring retromer activity back to nor-

mal levels, but he admits that such a drug 

could end up increasing cargo “fl ow” in nor-

mal cells, which could be harmful—no one 

knows. “These are all incredibly important 

questions that we’re actively involved with,” 

Small says.

The compound’s success also depends 

on endosomes being the site of most 

APP processing. Most studies 

confirm this, but a few locate 

β amyloid production in the 

Golgi apparatus, an organ-

elle that packages proteins 

for delivery elsewhere (see 

diagram). If β amyloid is 

mainly produced there, a 

pro-retromer drug 

could exacerbate 

Alzheimer’s dis-

ease by delivering 

more APP.

A retromer-boosting drug may 

also work in Parkinson’s disease. In 

2011, two papers revealed that rare muta-

tions in a retromer gene cause that neuro-

degenerative disorder in families. “That 

was a big surprise to all of us,” says Petsko, 

who’s moving to Weill Cornell Medical 

College in New York City, where he’ll try 

to identify the critical retromer cargo in 

Parkinson’s neurons.

The group is now raising money for fur-

ther drug discovery and development—

they’ve started to give their compound to 

mice. The retromer team knows the long 

odds of developing a safe and effective drug 

for Alzheimer’s disease, let alone for two 

brain conditions. “Most attempts at ther-

apy fail,” Petsko says. “I can live with that. I 

couldn’t live with not trying.” 

–KEN GARBER

Ken Garber is a writer based in Ann Arbor, Michigan.

Potential Alzheimer’s Drug Spurs Protein Recycling

N E U R O D EG E N E R AT I O N

Golgi Endosome

Retromer

Golgi Endosome

APP

Retromer

ß Amyloid

NeuronNeuron

Recycle, don’t trash. Retromers help return APP to 

the neuron surface, preventing its breakup into toxic 

β amyloid in the endosome.

Published by AAAS
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Tanks for the Batteries
The need to store energy from wind, solar, and other renewable energy sources 

could spark a revival of a dormant battery technology
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EVERY LARGE-SCALE ENERGY SOURCE 

comes with a downside. For fossil fuels, 

it’s carbon emissions; for nuclear power, it’s 

radioactive waste; for renewables, it’s inter-

mittency, the inability to produce power 

when the sun isn’t shining and the wind is 

still. Given society’s pressing need to switch 

from fossil to renewable fuels to prevent cat-

astrophic climate change, intermittency is a 

headache fast becoming a migraine. Many 

experts worry that the steadily climbing 

share of electricity supplied by renewables 

will eventually make portions of the electric 

grid unstable. “The clock is ticking,” says 

Graham Fisher, chief scientist of SunEdison 

in St. Peters, Missouri, one of the largest pro-

viders of solar power in the United States.

Researchers working on the cutting edge 

of battery technology are increasingly con-

fident that they have the means to steady 

the grid and smooth the path to renewables. 

They’re updating a 130-year-old technology 

called fl ow batteries, aiming to create ver-

sions that can bank massive amounts of elec-

tricity from renewables when it’s not needed 

and then feed it back into the grid during 

times of heavy demand.

Unlike traditional batteries, which pack 

their chemical power supply and the elec-

trodes needed to tap it into one package, 

fl ow batteries separate those two jobs, stor-

ing energy in tanks of liquid electrolyte that 

can be scaled up to industrial dimensions. 

That strategy could help them avoid an unwel-

come trade-off: Normal batteries are good at 

producing either large amounts of power for 

short periods or small amounts of power for 

days. “The key challenge is to fi nd a battery 

system that can span these two,” says John 

Lemmon, a program director at the Depart-

ment of Energy’s (DOE’s) Advanced Research 

Projects Agency–Energy in Washington, D.C. 

Because the power delivered and the amount 

of energy stored can be optimized separately, 

fl ow batteries are “very promising,” he says.

Now, many battery researchers are tak-

ing a second look. “There are new ideas 

out there that have the potential to be game 

changing,” says Michael Aziz, a fl ow battery 

expert at Harvard University. Researchers are 

exploring dozens of different battery chemis-

tries, hoping to fi nd one that produces large 

amounts of power for sustained periods while 

being dirt-cheap, safe, and robust enough to 

last for decades. “It’s still too early to say one 

system will get past all the hurdles,” adds Yet-

Ming Chiang, a materials scientist and battery 

expert at the Massachusetts Institute of Tech-

nology in Cambridge. “Right now it’s about 

getting multiple shots on goal.” 

A huge niche
Developed in the 1970s, modern fl ow bat-

teries did not catch on at the time because 

they were expensive and the market was non-

existent. But the push to renewables could 

change the calculus. Thirty-one U.S. states, 

for example, now have so-called renewable 

portfolio standards that require their energy 

mix to include as much as 40% renewables in 

the near future. The vagaries of sun and wind 

will create peaks and valleys of renewable 

Published by AAAS
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generation, which will have to be smoothed 
out to provide sustained, reliable power. 
“Most people believe that when renewables 
make up 15% to 20% of [electricity gener-
ating] capacity, the intermittency issue will 
become a problem,” Fisher says.

Not everybody agrees with Fisher’s num-
bers, and there are alternatives to energy stor-
age for coping with the fluctuating power 
from renewables—for example by shuttling 
power between different regions of the grid. 
But many energy researchers see storage as 
key. Last fall, for example, California law-
makers passed a mandate to add 200 mega-
watts (MW) of storage capacity by the end of 
this year and 1325 MW by 2020. “California’s 
program will serve as a big kick-
start and experimentation enabler,” 
wrote Devi Glick, an energy policy 
expert at the Rocky Mountain Insti-
tute (RMI) in Snowmass, Colorado, 
in a recent RMI blog post. Accord-
ing to recent analyses by a pair of 
market research fi rms, the global 
demand for installing grid storage 
could reach more than $100 billion 
annually by 2020. 

Today, many communities store 
electricity by using it to pump 
water to hilltop reservoirs, and then 
letting the water run back down 
through turbines when the power 
is needed. Such pumped hydro set-
ups typically store power for about 
$100 per kilowatt-hour of capac-
ity, now the cheapest option. Other 
companies and communities use 
conventional lead-acid, lithium-
ion, and sodium-sulfur batteries for 
smaller scale energy storage (see 
fi gure, p. 354). But not all communities have 
the topography and water needed for pumped 
hydro, and conventional batteries are prone 
to fi res and typically have trouble producing 
large power loads for many hours or days at 
a time.

That’s where flow batteries could find 
their niche. They look nothing like sleek 
lithium-ion batteries or even cumbersome 
lead-acid car batteries. Instead, an electrode 
assembly, known as a stack, sits in the middle 
of the device, and charged liquid electrolytes 
are pumped from external tanks through the 
stack. In most designs, the positively charged 
electrode strips electrons from the electrolyte 
and sends them through an external circuit. 
This process produces positively charged 
ions, which fl ow through a specialized mem-

brane to a second electrolyte on the other 
side, where they meet up with the electrons 
and complete the circuit (see fi gure, below). 
To charge the battery, the fl uids are simply 
pumped in reverse while electricity fed into 
the stack replenishes the energetic charges to 
the initial solution.

Because the jobs of energy storage and 
extraction are separated, it’s easy to scale up 
storage by simply building bigger tanks of 
electrolytes. Likewise, the power produced by 
the battery can be scaled up by adding more 
electrode assemblies to the stack. This divi-
sion of labor also makes fl ow batteries gen-
erally safer and less prone to overheating, 
because the electrodes can take up electrons 
(a reaction that produces heat) only when the 
electrolytes are pumped through the stack.

But fl ow batteries tend to have low energy 

density, so they have to be large. Whereas 
state-of-the-art lithium-ion batteries have an 
energy density (known as specifi c energy) 
of 128 watt-hours per kilogram (Wh/kg), in 
the most common fl ow batteries that number 
ranges from 20 to 50 Wh/kg. Most modular 
units now under development range in size 
from refrigerators to railcars. A fl ow battery 
in Osaka, Japan, that’s capable of storing a 
megawatt of power generated by 28 concen-
trated solar panels is larger than a dozen rail 
cars and was backed by tens of millions of 
dollars by the national and regional govern-
ments. That’s too expensive for most appli-
cations today. So flow battery researchers 
are hunting for electrolytes, membranes, and 
designs that could lower costs and increase 
energy density.

Value-added vanadium

For decades, the leading class of fl ow bat-
teries has been a group known as aqueous 
redox fl ow batteries, which rely on water-
based electrolytes to ferry charges. The 
most advanced type, vanadium fl ow batter-
ies, came on the scene in the mid-1980s. 
Vanadium’s strong suit is that its ions are 
stable with several different amounts of 
charge. In one common setup, during dis-
charge V2+ ions give up electrons at one elec-
trode to become V3+. Those electrons then 
move through an external circuit and are 
returned to a counter electrode where they 
convert V5+ ions to V4+. The vanadium ions 
swim in a water-based electrolyte spiked 
with dilute sulfuric acid. Protons in this elec-
trolyte pass through a proton-conducting 
polymer membrane to balance the charges 

(see fi gure).
Several vanadium redox fl ow bat-

teries (VRBs) are already on the 
market, and more are on the way. 
Sumitomo Electric Industries Ltd., for 
example, announced last year that it’s 
planning to build one of the biggest, 
a 60-megawatt-hour VRB for Hok-
kaido Electric Power Co. in Japan. 
According to Japanese news reports, 
the single battery will help the utility 
company smooth out its power deliv-
ery enough to increase its use of solar 
power by 10%.

But vanadium is expensive. Build-
ing a battery capable of generating 
1 kilowatt-hour of electricity—about 
enough to power one 100-watt light 
bulb for a night—costs $80 for the 
vanadium alone. Adding the tanks, 
pumps, and electrode assemblies 
brings the typical price of a VRB to 
about $700 to $800 for each kilowatt-
hour of capacity, far above the typi-

cal cost for pumped water storage, about 
$100 per kilowatt-hour. Another challenge 
is that V5+ ions are highly caustic, so manu-
facturers must use a durable but expensive 
polymer fi lm called Nafi on as the proton-
conducting membrane.

Recent advances appear likely to cut 
VRB prices. In March 2011, for example, 
researchers at Pacifi c Northwest National 
Laboratory (PNNL) in Richland, Wash-
ington, developed a new sulfate-and-
chloride-based electrolyte that can hold 
70% more vanadium ions, enabling a smaller
—and cheaper—battery to deliver the same 
amount of energy. The setup also can run at 
higher temperatures, reducing the need for 
cooling. That technology has already been 
licensed to three companies, which are get-

Electrifying. Vanadium fl ow batteries generate current from tanks of 

liquid electrolytes; recharging them runs the same reactions in reverse.

Bright idea. Yi Cui demonstrates a prototype of a 

fl ow battery in his lab at Stanford University.
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ting close to installing units in the field, 
according to Imre Gyuk, program manager 
for energy storage research at the DOE’s 
Offi ce of Electricity Delivery and Energy 
Reliability in Washington, D.C.

In a separate advance, the PNNL team 
removed the V4+ and V5+ ions from one 
side of the reaction and replaced them with 
iron ions that cycle between Fe2+ and Fe3+. 
Because the iron ions are far less corrosive 
than vanadium ions, the PNNL team could 
also replace the expensive membrane with 
a cheap plastic used in wastewater treatment 
plants. The lower cost could make V-Fe fl ow 
batteries ideal for applications that require 
multiple electrodes and membrane assem-
blies to store large amounts of power and 
deliver it quickly, as is often needed to match 
electricity supply with demand, says Wei 
Wang, a materials scientist who leads the 
PNNL group.

Michael Perry, a chemical engineer 
with United Technologies Research Cen-
ter in East Hartford, Connecticut, and col-
leagues focused on the electrodes instead. 
At a meeting of the Materials Research 
Society meeting in Boston in December 
2013, they reported reengineering the stack 
to have an interdigitated electrode: a setup 
that looks like alternating fi ngers on two 
hands clasped together. The design is com-
mon in fuel cells, which generate electricity 
from hydrogen or other fuels. The group has 
also improved the conductivity of the poly-
mer membranes. Perry estimates that the 
changes have slashed the cost of the elec-
trode stack by 83%. “We think we’re now in 
the $300 to $350 kWh range” for the entire 
setup, Perry says.

Savings galore
Other researchers are reconfi guring the entire 
battery to reduce costs. Last year, for exam-
ple, Yi Cui and colleagues at Stanford Uni-
versity in California came up with a “semi-
solid” flow battery that removes the need 
for a membrane altogether, usually the most 
expensive part of the electrode stack. To do 
so, they made a hybrid battery that’s part fl ow 
and part conventional battery. The setup has 
just a single tank of electrolyte liquid, which 
contains lithium-sulfur compounds such 
as Li2S8. These interact with an electrode 
made of lithium metal that’s covered with 
a thin coating to prevent it from undergoing 
unwanted side reactions. When discharg-
ing, the lithium metal gives up electrons and 
sheds lithium ions through the coating into the 
electrolyte. Those ions, along with electrons 
that have passed through an external circuit, 
convert the Li2S8 into Li2S4. Li2S8 reforms 
upon charging, and the extra lithium ions are 
redeposited on the metal electrode. In the May 
2013 issue of Energy & Environmental Sci-

ence, Cui and his colleagues reported that 
their lab-scale prototype generated as much 
as 170 watt-hours per kilogram and 190 watt-
hours per liter, more than three times the out-
put of conventional redox fl ow batteries. The 
hybrid battery also proved stable for thou-
sands of charge and discharge cycles. And by 
removing vanadium from the mix, Cui esti-
mates his setup could slash the cost of the raw 
materials for the battery to half that of VRBs.

Aziz’s team at Harvard recently offered 
a potentially even cheaper option. They 
replaced the metal ions with far cheaper 
organic compounds called quinones, abun-
dant in both plants and petroleum, which 

consist of at least one ring of carbon atoms, 
plus a tail of carbons, hydrogens, and oxy-
gens. They have an electronic advantage as 
well as a cost one, Aziz says. In most fl ow 
battery setups, metal ions typically shut-
tle single electrons at a time. Each qui-
none molecule, by contrast, can ferry pairs 
of electrons—potentially giving quinone 
fl ow batteries a higher energy density than 
most metal-based flow batteries. Going 
organic carries another bonus: getting rid 
of water. Redox fl ow batteries have to keep 
their output voltage low or they run the risk 
of destroying their electrolyte by splitting 
water into hydrogen and oxygen gas. Organ-
ics without water can run at higher voltages 
and thus produce more power with fewer 
electrodes in the stack, Gyuk says.

Quinones readily snag and give up elec-
trons. So several years ago, Aziz began 
experimenting with batteries using hydrogen-
containing quinones, known as hydro-
quinones, as the charge carriers. After some 
mediocre results, he and his students teamed 
up with theoretical chemists at Harvard 
led by Alán Aspuru-Guzik. Guzik and his 
colleagues calculated properties of more 
than 10,000 quinones and hit on a likely 
top performer, abbreviated AQDSH2—a 
compound nearly identical to one naturally 
found in rhubarb.

Aziz and his students filled one tank 
of a flow battery with AQDSH2 dissolved 
in an organic electrolyte. In the other tank 
they placed bromine liquid, or Br2. Dur-
ing discharge, each hydroquinone gives up 
two electrons and two protons. The pro-
tons crossed through a membrane, where 
they met up with two bromine atoms and 
electrons that had passed through an exter-
nal circuit to make two molecules of HBr. 
As the team reported in the 9 January issue 
of Nature, they could recharge the hydro-
quinones by running the reaction in reverse 
and feeding in electricity.

“It’s a great new material set,” Perry says. 
And unlike metal-based flow batteries, the 
organic batteries have the potential to be eas-
ily tailored using the standard tools of organic 
chemistry. But—as with every candidate for 
fl ow battery material—they have drawbacks. 
For starters, the organic electrolytes tend to 
be viscous, slowing the exchange of electrons 
at the electrode. And the bromine in Aziz’s 
design is highly caustic.

Gyuk says overcoming such challenges 
will spur innovation. Indeed, the fi eld is fever-
ish with ideas and prototypes. “Flow batteries 
are starting to see a renaissance,” Perry says. If 
so, a renewable-energy Enlightenment could 
well be close behind. –ROBERT F. SERVICE
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TACLOBAN AND DULAG, PHILIPPINES—It 
was a night Jayde de Veyra will never forget. 
High winds swirling around his two-story 
house woke him at about 2 in the morning last 
8 November. By 5 a.m. the storm was raging 
so fi ercely, he says, “I couldn’t go outside.” 
The wind’s whistling hurt the ears; the rain 
was torrential. After about 2 hours, the winds 
suddenly died and the rain stopped. De Veyra 
stepped outside into a dark, eerily calm morn-
ing. Neighbors were milling about, checking 
their houses, asking after others. But then, 
just as suddenly, the winds started picking up. 
“People outside started screaming, ‘It’s com-
ing again, it’s coming again.’ ” De Veyra went 
back inside, while the storm got even worse 
than it had been before. 

The description of a lull—the storm’s 
eye—was just what Josh Morgerman hoped 
for when he struck up a conversation with 
De Veyra here in Dulag, a town 37 kilometers 
south of Tacloban. A dedicated storm chaser, 
Morgerman and two colleagues rode out 

Supertyphoon Haiyan at the Hotel Alejandro 
in Tacloban, where they captured dramatic 
footage of winds whipping away windows, 
rain pouring through punctured roofs and 
cascading down stairways, and a storm surge 
that transformed streets into canals. Clips 
of their videos were featured on CNN and 
helped alert the world to the unfolding disaster 
triggered by what is believed to have been the 
strongest typhoon to ever make landfall.

Four months later, on a sunny, early 
spring day, Morgerman was taking a giant 
stride beyond chasing Haiyan, known in the 
Philippines as Yolanda. He was traveling 
along the storm-scarred coast of Leyte 
province south of Tacloban, gathering 
eyewitness accounts and snapping hundreds 
of GPS-tagged photos of uprooted trees and 
damaged buildings, all to confi rm Haiyan’s 
exact landfall, the eye’s dimensions, wind 
strength, and the depth of surging waters 
that accounted for most of the deaths. He is 
one of dozens of scientists, disaster experts, 

and adventurers working to document 
the storm and its impact. The goal of this 
detailed postmortem: to understand what 
made this typhoon so powerful and its surge 
so devastating, and to gather clues to how to 
keep future storms from matching Haiyan’s 
toll, which now runs to more than 6000 dead, 
28,000 injured, and 1000 still missing, and 
over $2 billion in damage. 

Already, the researchers are documenting 
how a coastline stripped of natural barriers, 
poorly built homes placed too close to shore, 
insuffi cient disaster planning, and a lack of 
public awareness combined with an unusually 
ferocious storm to produce a costly tragedy. 
“We have a long way to go to have a culture of 
safety and preparedness,” says Alfredo Mahar 
Lagmay, a geologist at the University of the 
Philippines, Diliman (UPD). 

Out in front 

The Philippines is possibly the most storm-
battered country on Earth. At the western 

After the Deluge
Hard data and survivor interviews are helping researchers unravel 

the science of Supertyphoon Haiyan and its storm surge

A shattered community. Haiyan is believed to have 

been the strongest typhoon ever to make landfall.

Published by AAAS
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edge of the North Pacifi c, the archipelago 

“is right along the alleyway of typhoons and 

right up front,” says Cesar Villanoy, a physi-

cal oceanographer at UPD. Eight or nine 

damaging typhoons wallop the country each 

year, on average.

But Haiyan was in a class of its own 

(Science, 29 November 2013, p. 1027). 

Typhoons draw their energy from the heat 

in surface waters, and those waters were 

plenty warm last year along Haiyan’s track. 

Typically typhoon winds stir up deeper, 

cooler water, curtailing a storm’s energy 

buildup. But over the past 2 decades, 

unusual0ly steady easterly trade winds have 

piled warm water into the western Pacific, 

warming and thickening subsurface waters, 

forming a larger reservoir of storm-fueling 

heat. The tropical cyclone heat potential, a 

measure of this subsurface heat, has increased 

10% since the early 1990s in the western 

Pacific, according to I-I Lin, a specialist 

in typhoon-ocean interactions at National 

Taiwan University in Taipei. Haiyan also 

originated more than 3000 kilometers east of 

the Philippines, giving it plenty of open ocean 

to muster strength for its assault on land.

Haiyan is already recognized as the most 

intense tropical storm ever at the time of 

landfall, but some scientists think it has a 

claim to being the most intense—period. 

Meteorologists rank tropical storms by their 

sustained wind speed, wind radius—how far 

from the storm’s center that winds of a given 

speed are found—and barometric pressure, 

with a lower pressure usually correlating with 

faster winds.

By all three criteria, the reigning champ 

is 1979’s Supertyphoon Tip, which achieved 

a peak sustained wind speed of 165 knots, 

a whopping 30-knot wind radius of 1100 

kilometers, and a sea-level pressure of 870 

millibars. Tip set all these records while 

meandering around the western North Pacifi c; 

it weakened signifi cantly and was no longer 

a supertyphoon when it swept through Japan, 

causing widespread fl ooding and killing 42. 

“It may be time to recognize a new 

modern-era world record” for storm intensity, 

argues Mark Lander, a meteorologist at the 

University of Guam in Mangilao. In a paper 

presented at an American Meteorological 

Society conference earlier this month, he 

noted that the Joint Typhoon Warning Center, 

operated by the U.S. Navy and Air Force in 

Pearl Harbor, Hawaii, estimated Haiyan’s 

peak sustained wind speed at 170 knots, based 

on satellite imagery.

Pacific cyclones are poorly monitored; 

winds and pressures are mostly estimated 

from satellite observations. Other recent 

storms may have rivaled Haiyan, and it might 

even have been matched by an 1897 typhoon 

that also devastated Tacloban. In the aftermath 

of that storm, José María Algué, a Jesuit priest 

in charge of meteorological observations 

at the Manila Observatory, led a mission 

to survey damage and interview survivors. 

He then wrote a 50-plus page monograph 

documenting the devastation left by the winds 

and storm surge, which claimed 1299 lives. 

The surge heights he recorded suggest 

the 1897 storm “was potentially just as 

strong” as Haiyan, says Fernando Siringan, 

a UPD geologist working with Villanoy. 

The Cyclone Addict

Some of the most revealing data about last year’s Supertyphoon Haiyan—
the strongest ever known to hit land—came not from a team of Ph.D.s but 
from an advertising executive named Josh Morgerman, who eagerly puts 
himself in the path of storms. For Morgerman, who is based in the Los 
Angeles area, storm chasing is “like an addiction,” he says. “Some people 
need that adrenaline rush.” 

Morgerman fi rst pursued a storm when Hurricane Bob slammed New 
England in 1991. “I followed it by riding the train to Providence, Rhode 
Island, and carrying paper maps,” he says. Now he’s equipped with alti-
meters, barometers, and GPS-equipped 
iPads, uploading data and images to 
his iCyclone website (www.icyclone.
com) and the tropical storms mail list. 
He chases storms with two kindred spir-
its: Mark Thomas, an entrepreneur in 
Taipei, and James Reynolds, a video-
grapher working out of Hong Kong. 

Morgerman, 44, ventured to Asia 
last fall, driven by “the dearth of storm 
activity in North America.” After cov-
ering three western Pacifi c typhoons, 
he hit the jackpot by landing right in 
Haiyan’s path. 

On 7 November, the team checked 
into Hotel Alejandro in the heart of Tacloban, a commercial and 
political hub in the central Philippines. The next day, from the hotel’s 
balconies, they documented winds blowing out windows and rip-
ping off roofs while shards of glass, bits of tin roofing, tree limbs, 
and other debris fl ew by. They captured the chaos within the hotel’s 
hallways, where guests and neighbors cowered in the dark. At one 

point, Morgerman and Thomas helped guests trapped in first-
floor rooms escape the fast-rising waters through smashed win-
dows. Afterward, they documented downed power lines, overturned 
trucks, shacks reduced to splinters, and people poking in the rubble 
for survivors. 

The team’s harrowing videos, shown on CNN, even impress storm sur-
vivors. “Every time somebody asks about the storm, I just show them the 
videos and they have no more questions,” says Christian Rey, an emer-
gency medical technician with the Tacloban fi re department. And for those 
not on the scene, the videos provide “immediate and dramatic evidence of 
the scale of the disaster, and probably increased the speed and amount of 

aid,” says Mark Lander, a meteorologist at University 
of Guam in Mangilao. 

Morgerman’s videos and ground-
truthing are making the scientifi c rounds 
as well. In a poster at the American Mete-
orological Society’s 31st Conference on 
Hurricanes and Tropical Meteorology ear-
lier this month in San Diego, California, 
Morgerman presented information dis-
tilled from dozens of interviews, hundreds 
of photos, storm surge estimates, and pres-
sure measurements. His observations will 

be “invaluable if we are to better understand the sat-
ellite data,” says Bryan Norcross, a meteorologist and 
hurricane specialist at The Weather Channel. 

“I’m excited that scientists can take what I’ve provided—a body of 
detailed evidence collected on the ground—and take it from there,” 
Morgerman says. His one regret is that he didn’t get into Haiyan’s eye, 
which passed south of Tacloban. “It breaks my heart thinking that I could 
have gotten the only pressure reading ever from the center of a Category 
5 storm,” he says.  –D. N.

Up-close and personal. Josh Morgerman (inset) 
getting Haiyan’s ferocity on tape.
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“It’s sad,” adds Gemma Narisma, a climate 

scientist at the Manila Observatory. “Every 

time something strikes, there is the notion 

that we don’t get hit this way, and we go 

back to the archives and show, yep, it has 

hit before.”

Whatever Haiyan’s ranking, it unleashed a 

devastating storm surge on the coast around 

Tacloban. Researchers have documented 

a wall of water that, depending on local 

topography, was 4 to 7 meters high and ran as 

far as 2 kilometers inland. “There was almost 

complete destruction for the first couple 

hundreds of meters off the coast,” says Adam 

Switzer, a coastal geomorphologist at Nanyang 

Technological University in 

Singapore. Even hundreds of 

meters inland, people were forced 

onto the roofs of two-story homes. 

“There was nowhere else to go,” 

says Switzer, who participated 

in a post-storm survey. A couple 

who lives in a modern apartment 

building in downtown Tacloban 

told Morgerman of pulling a boy 

from the surge waters to safety on 

their second-fl oor balcony.   

To understand what generated 

the tsunamilike surge, Villanoy, 

Switzer, and a reconnaissance 

team gathered evidence of the 

timing, height, direction, and 

extent of inundation. “We think 

we have the story almost straight,” 

Villanoy says. The stage was set 

by the unusual trade winds that 

intensifi ed the storm. They have 

literally piled up water in the 

western Pacifi c, raising sea levels 

by more than 20 centimeters over 

the past 20 years.

The swelling sea combined 

with quirks of Leyte’s geography 

to devastating effect. Tacloban sits at the top 

of San Pedro and San Pablo Bay, a small 

thumb of water jutting northward from Leyte 

Gulf. Just above Tacloban, the narrow and 

twisting San Juanico Strait separates Leyte 

and Samar islands. People living along the 

bay’s north rim told Villanoy’s team of a 

curious phenomenon: As Haiyan approached, 

the sea retreated far from land. The storm’s 

counterclockwise winds had driven water 

from the shallow northern end of the bay south, 

away from Tacloban. When the storm passed, 

the southerly winds behind the eye pushed 

the water back north—with a vengeance. The 

shift in the winds happened quickly enough 

for the slosh of water returning from the south 

to amplify the northward surge, much like a 

boxer winding up for a knock-out punch by 

drawing his fi st back. Full data on casualties 

are not yet available, but Villanoy says the 

surge appears to have caused most of the 

deaths.

Storm clouds on the horizon

Few scientists predict that cyclone-prone areas 

should expect more storms with Haiyan’s 

ferocity as Earth warms. In a report last Sep-

tember, the Intergovernmen-

tal Panel on Climate Change 

found that no increase in 

typhoon activity in the 

western Pacifi c has been 

documented and that it 

has “low confi dence” of any increase in storm 

frequency or intensity in the coming decades. 

But one trend is crystal clear: Natural disaster 

casualties and damage are rising.  

Over decades, coconut plantations 

have supplanted storm-resistant natural 

mangroves across much of the Philippines. 

And nationwide, hundreds of thousands of 

“informal settlers”—the politically correct 

term for squatters—have built shanty towns 

along shorelines, often with houses on stilts 

above tidal flats and on the wrong side of 

seawalls. There were an estimated 35,000 

informal settlers in Tacloban alone.

The Philippine government warned those 

in harm’s way. As Haiyan was barreling across 

the Pacific in the first week of November, 

meteorologists forecast days in advance 

where and how hard it was likely to hit. A new 

government program called Project NOAH, 

for Nationwide Operational Assessment of 

Hazards, also predicted storm surge heights 

throughout the region. 

But the warnings did not work as well as 

hoped, as researchers have learned in post-

storm surveys. Many shoreline residents took 

refuge in one-story schools and churches that 

collapsed in the winds or were 

flooded by the surge. Others 

ignored the warnings because 

they were used to typhoons. 

The storm surge also came 

on so quickly—in a matter of 

minutes—that it caught many 

by surprise. And many residents 

in the disaster zone reported 

simply not knowing what a 

storm surge is. “The impact of 

disasters is not so dependent on 

the characteristics of typhoons, 

it depends on exposures and 

vulnerabilities,” says Narisma, 

who is also a professor at Ateneo 

de Manila University.

In Haiyan’s aftermath, the 

national government declared 

there could be no rebuilding 

within 40 meters of the high 

tide line; local officials hope to 

convince families to move inland 

once new housing is built. But 

these efforts will meet resistance. 

Worried that they would lose their 

old spots and unwilling to wait 

months for the promised housing, 

many squatters have already 

rebuilt their homes using storm 

debris and tarps provided by relief 

agencies.

Project NOAH is also helping 

prepare new maps that will enable 

local governments to identify evacuation 

areas. And Lagmay hopes to bring social 

scientists into Project NOAH to devise ways to 

encourage citizens to take action on their own 

during an emergency. “Raising awareness is 

the fi rst step toward disaster preparedness,” he 

says.

Morgerman wants to help, too. Since 

returning from what he calls “the ultimate 

chase,” he has been obsessed with Haiyan. 

“It was such an intense storm and had such 

an impact,” he says, noting that this is the 

fi rst time in 4 decades that such a populous 

city has been hit by such a powerful storm. 

By trying “to document as carefully as 

possible what happened,” he hopes to 

ease the impact of the next supertyphoon.

                                                 –DENNIS NORMILE

Postmortem for a monster. On-the-ground observations underpin this map of 
Haiyan’s track and wind damage, as well as its surge inundation (inset). 
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Protecting Lemurs: 
Madagascar’s Forests 
IN THEIR POLICY FORUM “AVERTING LEMUR EXTINCTIONS AMID 
Madagascar’s political crisis” (21 February, p. 842), C. Schwitzer and 

colleagues make an impassioned plea for emergency action to save 

Madagascar’s lemurs. The need for such action is unquestionable, 

but the authors repeat a tenacious misconception concerning human 

impact on the island by saying that “only 10 to 20% of Madagascar’s 

original forest cover” 

remains (p. 842).

The evidence for the 

oft-repeated claim that 

people have eradicated 80 

to 90% of Madagascar’s 

forests [also cited in (1–3)] 

is dubious at best. It is not 

supported by the reference 

provided by Schwitzer et 

al. (4); for that study to be a 

source for the claim, its estimate of recent forest cover must be used in 

conjunction with an assumption of near-complete forest cover when 

humans fi rst arrived. This assumption has long been in doubt, and a 

decade of palaeoecological investigation has revealed that a variety 

of nonforest vegetation covers predate humans (5). We should temper 

our claims about cumulative historical human impacts on the island 

accordingly.
WILLIAM J. MCCONNELL1* AND CHRISTIAN A. KULL2

1Center for Systems Integration and Sustainability, Michigan State University, East Lansing, 
MI 48823, USA. 2School of Geography and Environmental Science, Monash University, VIC 
3800, Australia.

*Corresponding author. E-mail: mcconn64@msu.edu
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Protecting Lemurs: 

Ecotourism
IN THEIR POLICY FORUM “AVERTING LEMUR 
extinctions amid Madagascar’s political cri-

sis” (21 February, p. 842), C. Schwitzer et 

al. call for ecotourism, community reserves, 

and research stations as tools for lemur con-

servation. In fact, ecotourism already gen-

erates net conservation gains for at least 13 

lemur species (1). 

Ecotourism provides half the funds for 

research and captive breeding at Parc Ivoloina 

(1) for the critically endangered greater bam-

boo, blue-eyed black, and black-and-white 

ruffed lemur (species cited in the Policy 

Forum’s supplementary table S1). Funds 

from ecotourism also pay local guides who 

protect the endangered Hubbard’s sportive 

lemur near the mining town of Ilakaka, where 

unguarded woodland is cleared for fi rewood. 

In addition, these funds support entrance and 

guide fees at the community-owned Reniala 

Reserve on the dry southwest coast (1).

Tourism does cause some problems (1). 

Wildlife smugglers capture aye-ayes, release 

them briefl y for tourists, and then recapture 

them. Ring-tailed lemurs at Isalo National 

Park are fed for the benefit of tourists. 

Caged captured fossas are put on show 

for tourists near Mantadia National Park. 

Lemurs on display at a rehabilitation center 

near Analamazaotra Nature Reserve may be 

captured for tourism. These concerns are not 

specifi c to Madagascar’s primates. Similar 

exploitation concerns have been raised about 

orangutan rehabilitation centers in Borneo 

and chained captured jaguars on show to 

tourists in the Amazon.

On balance, however, ecotourism helps 

protect lemurs against logging (2–4), poach-

ing, and bushmeat hunting (5, 6). Many 

endangered and critically endangered spe-

cies worldwide rely on ecotourism revenue 

for conservation (7). Ecotourism works when 

it switches local communities from cash or 

subsistence consumption to tourism earnings 

based on conservation (1, 8, 9).
RALF BUCKLEY

Department of Environment, Griffi th University, Gold Coast, 
QLD 4222, Australia. E-mail: r.buckley@griffi th.edu.au
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Response
MCCONNELL AND KULL QUESTION WHETHER 
the current forest habitat represents “only 10 

to 20% of Madagascar’s original forest cover.” 

We agree that it would have been more pru-
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dent to replace “original forest cover” with 

“surface.” We also concur that there is palaeo-

ecological evidence for non forest vegetation, 

particularly in the highlands, predating human 

colonization. However, Madagascar’s original 

forest cover is a controversial issue for which 

no fi nal consensus has been reached. 

For instance, there is clear evidence in the 

subfossil record that Madagascar’s central 

plateau, today almost completely denuded, 

once harbored forest-dependent lemur com-

munities (1). The currently disjunct distribu-

tion of extant species indicates that forests 

in the plateau must have been continuous 

enough to serve as conduits for migration 

for species such as ayes-ayes, brown lemurs, 

and othe rs (2). Evidence from palaeo-pollen 

sequences indicates that the central plateau, 

as well as other Malagasy ecosystems, has 

been highly dynamic over the past millennia, 

with signifi cant biotic and abiotic changes 

predating human settlements (3). Whatever 

the precise percentage of forest lost in this 

and other regions, however, deforestation 

is now—and has been in the recent past—

extensive in Madagascar. Even conservative 

estimates are substantial, such as the ~40% 

forest loss from 1950 to 2000 that McConnell 

and Kull cautiously conclude in their recent 

review (4). Another estimate would be more 

than 52%, the forest loss from 1950 to 2010 

as calculated from (5) and (6).

Accepting a lower estimate of forest loss 

need not affect our thinking about the current 

crisis. For example, we must not confl ate the 

potentially mosaic nature of past landscapes 

with an interpretation that lemurs and other 

forest-dwelling species are adapted to such 

habitats. To the contrary: Although some 

extinct lemurs may have used open country, 

extant lemurs are forest-dependent. Moreover, 

there is little doubt that most of the 17 extinct 

lemurs were lost between 500 and 1500 CE, a 

period when human settlements expanded (7).

We fully agree with Buckley that case 

studies show that ecotourism can be very 

effective in lemur conservation, but also det-

rimental to some species or local populations 

if not properly managed. Indeed, we strongly 

believe that lemurs are Madagascar’s most 

important global brand, that ecotourism 

represents the best long-sustainable eco-

nomic option for the many communities 

living in close proximity to lemur habi-

tats, and that it could become Madagascar’s 

most important foreign exchange earner 

in the near future if the biodiversity upon 

which it is based is conserved. We all agree 

that we need to focus on f inding solu-

tions for the problems at hand. Our action 

plan (8) is largely devoted to spreading 

conservation to previously unhelped corners 

of Madagascar harboring threatened lemur 

communities and to identifying and promot-

ing successful conservation initiatives.
CHRISTOPH SCHWITZER,1* LOUNES CHIKHI,2,3 

GIUSEPPE DONATI,4 MITCHELL IRWIN,5 STEIG E. 

JOHNSON,6 RUSSELL A. MITTERMEIER,7 HEATHER 

PEACOCK,8 JONAH RATSIMBAZAFY,9,10 JOSIA 

RAZAFINDRAMANANA,10 EDWARD E. LOUIS JR.,11 

IAN C. COLQUHOUN,12 JEN TINSMAN,13 RAINER 

DOLCH,14 MARNI LAFLEUR,15 STEPHEN NASH,7,16 

ERIK PATEL,17 BLANCHARD RANDRIANAMBININA,18 

TOVONANAHARY RASOLOFOHARIVELO,10 

PATRICIA C. WRIGHT16

1Bristol Zoological Society, c/o Bristol Zoo Gardens, 
Clifton, Bristol BS8 3HA, UK. 2Instituto Gulbenkian de 
Ciência, 2781-901, Oeiras, Portugal. 3EDB, CNRS, UMR 
5174 Université Paul Sabatier, 31062, Toulouse, France. 
4Department of Social Sciences, Oxford Brookes University, 
Oxford, OX3 0BP, UK. 5Northern Illinois University, DeKalb, 
IL 60115, USA. 6University of Calgary, Calgary, AB T2N 
1N4, Canada. 7Conservation International, Arlington, VA 
22202, USA. 8Golder Associates, Calgary, AB, T2A 7W5, 
Canada. 9Durrell Wildlife Conservation Trust, Antananarivo 
101, Madagascar. 10Groupe d’Etude et de Recherche 
sur les Primates de Madagascar, Antananarivo 101, 

Published by AAAS



LETTERS

Madagascar. 11Omaha’s Henry Doorly Zoo, Omaha, NE 
68107, USA. 12Western University, London, ON, N6A 5C2, 
Canada. 13American Museum of Natural History, New York, 
NY 10024, USA. 14Association Mitsinjo, Andasibe 514, 
Madagascar. 15University of Veterinary Medicine Vienna, 
1210, Vienna, Austria. 16SUNY at Stony Brook, NY 11794, 
USA. 17Duke Lemur Center, Durham, NC 27705, USA. 
18Université de Mahajanga, Mahajanga 401, Madagascar.

*Corresponding author. E-mail: cschwitzer@bcsf.org.uk

References
 1.  R. D. E. MacPhee et al., Int. J. Primatol. 6, 463 (1985).
 2.  International Union for Conservation of Nature (IUCN), 

The IUCN Red List of Threatened Species: Version 2013.2 
(IUCN, 2014); www.iucnredlist.org. 

 3.  M. Virah-Sawmy, K. J. Willis, L. Gillson, Glob. Ecol. 
Biogeogr. 18, 98 (2009).

 4.  W. J. McConnell, C. A. Kull, in Conservation and 
Environmental Management in Madagascar, I. R. Scales, 
Ed. (Routledge, London, 2014), pp. 67–104.

 5.  H. Humbert, G. Cours-Darne, “Carte international 
du tapis végétal et de conditions écologiques à 
1:1,000,000: Notice de la carte Madagascar” (Travaux de 
la Section Scientifi que et Technique de l’Institut Français 
de Pondichéry, hors série, 1965).

 6.  Offi ce National pour l’Environnement (ONE), “Evolution 
de la couverture de forêts naturelles à Madagascar (2005-
2010)” (ONE, Antananarivo, 2013); www.pnae.mg/index.
php/Autres/evolution-de-la-couverture-de-forets-
naturelles-a-madagascar-2005-2010.html [in French].

 7.  R. E. Dewar, in Conservation and Environmental 
Management in Madagascar, I. R. Scales, Ed. (Routledge, 
London, 2014), pp. 44–64.

 8.  C. Schwitzer et al., Lemurs of Madagascar: A Strategy 
for Their Conservation 2013–2016 (IUCN SSC Primate 

Specialist Group, Bristol Conservation and Science 
Foundation, and Conservation International, Bristol, 2013); 
www.primate-sg.org/storage/pdf/Lemurs_of_Madagascar_
Strategy_for_Their_Conservation_20132016_low_res.pdf.

TECHNICAL COMMENT ABSTRACTS

Comment on “A Complete Skull 
from Dmanisi, Georgia, and the 
Evolutionary Biology of Early Homo”

Jeffrey H. Schwartz, Ian Tattersall, Zhang Chi

Lordkipanidze et al. (Research Article, 18 October 2013, 
p. 326) conclude, from gross morphological compari-
sons and geometric-morphometric analysis of general 
shape, that the fi ve hominid crania from Dmanisi in 
Georgia represent a single regional variant of Homo 
erectus. However, dental, mandibular, and cranial mor-
phologies all suggest taxic diversity and, in particular, 
validate the previously named H. georgicus.

Full text at http://dx.doi.org/10.1126/science.1250056

Response to Comment on “A 
Complete Skull from Dmanisi, 
Georgia, and the Evolutionary 
Biology of Early Homo”

Christoph P. E. Zollikofer, Marcia S. Ponce 

de León, Ann Margvelashvili, G. Philip 

Rightmire, David Lordkipanidze

Schwartz et al. hold that variation among the Dmanisi 

skulls refl ects taxic diversity. The morphological obser-
vations to support their hypothesis, however, are partly 
incorrect and not calibrated against intraspecifi c varia-
tion in living taxa. After proper adjustment, Schwartz et 
al.’s data are fully compatible with the hypothesis of a 
single paleodeme of early Homo at Dmanisi.

Full text at http://dx.doi.org/10.1126/science.1250081

CORRECTIONS AND CLARIFICATIONS

Perspectives: “Enzyme kinetics, past and present” by 
X. S. Xie (20 December 2013, p. 1457). A production 
error resulted in a misspelled word in the fi rst sentence 
of the paragraph in which Equation 4 appears; the sen-
tence should read “In single-molecule turnover experi-
ments, each enzyme experiences constant substrate and 
product [not produce] concentrations in the volume of 
interest (dashed circle).” In addition, bars should have 
appeared over the constants kcat and KM in Equation 3. The 
HTML and PDF versions online have been corrected.

Letters to the Editor
Letters (~300 words) discuss material published in 

Science in the past 3 months or matters of gen-

eral interest. Letters are not acknowledged upon 

receipt. Whether published in full or in part, Let-

ters are subject to editing for clarity and space. 

Letters submitted, published, or posted elsewhere, 

in print or online, will be disqualifi ed. To submit a 

Letter, go to www.submit2science.org.
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          B
iology is increasingly social. Biosci-

entists are investigating nature-nur-

ture through epigenetics, the role of 

social interaction in how brains function, the 

relation between food cultures and microbi-

omes, and the impacts of wealth and status 

inequality on mental and physical health. The 

list goes on. Social scientists, for their part, 

are fi nding that the life sciences and biomedi-

cine are increasingly central to describing, 

measuring, analyzing, and theorizing soci-

ety’s fundamental organizational dynam-

ics. Assisted reproductive technologies are 

changing what counts as a family. Biometric 

and genomic information are now part of how 

we separate legal from illegal residents of a 

country and assign blame for or exonerate 

criminal behavior. Healthcare is a major part 

of national economies, and its fi nance and 

organization are markers of modern politi-

cal alternatives. Synthetic biology and regen-

erative medicine promise to make made-to-

order life an economic powerhouse while 

also extending life spans for some in the pro-

cess. Being well informed about these areas 

of contemporary biology requires familiarity 

with both natural and social sciences. Sarah 

Franklin’s Biological Relatives: IVF, Stem 

Cells, and the Future of Kinship provides a 

much-needed account of one such area.

The book’s title is a pun on our ability to 

use new reproductive biology techniques 

to make new kinds of relatives and fami-

lies and on the ways in which reproduction 

has changed relative to those techniques. 

Since its fi rst success in 1978, in vitro fer-

tilization (IVF) has become a relatively rou-

tine way to have children, with an estimated 

5 million babies born to date. IVF changed 

human fertilization from something natu-

ral that occurred inside women’s bodies and 

required one man and one woman to some-

thing technologically assisted that can occur 

outside the body and allows more people to 

be involved in reproduction. The normaliza-

tion of IVF has led to new ways to combine 

and screen embryos and new possibilities for 

who can bear children. The techniques that 

were developed to make IVF possible simul-

taneously made human reproduction visible 

and amenable to manipulation. IVF and its 

associated techniques in turn became part of 

what Franklin (a sociologist at 

the University of Cambridge) 

calls “a global technological 

platform” that includes pre-

implantation genetic diagnosis; 

research on stem cells, cloning, 

and mitochondria; and regener-

ative medicine. Thus she argues 

that biology is increasingly 

technological. So understand-

ing recent advances in human 

reproductive biology requires a 

continual crossing of two great 

distinctions: those between 

nature and society and between 

science and technology.

Focusing on Britain, the book covers a 

wide range of phenomena, including the 

interface between IVF and stem cell research, 

bioart, feminist reproductive politics, bioeth-

ics debates around “cybrid” animal-human 

embryos and mitochondrial DNA, the history 

of embryology’s tools evident in today’s hand-

made micropipettes, and the role of gender in 

bioeconomies. In each of these seemingly dis-

parate arenas, Franklin combines her unpar-

alleled knowledge of social theory, feminist 

scholarship, and activism on reproductive 

technologies with an attention to the histories 

and technical details of the labs and clinics 

where the patients, practitioners, 

and technologies make new life. 

Her range is wide, but her exam-

ples are precise and disciplined.

Reading the book illuminates 

ways to see across divides, and 

there are some striking images 

along the way. Illustrations of 

embryological tools accom-

pany Franklin’s discussions of 

their forging and use. One of the 

author’s photos shows “clean” 

shoes demarcating the border 

between the quality-controlled 

room in which stem cell lines are 

derived and cultured and the dirt-

ier clinical world of IVF egg-retrieval surgery. 

Artist Gina Glover’s male karyotype con-

structed of pairs of stripy socks (most donated 

by life scientists) bears an uncanny resem-

blance to a textbook human karyotype—

down to the G-banding stripes, the smaller 

size of pairs 16 to 22, the cen-

tromeres suggested by the socks’ 

heels, and the eaten-by-the-wash-

ing-machine, unmatched 23rd 

pair. The embryology tools tie 

the present to the past. The shoes 

take us from the world of clini-

cal IVF to the stem cell research 

laboratory and back, illustrating 

the way in which “normal” clin-

ical IVF is now a stem technol-

ogy for a growing biotech sector. 

The socks take us from everyday 

domesticity to cutting-edge bio-

medicine and back.

Biological Relatives does 

another kind of genealogical 

work. It produces an archive 

for a new kind of social sci-

ence of reproductive technolo-

gies. Franklin draws on theorists 

and scholars of kinship, gender, 

economy, reproductive and pro-

ductive labor, and reproductive 

and regenerative technologies. It 

would be easy to miss how gener-

ative these parts of the book are, 

given that it is standard social sci-

ence practice to cite the second-

ary literature in one’s fi eld. The 

scholars Franklin taps are not 

Reproductions Through Technology
SCIENCE AND SOCIETY

Charis Thompson 

The reviewer, the author of Good Science: The Ethical Cho-
reography of Stem Cell Research, is at the Department of 
Sociology, London School of Economics and Political Sci-
ence, Houghton Street, London WC2A 2AE, UK. E-mail: 
c.m.thompson@lse.ac.uk
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          O
n the 25th anniversary of the World 

Wide Web, Laura DeNardis’ The 

Global War for Internet Governance 

brings us a sweep through the history of tech-

nical and political wrangling that led to the 

creation of the global Internet. Internet gover-

nance is an imprecise term, sometimes meant 

narrowly, to refer to the process by which 

Internet technical standards and the Domain 

Name System (.com, .edu, etc.) are managed, 

and sometimes taken very broadly to include 

the wide range of legal policy issues regard-

ing the way people use the Internet, from 

security and copyright to privacy and govern-

ment surveillance. DeNardis (American Uni-

versity) employs the broader defi nition.

In the face of rapid Internet growth—from 

less than 1% of the world’s population online 

in 1994 to over 35% in 2014—we rightly mar-

vel at the engineers and computer scientists 

who gave shape to the technical architecture 

of Internet and the Web. While honoring those 

government policy-makers who had the wis-

dom to allow the Internet to explode around 

the world with minimal government regula-

tion, we should also commend those offi cials 

charged with protecting personal privacy, 

security, and intellectual property for insist-

ing that the rule of law has its place even amid 

light-speed innovation. And perhaps most of 

all, we should recognize that the social and 

To Best Rule the Net

INTERNET AND SOCIETY

Daniel J. Weitzner 

The reviewer is at the Computer Science and Artifi cial Intel-
ligence Laboratory, Massachusetts Institute of Technology, 
Cambridge, MA 02139, USA. E-mail: djweitzner@csail.mit.
edu

intellectual progress that the Internet has 

enabled is largely due to the creativity of indi-

viduals and local institutions around the world 

who have found in the Internet an open plat-

form for building and sharing knowledge.

DeNardis’ detailed account of the tech-

nical and administrative arrangements 

essential to the Internet helps us appreciate 

the magnitude of the human 

effort involved in “governing” 

this infrastructure. She also 

points to the challenges going 

forward, addressing privacy, 

security, equitable access, and 

the demands of nation-states 

to control information flow. 

Largely descriptive, her treat-

ment of these issues presents 

a number of factual challenges and then 

leaves us, at the end of each chapter, with 

some questions to answer.

In the end, she instructs us that 

The Internet is governed. Internet gover-

nance control points are not legal con-

trol points, nor are they confi ned within 

nation-state boundaries. They are often 

manifested through the design of techni-

cal architecture, the decisions of global 

institutions of Internet governance, or the 

policies of private companies, all globally 

transcending forces in constant fl ux and 

in constant tension with national legal 

systems, intergovernmental treaties, and 

regional cultural norms.

We face a frustrating lack of intellectual 

guidance about both how to understand the 

forces that have led to the Internet we know 

today and, more important, to help policy-

makers navigate the myriad decisions posed 

as the Internet expands around the globe. 

Consider the challenges we face.

Privacy is very much on the public’s mind 

and of concern to scientists who want to take 

advantage of new troves of personal data to 

advance social and life sciences research. Yet, 

as an empirical matter, we still have a very 

hard time actually measuring the impacts 

various research or commercial uses of per-

sonal data have on privacy. When does worth-

while research infringe privacy rights? Does 

the profi ling and tracking used to fi gure out 

which ads to deliver to billions of Internet 

users constitute a reasonable business prac-

tice or an assault on human dignity? Although 

in part policy questions, these would be easier 

to answer if we had more clear ways to mea-

sure privacy impact. Recent efforts at more 

rigorous mathematical and systematic char-

acterizations of privacy risk may help [e.g., 

( 1)], but we are still a long way from being 

able to measure privacy impact with the pre-

cision that we can measure other important 

public resources, such as characteristics of 

the economy or our climate.

Cybersecurity is a key priority as the 

entire world becomes more dependent on the 

Internet. Yet we understand very little about 

what factors affect the resil-

ience and reliability of large 

networks. DeNardis cites the 

debate over a proposed intel-

lectual property enforcement 

law known as the Stop Online 

Piracy Act (SOPA). That bill 

was ultimately defeated, in 

part because of allegations 

that it would “break the Inter-

net.” There were good anecdotal arguments 

that SOPA might cause security risks, but 

these were more gut feelings on the part of 

experienced network engineers than any kind 

of well-substantiated theory.

Much of the global tension about the 

Internet stems from an urgent need for devel-

oping economies to come online as soon as 

possible. What are the best regulatory mod-

els for achieving this goal? Market forces 

have encouraged enormous investment in 

Internet infrastructure, but those resources 

have not been evenly distributed, leaving citi-

zens in rural areas of developed economies 

and many in the developing world still wait-

ing for affordable access. Better economic 

research into the Internet transport market, 

as well as more advanced network engineer-

ing to develop wireless architecture, could 

help inform policy-makers about how best to 

achieve their goals.

The Global War for Internet Governance 

describes a conflict being fought with the 

tools of raw political power, long on ideo-

logical rhetoric and well-meaning interpre-

tation of what seemed to have worked in the 

past. For as much as we depend on the Inter-

net, we have a very hard time measuring—

much less explaining—the behavior of the 

technical and sociotechnical mechanisms on 

which its operation depends. That we know 

so much but understand so little about how 

the Internet actually works is a huge opportu-

nity for researchers in a wide variety of fi elds. 

Few doubt the intrinsic social and economic 

value of the open, global Internet. But we still 

have a lot to learn across a range of computer, 

social, and behavioral sciences to understand 

how to keep the Internet going and growing.
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usually read together, and without her own 

body of work over the years, there would not 

be a fi eld for the book to serve as an archive. 

It would also be easy to miss how generous 

this aspect of the book is. Franklin need not 

have, and yet does, distribute credit widely. 

She also rereads too-easily forgotten or dis-

missed feminist debates about reproductive 

technologies. Using the idiom of ambiva-

lence, Franklin argues that feminist activists 

and scholars have taken seriously the excite-

ment of frontier science, the experience of 

infertility, and the societal aspects of IVF and 

its progeny. Ambivalence is not antiscience 

or weak-minded. It is instead a productive, 

affective lens through which to think about 

the biologization of technology and society.   
10.1126/science.1252641
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POLICYFORUM

           R
oughly 53% of Brazil’s native vege-

tation occurs on private properties. 

Native forests and savannahs on these 

lands store 105 ± 21 GtCO2e (billion tons 

of CO2 equivalents) and play a vital role in 

maintaining a broad range of ecosystem ser-

vices ( 1). Sound management of these private 

landscapes is critical if global efforts to mit-

igate climate change are to succeed. Recent 

approval of controversial revisions to Bra-

zil’s Forest Code (FC)—the central piece of 

legislation regulating land use and manage-

ment on private properties—may therefore 

have global consequences. Here, we quantify 

changes resulting from the FC revisions in 

terms of environmental obligations and rights 

granted to land-owners. We then discuss con-

servation opportunities arising from new pol-

icy mechanisms in the FC and challenges for 

its implementation.

Created in 1965, the FC was transformed 

during the 1990s into a de facto environmen-

tal law via a series of presidential decrees. As 

of 2001, the FC required landowners to con-

serve native vegetation on their rural proper-

ties, setting aside a Legal Reserve (LR) that 

occupies 80% of the property area in the Ama-

zon and 20% in other biomes [supplementary 

material (SM), fig. S1, and table S1]. The 

law also designated environmentally sensi-

tive areas as Areas of Permanent Preservation 

(APPs), aiming to conserve water resources 

and prevent soil erosion. APPs include both 

Riparian Preservation Areas (RPAs) that pro-

tect riverside forest buffers, and Hilltop Pres-

ervation Areas (HPAs) at hilltops, high eleva-

tions, and steep slopes.

The FC severely restricted deforestation 

on private properties but proved challeng-

ing to enforce, particularly in the Amazon. 

As deforestation rates rose in the early 2000s, 

efforts to strengthen enforcement increased 

pressure on the farming sector, which trig-

gered a backlash against the FC. The agri-

business lobby took advantage of a favorable 

political moment, related to a substantial drop 

in deforestation rates in the Brazilian Ama-

zon, to propose creation of a new FC, which 

was approved in late 2012 ( 2). Some criticize 

the legislation for being too lenient on land-

owners; others maintain that it is a barrier to 

agricultural development. Regulations detail-

ing key implementation mechanisms of the 

revised FC are still under negotiation.

Amnesty for Illegal Deforestation
The 2012 FC maintains conservation require-

ments for LRs and RPAs —i.e., land that 

may not be deforested (table S1). These two 

requirements protect 193 ± 5 Mha of native 

vegetation containing 87 ± 17 GtCO2e (see 

the map). Changes in the defi nition of HPAs 

reduced their total area by 87% (table S8). 

Because the new law differentiates 

between conservation and restoration require-

ments, the 2012 FC reduced by 58% Brazil’s 

“environmental debt”—i.e., areas of LR and 

RPA deforested illegally before 2008 that, 

under the previous FC, would have required 

restoration at the landowner’s expense (fi g. 

S2). This was accomplished by forgiving the 

LR debt of “small” properties, ranging in size 

from 20 ha in southern Brazil to 440 ha in the 

Amazon. Under these new rules, 90% of Bra-

zilian rural properties qualify for amnesty. 

Further reductions resulted from including 

RPAs in the calculation of the LR area, reduc-

ing the LR restoration requirement to 50% in 

Amazonian municipalities occupied predomi-

nantly by protected areas, and relaxing RPA 

restoration requirements on small properties 

(table S1).

Together, these measures decreased 

the total area to be restored from 50 ± 6 to 

21 ± 1 Mha, of which 78% encompasses LRs 

and 22% RPAs (tables S2 and S3). Reduc-

tions in the environmental debt were uneven 

across states and biomes, affecting mainly the 

Amazon, Atlantic Forest, and Cerrado (fi g. 

S2). These losses may have a large impact on 

Cracking Brazil’s Forest Code

LAND USE

Britaldo Soares-Filho,  1 * Raoni Rajão,  1 Marcia Macedo,  1, 2 Arnaldo Carneiro,  3 William Costa,  1 
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biodiversity conservation ( 3) and forest resto-
ration programs ( 4), especially in the Atlantic 
Forest, where only 12 to 16% of the original 
forest cover remains ( 5).

Furthermore, both old and new FCs allow 
an additional 88 ± 6 Mha of legal deforesta-
tion on private properties (table S4 and the fi g-
ure). This area of native vegetation, exceeding 
LR and RPA conservation requirements, con-
stitutes an “environmental surplus” with the 
potential to emit 18 ± 4 GtCO2e (SM, §2.1).

New Mechanisms for New Markets

Although the 2012 FC reduces restoration 
requirements, it introduces new mechanisms 
to address fi re management, forest carbon, 
and payments for ecosystem services, which 
could reduce deforestation and bring envi-
ronmental benefi ts. Perhaps the most impor-
tant mechanism is the Environmental Reserve 
Quota (Portuguese acronym, CRA), a tradable 
legal title to areas with intact or regenerating 
native vegetation exceeding the FC require-
ments. The CRA (surplus) on one property 
may be used to offset a LR debt on another 
property within the same biome and, prefer-
ably, the same state. Implementating  the CRA 
could create a trading market for forested 
lands, adding monetary value to native veg-
etation. This CRA market could potentially 
abate 56% of the LR debt (fi g. S3). Given the 
high costs of forest restoration ( 6), exchange 
of CRAs could become a cost-effective way 
to facilitate compliance, meanwhile protect-
ing forest surpluses that might otherwise be 
legally deforested. A balanced use of CRAs 
should focus on improving functional and 
ecological attributes of forested landscapes, 
e.g., habitat integrity (and thus biodiversity), 
carbon stocks, and water balance regulation, 
crucial for maintaining hydroelectric power 
generation in Brazil ( 7).

One of the strongest arguments of the agri-
business lobby is that forest restoration con-
fl icts with agricultural production. Our results 
suggest that, with respect to land availability, 
this concern is unfounded. Of the 4.5 ± 1 Mha 
of RPAs slated for restoration, only 0.6 ± 0.35 
Mha are currently occupied by crops, repre-
senting less than 1% of all croplands nation-
wide. Moreover, if restoration of the remain-
ing LR debt (after compensation via CRAs) 
occurred exclusively in pasturelands unsuit-
able for agriculture, as few as ≈ 550,000 ha 
of required restoration would remain in ara-
ble lands (SM §§2.2 and 2.3 and fi gs. S3 to 
S5). Such a large-scale transition from cattle 
ranching to agriculture would require sub-
stantial increases in stocking densities to sus-
tain current levels of meat production and 
allow for forest restoration. To this end, Bra-

zil has created a national Low-Carbon Agri-
culture (ABC) program that provides ~U.S. $ 
1.5 billion in annual subsidized loans aimed 
at increasing agricultural productivity while 
reducing associated carbon emissions and 
supporting forest restoration (table S5).

Key to success of the FC is the Rural Envi-
ronmental Registry System (SICAR), a geo-
referenced Web system that will enable docu-
mentation of over 5 million rural properties, 
improving transparency and providing a path-
way to environmental compliance. SICAR 
could facilitate the market for CRAs and pay-
ments for ecosystem services [for example, 
( 8)], which will be critical to offset the often-
prohibitive costs of forest restoration, espe-
cially for small landowners. We estimate that 
elimination of the FC debt via forest resto-
ration would sequester up to 9 ± 2 GtCO2e 
(SM, §2.1).

Enforcement and Private Initiatives

Effective implementation of Brazil’s 2012 
FC will be enormously challenging. The 
fi rst crucial challenge is to convince the agri-
business sector of the potential gains from 
the new FC. Even though law enforcement 
activities have intensifi ed in recent years, the 
agribusiness constituency  has historically 
taken advantage of the government’s rela-
tively weak enforcement of environmental 
laws. Amnesty afforded by the new FC could 
lead to the perception that illegal deforesters 
are unlikely to be prosecuted and may even 
be exonerated in future law reforms. To meet 
this challenge, Brazil must continue to invest 
in its monitoring and enforcement capabili-
ties. Satellite-based deforestation monitor-
ing systems maintained by the National 
Institute for Space Research (INPE) need to 
be expanded to other Brazilian biomes and 
adapted to detect subtler land-use changes, 
including forest degradation and deforesta-
tion in savannahs, riparian forests, and small 
remnants of the Atlantic Forest.

More important, there is a need to 
strengthen and integrate efforts across the 
myriad state and federal agencies responsible 
for implementing the FC, establishing clear 
land tenure, granting environmental licenses, 
and supporting agricultural production. This 
integrated system must be transparent and 
harnessed to economic incentives for conser-
vation; otherwise, it might only exhort land-
owners to exercise rights to deforest ( 9).

Fortunately, private initiatives are align-
ing to assist landowners in attaining compli-
ance. These include international certifi ca-
tion standards, commodity roundtables, and 
boycotts of agricultural products grown in 
recently deforested or high-biodiversity areas. 

Increasingly, farmers and ranchers are adher-
ing to voluntary registries that require com-
mitments to improving social and environ-
mental performance [for example, ( 10,  11)]. 
Both certifi cation schemes and voluntary reg-
istries may eventually enable access to special 
markets that provide fi nancial incentives to 
participating producers. These mechanisms 
are particularly important in the Cerrado, the 
most coveted biome for agribusiness expan-
sion, given its 40 ± 3 Mha of environmental 
surplus that could be legally deforested (table 
S4). Moreover, conservation efforts must aim 
at expanding protected areas outside the Ama-
zon. Whereas these areas cover 46% of the 
Brazilian Amazon, the level of protection in 
other major biomes (7% of the Cerrado and 
2.6% of the Atlantic Forest) is well below the 
17% recommended by the 10th Convention 
on Biological Diversity. Conservation initia-
tives will be vital to protect large expanses of 
native vegetation, particularly in the Cerrado 
and Caatinga, where additional protection by 
land-use zoning is low.

Brazil has achieved an unprecedented suc-
cess in reducing deforestation in the Ama-
zon. However, this gain is not yet secured. 
Recently, deforestation rates ceased to decline 
in the Amazon and Atlantic Forest, and surged 
in the Cerrado (fi g. S6). Our analysis suggests 
that the FC will allow additional deforesta-
tion, especially in the Cerrado and Caatinga. 
Economic incentives for conserving forests, 
including the Warsaw Framework for Reduc-
ing Emissions from Deforestation and Forest 
Degradation as (REDD+), will be essential to 
help implement the FC and to enable Brazil to 
better reconcile environmental conservation 
with agricultural development. 
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        T
he paradigm of a “dry Moon” was 

recently challenged on the basis of 

reexamination of lunar samples col-

lected during the Apollo missions, raising 

the possibility of a volatile-rich lunar inte-

rior ( 1– 6). Several of these studies measured 

appreciable quantities of water (reported as 

equivalent H, OH, or H2O) and other vola-

tiles (e.g., Cl, F) in the mineral apatite ( 4– 6), 

which is ubiquitous in lunar basalts (mare 

basalts) (see the fi gure). However, an accu-

rate estimation of the water content of the 

magmatic liquid from which apatite formed, 

and ultimately of the mantle source regions 

of mare basalts, depends on a number of 

parameters. In cases where apatite in a mare 

basalt formed through the process of frac-

tional crystallization (when newly formed 

crystals in a cooling magma are physically 

separated, preventing any further interaction 

with the remaining melt), it may not be pos-

sible to obtain any reliable estimates of the 

water contents of the parental magma (and 

its source region). On page 400 of this issue, 

Boyce et al. ( 7) present an elegant numeri-

cal model, applicable to mare basalt apatite 

formed through fractional crystallization, to 

demonstrate that some of the highest water 

contents reported for lunar apatite can be 

reconciled with an original melt containing 

not much water at all. These new results cast 

doubt on the utility of apatite volatile abun-

dances in reliably estimating the water con-

tent of mare basalt source regions.

The difficulties in determining volatile 

abundances primarily arise because of the 

unconventional partitioning behavior of OH 

between melt and apatite in the presence of 

F and Cl. The partitioning behaviors of these 

three species are all interdependent—a fact 

not recognized previously. In case of lunar 

basalts, the fluorine concentration in the 

melt has a major infl uence on the partition-

ing behavior of water into apatite. Thus, the 

fl uorine concentration in the melt from which 

apatite crystals grew needs to be known in 

order to estimate the concentration of water 

in the melt, which is nontrivial. Such com-

plexities hamper efforts to reliably estimate 

the water contents of the basalt source regions 

from the volatile contents of apatite.

Does this mean that we have come full cir-

cle in terms of our understanding of the vola-

tile inventory of the Moon, and that the bulk 

Moon is an anhydrous body, as proposed soon 

after initial investigations of the fi rst returned 

lunar samples from the Apollo 11 mission? 

In all likelihood, the answer is no for a num-

ber of reasons. Unlike apatite (which usu-

ally forms late during the crystallization of a 

basaltic magma), water-rich melts trapped in 

olivine crystals, which were some of the earli-

est-formed crystals in lunar volcanic glasses, 

point to a wet lunar interior ( 2,  3). Similarly, 

a recent spectroscopic analysis of plagioclase 

crystals (a nominally anhydrous mineral that 

forms much earlier in a cooling magma than 

apatite) from rocks thought to represent direct 

crystallization products of the lunar magma 

ocean reveal quantities of water that suggest 

that this magma ocean is wet ( 8).

It is also worth noting that not all apatite 

samples that have been analyzed correspond 

to the fractional crystallization scenario as 

proposed by Boyce et al. Water contents of 

apatite have been measured in mare samples 

that seem to approximate equilibrium crys-

tallization conditions. In such cases, it may 

be feasible to estimate the water contents 

of the basalt source region ( 9), especially if 

the F contents of the melt and apatite were 

also known. The key to using apatite vola-

tile abundances to estimate the volatile abun-

dances of a mantle source region is a thor-

ough understanding of the textural context in 

which apatite occurs in a given rock sample, 

thereby establishing the main mode of crys-

tallization (fractional or equilibrium). Indeed, 

calculations using apatite analysis from such 

texturally well-constrained lunar samples 

seem to indicate a relatively wet lunar inte-

rior, consistent with results emerging from 

studies of lunar volcanic glasses and nomi-

nally anhydrous minerals.

Another important development is that 

of new high-precision measurements for 

volatile elements such as C and N in lunar 

Analyzing Moon Rocks

PLANETARY SCIENCE

Mahesh Anand

A better inventory of lunar volatiles will help 

improve our understanding of the origin and 

evolution of the Earth-Moon system.

Dry and wet? The lunar apatite paradox derives from the observation that there are ‘‘wet’’ apatite samples 
in an otherwise ‘‘dry’’ Moon.

C
R

E
D

IT
: 
N

A
S

A

Planetary and Space Sciences, Open University, Milton 
Keynes MK7 6AA, UK. E-mail: mahesh.anand@open.ac.uk

Published by AAAS



25 APRIL 2014    VOL 344    SCIENCE    www.sciencemag.org 366

PERSPECTIVES

samples. In addition to measuring elemen-

tal abundances, some studies have also mea-

sured isotopic compositions of H, C, and 

N; taken together, the combined data set 

is more in agreement with a relatively wet 

lunar interior as well as a common origin 

for water and other associated volatiles in 

the Earth-Moon system ( 2,  10– 12). Such 

links are further strengthened by results of 

dynamical modeling of the Moon forma-

tion event, which suggest that the material 

forming the magma disc around the proto-

Earth after the putative giant impact could 

have retained volatiles suffi ciently well rela-

tive to what was believed to be the case pre-

viously ( 13). Thus, a giant-impact origin 

of the Moon does not necessarily require 

the formation of an anhydrous Moon, and 

the presence or absence of water cannot be 

used as evidence for or against various mod-

els involving some variations of the giant-

impact origin of the Moon.

Over the past decade, considerable 

improvements in analytical instrumenta-

tion and advances in numerical modeling 

have led to a dramatic change in our under-

standing of lunar volatiles. An approach that 

combines multi-element and multi-isotopic 

measurements on the same samples pro-

vides better constraints on the volatile his-

tory of lunar samples and of their source 

regions. A series of new measurements 

and experiments need to be performed to 

confi rm some of the predictions based on 

numerical modeling and in turn would pro-

vide data for refi ning such models. A better 

understanding of the volatile inventory of 

the lunar interior will not only improve our 

understanding of the origin and evolution of 

the Earth-Moon system but will also provide 

key insights into the origin and sources of 

volatiles necessary for life. 
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Being Selective in the 
Prochlorococcus Collective

GENETICS

Chris Bowler 1 and David J. Scanlan 2  

Single-cell sequencing reveals the micro-

diversity of the most abundant photosynthetic 

organism on Earth.

        M
arine phytoplankton are a key 

component in global biogeo-

chemical cycles and marine food 

webs. The structure and function of phyto-

plankton communities varies throughout 

the oceans, organized by ocean circulation 

and resource delivery, and is intertwined 

with the acclimation (physiological plas-

ticity) and adaptation of the organisms to 

the prevailing conditions. Cyanobacteria of 

the genus Prochlorococcus are a dominant 

component of such communities in oligo-

trophic (nutrient-poor) regions of the oceans 

between 45°N and 40°S ( 1). On page 416 of 

this issue, Kashtan et al. ( 2) use single-cell 

genomics to describe the genotypes of indi-

vidual Prochlorococcus cells co-occurring 

at the Bermuda-Atlantic Time-series Study 

site in the Sargasso Sea. The work provides 

a detailed view of the population genetics of 

this organism, revealing an array of diverse 

genotypes that hint at the evolutionary and 

environmental forces that generate and 

maintain Prochlorococcus diversity. More 

generally, the study brings a new dimension 

to what can be done today in environmental 

microbiology by combining single-cell iso-

lation from the fi eld with DNA sequencing 

technologies.

The Prochlorococcus genus contains dis-

tinct ecotypes or clades that are adapted to the 

different seasonal and geographical light and 

nutrient gradients in the sunlit upper layers of 

the ocean ( 3,  4) (see the fi gure). These popula-

tion adjustments occur within Prochlorococ-

cus communities even though overall popula-

tion density is relatively constant, at 100,000 

cells/ml in surface waters ( 5). Kashtan et al. 

analyzed single-cell genome sequences from 

cells collected at three different times of the 

year. They found subpopulations at the whole-

genome level that correlate with the relation-

ships defi ned previously by ribosomal RNA 

sequences—an important confi rmation of the 

value of the more traditional methods used to 

identify clades and assess community diver-

sity and dynamics. Moreover, they found that 

although the overall genetic diversity was 

maintained in each sample collected during 

different seasons, there were changes in the 

abundance of specifi c genotypes that led to 

their dominance in certain conditions. The 

environment thus appears to select winning 

genotypes from the Prochlorococcus collec-

tive, likely according to differential fi tness in 

changing environmental conditions, refuge 

from phages and grazers, and other extrinsic 

and intrinsic factors ( 6,  7).

Kashtan et al. conclude that the previ-

ously defi ned ecotypes are in fact a collection 

of many coexisting subpopulations. Each has 

a distinct “genomic backbone” consisting 

of highly conserved alleles of a majority of 

“core” genes and a smaller distinct set of fl ex-

ible genes that is associated with a particular 

set of core gene alleles. Although conserved 

within clades, these combinations are differ-

ent between clades. Furthermore, variation 

within clades appears to be targeted to spe-

cifi c regions of the genome, implying a mech-

anism for generating genetic diversity that 

links the core and fl exible genomes. This fi ne-

scale co-variation between the core alleles 

and fl exible gene content represents previ-

ously unknown microdiversity within wild 

Prochlorococcus populations of co-occur-

ring cells. In reality, the extent of diversity is 

remarkably high, with as much as 3% of the 

genome being affected at the sub-clade level; 

the authors propose that this is because these 

backbone subpopulations diverged at least a 

few million years ago. If this is the case, it 

would suggest an ancient niche partitioning 

that is stable over long time scales. Genes that 

appear to be particularly prone to nucleotide 

variations in both the core and fl exible gene 
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sets encode proteins that are involved in the 

interface that the cell presents to the exter-

nal environment (e.g., by modifying the cell 

surface). In future studies, it will be of inter-

est to ascertain the rates of diversifi cation of 

these proteins and how they have varied over 

time. It will also be important to go beyond 

genome sequencing and examine the expres-

sion of these alleles in the different popula-

tions throughout the year.

What must also be addressed is how the 

diversity is maintained and on which scale 

it is acting ( 8). With the cell surface impli-

cated as a major driver of microdiversity, the 

biotic environment seems likely to be play-

ing a large role ( 9). This might be a result 

of the arms race between predator and prey 

and/or between virus and host. Depending 

on physical transport of cells (e.g., by ocean 

currents and wind-driven mixing), this 

might further mean that an individual geno-

type is never eaten by the same grazer twice 

(or infected by the same phage twice)—

which would slow the pace of biotic selec-

tion—or that locally there is some sort of 

biological network where more rapid coevo-

lution occurs ( 10,  11).

The work by Kashtan et al. is necessarily 

descriptive; the oceanographic context is sim-

plifi ed, the study is based on only three sam-

pling dates, and the mechanisms that drive 

genome structure changes over the proposed 

time scales are not addressed. The authors 

also focused only on high light–adapted (HL) 

ecotypes; it is likely that low light–adapted 

(LL) ecotypes will display even greater 

diversity. Although the results essentially 

support an “everything is everywhere but 

the environment selects” regime ( 12), further 

work is required to show whether the same 

genotypes come back year after year, and if 

not why not. Furthermore, it will be inter-

esting to extend the observations beyond the 

Sargasso Sea to assess whether ocean cir-

culation can ensure a global distribution of 

the same seed populations. Given the huge 

effective population size of Prochlorococ-

cus and the modeling of physical mixing that 

the authors present, this appears likely to be 

the case, but it will be important to show that 

the different genotypes are indeed every-

where, at least at population levels that can 

be detected by ultradeep sequencing.

By providing a new window into natu-

ral microbial communities, DNA sequenc-

ing–based technologies seem likely to con-

tinue to provide dramatic increases in our 

understanding of the evolution and ecology 

of phytoplankton populations. Key questions 

in microbial oceanography that can now be 

addressed include how adaptation to the envi-

ronment organizes populations into biomes 

(networks of interacting organisms) having 

specifi c biogeochemical functions, the rela-

tive role of acclimation and genetic adap-

tation in shaping these networks, and the 

importance of physical transport and inter-

mingling of populations by ocean circulation 

with respect to local adaptation. No doubt 

Prochlorococcus will continue to lead the 

way in revealing the ocean’s secrets. 
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Prochlorococcus diversity in the ocean. Seasonal 
selection of genotypes (different-colored cells) from 
similar-sized populations of the Prochlorococcus col-
lective throughout a schematic annual cycle. (Inset) 
Bottom left: An idealized population of plankton in 
which different genotypes of Prochlorococcus coexist 
with different protist grazers (fl agellated cells) and 
different phages (not to scale). (Inset) Bottom right 
[adapted from ( 9)]: Diversifi cation based on physical 
parameters (temperature, light, and nutrients) may 
be operative at higher taxonomic levels, whereas the 
fi ne-scale “leaves” of the tree are likely maintained 
by biological phenomena such as nutrient acquisi-
tion and phage/grazer resistance. Stars and squiggles 
indicate the importance of the cell surface in fi ne-
scale genotype selection (HL, high light–adapted 
ecotypes; LL, low light–adapted ecotypes).
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A Two-Catalyst Photochemistry 
Route to Homochiral Rings

CHEMISTRY

Reinhard Neier

A synthetic route photoactivates one reactant 

and then controls stereochemistry of 

subsequent steps to form a single isomer 

of a four-membered ring.

        M
any biologically active compounds 

used in medicine and agriculture 

are still produced as a racemic 

mixture, even though only one isomer is actu-

ally active. The presence of the inactive iso-

mer can lead to unwanted side effects. The 

effi cient synthesis of only one stereoisomer—

homochiral molecules—is a key goal in 

organic synthesis ( 1). Synthesizing homoch-

iral molecules with light and a photocatalyst 

has been an unmet challenge for many years 

( 2), yet the combination of light and cataly-

sis to create chiral products is a hallmark of 

photosynthesis. On page 392 of this issue, Du 

et al. ( 3) report an effi cient chiral selection 

by combining a transition-metal photocata-

lyst with a stereocontrolling cocatalyst. They 

obtained four-membered rings in good yields 

and with excellent enantioselectivity. This 

approach avoids the problems associated with 

the noncatalyzed background reaction, which 

hampers most photocatalytic processes.

Enantioselective photochemical reac-

tions have attracted the interest of chem-

ists since the pioneering work of Kuhn in 

the 1930s ( 4). Visible light is environmen-

tally benign and can be used to overcome 

the energetic barrier of reaction pathways 

not accessible by thermal processes. The 

[2 + 2] cycloaddition is an archetypical 

photochemical reaction ( 5) that in one step 

converts simple achiral starting materials 

into strained four-membered rings that can 

contain up to four different asymmetric cen-

ters. Part of the activation energy provided 

by the photon is not dissipated but is stored 

as ring strain. The products of these reactions 

are versatile synthetic intermediates.

Since the ground-breaking work from the 

groups of Knowles ( 6), Sharpless ( 7), and 

Noyori ( 8), organic chemists have focused 

on the development of efficient catalytic 

enantioselective transformations that can 

replace the synthesis of mixtures of iso-

mers requiring wasteful separation proce-

dures. Instead, chiral catalysts bind reactants 

to favor the formation of one isomer during 

reaction. Many enantioselective transforma-

tions that can be used with a wide range of 

substrates have been reported, and the scope 

of this approach has expanded to include 

radical reactions ( 9) and transition-metal–

free organocatalytic reactions ( 10– 12). With 

this approach, the synthesis on the ton scale 

of valuable, biologically active compounds 

in pure form can be performed with just 

grams of an optically active catalyst ( 1).

In view of these developments, it was sur-

prising and disappointing that photochemis-

try did not follow the trend until recently. 

The reasons for this belated arrival of suc-

cess in the development of enantioselective 

photocatalytic processes can be traced back 

to a lack of knowledge on the energy surface 

of the activated state and the short lifetime of 

excited molecules. To obtain high enantiose-

lectivities, non-enantioselective background 

reactions must be suppressed. In thermal 

reactions, this problem can sometimes be 

addressed simply by lowering the reaction 

temperature and sacrificing a lower rate 

for greater selectivity. Bach and co-worker 

have pioneered a photocatalytic approach in 

which the complex between the catalyst and 

the substrate has a distinct absorption maxi-

mum from the uncomplexed starting mate-

rial ( 13). Carefully choosing the wavelength 

of irradiation allows selective excitation 

of the complexed substrate, which is then 

transformed with high enantioselectivity.

The approach chosen by Du et al. totally 

decouples the photoactivation from the pro-

cess responsible for the enantioselectiv-

ity (see the figure). Irradiating the ruthe-

nium complex with visible light creates a 

redox-active excited species that reduces the 

α,β-unsaturated phenylketone only, when 

activated by an adequately chosen Lewis acid. 

The complexed radical anion formed by this 

process then undergoes a stepwise reaction 

Chemistry Department, University of Neuchatel, Rue Emile-
Argand 11, Neuchatel, Switzerland. E-mail: reinhard.
neier@unine.ch

Coupling light energy to achieve a selective 

transformation. In the reaction developed by Du et 

al., light activates a ruthenium complex (A), which 
selectively reduces an α,β-unsaturated phenylke-
tone complex. (B) In a radical process, a formal [2 + 
2] cycloaddition is achieved with high enantioselec-
tivity (B). Abbreviations: SET, single-electron trans-
fer; MLCT, metal-to-ligand charge transfer; bpy, 
bipyridyl; i-Pr, isopropyl; OTf, trifl ate; Me, methyl; 
Et, ethyl; Ph, phenyl; Eu, europium; and L, the mul-
tidentate chiral ligand.
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sequence leading to the enantioselective for-

mation of the four-membered ring under the 

infl uence of the chiral ligand. Optimizing all 

the parameters of this photoredox-catalyzed 

reaction allowed products to be obtained typi-

cally in 50 to 80% synthetic yields and with 

consistently high enantiomeric excess of 85 

to >95%. The utility of photoredox-catalyzed 

reactions has been demonstrated already for 

C–C bond–forming processes by MacMil-

lan and co-worker ( 14). The attractiveness 

of the Du et al. procedure is that the process 

achieved via a redox sequence is a genuinely 

photochemical transformation, the [2 + 2] 

photocycloaddition.

The process reported mimics in its strat-

egy the process of photosynthesis, which 

decouples the primary photochemical event 

from the utilization of the harnessed energy 

for synthetic transformations. The initial 

photochemical event creates a redox poten-

tial. The synthetic part harnesses the pho-

tochemical energy in creating energy-rich 

chemical structures. The results reported 

are notable because of the synthetic impor-

tance of the synthesized structures, but also 

because they allow studying the coupling 

of the energy collected from photons to 

the energy stored in interesting chemical 

structures. 
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Silencing Neurons with Light

BIOPHYSICS

Shigehiko Hayashi

Engineered channelrhodopsins conduct anions 

rather than cations, changing the action 

potential of neurons.

        N
eural networks control the activity 

of living individuals as central pro-

cessing units control the functions 

of modern computers. In a neuronal circuit, 

information is transmitted through neurons 

in the form of an action potential, which is 

the electric potential difference between the 

inside and the outside of a neuron. Ion chan-

nel proteins in the neuronal membrane act 

as molecular devices that create and regulate 

action potentials. A technology called opto-

genetics ( 1) allows neuronal circuits to be 

manipulated by a combination of optics and 

genetically targeted incorporation of micro-

bial retinal binding proteins, called opsins 

( 2), into neurons. On pages 409 and 420 of 

this issue, Wietek et al. and Berndt et al. ( 3, 

 4) use structure-based molecular engineer-

ing to invert the charge selectivity of differ-

ent opsins, channelrhodopsins from algae, 

resulting in much improved neuron silenc-

ers for use in optogenetics.

Through heterologous expression of 

light-sensitive opsins, researchers can con-

trol the electric signals of neurons underly-

ing the activities of living animals with light. 

Optogenetics thus provides precise neuronal 

control that can resolve highly complex neu-

ronal activity in the brain, contributing, for 

example, to understanding of psychiatric 

disease states. However, microbial opsins 

have limited functionality for optogenetics; 

for example, their ion conductance and ion 

selectivity are suffi cient for microbial activ-

ity but are too low for the effi cient control of 

animal neuronal activity. The recent deter-

mination of the three-dimensional atomic 

structure of a chimeric protein formed from 

parts of two different channelrhodopsins 

( 5) from algae ( 6,  7) has opened the way 

to rational molecular engineering of opsins 

with novel functionalities.

Ion selectivity, a key functional compo-

nent of ion channels, enables the regula-

tion of action potentials (see the fi gure). In 

the resting state of a neuron, the membrane 

is polarized, with a membrane potential of 

about –70 mV, through differences in ion 

concentrations maintained by energy-driven 

ion transporters. Upon light illumination, 

channelrhodopsins conduct cations but not 

anions (see the figure, panel A), thereby 

depolarizing the membrane and inducing 
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potential
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A, Native channelrhodopsin
B, Wietek et al.’s engineered channel
C, Berndt et al.’s engineered channel

Better neuron silencers for optogenetics. Native channelrhodopsins conduct cations (A). In contrast, the 
channelrhodopsins engineered by Wietek et al. (B) and by Berndt et al. (C) conduct chlorine anions. Differ-
ent residues were mutated to create the two Cl– channels, with mutated residues shown in red (acidic), blue 
(basic), and green (neutral). Mutated residues that do not change their polarity are omitted.
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The 30-nm Fiber Redux

STRUCTURAL BIOLOGY

Andrew Travers 1 ,2

Do alternating stacking modes of nucleosomes 

underlie the compaction of chromatin?

        The DNA of eukaryotic cells is pack-
aged onto nucleosomes—complexes 
composed of histone proteins—

that together form chromatin, enabling 
tight packing of the genome within the cell 
nucleus. In the fi rst folded structure of chro-
matin to be characterized, nucleosomes were 
coiled into a ~30-nm-diameter helix, with 
the “linker” histone located in the interior of 
the fi ber ( 1). The precise molecular organiza-
tion of this 30-nm fi ber has long been exten-
sively debated. Initially, structural studies on 
fi bers assembled on natural DNA sequences 
were hampered by variation in the length of 
the linker DNA between nucleosomes. How-
ever, more recently, the construction of reg-

ularly spaced tandem DNA repeats for pre-
cise nucleosome positioning ( 2) has revolu-
tionized analysis. On page 376 of this issue, 
Song et al. ( 3) determine by cryo–electron 
microscopy the 11 Å–resolution structure 
of 30-nm fi bers assembled from arrays of 
12 nucleosomes.

Song et al. unequivocally identify the path 
of linker DNA. They show that in the fi ber, a 
linear array of nucleosomes is packed in two 
interwound left-handed helical stacks with 
a straight linker DNA between successive 
nucleosomes in the array crossing the interior 
of the fi ber. In agreement with an emerging 
consensus, this fi nding resolves the funda-
mental issue as to whether the fi ber is built 
from one nucleosome stack—a solenoid—
or from two. However, importantly, the new 
structure differs in one largely unanticipated 
aspect from most previous models. Instead of 
the monotonous helix previously imposed by 

the limitations of the available information, 
the 30-nm fi ber is formed by the tight heli-
cal packing of a tetranucleosome unit. Within 
this unit, fi rst observed by the crystallization 
of a tetranucleosome lacking linker histone 
( 4), the two opposing nucleosome dimers are 
fully stacked on each other with only a small 
angular separation. Between the units, the 
angular separation is larger and each unit is 
staggered relative to its neighbor. The struc-
ture agrees well with all other direct mea-
surements but does not exclude the possibil-
ity that a nucleosome array may still have the 
potential to fold into other helical forms.

The fi rst hint of a lack of structural unifor-
mity of nucleosomes in the folded fi ber came 
from the observation of alternating pattern 
of deoxyribonuclease I (DNase I) digestion 
in successive nucleosomes ( 5). Subsequent 
modeling of the fi ber showed that retention 
of the tetranucleosome unit necessitated the 

1MRC Laboratory of Molecular Biology, Francis Crick Avenue, 
Cambridge CB2 0QH, UK. 2Department of Biochemistry, 
University of Cambridge, 80 Tennis Court Road, Cambridge 
CB2 1GA, UK. E-mail: aat@mrc-lmb.cam.ac.uk

an action potential. However, light-sensitive 
ion channels for silencing neurons must be 
selective for chloride (Cl–) or potassium (K+) 
to further decrease the membrane potential 
(hyperpolarization) and thereby turn off the 
action potential. Such ion channels have not 
yet been found in natural species. In opto-
genetics, light-driven chloride and proton 
pumps from archaeal halobacteria have been 
used instead; however, pumps conduct only 
a single ion per photon and are therefore less 
effi cient than channels.

Wietek et al. and Berndt et al. now pro-
vide drastic solutions to this problem. They 
use molecular engineering to convert cation-
conducting channelrhodopsins into light-
gated ion channels that selectively conduct 
Cl–. Further, they show that these engineered 
opsins can be used to effi ciently hyperpolar-
ize the membrane.

The conversions of ion selectivity 
obtained by the two groups occur in com-
pletely different ways (see the f igure). 
Wietek et al. convert the ion selectivity of 
their channel through a single mutation, 
replacing an acidic residue with a positively 
charged arginine at a gating site located in 
the middle of the putative pore (see the fi g-
ure, panel B). This observation suggests 
that the gating site may act as a selectivity 
fi lter. In contrast, Berndt et al. achieve Cl− 

selectivity through multiple mutations that 
alter the electrostatic environment along an 
extended region of the pore, while replacing 
the acidic residue at the gating site by a neu-
tral one (see the fi gure, panel C). The mech-
anisms underlying the Cl− selectivity of the 
two engineered channels are thus remark-
ably different.

Ion channels are thought to achieve high 
ion selectivity through precisely defined 
pore architectures that effi ciently conduct 
particular ions, as seen in tetrameric K+ 
selective channels ( 8). However, the differ-
ent ion selectivity mechanisms of the two 
engineered channelrhodopsins show that 
charge selectivity of ion channels can be 
controlled in more variable ways. A clue to 
the permissive feature of channelrhodopsins 
may come from experimental evidence that 
channelrhodopsin is a light-driven proton 
pump as well as an ion channel ( 9) and that 
a single mutation in the middle of the pro-
ton channel can convert another light-driven 
opsin proton pump into a Cl– pump ( 10). 
In both systems, the proton pump function 
is fulfi lled by concerted motion of protons 
between acidic residues, positively charged 
basic side chains, and water molecules in 
the pore ( 11); the fl exibility of these resi-
dues may contribute to making channelrho-
dopsins amenable to molecular engineering.

The highly controllable charge selectiv-
ity of engineered channelrhodopsins dem-
onstrated by Wietek et al. and Berndt et al. 
should encourage researchers to further aug-
ment and improve functionalities of chan-
nelrhodopsins for optogenetics applica-
tions. Understanding of the physicochemi-
cal mechanism by which channelrhodopsins 
operate will also help to guide the design of 
novel ion channels with controllable selec-
tivity through de novo protein design ( 12), 
synthetic engineering ( 13), and biomimetic 
synthesis of artifi cial macromolecules. 
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Add linker histone
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alternating angular separation of nucleo-

somes ( 4) observed by Song et al. However, 

in a second “idealized” model, some stack-

ing interactions were broken to allow the for-

mation of a more regular structure.

The presence of alternating stacking 

modes between spatially adjacent nucleo-

somes implies alternating internucleo-

somal contacts. In the tetranucleosomal 

dimer stacks, a major contact is between 

the exposed surfaces of two H2A–H2B core 

histone dimers. This interaction is absent in 

the inter-tetranucleosome contacts, where 

instead there are contacts between the amino-

terminal tail of H4, primarily involving resi-

due arginine-23 and the acidic patches on the 

faces of the opposed nucleosomes. The pack-

ing density of the visualized fi bers is about 

six or seven nucleosomes per 11-nm rise, in 

good agreement with many other determina-

tions but lower than the 10 to 12 nucleosomes 

per 11 nm of more compact fi bers assembled 

under conditions favoring more charge neu-

tralization ( 6). In principle, a higher packing 

density could be accommodated by a concer-

tina motion reducing the vertical separation 

between successive turns of the fi ber.

The 30-nm fi ber structure determined by 

Song et al. addresses another contentious 

issue—that of the location of the linker his-

tone. In the assembled fi bers, the bulk of the 

globular domain of the linker histone is placed 

asymmetrically with respect to the inward-

facing nucleosome dyad so that the principal 

contacts are at the dyad itself and with each 

of the entering linker DNA duplexes. This 

arrangement agrees best with previous sug-

gestions based on DNase I footprinting ( 7, 

 8) and computation ( 9). The linker histone 

thus confers polarity on the symmetric core 

nucleosome ( 10) in such a way that in the 

fi ber, successive nucleosomes in a stack have 

opposite polarities, thereby stabilizing coher-

ent stacking in the tetranucleosome unit and 

helical curvature between these units.

The structure determined by Song et al. 

emphasizes the importance of nucleosome 

stacking in chromatin compaction. Although 

the formation of continuous stacks by nucleo-

some core particles is well established, their 

biological relevance has been unclear ( 11). 

In natural folded 30-nm fi bers with fewer 

nucleosomes per turn, the discontinuous 

nature of the stacks accommodates the cur-

vature of the helix, but as the fi ber unfolds 

with decreasing ionic strength, stacking can 

become more continuous ( 12). However, in 

the most unfolded state, stacking within an 

individual fi ber is no longer apparent, poten-

tially facilitating interfiber stacking. The 

polarity of the internucleosomal contacts in 

more extensive stacks would not necessarily 

be identical to that in the helical fi ber.

The 30-nm fi ber has long been assumed 

to constitute the fi rst level of a hierarchi-

cal folding pathway, ultimately generating 

the most compact chromatin, but recently 

the relevance, and even the existence in 

vivo, of the 30-nm fi ber have been seriously 

challenged ( 13). Although a major nuclear 

component of both certain amitotic termi-

nally differentiated cells and echinoderm 

sperm, no structural signatures for the more 

highly folded forms of the fi ber have been 

detected in either mitotic chromosomes or 

interphase mammalian nuclei. Structurally, 

the helical form of the 30-nm fi ber is well 

adapted to respond to the torsional ( 14) and 

tensional ( 15) forces generated by a tran-

scribing RNA polymerase but not necessar-

ily to the assumed predominantly tensional 

Stacking for packing. Possible modes of how a 

chromatin fi ber folds into helical or columnar forms 

are shown. The structure described by Song et al. is a 

tightly packed helical form. The DNA linking nucleo-

somes is not shown in the columns.
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forces operating during mitosis. In this con-

text, the pervasively depicted mechanism of 

chromatin compaction assuming an ordered 

hierarchical folding should perhaps be dis-

carded. Instead, the unwound state of the 

30-nm chromatin fi ber containing the linker 

histone could adopt alternative modes of 

nucleosome stacking—either a helix corre-

sponding to the canonical 30-nm fi ber or a 

network of more continuous stacks contain-

ing nucleosomes from one, or even several, 

individual fi bers (see the fi gure).

The details of the structure elucidated 

by Song et al. raise several important ques-

tions. Does it correspond to the “native” 

30-nm fiber with fewer nucleosomes per 

turn or to an alternative structure? And does 

unwinding of the fiber involve change to 

internucleosomal interactions? The alternat-

ing stacking suggests the potential for fi ne-

tuning epigenetic marks and array organi-

zation. A prime candidate for this would be 

the interface of the globular domains of the 

linker histone within the tetranucleosomal 

unit. Similarly, the details of the epigenetics 

and the transition to mitotic chromatin are 

poorly understood. These, and related, ques-

tions should ensure that, despite its pur-

ported demise, the 30-nm fiber, in what-

ever form, will continue to be a structure of 

intense interest for biologists. 
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        F
or almost a century, neuroscientists 

have tried to understand how patterns 

of neuronal activity generate behavior. 

Many of the early studies turned to the “sim-

ple” systems of invertebrates in the hope of 

discovering the components of circuits and 

their connections. A striking fi nding was the 

existence of “command neurons” in arthro-

pods and molluscs that produce complex and 

coordinated movements when stimulated ( 1, 

 2). The challenge was then to identify the 

connections between these neurons and other 

neurons important for those behaviors. This 

approach was always limited to examining 

only a few neurons from the tens or hundreds 

of thousands in the animal ( 3). On page 386 

of this issue, Vogelstein et al. ( 4) usher in a 

new era of integrated methods for decipher-

ing how an entire nervous system generates 

behavior.

The nervous systems of even simple 

organisms like the fruit fl y typically com-

prise thousands of densely interconnected 

neurons with a variety of specialized sig-

naling properties. Mapping neural activity 

patterns onto behavior therefore requires 

unambiguous identifi cation and control of 

small, distinct sets of neurons. Moreover, 

the behavioral repertoire itself is complex—

how many different “behaviors” does an 

animal have? Can they be delineated in a 

principled, practical way?

Three new technologies enabled Vogel-

stein et al. to attack these questions in a way 

that was unimaginable only a few years ago. 

Genetic tools ( 5) developed in Drosophila 

melanogaster enable reliable genetic tag-

ging of the same sets of neurons in different 

animals. Optogenetics, in particular light-

activated ion channels ( 6), allow precisely 

timed, noninvasive activation and deactiva-

tion of individual neurons. And advances 

in machine learning algorithms and com-

puter hardware facilitate the daunting 

task of turning thousands of hours of 

video-recorded behavior into a manageable 

data set. What makes the study of Vogel-

stein et al. unique and important is that 

it successfully combines these technolo-

gies to analyze the function of an entire 

nervous system.

Over 1000 different genetic lines of Dro-

sophila were used to target specifi c neurons 

in the larval nervous system. Vogelstein et 

al. then systematically stimulated the iden-

tifi ed neurons and recorded behavioral out-

put, resulting in a large data set. A key step 

in handling the data was to reduce their 

dimension in a way that preserved features 

(such as forward-backward locomotion 

and body curvature) such that they could 

be sorted by an unsupervised classifi cation 

algorithm into distinct classes of behaviors 

(see the fi gure).

Mapping Neural Activation onto 
Behavior in an Entire Animal

NEUROSCIENCE

Timothy O’Leary and Eve Marder   

A combination of technologies reveals which 

neurons constitute circuits for specifi c behav-

iors in Drosophila larvae.

Volen Center and Biology Department, Brandeis University, 
Waltham, MA 02453, USA. E-mail: marder@brandeis.edu

Escape

Drosophila

larva

Neuronal activity Behavior

Back-up

Turn

Neurons and behavior. 
Neural activity induced in 
single cells (left) is associ-
ated with behavioral output 
(right), shown in the color-
coded schematic. In general, 
this relationship is probabi-
listic and not necessarily one-
to-one: Multiple behaviors 
can be associated with activa-
tion of the same neurons and 
multiple neurons can trigger 
the same behavior.

Published by AAAS



www.sciencemag.org    SCIENCE    VOL 344    25 APRIL 2014 373

PERSPECTIVES

Carbon Storage in Basalt

GEOCHEMISTRY

Sigurdur R. Gislason 1 and Eric H. Oelkers 2,  3  

Field projects are beginning to demonstrate the 

potential for carbon storage in basaltic rocks.

        A
ll the carbon in the atmosphere, liv-

ing creatures, and dissolved in the 

oceans is derived from rocks and 

will eventually end up in rocks, the larg-

est carbon reservoir on Earth. The carbon 

moves from one reservoir to another in what 

is called the carbon cycle ( 1). Humans have 

accelerated this cycle by mining and burning 

fossil fuel since the beginning of the indus-

trial revolution, causing rising atmospheric 

carbon dioxide (CO2) concentrations that 

are the main cause of global warming. One 

option for mitigating high levels of global 

warming is to capture CO2 and safely store 

it for thousands of years or longer in subsur-

face rocks. By accelerating carbonate min-

eral formation in these rocks, it is possible to 

rebalance the global carbon cycle, providing 

a long-term carbon storage solution. How-

ever, this approach is both technically chal-

lenging and economically expensive.

Most subsurface carbon storage projects 

to date have injected CO2 into large sedi-

mentary basins. Perhaps the best known of 

these projects is that at Sleipner, west of 

Norway, where about 1 million metric tons 

of CO2 have been injected annually since 

1996 and stored more than 700 m below the 

ocean fl oor in the Utsira sandstone. How-

ever, the transformation of CO2 to carbon-

ate minerals in such systems, referred to as 

mineral trapping, takes tens of thousands of 

years, if it occurs at all (see the fi gure, panel 

A) ( 2). This limitation results from both the 

low reactivity of silicate minerals in sedi-

mentary rocks and a lack of the calcium, 

magnesium, and iron required to make car-

bonate minerals.

An alternative, designed to overcome 

these limitations, is the injection of CO2 into 

reactive basaltic rocks. This approach has 

several advantages. Basalt contains about 

25% by weight of calcium, magnesium, and 

iron oxides ( 3). Basaltic rocks are also far 

more reactive in water than are sedimen-

tary silicate rocks, and the metals contained 

in basalts are therefore readily available to 

combine with injected CO2 to form carbon-

ate minerals ( 3– 5). And basaltic rocks are 

abundant on Earth’s surface; ~10% of the 

continents and much of the ocean fl oor is 

composed of basalt ( 4,  6). Basalt carbon-

ation could therefore become an important 

carbon storage solution. However, one chal-

lenge to storing carbon in both sedimentary 

and basaltic rocks is the buoyancy of CO2, 

which could cause it to rise toward Earth’s 

surface through pores and fractures, eventu-

ally escaping back to the atmosphere.

Two ongoing fi eld injection projects are 

assessing the feasibility of carbon storage 

in basalts: the CarbFix project in southwest 

Iceland ( 4,  7), where carbon injection started 

1Institute of Earth Sciences, University of Iceland, Sturlugata 
7 Reykjavík, 101 Iceland. 2GET-UMR 5563 CNRS, Univer-
site Paul-Sabatier IRD, 14, Avenue Edouard Belin, Toulouse, 
31400 France. 3Earth Sciences, University College London, 
WC1E 6BT London, UK. E-mail: sigrg@hi.is; eric.oelkers@
get.obs-mip.fr

The advantage of unsupervised learning 

is that one does not require training exam-

ples (usually human-curated), which can 

be time consuming to generate and may be 

subject to human bias or error. Instead, such 

algorithms fi nd inherent structures or clus-

ters in the data, which can be interpreted as 

meaningful (e.g., distinct behavioral states). 

A potential disadvantage is that although 

such learning algorithms do not have human 

bias, they necessarily contain bias in their 

underlying assumptions and parameters. 

Vogelstein et al. carefully validated their 

analysis post-hoc, fi nding several identifi -

able behaviors including turning, escaping, 

and backing up.

Interestingly, repeated stimulation of 

the same neurons on different trials did not 

always elicit the same behavior. For exam-

ple, in single animals, the activation of a 

neuron produced “left-right-avoid” in some 

trials and “straight escape” behaviors in oth-

ers. Similarly, an identifi ed neuron-behavior 

relation did not always hold between ani-

mals. Specifi c neurons sometimes evoked 

turning whereas in other animals they 

evoked reversal of motion. In general, the 

relationships between neural activation and 

behavior were best characterized as probabi-

listic rather than deterministic. Aside from 

noise, two generic features of nervous sys-

tems can explain this. One aspect is that the 

effect of an input, or activation of a neuron 

or circuit, is often state-dependent—in other 

words, what the rest of the circuit is doing 

can determine the effect of a repeated activ-

ity perturbation in a subset of neurons. The 

other feature is that all nervous systems—

even those with genetically identifi able neu-

rons—are unique to each individual due to 

phenotypic variability and environmental 

fl uctuations.

One limitation of the approach taken by 

Vogelstein et al. is that strong, stereotyped 

stimulation of single neurons is not likely to 

mimic in vivo activity patterns, nor does it 

capture the coordinated activation of mul-

tiple neurons and the relative strengths and 

timings of their activation. As a consequence, 

the data in this study provide a fabulous start-

ing point for understanding which neurons 

are likely to participate in the circuits for one 

or many behaviors. But truly understanding 

how these circuits work will require the mar-

riage of these new approaches with a wiring 

diagram, or so-called “connectome” ( 7), as 

well as characterizing relevant physiological 

properties of the neurons themselves. This 

will then allow the manipulation of multiple 

circuit elements to test specifi c ideas about 

how these circuits work.

Vogelstein et al. have thus achieved a 

technical, multidisciplinary tour de force 

that will provide a rich source of research 

questions. The next big challenge is devel-

oping coherent theory to make sense of the 

data. Machine learning and computational 

models are likely to be important in this 

endeavor, pointing to a growing and intrigu-

ing symbiosis between computational and 

experimental neuroscience, both for data 

analysis and theory development. 
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in January 2012, and the Big Sky Carbon 
Sequestration Partnership (BSCP) in the 
northwest United States near Wallula, Wash-
ington, where injection started in July 2013 
( 8,  9). A major difference between these two 
projects is the method through which the 
CO2 is injected. In the BSCP project, pure 
CO2 is injected as a separate buoyant phase 
into a porous basaltic layer at more than 
800-m depth; it is anticipated that the pres-
ence of an impermeable layer will keep the 
CO2 from escaping back to the surface. In 
the CarbFix project, CO2 is released as small 
bubbles at 350-m depth into down-fl owing 
water within the injection well. The CO2 
bubbles dissolve in the water before it enters 
the rock. Once dissolved in water, CO2 is no 
longer buoyant, and the CO2-charged water 
accelerates metal release from basalt and 
formation of solid carbonate minerals. Once 
stored as a mineral, the CO2 is immobilized 
for geological time scales. More than 80% of 
CO2 injected into the CarbFix injection site 
was carbonated within a year at 20° to 50°C 
and 500- to 800-m depth [( 10,  11); see the 
fi gure, panel B]. This result suggests that the 

CarbFix method can change the time scale 
of mineral carbon trapping considerably.

The CarbFix method requires substantial 
water; only 5% of the injected mass is CO2. 
Porous basalts near the continental mar-
gins have huge storage capacities adjacent 
to nearly unlimited supplies of seawater. 
On the continents, the water present in the 
target storage formation can be pumped up 
and used to dissolve CO2 during the injec-
tion. Although the pumping of water from 
the subsurface may increase costs, water 
pumping is also necessary during the later 
stages of pure CO2 injection into sedimen-
tary basins, when a large portion of the pore 
space has been fi lled with CO2.

A major challenge to all carbon capture 
and storage projects is the cost. The esti-
mated cost of storing and transporting a 
ton of CO2 at maximum reservoir exploita-
tion at the CarbFix site via dissolved water 
injection is about $17 ( 12); this cost is about 
twice that of geologic storage via direct 
CO2 injection at the BSCP site and in typi-
cal sedimentary basins ( 9,  12,  13), but offers 
enhanced security because CO2 dissolved in 

water is not buoyant. However, the cost of 
carbon capture and storage is dominated by 
capture and gas separation, which costs $55 
to $112/ton CO2 ( 13). In contrast, the cur-
rent price for a ton of CO2 emission at the 
European Union Emission Trading Scheme, 
the world’s largest carbon market, is about 
$7/ton CO2. Until either market forces or 
taxes result in a higher price on carbon emis-
sion, there is no fi nancial incentive for car-
bon capture and storage using any of these 
technologies.

Carbon storage via basaltic rock car-
bonation is still in its infancy, but if it can 
be scaled up, it may provide a more secure 
alternative to the injection of pure CO2 into 
sedimentary basins. Natural analogs have 
shown that up to 70 kg of CO2 can be stored 
in a cubic meter of basaltic rock ( 14). This 
means that the storage potential of all the 
ocean ridges is an order of magnitude larger 
than the estimated CO2 emissions stem-
ming from burning all fossil fuel resources 
on Earth. How much of this storage poten-
tial will be of practical use in the future may 
depend more on political will and economic 
realities than on scientifi c efforts. 
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Carbon storage in sedimentary basins and basaltic rocks. (A) Carbon storage in sedimentary basins pro-
ceeds via the injection of pure CO2 into porous sedimentary rocks. Ideally this CO2 is trapped below an imper-
meable cap rock. Eventually some of this CO2 becomes stuck in small pores, limiting its mobility (structural 
and residual trapping) ( 15). Over time, CO2 dissolves in the formation water (solubility trapping). Some of this 
dissolved CO2 reacts to form stable carbonate minerals (mineral trapping). As one progresses from structural 
to mineral trapping, the CO2 becomes more immobile and thus the storage more secure, though this process 
can take thousands of years or more ( 15). (B) In the CarbFix method, CO2 is dissolved into water during its 
injection into porous basaltic rocks. No cap rock is required because the dissolved CO2 is not buoyant and 
does not migrate back to the surface. Solubility trapping occurs immediately, and the bulk of the carbon is 
trapped in minerals within 1 year ( 10,  11).
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HAVANA, CUBA—In an elegant meeting room 

of the 84-year-old Hotel Nacional, where mob-

sters and movie stars once rubbed shoulders 

with intellectuals and heads of state, the lead-

ers of AAAS and the Cuban Academy of 

Sciences this month signed a landmark agree-

ment to advance scientific cooperation by 

Cuban and U.S. scientists in key areas of 

mutual interest to both countries.

The signing of the memorandum of under-

standing followed 2 days of meetings between 

a AAAS-organized group and a broad assort-

ment of scientists and physicians across 

Havana. The group also met with the Chief 

of Mission of the U.S. Interests Section there, 

who expressed his support for the visit.

“This trip was a wonderful opportunity 

to reinvigorate the long-standing friendship 

between U.S. and Cuban scientists and to form 

a specifi c plan of action,” said AAAS President 

Gerald Fink, who is also a professor of biology 

at the Whitehead Institute at MIT.

The memorandum identifi es four areas in 

the life sciences where AAAS and the Cuban 

Academy of Sciences will seek opportunities 

for sustained cooperation: emerging infectious 

diseases, brain disorders, cancer, and antimi-

crobial drug resistance.

Merely 45 minutes from Miami by plane, 

Cuba is a natural choice for scientifi c partner-

ships with the United States. The country has 

committed a large amount of its resources to its 

scientifi c, medical, and public health systems, 

including a hardy biotechnology industry that 

exports a number of vaccines, antibody-based 

drugs, and other biomedical technologies. 

While greater longevity is typically associ-

ated with wealthier populations, life expectancy 

in Cuba rivals that in the United States. “Cuban 

people live as poor people but die as rich peo-

ple,” said Luís Herrera Martínez, director gen-

eral of the Center for Genetic Engineering and 

Biotechnology in Havana. Cuba could thus be 

fertile ground for research on aging populations 

and the diseases that affect them, such as cancer 

or age-related neurodegenerative diseases.

The Cubans are also well positioned to 

detect emerging infectious diseases of concern 

to the United States, such as dengue and chikun-

gunya, serious mosquito-borne viral diseases for 

which no vaccines exist. Offi cials at the Herma-

nos Ameijeiras hospital in Havana told the U.S. 

group that Cuba has already implemented sur-

veillance measures for chikungunya, which has 

just turned up in the Caribbean in recent months. 

The virus is spreading rapidly in the region, rais-

ing fears among U.S. public health experts that it 

may soon make an appearance in the U.S.

The obstacles to scientific collaboration 

are formidable, however. The Cuban econ-

omy, which crashed after the dissolution of the 

Soviet Union, is still faltering despite modest 

economic reforms in recent years. And, in addi-

tion to blocking U.S. federal research fund-

ing from reaching Cuban scientists, the U.S. 

embargo has imposed other constraints on the 

scientifi c enterprise. Throughout the visit, sev-

eral researchers voiced frustration that U.S. 

researchers could not attend most of the scien-

tifi c meetings that take place in Cuba.

While the effects of the diplomatic impasse 

between Cuba and the United States largely 

will require political solutions, the agreement 

between AAAS and the Cuban Academy of 

Sciences signals a joint desire for scientifi c 

cooperation to move forward.

“In spite of existing political differences, sci-

entists can always get together and talk. With this 

signing, we are providing support for communi-

ties dealing with very similar problems,” said Ser-

gio Jorge Pastrana, foreign secretary and execu-

tive director of the Cuban Academy of Sciences. 

The AAAS group included Alan I. Leshner, 

chief executive offi cer of AAAS and executive 

publisher of Science; Peter Agre, Nobel laureate 

and past president of AAAS; Vaughan Turekian, 

AAAS’ chief international offi cer; and several 

other scientists and policy experts.

–KATHY WREN 

SCIENCE DIPLOMACY

AAAS Signs Historic Agreement 
with Cuban Academy of Sciences

Partners in science. At the Cuban Academy of 
Sciences headquarters, Alan I. Leshner, Gerald 
Fink, Ismael Clark Arxer, president of the CAS, 
and Sergio Jorge Pastrana stand before a sculp-
ture of the famous Cuban scientist Carlos Finlay. 

(Above) A street scene outside Havana.
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Cryo-EM Study of the Chromatin Fiber
Reveals a Double Helix Twisted by
Tetranucleosomal Units
Feng Song,1,2* Ping Chen,1* Dapeng Sun,1,2 Mingzhu Wang,1 Liping Dong,1,2 Dan Liang,1,2

Rui-Ming Xu,1 Ping Zhu,1† Guohong Li1†

The hierarchical packaging of eukaryotic chromatin plays a central role in transcriptional regulation and
other DNA-related biological processes. Here, we report the 11-angstrom–resolution cryogenic electron
microscopy (cryo-EM) structures of 30-nanometer chromatin fibers reconstituted in the presence of
linker histone H1 and with different nucleosome repeat lengths. The structures show a histone
H1-dependent left-handed twist of the repeating tetranucleosomal structural units, within which the
four nucleosomes zigzag back and forth with a straight linker DNA. The asymmetric binding and
the location of histone H1 in chromatin play a role in the formation of the 30-nanometer fiber. Our
results provide mechanistic insights into how nucleosomes compact into higher-order chromatin fibers.

Understanding the structure of chromatin
is key to illuminating the functions of
chromatin dynamics in epigenetic regu-

lation of gene expression. The structure of the
native 30-nm chromatin fiber in nuclei or isolated
from nuclei is a regular helix of nucleosomes with
a diameter of about 30 nm and a packing density
of about 6 to 7 nucleosomes per 11 nm (1–7).
Nucleosomes can be arranged either linearly in
a one-start solenoid-type helix with bent linker
DNA or zigzag back and forth in a two-start stack
of nucleosomes connected by a relatively straight
DNA linker (7–9). The latter class can be further
divided into the helical ribbon model and the
twisted crossed-linker model by the different ori-
entation angles between the linker DNA and fiber
axes (8–10). The manner by which nucleosome
core particles (NCPs) interact with each other in a
beads-on-a-string nucleosomal array to form a
condensed 30-nm chromatin fiber remains unre-
solved (11). The irregular native chromatin fiber
cannot readily form a homogeneous structure suit-
able for high-resolution structural analyses. The
problem has been partially addressed by recon-
stituting chromatin fibers in vitro on regular tan-
dem repeats of unique nucleosome-positioning
DNA sequences with purified histone proteins
(12, 13). Fibers reconstituted in the presence of
histone H5 with different nucleosome repeat
lengths (NRLs) showed similar structures and
could fit the one-start interdigitated solenoid struc-
ture (14). Chromatin fiber with two-start zigzag
conformation was also observed on long recon-
stituted nucleosome arrays (15). The x-ray crystal
structure of a tetranucleosome with a 20–base

pair (bp) linker DNA and without linker histones
reveals two stacks of nucleosomes connected by
straight linker DNA (16); however, a tetranucleo-
somal array is too short to form a solenoid struc-
ture. Linker histones, which are present at close
to one molecule per nucleosome in the majority
of eukaryotic organisms, have been considered to
be essential for 30-nm chromatin fiber formation
(17–20), but their precise location and exact roles
in the organization of the higher-order structure
still remain to be determined.

Cryo-EM Reconstruction of 30-nm
Chromatin Fibers
We have determined, at about 11 Å resolution, a
three-dimensional (3D) cryogenic electron mi-
croscopy (cryo-EM) structure of 30-nm chroma-
tin fibers reconstituted in vitro on the 12 tandem
repeats of 187-bp and 177-bp (12 × 187 bp and
12 × 177 bp) 601 DNA sequence with recombi-
nant Xenopus laevis canonical histones lacking
post-translational modifications (Fig. 1). The re-
constituted 30-nm fibers are in a compact form in
the presence of histone H1 with stoichiometry
about one H1 per nucleosome under low-salt
conditions (fig. S1). The reconstituted chromatin
fibers were fixed by 0.2% glutaraldehyde before
cryo-EM analysis and displayed as homogeneous-
ly compacted particles in the representative field
views of the cryo-EM images (Fig. 1A). About
31,000 particles of 12 × 187 bp and 25,000 par-
ticles of 12 × 177 bp 30-nm fibers were visually
screened and subjected to 2D classification and
3D reconstruction, beginning with an initial
model of a featureless Gaussian blob (fig. S2A).
The Euler angle distribution indicates that the
particles used in our 3D reconstruction have no
preferred orientation (fig. S2B). Some selected
unsupervised 2D classification averages (Fig. 1A,
right) agree well with the raw particles, as indi-
cated by the white box in the micrograph (Fig.
1A, left). The 3D cryo-EM map defines the spa-

tial location of all individual nucleosomes and the
path of linker DNA in the 30-nm fiber (Fig. 1, B
and C, and movie S1). The overall structure of
the dodecanucleosomal 30-nm fiber comprises
three tetranucleosomal structural units, which are
twisted against each other with linker DNA ex-
tended straight to form a two-start helix (Fig. 1, B
and D). This disposition can also be deduced from
the particularly oriented reference-free average,
in which obvious densities connect two adjacent
nucleosomes (Fig. 1A, right, white dashed brackets
indicated). The four nucleosomes within the
structural unit zigzag back and forth to form two
stacks of two nucleosome cores (Fig. 1D), which
is consistent with the previous observations that
deoxyribonuclease I digestion of nuclei produces
dinucleosomal periodicity patterns (21). Accord-
ing to the previously proposed zigzag two-start
helix model, the diameter of the chromatin fiber
could be increased accordingly with the length of
DNA crossing back and forth between the two-
start helix (8–10). To analyze how the variations
in NRLs affect the overall structure of the result-
ing fibers, we compared the 3D cryo-EM structures
of 30-nm fibers reconstituted with two differ-
ent NRLs, that is, 12 × 187 bp and 12 × 177 bp
601DNA sequences (Fig. 1C and fig. S2). The two
30-nm fibers with 177-bp NRL and 187-bp NRL
display a very similar overall stacking mode of
nucleosomes with the connected linker DNAs ex-
tended and straight. An increase of 10 bp of NRL
does not affect the overall structure and organi-
zation of the reconstituted chromatin fiber, but
the increase does change the fiber dimension
(diameter × height) from about 27.2 × 28.7 nm
for 177-bp repeats to about 29.9 × 27.0 nm for
187-bp repeats (Fig. 1C), which is consistent
with a basic zigzag two-start helixmodel. Overall,
our cryo-EM structure shows that the 30-nm chro-
matin fiber follows a path that is basically com-
patible with a zigzag two-start helix (Fig. 1D),
although the fine details of the structure are dis-
tinct from the originally proposed model.

Tetranucleosomal Unit with a Two-Start
Zigzag Conformation
Within the tetranucleosomal structural unit of the
30-nm fiber, two stacks of two nucleosome cores
are connected by straight linker DNA (Fig. 2A
and fig. S3C). The two nucleosomes in each
stack directly contact head to head through their
octamer surfaces. For the structural unit with a
187-bp NRL, the two stacked nucleosome cores
are separated center to center by 53.6 Åwith each
superhelical axis and dyad axis angled at 11.8°
and 16.5°, respectively (Fig. 2A, left). In the in-
terface between the cores, a bulk density is present
at the junction of the adjacent H2A-H2B dimer,
indicating a strong interaction between the H2B-
helix a1/aC and the adjacent H2A-helix a2 (Fig.
2B). As described in the x-ray structure of the
tetranucleosome, this strong interacting interface
does not allow the internucleosomal interaction
between the positive N terminus of histone H4
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(amino acids 16 to 26) and the acidic patch of the
H2A-H2B dimer observed in the nucleosome
core-particle structure (16). The H2B-a3/aC inter-
nucleosomal four-helix bundle might be involved
in the compaction and stabilization of chromatin
fiber (22), which was not observed in our cryo-
EMmap of reconstituted chromatin fiber, presum-
ably because of the interaction of DNA involved
in chromatin reconstitutions.

The two dinucleosomal stacks are separated
by 196 Å center to center and are rotated 54.5°
left-handed with respect to their stack axes (the
axis passing through the centers of the two nu-
cleosomes in each stack) for the 187-bp NRL
(Fig. 2A, right). We docked the x-ray atomic struc-
ture of the 167-bp NRL in the absence of linker
histone (16) into the EM density map of our
tetranucleosomal structural units with 187- and
177-bp NRLs, respectively (Fig. 2B and fig.
S3C). The structures for each stack of two nu-
cleosomes fit very well with our cryo-EMmap in
both cases. However, the distance and rotation
between the two stacks are quite different, which
may be caused by the presence of histone H1
or the different NRLs used. The two stacks are
separated by 146.1 Å for the tetranucleosome
with the 167-bp NRL used for x-ray investiga-
tion, compared with 167 Å for the 177-bp NRL
(fig. S3C) and 196Å for the 187-bpNRL (Fig. 2A)
in this study, confirming that the fiber diameters
change accordingly to the lengths of the NRLs.
In addition, the rotation between the two stacks in
the x-ray structure is left-handed by 71.3°, com-
pared with 63.7° for the 177-bp NRL and 54.5°

for the 187-bp NRL in our cryo-EM structure
(Fig. 2 and fig. S3). If we only consider the in-
trinsic property of the difference in NRLs, each
10-bp increment in linker DNA should increase
the length of DNA by 3.4 nm and change the
twist between adjacent nucleosomes by−17 based
on the DNA twist of 10.5 bp per turn, suggest-
ing that the presence of H1 may impose addi-
tional effects on the specific distance and the
rotation of the two stacks in our cryo-EM struc-
ture (Fig. 3A). The defined location of H1 in each
nucleosome, as indicated in Fig. 3B, reveals that
the direct interaction of H1 with both the dyad
and the entering and exiting DNA in the NCPs
may alter the angle of the entry-exit DNA and
constrain the linker length and rotation angle be-
tween the stacks.

Twist and Interactions Between
Tetranucleosomal Units
For the dodecanucleosomal 30-nm chromatin
fiber, we define three structural units as unit 1 for
nucleosomes N1 to N4, unit 2 for N5 to N8, and
unit 3 for N9 to N12. The rotation angles and the
separation distances between units 1 and 2 and
between units 2 and 3 are slightly different, which
may be a result of the end effect of the dode-
canucleosomal chromatin fiber. In the cryo-EM
structure of the 30-nm fiber with the 187-bp NRL,
units 1 and 2 are related by a 48.9° rotation around
the fiber axis and a 72.2 Å translation along the
axis, whereas a 52.9° rotation and a 68.8 Å trans-
lation were observed for units 2 and 3. Here, the
fiber axis is defined as the axis bisecting the angle

between the two stack axes and orthogonally
intersecting the axis connecting the centers of the
two stacks in each structural unit. The internu-
cleosomal interactions between the structural
units are different from that observed within the
tetranucleosomal units. The internucleosomal in-
terface between the structural units displays rela-
tively strong density where the N terminus of H4
meets the adjacent H2A-H2B dimer (Fig. 3C),
which indicates that the internucleosomal inter-
actions between the positively charged residues
of the H4 N-terminal tail (residues 16 to 23) and
the acidic patch of the H2A-H2B dimer may ac-
count for the twist between the tetranucleosomal
units. The interactions within this regionwere not
observed in the previous x-ray tetranucleosome
structure (16), but these interactions have been
reported to be crucial for the formation of the
30-nm chromatin fibers (15, 23). We generated
a series of single mutants in the H4 N-terminal
tail, including H4 Lys16→Ala16 (K16A), H4R17A
(R, Arg), H4R19A, H4K20A, and H4R23A, to
examine the functions of these residues in chro-
matin folding in the presence of histone H1 (fig.
S4). Sedimentation velocity in conjunction with
van Holde–Weischet analysis was used to iden-
tify the structural changes in the chromatin fibers.
The 30-nm chromatin fibers containing H4K16A,
H4R17A, H4R19A, or H4K20A showed very sim-
ilar distributions of sedimentation coefficients in
comparison with those of the wild-type fibers
with a Save of 46.6S T 1.7S (where Save is defined
as the sedimentation coefficient at the boundary
fraction equal to 50%). However, the chromatin

Fig. 1. Cryo-EM reconstruction of 30-nm chromatin fibers. (A) A rep-
resentative cryo-EMmicrograph of 30-nm chromatin fibers reconstituted on 12 ×
187 bp DNA. Scale bars indicate 50 nm. Four selected unsupervised classification
generated averages are shown in the right images, which are in good agreement
with the raw particles indicated by white boxes in the micrograph. (B) The overall
3D cryo-EM map of the 30-nm chromatin fibers reconstituted on 12 × 187 bp

DNA with the three tetranucleosomal structural units highlighted by different
colors and viewed from two angles. (C) A comparison of the overall structure of
30-nm chromatin fibers reconstituted on 12 × 187 bp and 12 × 177 bp DNA,
viewed from two angles with the fiber dimensions directly labeled and their
straight linker DNA highlighted. (D) A schematic representation of the cryo-EM
structure of 30-nm chromatin fibers as shown in (B).
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fibers containing H4R23A shifted the sedimen-
tation coefficient distribution to a Save of 50.8S
(fig. S4, B and C), which indicated that the chro-

matin containing H4R23A could still fold into a
compact structure but that the mutant H4R23A
might alter the chromatin folding mode. Cryo-

EM images and the corresponding reference-free
class averages of theH4R23A30-nm fibers showed
that the particles appeared much more frequently
as two parallel stacks of nucleosomes than the
wild-type fibers and with more blurred averages
(Fig. 3, D and E). The results suggest that the
mutant H4R23A changes the internucleosomal
interactions between the structural units andmakes
it difficult for the tetranucleosomal units to twist
stably against each other to form a helical structure.

The Asymmetric Location and Self-Association
of Histone H1 in Chromatin Fiber
The incorporation of histone H1 plays a funda-
mental role in determining the higher-order struc-
ture of the 30-nm chromatin fiber. As shown in
Fig. 3A and figs. S1 and S5A, histone H1 in the
30-nm fibers exhibit a proper 1:1 stoichiometric
association with the nucleosome cores. The well-
defined locations of the 12 histone H1 molecules
in the dodecanucleosomal 30-nm fiber can be
visualized in our cryo-EM structure (Fig. 3A, fig.
S5A, and movie S2). In each nucleosome core,
histone H1 directly interacts with both the dyad
and the entering and exiting linker DNA (Fig.
3B), which determines the trajectory of the entry
or exit linker DNA segments in nucleosomes and
stabilizes the fiber. This interaction mode of
histone H1 with the nucleosome core has been
proposed previously (20, 24–26). In addition, an

Fig. 3. The interactions between the tetranucleosomal units within the
30-nm fibers. (A) The tetranucleosomal units are twisted against each other
to form 30-nm fibers. The locations of H1 are highlighted by colors. (B) The
asymmetric location of H1 in the nucleosome core as viewed from two angles.
The mononucleosome N1 segmented from the 12 × 187 bp map (A) with
linker DNA density at both entry and exit regions is fitted with an atomic
structure of the mononucleosome with an arbitrary length of linker DNA
extracted from the tetranucleosome structure (PDB 1ZBB). The presumptive
histone H1 is highlighted in green. The H3 tails in the x-ray structure are

colored in magenta to locate their relative positions to H1. (C) Detail of the
strong density where the N terminus of H4 meets the adjacent H2A-H2B
dimer. (D and E) A comparison of the cryo-EM images of the particles and their
related unsupervised classification generated averages for 30-nm chromatin
fibers reconstituted with wild-type (wt)–H4 (D) and H4R23A (E), respec-
tively. A subset of the wt-H4 12 × 177 bp data with the same particle number,
2664, as that of the H4R23A 12 × 177 data set were randomly picked from the
entire data set and subjected to an independent unsupervised 2D classification
for comparison. Scale bars, 30 nm.

Fig. 2. The structure of a tetranucleosomal unit with the 187-bp NRL. (A) The segmented density
map for the tetranucleosomal unit in the 30-nm chromatin fibers reconstituted on 12 × 187 bp DNA,
shown with the atomic structure of DNA from a docked mononucleosome crystal structure (PDB 1AOI) and
modeled presumptive linker DNA and viewed from two angles. Different axes are highlighted by colors,
including nucleosome core dyad (green), nucleosome superhelix axes (red), and stack axes (pink). (B) A
comparison of the 3D cryo-EM map (gray) with the x-ray structure (PDB 1ZBB, pink) of the tetranu-
cleosome (16). The strong density where the adjacent H2A-H2B dimer meets is magnified and highlighted
in the interface between the nucleosome cores within each stack.
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apparent off-axis location of the globular domain
of histone H1 not only in a mononucleosome
(Fig. 3B) but also in a tetranucleosomal unit (Fig.
3A, fig. S5A, and movie S2) can be observed in
our cryo-EM structure, and this domain localiza-
tion plays a critical role in the formation of a twist
between tetranucleosomal units. The asymmetric
location of H1 inmononucleosomes results in the
discrimination between different sides of a nu-
cleosome, similar to a coin; we define the “head”
as the side of nucleosome with the small portion
of H1 and the “tail” as the side with the large por-
tion of H1. The head-to-head nucleosomal inter-
action in each stack within each tetranucleosomal
unit only permits the tail-to-tail nucleosomal in-
teractions between tetranucleosomal units for fur-
ther stacking and twisting of the chromatin fiber
(Fig. 3A). The self-association of H1 had been re-
ported to play an important role in the organization
and stabilization of the 30-nm chromatin fiber
(27). Our cryo-EM structure also revealed a pre-
viously unknown arrangement of histone H1mol-
ecules in the reconstituted 30-nm chromatin fiber,
in which only the large portions of H1 (most likely
its global domain) on the tail side of nucleosomes
can interact directly with each other and impart an
additional twist between each structural unit (Fig.
3A and fig. S5A). The specific asymmetric bind-
ing and location of histone H1 in both mononu-
cleosome and tetranucleosomal units determine
the formation of the double-helical 30-nm fiber
with a spiral twist of tetranucleosomal units. To
further explore the interactions between histone
H1 and nucleosomal DNAs, we extracted the den-
sities of individual mononucleosomes with the
presumptive H1 from the reconstructed map of
the dodecanucleosomal chromatin fiber and av-
eraged them on a 3D level (for details, see mate-

rials and methods). Guided by a rigid-body fitting,
we found that the crystal structure ofGallus gallus
histone H5 globular domain (gH5) [Protein Data
Bank (PDB) code 1HST] can be docked well into
a region, which is a part of the presumptive H1
density, in the averaged H1-containing mono-
nucleosomal EM density map (fig. S5B). This
region, most likely the globular domain of human
histone H1.4 used in this study, interacts with the
nucleosomal entry, exit, and dyad DNAs in a
three-contact mode (fig. S5B, red dots), in agree-
ment with the computational analysis of gH5 (28)
and the mapping of histone H1.5-nucleosome
interactions (24). Extra densities that cannot be
assigned to the globular domain of H1 are pre-
sumably contributed by the N- and C-termini of
H1 (fig. S5B, blue lines and black stars indicated)
and/or partially contributed by the N-termini of
histone H3 (Fig. 3B and fig. S5B, magenta tail),
which was previously shown to contribute to
chromatin folding (29).

Structural Model for Chromatin Fibers
Our 3D cryo-EM structure of the 30-nm chro-
matin fiber allows construction of a fine struc-
tural model for 30-nm fibers in the presence of
histone H1 (Fig. 4). To evaluate the possible end
effects of the relatively short 12 tandem repeats of
nucleosomes, we reconstituted the 30-nm fibers
with 24 repeats of 177-bp (24 × 177 bp) 601DNA
template and acquired the 3D cryo-EM structure at
~25 Å resolution (Fig. 4A, fig. S6, andmovie S3).
Two copies of 12 × 177 bp chromatin density map
can be docked into the map of 24 × 177 bp
chromatin without further modification (Fig. 4B).
In addition, the interactions between the intra-
and interunits in the 24 × 177 bp chromatin are
well maintained compared with the 12 × 177 bp

chromatin model (fig. S6E). We then built the
model of 30-nm chromatin by directly stacking
the cryo-EM structure of dodecanucleosomal
30-nm fibers on top of each other to form a con-
tinuous fiber. The resulting direct model reveals
that the chromatin fiber is exhibited as a left-
handed double helical structure twisted by tetra-
nucleosomal units (Fig. 4C). The 30-nm fiber
with the 187-bp NRL contains 7.07 tetranucleo-
somal units (28.3 nucleosomes) per turn in a pe-
riod of 49.9 nm, yielding a nucleosome packing
density of about 6.2 nucleosomes per 11 nm; this
density is very similar to the measured values
for mass per unit length of the chromatin fiber
(4, 30). To examine the effects of the previously
indicated slight difference in rotation and separa-
tion between different units in the 30-nm fiber of
dodecanucleosomes in the model construction,
we also built two other models with a repeat stack-
ing of units 1 and 2 or units 2 and 3, respectively
(fig. S7, A and B). These two alternative models
show a high resilience to the double-helical twist
model formed from the direct stacking of dodeca-
nucleosomes, except for slight changes in the pack-
ing density of nucleosomes that were identified
as 6.1 nucleosomes per 11 nm for the model built
by units 1 and 2 and 6.4 nucleosomes per 11 nm
for the model built by units 2 and 3 (Fig. 4C and
fig. S7).

Conclusions
The existence of 30-nm fibers in nuclei still re-
mains to be elucidated, whereas the structure of
chromatin fiber must be variable in vivo because
of its highly dynamic and heterogeneous proper-
ty with intrinsic compositions, such as different
NRLs, linker histones, histone and DNA mod-
ifications, and histone variants. Although our 3D
cryo-EM structures for the reconstituted 30-nm
chromatin fiber show basically a two-start zigzag
configuration for nucleosome arrangement, other
forms of chromatin structures may exist in differ-
ent conditions, for example, the one-start solenoid
structure in the presence of H5 and magnesium
with longer NRLs as suggested previously (14, 31).
Nevertheless, the formation of the double-helical
structure of the reconstituted canonical 30-nm fi-
bers using the 177-bp and 187-bp NRLs in the
presence of H1 under a low-salt condition is ba-
sically driven by their intrinsic biophysical and
biochemical properties; thus, the fundamental prin-
ciples may also be applicable in vivo. Histone
modifications and histone variants may also play
important roles in the regulation of higher-order
chromatin structure via modulating the internu-
cleosomal surface interactions between tetranu-
cleosomal units.
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Genome Sequence of the Tsetse
Fly (Glossina morsitans): Vector of
African Trypanosomiasis
International Glossina Genome Initiative*†

Tsetse flies are the sole vectors of human African trypanosomiasis throughout sub-Saharan Africa.
Both sexes of adult tsetse feed exclusively on blood and contribute to disease transmission. Notable
differences between tsetse and other disease vectors include obligate microbial symbioses, viviparous
reproduction, and lactation. Here, we describe the sequence and annotation of the 366-megabase
Glossina morsitans morsitans genome. Analysis of the genome and the 12,308 predicted
protein–encoding genes led to multiple discoveries, including chromosomal integrations of bacterial
(Wolbachia) genome sequences, a family of lactation-specific proteins, reduced complement of
host pathogen recognition proteins, and reduced olfaction/chemosensory associated genes. These
genome data provide a foundation for research into trypanosomiasis prevention and yield important
insights with broad implications for multiple aspects of tsetse biology.

African trypanosomiasis is transmitted by
the tsetse fly to humans (sleeping sick-
ness) and livestock (nagana) throughout

sub-Saharan Africa, with an estimated 70 million
people at risk of infection. Rearing livestock in
endemic areas is difficult to impossible and re-
sults in an economic loss in agricultural output of
several billion U.S. dollars per year. Human in-
fections are fatal if untreated, but tools for disease
control are limited because it has not been pos-
sible to develop vaccines and current trypanocidal
drug treatments result in undesirable side effects
with growing reports of drug resistance. The re-
duction or elimination of tsetse populations is an
effective method for disease control that could be

improved with greater knowledge of their biol-
ogy and genetics (1).

Tsetse flies are key representatives of the
dipteran clade Calyptratae, which represents 12%
of the known diversity within the dipteran order.
Many of the calyptrate species are blood feeders
of biomedical importance (2). In addition, mem-
bers of the calyptrate family of Glossinidae and
superfamily Hippoboscoidea, to which tsetse be-
long (fig. S1) (3), are defined by the ability to
nourish intrauterine offspring from glandular se-
cretions and give birth to fully developed larvae
(obligate adenotrophic viviparity). Tsetse flies live
considerably longer than other vector insects,which
somewhat compensates for their slow rate of repro-
duction. Trypanosome infections in tsetse are ac-
quired by blood feeding from an infected vertebrate
host, and trypanosomes have to overcomemultiple
immune barriers to establish an infection within
the fly. As a result, trypanosome infection prev-
alence is low in field populations and in experi-

mentally infected tsetse (4). Tsetse have symbionts
that compensate for their nutritionally restricted
diet by the production of specific metabolites and
influence multiple other aspects of the fly’s im-
mune and reproductive physiology (5).

In 2004, the International Glossina Genome
Initiative (IGGI) was formed (6) to expand re-
search capacity for Glossina, particularly in sub-
Saharan Africa, through the generation and
distribution of molecular resources, including bio-
informatics training. An outcome of the effort
undertaken by IGGI is the annotated Glossina
morsitans genome presented here and further
developed in satellite papers on genomic and
functional biology findings that reflect the unique
physiology of this disease vector (7–14).

Characteristics of the Glossina Genome
A combination of sequencingmethods were used
to obtain theGlossina morsitans morsitans (Gmm)
genome, including Sanger sequencing of bacte-
rial artificial chromosomes (BACs), small-insert
plasmid and large-insert fosmid libraries, and 454
and Illumina sequencing (tables S1 and S2). The
sequences were assembled into 13,807 scaffolds
of up to 25.4 Mb, with a mean size of 27 kb and
half the genome present in scaffolds of at least
120 kb. The 366-Mb genome is more than twice
the size of the Drosophila melanogaster genome
(fig. S2A and table S3). Clear conservation of
synteny was detected betweenGlossina andDro-
sophila, but with the blocks of synteny tending
to be twice as large in Glossina due to larger in-
trons and an increase in the size of intergenic
sequences, possibly as a result of transposon
activity and/or repetitive sequence expansions.
Sequences from most of the major groups of
retrotransposons andDNA transposons are found
in the Glossina genome (table S4). These se-
quences comprise ~14% of the assembled ge-
nome, in contrast to 3.8% of the Drosophila

*Members of the International Glossina Genome Initiative,
affiliations, and individual contributions appear at the end of
this paper.
†Corresponding author. E-mail: serap.aksoy@yale.edu
(Serap Aksoy); geoffrey.attardo@yale.edu (G.M.A.); mb4@
sanger.ac.uk (M.B.)
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euchromatic genome (15). TheGlossina genome
is estimated to contain 12,308 protein-encoding
genes based on automated and manual annota-
tions. Although this number is fewer than Dro-
sophila, the average gene size in Glossina is
almost double that of Drosophila (fig. S2B).
The number of exons and their average size is
roughly equivalent in both fly species (fig. S2C),
but the average intron size inGlossina appears to
be roughly twice that of Drosophila (fig. S2D).

Orthologous clusters of proteins were gener-
ated by comparing the predictedGlossina protein
sequences to five other complete Dipteran ge-
nomes (Drosophila melanogaster,Aedes aegypti,
Anopheles gambiae,Culex quinquefasciatus, and
Phlebotomus papatasi). Each cluster contained
members from at least two taxa; groups from a sin-
gle taxonwere considered species-specific paralogs.

In total, 9172 (74%) of Glossina genes (from
8374 orthologous clusters) had aDipteran ortholog,

2803 genes (23%) had no ortholog/paralog, and
482 (4%) had a unique duplication/paralog in
Glossina. The ortholog analysis across the Diptera
(fig. S3A) shows that 94% (7867 of 8374) of
clusters that contain aGlossina gene also contain
an ortholog with Drosophila (fig. S3B).

Blood Feeding and Nutrition
Blood feeding has originated at least 12 times
in Diptera, and this genome facilitates a perspec-
tive for the comparative evolutionary biology of
hematophagy (2). Unlike its distantly related
blood-feeding relatives in the suborder Nema-
tocera (such as mosquitoes and sandflies), which
supplement their diet with plant nectar, both male
and female Glossina use blood as their sole
source of nutrients and energy.

Adult tsetse have several salivary molecules
that are essential for efficient blood feeding and
digestion because they counteract the complex

physiological responses of the host that impede
blood feeding, including coagulation, blood plate-
let aggregation, and vasoconstriction (table S5
and Fig. 1) (16). One gene family, tsal, is the most
abundant in theGlossina sialome (16) and encodes
high-affinity nucleic acid–binding proteins that
lack strong endonuclease activity (17). Orthologs
to tsal are not found inDrosophila, but they are
present in sandflies (Phlebotomus genus) and
mosquitoes (Culex species only). In mosquitoes
and sandflies, a single gene is responsible for the
production of salivary endonucleases with hydro-
lysis activity (18). Glossina carries three distinct
tsal genes (GMOY012071, GMOY012361, and
GMOY012360) that colocalize to a 10-kb locus.

Another family of abundant salivary proteins,
related to adenosine deaminases and insect growth
factors (ADGFs) are thought to reduce the in-
flammation and irritation resulting from adeno-
sine and inosine-induced mast cell activation. In

Fig. 1. Diagrammatic presentation of major findings regarding the
effects of trypanosome infection of the salivary glands and midgut,
proteomic analysis of the peritrophicmatrix, and the role of aquaporin
proteins in blood meal digestion and diuresis. (Top) comparison of
trypanosome-uninfected and -infected states of Glossina salivary glands. (Left)

Representative protein components of Glossina salivary secretions. (Right)
Pathogenic effects of trypanosome infection on salivary gland function. (Bottom)
Glossina digestive physiology and the infection process by trypanosomes. As-
sociated satellite references for these findings are listed within the figure as
numbers in parentheses and correspond to the reference list (8, 11, 12).
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tsetse, theADGF genes are uniquely organized as
a cluster of four genes in a 20-kb genomic locus
(GMOY002973, GMOY012372, GMOY012373,
and GMOY012374). An adenosine deaminase
(ada) gene (GMOY008741) without the putative
growth factor domain is encoded elsewhere in the
genome. InDrosophila, five ADGF genes can be
found in various loci and are associated with de-
velopmental regulation (19). NematoceranDiptera,
including sandflies and mosquitoes, have a maxi-
mum of three ADGF genes. Other arthropods,
such as Ixodes scapularis, Rhodnius prolixus, and
Pediculus humanus, have only bona fide adeno-
sine deaminases.

Recent studies show that specific genes and
proteins are down-regulated in salivary glands dur-
ing parasite infection,which promotes trypanosome
transmission because feeding efficiency is reduced
and feeding time is extended (20). RNA-seq analy-

sis of salivary gland gene expression during para-
site infection confirmed the reduction of transcript
abundance for previously identified genes, such
as ada, tsal1, tsal2, and 5′ nucleotidase, as well as
of many other putative secreted salivary protein
genes (12). Additionally, genes involved in stress
tolerance and cell repair showed increased expres-
sion, indicating that considerable salivary gland tis-
sue damage is caused by trypanosome infections.

Upon blood-meal ingestion, the peritrophic
matrix (PM), which separates the midgut epithe-
lium from the blood bolus, protects gut cells from
damaging or toxic dietary elements, allows for
compartmentalized digestion and metabolism of
the blood meal, and is a barrier against infection
(5). Glossina produces a type-II PM, which is se-
creted continuously as concentric sleeves by the
proventriculus and separates the lumen of the
midgut (endoperitrophic space) from the mono-

layer of epithelial cells (21). Type-II PMs are gen-
erally composed of chitin, peritrophin proteins,
glycosaminoglycans (GAGs), and mucin-like
molecules. Analysis of isolated PMs of male flies
by mass spectrometry identified ~300 proteins,
including multiple uncharacterized peritrophins
and peritrophin-like glycoproteins. This pro-
teomic data identified the corresponding genes
in the Glossina genome. Three of these genes
are exclusively expressed by the proventriculus
(table S6) (11).

Glossina takes a blood meal that is almost
equivalent to its own weight, and excess water
is rapidly excreted by means of the Aquaporin
family of transport proteins (22). Ten aqua-
porin genes (aqps) were identified in Glossina,
compared with six and eight in mosquitoes and
Drosophila, respectively (table S7). InGlossina,
two aqp genes are duplicates: the orthologs

Fig. 2. Diagrammatic pre-
sentation of the Glossina
microbiome, tissue locali-
zationofbacterial symbionts,
physiological importance,
and summary of genomic
interactions. (Top) Glossina
reproductive physiology and
associated symbiont localiza-
tions. (Bottom) Glossina di-
gestive physiology and the
associated symbiont localiza-
tions. Associated text describes
significant findings regard-
ing the Glossina microbiome
and the associated impacts in
terms of Glossina immunity,
nutrition, vectorial capacity,
and vector control. Associated
satellite references are listed
within the figure as numbers
in parentheses and correspond
to the reference list (11, 13).
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of the aqp2 and the Drosophila integral pro-
tein (drip) genes. Knockdown of aquaporins
inhibited post–blood meal diuresis, increased
dehydration tolerance, reduced heat tolerance,
and extended the duration of lactation and
pregnancy in females. The drip orthologs are
particularly abundant in the female accessory
gland (milk glands), suggesting a role in hy-
dration of glandular secretions (8).

In comparison with mosquitoes and sand-
flies, Glossina has a marked reduction in genes
associated with carbohydrate metabolism, instead
using a proline-alanine shuttle system for energy
distribution and triglycerides and diglycerides for
storage in the fat body and milk secretions. Little
to no sugar nor glycogen is detectable in these

flies (23). Genes involved in lipid metabolism
are generally conserved, with gene expansions
associated with fatty acid synthase, fatty acyl-
CoA reductase, and 3-keto acyl-CoA synthase
functions (table S8). In addition, three multi-
vitamin transporters from the solute:sodium
symporter (SSS) family are found in Glossina
and mosquitoes, but not in Drosophila, suggest-
ing an association with blood-meal metabolism
(table S9).

Microbiome
Glossina harbor multiple maternally transmitted
mutualistic and parasitic microorganisms, in-
cluding the obligate Wigglesworthia glossinidia,
which reside intracellularly in cells that com-

promise the midgut-associated bacteriome or-
gan as well as extracellularly in the milk gland
lumen (Fig. 2). In the absence ofWigglesworthia,
female flies tend to prematurely abort their larval
offspring unless they receive dietary supplements
(18). However, the larvae that have under-
gone intrauterine development in the absence
of Wigglesworthia metamorphose into immune-
compromised adults (24).

The predicted proteome of Wigglesworthia
indicates a capacity for B vitamin biosynthesis
(25) and synthesis of thiamine monophosphate
(TMP). Glossina lacks this capacity; however, it
carries genes for thiamine transporters, a member
of the reduced folate carrier family (GMOY009200),
and a folate transporter (GMOY005445).

Fig. 3. Diagrammatic presentation of milk gland secretory cell physiology
and milk production during lactation and after parturition. (Left) Lactation.
Nutrients including lipids, amino acids, and water are taken up by the cell through
various transporters. Lipids are aggregated into droplets while amino acids are
incorporated into the synthesis of a battery of milk proteins. During pregnancy,
milk protein genes are up-regulated by the Ladybird Late homeodomain protein.
Lipids, proteins, and water are combined to form the milk constituents, which are
stored in a large extracellular secretory reservoir. Stored milk is secreted into the

lumen, which also houses the extracellular obligate bacterial symbiontWigglesworthia.
The milk and symbionts are transported through the gland to the uterus, where
the developing larvae feeds upon these secretions. (Right) Involution and re-
covery. After parturition, milk gland cells shrink, undergo autophagy, and express
antioxidant enzymes to inhibit oxidative damage. The recovered cells prepare for
the next round of lactation by regeneration of protein synthesis and structural
components. Associated satellite references for these findings are listed within the
figure as numbers in parentheses and correspond to the reference list (7–10).
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Wolbachia is another symbiont present in
some wildGlossina populations (and in the strain
sequenced here), which resides in gonadal tissues.
Laboratory studies have shown that this associated
Wolbachia strain induces cytoplasmic incompat-
ibility (CI) in Glossina morsitans (26). Further-
more, at least three horizontal transfer events
(HTEs) from Wolbachia were detected in Glossina
chromosomes. The two largest insertions carry a
total of 159 and 197 putative functional protein-
coding genes, whereas the third lacks any protein
coding genes. In situ staining of Glossinamitot-
ic chromosomes with Wolbachia-specific DNA
probes identified multiple insertions on the X, Y,
and B chromosomes (table S10) (13). Although
no Wolbachia-specific transcripts were detected
arising from chromosomal insertions, the func-
tional and evolutionary implications of these in-
sertions require study.

Many Glossina species, including the strain
sequenced here, harbor a large DNAhytrosavirus,
the Glossina pallidipes salivary gland hypertro-
phy virus (GpSGHV) (27). The virus can reduce
fecundity and life span in Glossina and cause
salivary gland pathology and swelling at high
densities. Also, the analysis of a group of genes
lacking dipteran orthologs revealed many pu-
tative bracoviral genes [Basic Local Alignment
Search Tool (BLAST) E values of <1 × 10–50)]
spread over 151 genomic scaffolds (tables S11
and S12). The putative bracoviral sequences bear
highest homology to those identified from the par-
asitic braconid waspsGlyptapanteles flavicoxis and
Cotesia congregata. This suggests that Glossina
was or is parasitized by an as-yet-unidentified
braconid wasp.

Immunity
Multiple factors, including age, sex, nutritional
status, and symbionts, influence tsetse’s compe-
tence as a vector for trypanosomes. Peptidoglycan
(PGN) recognition proteins (PGRPs), antimicro-
bial effector peptides (AMPs) produced by im-
mune deficiency (IMD) pathway, midgut lectins,
antioxidants, EP protein (defined by its glutamic
acid and proline repeats), and the gut-associated
peritrophic matrix structure are all components
that regulate the nature of the interactions between
the fly and its symbionts (28).

Microbial detection is a multistep process
that requires direct contact between host pattern
recognition receptors (PRRs) and pathogen-
associated molecular patterns (PAMPs). Dro-
sophila has 13 PGRPs that play a role in the re-
cognition of PGN, an essential component of
the cell wall of virtually all bacteria. InGlossina,
only six pgrp genes were identified, four in the
long subfamily (pgrp-la, -lb, -lc, and -ld) and two
in the short subfamily (pgrp-sa and -sb), whereas
Drosophila has a gene duplication resulting in
two related forms of pgrp-sb. Based on both ge-
nome annotation and transcriptome data,Glossina
lacks orthologs of the PGN receptors, -le, -lf,
-sc, and -sd, found in Drosophila. The reduced
pgrp repertoire ofGlossinamay reflect its blood-

specific diet, which likely exposes its gut to fewer
microbes thanDrosophila. In theDrosophila gut,
PGRP-LE functions as the master bacterial sen-
sor, which induces both responses to infectious
bacteria and tolerance tomicrobiota by up-regulating
suppressors of the IMDpathway, including PGRP-
LB (29). In the case of Glossina, loss of amidase
-SC1 along with PGRP-LE may indicate a host
immune response that has evolved to protect the
symbiosis withWigglesworthia. Reduced immune
capacity is also observed in aphids that also har-
bor obligate symbionts (30). A complete listing of
orthologs toDrosophila immune genes is presented
in table S13.

Reproduction and Developmental Biology
The reproductive biology of tsetse is unique to
the Hippoboscoidea superfamily. The evolution
of adenotrophic viviparity (intrauterine larval de-
velopment and nourishment by glandular secre-
tions) has required ovarian follicle reduction (two
follicles per ovary compared with 30 to 40 in
Drosophila), expansion and adaptation of the
uterus to accommodate developing larvae, and
adaptation of the female accessory gland to func-
tion as a nutrient synthesis and delivery system.

Glossina, Drosophila, and other Brachyceran
flies use lipase-derived yolk proteins for vitello-
genesis, unlike non-Brachyceran flies that use
the vitellogenin family of yolk proteins (31).
Drosophila and Brachyceran flies outside of
the Hippoboscidae superfamily produce multi-
ple oocytes per gonotrophic cycle. However,
Glossina only develops a single oocyte each cy-
cle. Unlike Drosophila, which has three yolk pro-
tein genes (yp1, yp2, and yp3) localized on the
X chromosome, Glossina has a single yolk pro-
tein gene, which is orthologous to Drosophila
yp2 (GMOY002338), expressed only in the ova-
ries, and lacks fat body–associated expression.
Multiple yolk proteins have been identified in
other Brachyceran flies, indicating that Glossina
may have lost these genes in association with its
reduction in reproductive capacity (31).

Glossina larvae are dependent on their moth-
er’s milk gland secretions for nutrition, as well
as for transfer of symbiotic fauna (Fig. 3). This
gland is highly specialized and secretes a com-
plex mixture of stored lipids and milk proteins.
Analysis of differential gene expression in lac-
tating versus nonlactating females confirmed
the presence of previously characterized milk
protein genes—including a lipocalin (mgp1), a
transferrin (trf ), an acid sphingomyelinase
(asmase), milk proteins 2 + 3 (mgp2 and -3), and
pgn recognition protein lb (pgrp-lb) (28)—but
also revealed a previously undiscovered suite of
eight paralogs to the mgp2 and -3 genes. Annota-
tion of the 40-kb genomic loci encompassing
mgp2 and mgp3 revealed that these genes have
arisen via gene duplication events. These genes
have similar exon/intron structures and are ex-
pressed in the same stage- and tissue-specific
manner as mgp2 and mgp3 (10). The newly iden-
tified milk proteins may function as lipid emul-

sification agents, sources of amino acids, and
phosphate carriers. The 12 genes associated with
milk synthesis make up almost half of all mater-
nal transcriptional activity during lactation (table
S14) (10). The combined suite of Glossina milk
proteins bear remarkable functional similarities
to those of placental mammals and marsupials
(Fig. 3).

The massive level of protein synthesis during
lactation generates substantial oxidative stress in
tsetse females, but females can undergo this pro-
cess 8 to 10 times during their life spans without
evidence of reproductive senescence. Transcrip-
tional analysis of antioxidant enzyme (AOE) gene
expression revealed an increase in abundance of
these genes during lactation and after birth (7)
(table S15), such that knockdown of these en-
zymes decreases fecundity in subsequent repro-
ductive cycles. The mediation of oxidative stress
by AOEs at key points in tsetse reproduction
appears critical to preservation of fecundity late
into Glossina’s life span (7) (Fig. 3).

The milk proteins produced by tsetse are un-
der tight transcriptional regulation and are only
expressed in the female accessory gland. The ex-
pression level of these genes is coordinated with
the stage of pregnancy and increases with larval
development. The system regulating these genes
appears conserved as transgenic Drosophila car-
rying the mgp1 gene promoter sequence drive
the expression of a green fluorescent protein re-
porter gene exclusively in the female accessory
glands in coordination with oogenesis/ovulation.
Comparative analysis of the promoter sequences
from multiple milk protein genes revealed the
presence of conserved binding sites for homeo-
domain transcription factors. Analysis of the
homeodomain transcription factors in Glossina
(table S16) identified a gene, ladybird late (lbl),
which is expressed exclusively in the milk gland
of adult female flies and the female accessory
glands of Drosophila. Knockdown of lbl re-
sults in a global reduction of milk gland protein
expression in tsetse and causes loss of fecundity
(9) (Fig. 3).

Sensory Genes as Targets for Glossina
Control Strategies
Glossina species differ in host preferences and
vary in their response to chemical and visual cues
from different mammalian hosts or for mate find-
ing. Sensory proteins range from odorant binding
proteins (OBP), chemosensory proteins (CSP),
odorant receptors (OR), gustatory receptors (GR),
and ligand-gated ionotropic receptors (IR) to sen-
sory neuron membrane proteins (SNMP) (32).

Detailed annotation of Glossina sensory re-
ceptors reveals that they have fewer olfactory
proteins relative to Drosophila, An. gambiae, and
Apis mellifera (table S17) (14). Of note, six ORs
are homologous to a singleDrosophilaOR, which
is associated with female mating deterrence. In
addition, GR genes associated with sweet tastes,
present in all other Diptera, are missing in tsetse.
These genetic differences are consistent with the
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combination of a restricted diet of vertebrate
blood and their narrow host range.

The visual system of Glossina is very similar
to that of other calyptrate Diptera, which are gen-
erally fast flying, such as the house fly Musca
domestica and the blow fly Calliphora vicina
(33). In tsetse, both sexes employ vision for rapid
host identification and pursuit (34); males, how-
ever, also depend on vision for long-distance
spotting and tracking of female mating partners
(35). Morphology and function of the compound
eye retina is highly conserved throughout the
Brachycera, allowing for direct comparisons with
Drosophila (36). The search for vision-associated
genes revealed that all of the core components of
the highly efficientDrosophila phototransduction
cascade are conserved in Glossina (table S18).
This is also the case for four of the five opsin
transmembrane receptor genes that are differ-
entially expressed in the photoreceptors of the
Drosophila compound eye: Rh1, Rh3, Rh5, and
Rh6. Most important, the recovery of opsin Rh5
indicates the likely presence of blue-sensitive
R8p photoreceptors in Glossina that have been
missed in experimental studies (33). This finding
is consistent with tsetse’s attraction to blue/black,
which has been widely exploited for the devel-
opment of traps to reduce vector populations (37).
It is further notable that the study of opsin con-
servation and expression in the blow fly retina
recovered the same four opsin paralogs (38), sug-
gesting that the deployment of a single ultra-
violet (UV)–sensitive opsin (Rh3) represents the
ground state for calyptrate Diptera, in contrast to
the expression of two UV-sensitive opsins (Rh3
and Rh4) in the eyes ofDrosophila. TheGlossina
genome also contains the ortholog of the Dro-
sophila Rh7 opsin gene, which is still of unknown
function in Drosophila.

Future Directions
The assembly and annotation of theGlossina ge-
nome highlights its unique biology and facilitates
the application of powerful high-throughput tech-
nologies in a way that was previously impossible.
In addition, genomic and transcriptomic data
on five Glossina species (G. fuscipes fuscipes,
G. palpalis gambiensis,G. brevipalpis,G. austeni,
andG. pallidipes) are being generated to produce
additional genome assemblies for evolutionary
and developmental analyses to study genomic dif-
ferences associatedwith host specificity, vectorial
capacity, and evolutionary relationships.
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Discovery of BrainwideNeural-Behavioral
Maps via Multiscale Unsupervised
Structure Learning
Joshua T. Vogelstein,1,2* Youngser Park,1* Tomoko Ohyama,3* Rex A. Kerr,3 James W. Truman,3

Carey E. Priebe,1†‡ Marta Zlatic3†‡

A single nervous system can generate many distinct motor patterns. Identifying which neurons and circuits
control which behaviors has been a laborious piecemeal process, usually for one observer-defined
behavior at a time. We present a fundamentally different approach to neuron-behavior mapping.
We optogenetically activated 1054 identified neuron lines in Drosophila larvae and tracked the
behavioral responses from 37,780 animals. Application of multiscale unsupervised structure learning
methods to the behavioral data enabled us to identify 29 discrete, statistically distinguishable,
observer-unbiased behavioral phenotypes. Mapping the neural lines to the behavior(s) they evoke
provides a behavioral reference atlas for neuron subsets covering a large fraction of larval neurons.
This atlas is a starting point for connectivity- and activity-mapping studies to further investigate the
mechanisms by which neurons mediate diverse behaviors.

Nervous systems can generate a wide range
of motor outputs, depending on their in-
coming sensory inputs and internal state.

A comprehensive understanding of how behav-

ioral diversity and selection is achieved requires
the identification of neural circuits that mediate
many distinct motor patterns in a given nervous
system. Mapping a functional circuit for one be-
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havior in a given organism is difficult enough,
but doing so for many behaviors has been almost
impossible. The first step in mapping a circuit
that mediates a behavior is to identify neurons
whose activity is causally related to the behavior.
Such a list of neurons provides a starting point
for identifying the connectivity patterns between
the relevant neurons. Thus, to map circuits under-
lying many behaviors, one would need a com-
prehensive neuron-behavior atlas of the nervous
system that would list all neurons causally re-
lated with each behavior.

Generating such neuron-behavior maps has
been difficult for several reasons. First, the ex-
perimental tools to selectively manipulate small
sets of neurons while simultaneously observing
natural behavior were lacking. Fortunately, recent
advances in genetic toolkits allow reasonably se-
lective manipulation of neuron types in genet-
ic model organisms, such as Drosophila (1–3).
Advances in behavior tracking methods allow
high-resolution monitoring of the effect of such
manipulations (4, 5). Neural manipulation screens
can therefore be coupled with high-resolution
monitoring of motor outputs to causally link com-
plex behaviors to correspondingly complex neu-
ral circuits.

Second, establishing the causal links between
neuralmanipulations and the resulting time-varying
behavioral responses is a daunting computational
statistics challenge. Existing supervisedmachine-
learning methods can detect only predetermined

behaviors (6); moreover, they are limited by the
speed with which humans can annotate training
data sets. An alternative approach uses unsuper-
vised clustering of themultidimensional time series.
However, the high-content and high-throughput
nature of the time-varying behavior data presents
both computational and statistical challenges.

We developed a methodology for data-driven
neuron-behavior mapping and applied it to larval
Drosophila. The nervous system of larvalDrosoph-
ila consists of a well-developed brain and nerve
cord containing only about 10,000 neurons, ren-
dering it sufficiently simple to obtain a relatively
comprehensive characterization of it. Moreover,
there exist more than 1000 genetic GAL4 lines in
Drosophila larvae with recently characterized sparse
neuronal expression patterns that together cover
most of the 10,000 neurons in the larval nervous
system (http://flweb.janelia.org/cgi-bin/flew.cgi) (3).

Optogenetic Neural Activation Screen
We designed an optogenetic neural activation
screen (see supplementary materials) to obtain a
neuron line–behavior atlas of the larval nervous
system that would contain causal links between
neuron lines and the motor patterns they control.
We used 1049 distinct GAL4 lines to selectively
target channelrhodopsin-2 (ChR2) (7) to sparse
distinct subsets of neurons, with each line ac-
tivating 2 to ~15 neurons. Because these lines
essentially span the entire set of larval neurons,
some lines activate sensory and motor neurons as
well as many neurons involved in decisions and
action selection. We included four positive con-
trol lines in the screen that drive expression in
nociceptive,mechanosensory, and proprioceptive
neurons, previously determined to reliably me-
diate distinct behaviors (8–10), as well as one
negative control line in which no neurons were
optogenetically activated (2, 10), for a total of

1054 lines and 37,780 animals tested. In each
experiment, we exposed dishes of larvae to
470-nm light stimuli (one exposure of 30 s fol-
lowed by four exposures of 5 s, with a 30-s inter-
val after the long exposure and a 10-s interval
between the short exposures) to optogenetically
activate Ch2-expressing neurons; we captured
video before, during, and after stimulation (Fig.
1A). The Multi-Worm Tracker (MWT) software
(4) tracked time-varying, two-dimensional closed
contours of larvae and sketched eight time-
varying features that collectively characterize lar-
val shape and motion (Fig. 1B). Streaming and
sketching reduced the data complexity by a factor
of more than 200,000, enabling a compressive yet
expressive representation of the data. These re-
duced data served as the input into the multiscale
unsupervised structure learning methodology to
reveal data-driven behavior types (Fig. 1C). Each
behavior typewas then linked to the subset of lines
that mediate them (Fig. 1D).

Discovery of Behavior Types via Multiscale
Unsupervised Structure Learning
As a first step, we sought to discover a large, in-
clusive, and nonpredetermined set of statistically
distinguishable behavioral responses performed by
the 37,780 animals during the first (30-s) opto-
genetic activation period. Recently developed
methods for multiscale unsupervised structure
learning (11–13) can be thought of as general-
izations of manifold learning techniques, in that
they can learn structures more general than mani-
folds, such as unions of manifolds. We adopted
iterative denoising tree (IDT)methodology (11, 14),
which offers demonstrated utility across several
domains (15, 16).

The input to IDT is the collection of all 37,780
larval sketches, irrespective of which line gener-
ated each sketch (Fig. 2A). IDTconsists of five key

1Whiting School of Engineering, Johns Hopkins University,
Baltimore, MD 21218, USA. 2Department of Statistical Science,
Duke University, Durham, NC 27708, USA. 3Janelia Farm Re-
search Campus, Ashburn, VA 20147, USA.

*These authors contributed equally to this work.
†These authors contributed equally to this work.
‡Corresponding author. E-mail: cep@jhu.edu (C.E.P.); zlaticm@
janelia.hhmi.org (M.Z.)

B Streaming & SketchingA Optogenetic Activation & 
Big Data Video 

...

Line 1

Line 2

Line 1054

...

C Machine-Driven 
Behavioral Phenotyping

...

D Neural-Behavioral Maps 
via Manifold Screening

Behavior 1
Behavior 2

Behavior N

Fig. 1. Experimental design and methodology for obtaining neuron
line–behavior maps. (A) Optogenetic activation screen of 1054 lines while
digitally recording high-dimensional larval responses. (B) Streaming extracts
the contours of each larva from each video frame; sketching extracts eight
time-varying features from the contours that characterize the shape and

motion of each animal. (C) Machine-driven behavioral phenotyping learns
phenotype categories (called behaviotypes) from the sketches via multiscale
unsupervised structure learning. (D) Manifold testing discovers which neuron
lines evoke sets of behaviors that are different from negative controls, which
facilitates associating each such line with some number of behaviotypes.
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steps collectively resulting in a hierarchical clus-
tering tree. In step one, IDTcomputes a dissimilar-
ity between all pairs of sketches (Fig. 2B). The
dissimilarity choice can have drastic computation-
al and inferential impact; thus, choosing one that
captures signal variability, and can be efficiently
computed, is key to the success of IDT. This is
important because the 37,780 observations yield
more than 1.4 billion dissimilarities. We used a
smoothed distance between the sketches of the
data (17) as a dissimilarity function (see supple-
mentary materials).

In step two, IDT transforms the interpoint
dissimilarity matrix into a set of n relatively high-
dimensional Euclidean vectors, via an approach
such as multidimensional scaling (18). Once each
data point is in Euclidean space, an extensive
toolkit from classical statistical machine learning
is applicable (19).

Step three consists of iterating, once per tree
depth, the following substeps: (i) select a subset
of the dimensions from each cluster, (ii) cluster
all the nodes of the partition tree obtained thus far,
and (iii) check for convergence at each resulting
cluster. For each cluster at each scale, the number
of dimensions to select and the number of sub-
clusters to generate are decided in a data-driven
adaptive fashion. The final result is a hierarchical
tree characterizing families and subfamilies of
behavioral responses (Fig. 2C).

To visualize the phenotype categories learned
by IDT (or nodes/clusters of the tree), called
behaviotypes, Fig. 2D shows, for each cluster,
the time-varying means and standard errors for
each of the eight sketched time-varying features.
Each behaviotype is well separated from at least
some other cluster for at least some of the time for
at least some features. This provides an intuitive
validation of the uniqueness of the behaviotypes,
thereby demonstrating the efficacy of IDT.

IDT Identified Both Previously Described
and Novel Behavioral Sequences
Inspection of the time-varying means of the re-
sponses of each behaviotype cluster (Fig. 2D)
and of the videos of animals at the center of each
cluster (movies S1 to S58) revealed that IDT clus-
tered many of the larval behavioral responses into
categories similar to those a human expert would
have identified. We could label the nodes of the
learned tree post hoc (Fig. 2, E and F). For exam-
ple, the first division revealed by IDT differentiates
between slow and fast families. The fast family is
subdivided into turn-avoid and escape-crawl sub-
families. IDT further distinguished between the
right turn–left turn–avoid and the symmetric left
turn–right turn–avoid sequence (fig. S1) and be-
tween two types of escape crawl that are preceded
by more or less hunching and wiggling (fig. S2).
The slow family is subdivided into still or backup
and turner; the still or backup is further subdivided
into still (no movement) and backup (lots of back-
ward crawling) (fig. S3), and the turner is subdi-
vided into turn-turn-turn (continuous turning) and
turn-slow-crawl (fig. S4).

Fig. 2. IDT detected 29 distinguishable behaviotypes. (A) The input to IDT is the collection of all
37,780 larval sketches. Structure is not obvious. Blue shading represents the period of photostimulation
in all figures. (B) Dissimilarity matrix between all pairs of animals. Only ~1.4 million of the ~1.4 billion
pairwise dissimilarities are shown. (C) K% = 29 distinguishable behavior clusters (behaviotypes) were
identified using IDT to learn a data-adaptive clustering of the high-content responses. (D) Mean and
standard error of the responses of each of the 29 behaviotypes identified in (C), using the same color code
as in (C). (E) Mean and standard error of the responses of the eight behaviotype subfamilies. (F) The same
tree as in (C) but with post hoc human labels assigned to the automatically detected behaviotype families
and subfamilies.
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After level three of the behaviotype tree, sub-
jective visual inspection of the videos failed to
detect differences between related behaviotypes.
Nonetheless, they do have distinct properties for
some of the features for some of the time (Fig.
2D). Behaviotypes 17 and 18 represent animals

with tracking errors in which the MWT stream-
ing and sketching software inverted the front
and back of the animals (fig. S6 and movies S33
to S36). IDT assigned animals with this type of
tracking error to the two separate behavioral clus-
ters, conveniently isolating such errors.

Many of the optogenetically evoked, auto-
matically detected behaviotype subfamilies are
similar to previously described larval responses
to various natural stimuli (10, 20, 21). IDT also
detected behavioral categories not previously
documented. This is unsurprising because only

Fig. 3. Learning neuron line–behaviotype maps via manifold testing.
(A) Behaviotype probability vectors for a number of lines. Each row shows the
percentage of animals performing a behaviotype for optogenetic activation of a
particular line: 30 randomly sampled test lines (top), negative controls (pBDPU-
ChR2) with no optogenetically activated neurons (middle), and positive controls—
nociceptive (ppk-ChR2, noci 1; R38A10-ChR2, noci 2); mechanosensory (iav-
ChR2); and proprioceptive (R11F05-ChR2) neuron lines with known effects on
behavior (bottom). (B) Line dissimilarity matrix showing pairwise P values for all
1054 lines computed via the manifold test. The first entry is the negative control.
Remaining entries are sorted according to P value for the comparison with the
negative control, from lowest to highest; 455 lines (4 positive controls + 451 test

lines) were significantly different from the negative control (hit lines), and 598
lines were not (nonhit lines). (C) The P values between all pairs of known
somatosensory neuron lines and negative controls are “correct”: Those that should
be significantly different according to previous studies are, and those that should
not be are not. This panel is a subset (top left 5 × 5 submatrix entries) of (B). (D)
Behaviotype probability distributions for all 451 significantly distinct test neuron
lines, sorted according to their maximum probability behaviotype. (E) The clusters
of lines that bias the probability toward the same behaviotypes are reproducible,
demonstrated by the fact that the mode of the empirical null distribution of
the adjusted Rand index (ARI) for reliable clustering (black curve) is lower in
all four repeated trials than the observed ARI (all P values < 0.01).
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Fig. 4. Examples of significant neuron lines and candidate
neurons involved in distinct behaviotypes. (A) Behaviotype
probabilities of negative controls and a few example lines with
sparse expression patterns that were significantly different from
controls. (B to E) Z-projections of confocal stacks of larval nervous
systems illustrating neuronal expression (gold) of selected lines.

Neuropil is stained for reference with antibody to N-cadherin (blue). High-resolution images of candidate neurons from these lines are shown beneath the lower-
magnification images of the entire nervous system. These lines biased the probability toward (B) turn-avoid, (C) backup, (D) turn-turn, and (E) escape behaviotype
subfamilies. In some cases, two or more lines that drive in the same neuron biased the probability toward the same behaviotype. R15E06 and R44G12 both drive in
PVL019 (red arrows) and biased the probability toward turn-turn behaviotypes 25, 26, 28, and 29. Ppk, R38A10, and R27H06 drive in the same nociceptor neurons
and biased the probability toward escape behaviotype 13. (F) R82E12 projections (green) overlap tightly with nociceptive axon terminals (red) in a single 0.5-mm
confocal section, likely forming synaptic contacts. These two lines both biased the probability toward the same escape behaviotype 13 and likely belong to the same
anatomical and functional neural circuit.
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a relatively small portion of the larval stimulus
space has been explored in previous studies.

Biased Probabilistic Relationship Between
Neuron Activation and Behaviotypes
Weused the prior results that nociceptive, mechano-
sensory, and proprioceptive sensory neurons re-
liably mediate distinct behaviors to assess the
validity of this behavior discovery approach. The
optogenetic screen included lines that targeted
ChR2 expression to the nociceptive [ppk and
R38A10 (10, 22)], mechanosensory (iav) (9), and
proprioceptive (R11F05) neurons. Activating dis-
tinct sensory neurons mostly biased the behav-
iotype probability toward distinct subfamilies:
(i) Nociceptive stimulation tended to evoke es-
cape behaviotypes; (ii) mechanosensory stim-
ulation tended to evoke turn-avoid behaviotypes;
and (iii) proprioceptive tended to evoke slow
behaviotypes (Fig. 3A). In contrast, activating
the same nociceptive neurons with two distinct
GAL4 lines evoked similar behaviotype prob-
ability distributions. The response profiles of the
negative controls (pBDPU-ChR2) (2, 10) that
did not express ChR2 likely represented larval
reactions to blue light alone and appeared dif-
ferent from those of animals with optogenetically
activated nociceptive, mechanosensory, or pro-
prioceptive neurons (Fig. 3A). Finally, analysis
of the 1049 previously unexplored neuronal test
lines (Fig. 3A; top rows show 30 examples) dem-
onstrated that distinct lines bias the probability
toward distinct behaviotypes. Optogenetic stim-
ulation of different animals of the same line (that
is, activating the “same” neurons in different ani-
mals) did not always evoke the same behavior;
rather, it biased the probability toward a few
possible behaviotypes.

We also applied IDT jointly to the responses
from the four additional identical repeats of the
5-s optogenetic activation stimulus of the same
organisms and analyzed the behaviotype distri-
butions of the same individuals on different trials
(fig. S5A). We found that even repeated activa-
tion of the same neurons in the same individual
did not always evoke the same behaviotype; rath-
er, it biased the probability toward a few possible
behaviotypes (fig. S5A). However, the responses
of individual animals were significantlymore sim-
ilar to each other than to the responses of distinct
individuals (fig. S5B).

Screening Neuron Lines via
Manifold Testing
Each neuron line is characterized by the empirical
probability of larvae performing each behaviotype
and is encoded by a %K = 29-dimensional vector
with nonnegative entries that sum to unity. This
encoding enables direct testing of each pair of
lines by choosing an appropriate test statistic and
applying a standard test. However, the choice
of test statistic for these multivariate probability
vectors is not obvious; moreover, existing tests
do not sufficiently address the multiple depen-
dent hypothesis–testing problem. We therefore

devised the following manifold test (see supple-
mentary materials).

The main idea of the manifold test is to
jointly and nonlinearly embed each experiment
into a lower-dimensional representation. The test
first computes the Hellinger distance between all
10542 pairs of experiments and then uses multi-
dimensional scaling (MDS) (18) to obtain a low-
dimensional Euclidean embedding. In this space,
one can easily compute the difference between
any pair of trials via an “out-of-sample” extension
to this embedding methodology (23). Moreover,
via bootstrap, the test computes the significance of
those differences (24). Then it adjusts theP values
to account for multiple correlated hypotheses (25)
and other batch effects (26). Using this manifold
test, we identified a large fraction of lines (4 posi-
tive controls and 451 test lines) as being signifi-
cantly different (hit lines) from the negative control
line (Fig. 3B; see supplementary data set 1 for
the list of all such lines).

The positive control lines with different neu-
rons activated (nociceptive, mechanosensory, and
proprioceptive) were all significantly distinct from
the negative controls and from each other (Fig.
3C). The two positive control lines with the same
nociceptive neurons activated (ppk and R38A10)
were not significantly different from one another
(Fig. 3C). The known somatosensory neuron con-
trols lend additional credence to this manifold test.

A Neuron Line–Behaviotype Atlas
Given the list of lines significantly distinct from
the negative controls, we desired to identify which
lines bias the probability toward which behavio-
types, thereby generating a neuron line–behaviotype
atlas. Many lines biased the probability of behav-
ior primarily to one behaviotype, with the re-
maining probability distributed to a few related
behaviotypes (Fig. 3D).We confirmed that the
line clusterings are reliable by applying IDT inde-
pendently to the four additional repeats of the 5-s
optogenetic activation stimulus of the same orga-
nisms, and then comparing how similar the line
clusters from each of these additional trials were
to the first trial. The identified line clusters were
indeed reproducible (P < 0.001 via an adjusted
Rand index permutation test, Fig. 3E).

For most behaviotypes, activation of at least
one line biased the probability toward that be-
haviotype significantly more than the negative
controls (see supplementary data set 1 for signif-
icant line–behaviotype probability distribution
numbers and P values). Collectively, these sig-
nificance results constitute a reference atlas that
associates each neural line with a set of behaviors
it mediates (and vice versa, associating each be-
haviotype with a set of neural lines that mediates
it). Images of neuronal expression patterns of all of
these lines are available from http://flweb.janelia.
org/cgi-bin/flew.cgi.

Figure 4 shows examples of behaviotype prob-
ability vectors (Fig. 4A) and neuronal expression
patterns of a few significant lines that bias the
probability toward turn-avoid (Fig. 4B), backup

(Fig. 4C), turn-turn (Fig. 4D), or escape sub-
families (Fig. 4E). We analyzed with higher res-
olution the projections of individual neurons from
some of these lines using a single-cell flip-out
method (27) and gave names to the identified
neurons. A number of the significant lines only
drove expression in single pairs of larval neurons,
yet they still biased the probability toward specific
behaviotypes. For example, activation of the pair
of PVL019 neurons in the basal posterior region
of the larval brain (with the line R15E06) or of
the pair of SeIN161 neurons in the subesophageal
ganglion (with the line R15A04) evoked turn-
turn-turn behaviotypes in a large fraction of ani-
mals. This indicates that single pairs of cells can
exert drastic control over behavior, consistent with
findings in other systems (28, 29).

In some cases, we found that lines that con-
tribute to the same behaviotypes contain neurons
with anatomically overlapping projections that
may constitute presynaptic and postsynaptic part-
ners. For example, the motor neurons in R31A11
and the interneurons in R12A09 both strongly
evoked turn-turn-turn behaviotype 28, and their
projections occupy the same motor region of the
nerve cord and likely overlap. Similarly, R27H06
and R82E12 (Fig. 4E) biased the probability
toward escape behaviotype 13 and drive expres-
sion in the nociceptive neurons, and in a class of
ascending projection neurons (A08n), respectively.
Double labeling of the nociceptive and the A08n
neurons confirmed that their arbors do indeed
tightly overlap, likely forming synaptic contacts
(Fig. 4F).

Discussion
An important step toward understanding the struc-
ture and function of neural circuits is to identify
comprehensive lists of neurons whose activation
is causally related to a comprehensive set of mo-
tor patterns. This requires statistical approaches
for identifying structure in high-dimensional be-
havior data.

Methods for systematic, automated, and un-
supervised clustering are rarely applied to high-
dimensional behavioral data. A recent study used
unsupervised learning to detect behavioral motifs
defined as sequences of four “eigenworm” positions
in mutant and wild-type freely moving Caenorhab-
ditis elegans in the absence of any stimulation
(30). Here, we developed methods for clustering
entire behavioral response sequences during a
stimulation period and made use of discovered
behavioral clusters to detect significantly distinct
experiments from a large-scale screen, providing
statistical validation that the learned clusters are
meaningful. We applied these methods to dis-
cover neurons causally related to behaviors, pro-
viding a proof of principle that it is possible to
classify neurons in terms of their activation of
motor outputs in a fully automated way.

The collection of neuron line–behaviotype
relationships collectively constitutes an atlas. Start-
ing with a list of lines whose activation is suf-
ficient to evoke each behaviotype, the relevant
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individual neurons from each line can readily be
identified. Whereas some lines drive expression
in a single pair of neurons, most drive in the
range of two to five candidate neuron types. In
cases where lines drive in more than one neuron,
intersectional strategies can be used to target in-
dividual neurons and test the effect of their ac-
tivation on behavior (2).

This reference atlas provides a valuable start-
ing point for understanding how distinct behav-
iors are selected and controlled. Large-scale
connectomics (31–33) and functional brain im-
aging methods (34, 35) will soon provide sim-
ilarly comprehensive views of the structure of
neural circuits and of the activity patterns within
those circuits. However, a connectome by itself
does not carry information about which neurons
mediate which behaviors. Similarly, a brain-activity
map alone shows the flow of information through
the network, but does not reveal causal relation-
ships between neurons and behavior. Together, the
neuron-behavior map, the neuron-activity map, and
the connectome complement one another, laying
the groundwork for a brainwide understanding of
the principles by which brains generate behavior.

The statistical methods presented here are
generally applicable to discovery of scientifically
meaningful structure from big data—a pressing
problem in the information age.
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A Dual-Catalysis Approach to
Enantioselective [2 + 2]
Photocycloadditions Using Visible Light
Juana Du,* Kazimer L. Skubi,* Danielle M. Schultz,* Tehshik P. Yoon†

In contrast to the wealth of catalytic systems that are available to control the stereochemistry of thermally
promoted cycloadditions, few similarly effective methods exist for the stereocontrol of photochemical
cycloadditions. A major unsolved challenge in the design of enantioselective catalytic photocycloaddition
reactions has been the difficulty of controlling racemic background reactions that occur by direct
photoexcitation of substrates while unbound to catalyst. Here, we describe a strategy for eliminating
the racemic background reaction in asymmetric [2 + 2] photocycloadditions of a,b-unsaturated ketones to
the corresponding cyclobutanes by using a dual-catalyst system consisting of a visible light–absorbing
transition-metal photocatalyst and a stereocontrolling Lewis acid cocatalyst. The independence of these
two catalysts enables broader scope, greater stereochemical flexibility, and better efficiency than
previously reported methods for enantioselective photochemical cycloadditions.

Modern stereoselective synthesis enables
the construction of a vast array of or-
ganic molecules with precise control

over their three-dimensional structure (1, 2), which

is important in a variety of fields ranging from
drug discovery to materials engineering. Photo-
chemical reactions could have a substantial im-
pact on these fields by affording direct access to

certain structural motifs that are otherwise dif-
ficult to construct (3, 4). For example, the most
straightforward methods for the construction of
cyclobutanes and other strained four-membered
rings are photochemical [2 + 2] cycloaddition
reactions. The stereochemical control of photo-
cycloadditions, however, remains much more
challenging than the stereocontrol of analo-
gous non-photochemical reactions (5, 6) despite
the chemistry community’s sustained interest
in photochemical stereoinduction over the last
century (7, 8).

Althoughmany strategies using covalent chiral
auxiliaries (9, 10) or noncovalent chiral controllers
(11, 12) have been used to dictate absolute stereo-
chemistry in photochemical cycloaddition reac-
tions, the development of methods that utilize
substoichiometric stereodifferentiating chiral cat-
alysts has proven a more formidable challenge.
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*These authors contributed equally to this work.
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This is largely due to the difficulty of controlling
uncatalyzed background photochemical processes
(Fig. 1A, path i). The direct photoexcitation of an

unbound achiral substrate, free from the influence
of a chiral catalyst, necessarily results in racemic
products; thus, regardless of how enantioselective

the catalyzed reaction might be (Fig. 1A, path ii),
the net enantiomeric excess (ee) of the product
will be low unless the rate of the uncatalyzed

Fig. 2. Control experiments for the asymmetric visible light–photocatalyzed [2 + 2] cycloaddition. (A) Omission of any reaction component results in
no [2 + 2] cycloaddition. (B) Enantioselectivity of the photocatalyzed [2 + 2] cycloaddition is not affected by the concentration of chiral Lewis acid catalyst.
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addition reaction using visible light. bpy, 2,2ʹ-bipyridine; MLCT, metal-to-
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racemic background cycloaddition can be dimin-
ished. Bach, whose laboratory has reported the
only highly enantioselective catalytic photocyclo-
additions to date, has approached this problem by
designing elegant reactions in which the catalyst-
substrate complex absorbs light at longer wave-
lengths than the free substrate. This has been
accomplished either by using a chiral hydrogen-
bonding xanthone-based photosensitizer (13–15)
or by using a chiral Lewis acid catalyst capable of
inducing a bathochromic shift in the bound sub-
strate (16, 17). In both cases, Bach has achieved im-
pressive enantioselectivities with substoichiometric
chiral controllers. However, effective stereocon-
trol requires careful irradiationwith amonochromatic
light source that selectively excites the catalyst-
substrate complex at awavelengthwhere absorption
by the free substrate isminimized. The contribution
of background reaction, though lessened in these
systems, nevertheless remains appreciable and re-
sults in a dependence of the ee on catalyst con-
centration; optimal selectivities are obtained only
at high catalyst loadings (typically ~50 mol %) at
which the catalyzed process can outcompete the
racemic background cycloaddition. Thus, the lack
of a general strategy for completely eliminating
uncatalyzed background photochemistry continues
to be a fundamental impediment to the discovery
of efficient enantioselective catalytic photocyclo-
additions.

Given these considerations, we speculated
that the visible light–induced (18) photocatalytic
[2 + 2] cycloaddition (19, 20) recently reported in
our laboratory (Fig. 1B) might be an ideal plat-
form for the development of a highly enantiose-
lective catalytic photocycloaddition that is free of
racemic background reaction. The crucial activa-
tion step in this cycloaddition involves the one-

electron reduction of a Lewis acid–activated aryl
enone by a Ru(I) complex generated by visible-
light irradiation of Ru(bpy)3

2+ in the presence of
an amine donor. There are two distinct features of
this process that together prevent uncatalyzed
background reactions. First, Ru(bpy)3

2+ is acti-
vated by visible light (lmax = 450 nm) at wave-
lengths where the enone substrates do not absorb
(21); direct photoexcitation of the enone does not
occur with the household white light sources ap-
plied in our studies. Second, a Lewis acid (LiBF4)
is an essential additive for cycloaddition to pro-
ceed; the Li+ cation presumably activates the enone
substrate toward one-electron reduction and sta-
bilizes the resulting radical anion species (22). We
hypothesized, therefore, that a dual-catalyst sys-
tem consisting of Ru(bpy)3

2+ and an appropriate
chiral Lewis acid cocatalyst would promote high-
ly enantioselective [2 + 2] cycloadditions without
the complications arising from uncatalyzed back-
ground photoreactions.

In our initial screen of Lewis acids, we found
that trivalent lanthanide salts such as Gd(OTf)3
were particularly effective cocatalysts for the pro-
duction of [2 + 2] cycloadducts 2 and 3 (Fig. 1C,
entry 1). This observation is consistent with the
high kinetic lability of lanthanides (23), which
may aid catalyst turnover by facilitating displace-
ment of the bidentate product by a monodentate
enone substrate. Next, we evaluated a series of Gd
complexes bearing chiral ligands that we hoped
would influence the stereochemistry of the [2 + 2]
cycloaddition. Unfortunately, several ligand classes
(e.g., 4–6) that have been effective in previously
reported Lewis acid–catalyzed enantioselective
transformations (24) provided negligible ee’s in
this reaction (entries 2 to 4). By contrast, Schiff
base dipeptide ligand 7, originally reported by

Hoveyda for Cu-catalyzed asymmetric allylic
alkylation (25), provided [2 + 2] cycloadduct 2
with promising ee (entry 5). To our knowledge,
this class of ligand has not previously been used
in lanthanide-catalyzed asymmetric reactions; how-
ever, its modular structure (26) facilitated the rapid
synthesis and evaluation of a small library of lig-
ands composed of various salicylaldehyde and
amino acid units. A Lewis acid cocatalyst com-
posed of the optimal ligand (8) and Gd(OTf)3
afforded cyclobutane 2 in 56% ee (entry 6). Fur-
ther optimization studies revealed that by replac-
ing the Gd salt with Eu(OTf)3 and by performing
the reaction at lower temperatures, the ee of 2
could be increased to 92% (entries 7 to 9).

The optimized conditions require 5 mol %
Ru(bpy)3Cl2 as a visible-light photocatalyst and
10 mol % of a Lewis acid complex composed of
a 1:2 ratio of Eu(OTf)3 and chiral ligand 8. A series
of control experiments verify the necessity of each
reaction component (Fig. 2A). In the absence of
light, photocatalyst, or Lewis acid catalyst, either
singularly or in combination, no product is formed
and enone substrate 1 can be recovered in good
yield. Yet, although the rate of cycloaddition is
dependent on the concentration of Lewis acid
catalyst, there is no noticeable impact on the ee of
the product. Catalyst loadings varying from 2.5
to 20 mol % produced cycloadduct 2 with the
same ee in each case (Fig. 2B). These experi-
ments indicate that all of the [2 + 2] cycloadduct
is being formed via a pathway involving the chiral
Lewis acid and that there is no contribution from
a competitive racemic background process, con-
sistent with our design plan.

Previous approaches toward asymmetric cat-
alytic photocycloaddition reactions have exhib-
ited rather limited scope. Minor modifications

Fig. 3. Substrate scope of the enantioselec-
tive [2 + 2] cycloaddition reaction. Diastereo-
mer ratios (dr) measured by 1H-NMR analysis of the
unpurified reaction mixtures. Reported yields rep-
resent total isolated yields of the 1,2-cis and 1,2-
trans isomers. For each entry, yields represent the
average of two reproducible experiments. *Reac-
tion conducted for 24 hours.
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to the substrate can result in substantial spectral
changes that affect the ability to selectively photo-
excite the catalyst-bound substrate (15). In con-
trast, the results summarized in Fig. 3 demonstrate
that our dual-catalytic system tolerates wide-ranging
structural variation (27). Successful substrates in-
clude aryl enones bearing electron-donating and
-withdrawing substituents, heteroaryl enones, and
g-substituted enones. The enantioselectivity re-
mains high for all of these cycloadducts regard-
less of the ultraviolet (UV) absorptivity of the
substrates (28). For example, the phenyl and
naphthyl enones leading to cyclobutanes 2a and
2g both provide high ee even though the UV
absorption of the latter extends to considerably
longer wavelengths (fig. S1). Consistent with our
studies of racemic crossed enone cycloadditions
(20), we observe the formation of readily separa-
ble by-products arising from competitive reduc-
tive coupling and aryl enone homodimerization
processes. The use of a fivefold excess of the
aliphatic enone increases the overall rate of for-
mation of [2 + 2] cycloadducts andminimizes the
formation of homocoupling products. Overall,
these results represent a substantial improvement
in the structural variety of enantioenriched [2 + 2]
cycloadducts available by catalysis. Each of the
previous reports of asymmetric catalytic photo-

cycloadditions has involved intramolecular reac-
tions of cyclic enone substrates and thus furnished
bicyclic products. Our intermolecular cycloaddi-
tion of acyclic enones can produce a diverse range
of simple monocyclic cyclobutane products in
good ee.

One important advantage of this dual-catalytic
system is the functional independence of the
photocatalyst and the chiral Lewis acid catalyst
(29). Extensive variations can be made to the
structure of the chiral Lewis acid without any
deleterious effect on the photochemical proper-
ties of the Ru(bpy)3

2+ chromophore. This feature
facilitates both the optimization of the enantiose-
lectivity and the discovery of complementary re-
activity. For example, reduction of Schiff base
ligand 8 with NaBH4 afforded secondary amine
ligand 9, the Eu(OTf)3 complex of which was
also a highly enantioselective Lewis acid cocata-
lyst for [2 + 2] cycloaddition. These conditions,
however, favored the formation of 1,2-cis diastereo-
mer 3 in good ee (Fig. 4A) (30). The scope of the
cycloaddition using 9 exhibits the same general
breadth as reactions conducted with ligand 8
(Fig. 4B), but with complementary diastereose-
lectivity (31).

These studies demonstrate that transition-metal
photocatalysts are compatible with a variety of

structurally diverse chiral Lewis acid catalysts.
The factors governing the success of chiral Lewis
acids in asymmetric catalysis have been studied
for decades and are now well-understood (32).
The ability to combine the power and versatility
of chiral Lewis acids with the unique reactivity of
photocatalytically generated intermediates has the
potential to be a valuable platform for the devel-
opment of a wide range of broadly useful stereo-
controlled reactions.
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Detection of the Gravitational Lens
Magnifying a Type Ia Supernova
Robert M. Quimby,1* Masamune Oguri,1,2 Anupreeta More,1 Surhud More,1 Takashi J. Moriya,3,4

Marcus C. Werner,1,5 Masayuki Tanaka,6 Gaston Folatelli,1 Melina C. Bersten,1

Keiichi Maeda,7 Ken’ichi Nomoto1

Objects of known brightness, like type Ia supernovae (SNIa), can be used to measure distances.
If a massive object warps spacetime to form multiple images of a background SNIa, a direct
test of cosmic expansion is also possible. However, these lensing events must first be distinguished
from other rare phenomena. Recently, a supernova was found to shine much brighter than
normal for its distance, which resulted in a debate: Was it a new type of superluminous supernova
or a normal SNIa magnified by a hidden gravitational lens? Here, we report that a spectrum
obtained after the supernova faded away shows the presence of a foreground galaxy—the
first found to strongly magnify a SNIa. We discuss how more lensed SNIa can be found than
previously predicted.

Apeculiar supernova, PS1-10afx, was
discovered by the Panoramic Survey
Telescope & Rapid Response System

1 (Pan-STARRS1) on 31 August 2010 (universal
time) (1). The unusually red color of the object
spurred the Pan-STARRS1 team to conduct an
array of follow-up observations, including optical
and near-infrared spectroscopy, which yielded a
redshift of z = 1.39. Combined with relatively
bright photometric detections, this redshift would
imply a peak luminosity of 4 × 1044 erg s−1,
which is 400 times brighter than the typical core-

collapse supernova. A rare class of superluminous
supernovae (SLSN) (2) have shown similarly high
bolometric outputs, but PS1-10afx distinguishes
itself from all other SLSN on two important
counts: PS1-10afx is much redder (cooler) and
evolved much faster than any SLSN. A generic
feature of SLSN models (3–9) is that they em-
ploy high temperatures (T) and/or large photo-
spheric radii (R) to generate high luminosities
(L) (recalling that Lº T 4R2). The observations
of PS1-10afx do not fit with these models,
suggesting that if it is a SLSN, it is in a class of
its own.

An alternate hypothesis (10) is that PS1-10afx
is actually a regular type Ia supernova (SNIa)
with a normal luminosity, but its apparent bright-
ness has been magnified by a gravitational lens.
Spectra of PS1-10afx are well fit by normal SNIa
templates, as are the colors and light curve shapes.
However, normal SNIa exhibit a tight relation
between the widths of their light curves and their
peak luminosities (11–14), and PS1-10afx appears
30 times brighter than expected, according to this
relation. Such a large magnification of brightness
can only occur naturally from strong gravitational

lensing, whereby the light emanating from the
supernova is bent to form an Einstein-Chwolson
ring, or several discretemagnified images (typically
two or four) if the alignment is not axisymmetric.
Pan-STARRS1 has surveyed sufficient volume
to expect such a chance alignment (15, 16), and
it is possible that the angular extent of the lensed
images was simply too small to be resolved by
the observations available. However, for this hy-
pothesis to be confirmed, we must explain why
the existing observations give such conclusive
photometric and spectroscopic evidence for the
presence of the supernova’s host galaxy, but the
same observations fail to obviously indicate
the presence of a foreground lens.

We used the Keck-I telescope with the Low-
Resolution Imaging Spectrograph (LRIS) (17)
with the upgraded red channel (18) to observe
the host galaxy and any foreground objects at the
sky position of PS1-10afx on 7 September 2013
(see fig. S1) (16). As illustrated in Fig. 1, there
are two narrow emission features that persist at
the location of PS1-10afx now that the super-
nova itself has faded away. The [O II] emission
doublet (ll = 3726.1, 3728.8 Å in the rest
frame) from the host galaxy previously identi-
fied (1) is clearly recovered (fig. S2), but we
additionally detected a second emission line at
~7890 Å. Because there are no strong emission
lines expected from the host at this wavelength
(~3300 Å in the host frame), this detection sug-
gests the presence of a second object coincident
with PS1-10afx.

Themost probable identification for the 7890Å
feature is [O II] at z = 1.1168 T 0.0001. At this
redshift, other strong emission lines such as H-b
or [O III] would lie outside of our wavelength
coverage. However, as depicted in Fig. 1, we
detected a Mg II absorption doublet (ll = 2795.5,
2802.7 Å in the rest frame) at z = 1.1165 T 0.0001.
Blueshifted absorption outflows are typical of
star-forming galaxies (19), so this estimate is
compatible with that derived from the emission
lines.We also identify possibleMg I (l = 2853.0)
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and Fe II (l = 2344.2, 2373.7, 2382.8, 2586.7,
2600.2) lines with a matching redshift. Given
these identifications and the extended nature
of the emission (see fig. S3), it is clear that the
second object is a galaxy lying in front of PS1-
10afx and its host. The near-maximum light
spectra of PS1-10afx (1) show what could be
Ca II absorption from this foreground galaxy
(Fig. 1).

With its redshift secure, we next checked
whether the foreground galaxy could satisfy the
lens requirements of PS1-10afx (10). To do this,
we derived a stellar mass for the foreground gal-
axy and used an empirical relation between stel-
lar mass and one-dimensional velocity dispersion,
as explained below.We fitted a set of single stellar
population (SSP) models to the combined spectra
to measure the stellar masses of the host and
foreground galaxies (see Fig. 2 and fig. S4) (16).
The best-fit SSP combination was a ~1-billion-
year-old foreground galaxy with a stellar mass of

(9 T 2) × 109 M⊙ and a more distant host galaxy
with (7 T1) × 109M⊙ and a younger (~0.1-billion-
year-old) population. The extinction in the fore-
ground galaxy is consistent with zero ðAV ¼
0:28þ0:48

−0:28 Þ, but the host galaxy requires signifi-
cant reddening [AV = 1.62 T 0.18 (where AV is the
V-band absorption in magnitudes)].

Stellar mass contributes only a fraction of a
galaxy’s total mass, which is usually dominated
by dark matter. The ratio of these masses varies
from galaxy to galaxy, but they are strongly cor-
related. Using the stellar mass–to–velocity dis-
persion relation measured from the SDSS DR7
spectroscopic sample (20, 21) (fig. S5), we in-
ferred a probability distribution for the foreground
galaxy’s velocity dispersion (16). We then used
this as input to a Monte Carlo simulation from
which we derived the posterior distributions for
the lens parameters (Fig. 3). We find that the
redshift and mass of the foreground galaxy make
it fully consistent with a gravitational lens that is

capable of satisfying the magnification, image-
separation limits, and time-delay constraints of
PS1-10afx (10). We thus concluded that PS1-
10afx is not a superluminous supernova but a
normal SNIa magnified by a strong gravitational
lens at z = 1.1168.

Our new data further explain why the lensing
galaxy was not evident in prior observations.
Even though the host galaxy is slightly less mas-
sive, more extinguished, and farther away than
the lensing galaxy, it harbors a younger stellar
population that shinesmore brightly per unit mass.
Because of this, the foreground object is only
comparable in brightness to the host over a nar-
row range of wavelengths longer than the lens-
ing galaxy’s 4000 Å break but shorter than the
host’s. This makes it difficult to see the light
from the lens galaxy over the glare from the host
galaxy.

The lack of multiple images or signs of time
delay from PS1-10afx can also be explained from
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Fig. 1. Spectra of the quiescent light at the location of PS1-10afx. The
Keck/LRIS observations (purple), taken ~450 rest-frame days after the super-
nova reached maximum light, show the presence of two emission features,
which we identified as [O II] from galaxies at z = 1.1168 and 1.3885. We also
detected absorption lines corresponding to the Mg II doublet for both the
foreground lens galaxy (blue labels in lower left panel) and the host (red labels
in lower middle panel). Vertical lines mark the rest frame wavelengths for the

doublets in the lower panels. A spectrum of PS1-10afx taken near maximum
light (1) is shown in gray for comparison. This supernova spectrum has been
shifted slightly to align the Mg II features with the Keck/LRIS data (16). The
lower right panel shows that the supernova light may be absorbed at wave-
lengths corresponding to Ca II H and K in the foreground galaxy. Ca II H is
coincident with a strong night sky line, but the Ca II K falls in a relatively clean
spectral region.
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our Monte Carlo simulations. The high total mag-
nification of PS1-10afx is best recovered from
alignments that produce four images (79% prob-
ability of a “quad” system), but the maximum
separation between the different multiple images
is small (∆q < 0.12′′ at 95% confidence), and the
maximum phase delay is short (∆t < 1.3 days at
95% confidence). The available observations of
PS1-10afx are thus likely insufficient to resolve
any effects from the gravitational lensing other
than its magnification.

In the future, high–angular resolution imag-
ing enabled by adaptive optics (AO) or space-
based resources like the Hubble Space Telescope
(HST) could be used to spatially resolve the mul-
tiple images of gravitationally lensed SNIa simi-
lar to PS1-10afx. This would not only provide
immediate confirmation that gravitational lensing
is at play, but it would also provide important
constraints on the nature of the lens. In theory,
multiple epochs of high-resolution imaging could
be used to measure the time delay between each
image and the magnification factors for each.
Such observations could yield strong constraints
on cosmic expansion.

Because the universe is expanding, the path
lengths of themore delayed imageswill be stretched
more by cosmic expansion, and the magnitude of
this delay is directly tied to the Hubble parameter
(22). However, the time delay is also dependent
on the mass density profile of the lens, which will
be dictated by unobservable dark matter. For ob-
jects of known brightness, like SNIa, we can use
the readily measurable magnification to break
this degeneracy (23). As is probably the case for

PS1-10afx, spectra taken near maximum light
can reveal not only the redshift of the supernova
but also, with the use of absorption line spectro-
scopy, the redshift and velocity dispersion of the
lens. (Note that at maximum light, the resolving
power available from Keck/LRIS may have been
sufficient to resolve the Ca II K line from the lens,
but the signal-to-noise ratio and resolution of the
available observations is too low: s < 125 km s−1

at 95% confidence.) Thus, future discoveries of

gravitationally lensed SNIa may be used to make
a direct and precise measurement of the Hubble
constant, but only if the needed follow-up obser-
vations commence in a timely manner.

To begin follow-up observations of lensed
SNIa candidates while they are still on the rise
(needed for accurate delay time measurements)
or near maximum light (the optimal phase for
absorption line spectroscopy), an efficient vet-
ting process must be employed to eliminate the
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components. We modeled the lens (blue line) and host (red line) as single stellar
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mass of each galaxy to find the sum (purple line) that best matched the observed
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nonlensed supernovae that outnumber lensed
SNIa by a few thousand to one. A means to ac-
complish this feat was demonstrated by the
selection of PS1-10afx for follow-up by the Pan-
STARRS1 team—they were first motivated to
examine PS1-10afx based on its unusually red
color (1), as seen inFig. 4 (16). PS1-10afx showed
a color near maximum light of r – i ~ 1.7 (where
r and i give the observed fluxes in the SDSS
r-band and i-band, respectively, in magnitudes),
whereas unlensed supernovae brighter than the
Pan-STARRS1 detection limits have r – i < 0.5.
(Note that quiescent galaxy light is removed from
these measurements using presupernova im-
ages.) Because the lensing probability increases
with redshift and, for a given sky area, the num-
ber of supernovae also increases with redshift
(because of both rates and increased volume),
the majority of lensed SNIa expected from a
flux-limited survey will be high-redshift events
that will typically appear much redder than the
more nearby population of unlensed supernovae.

We thus propose that selecting supernovae with
colors redder than a given i-band magnitude
(Fig. 4, bold black line) during their rise to
peak may be an effective way to identify lensed
supernovae. This will bypass the need to detect
multiple, resolved images and will thus increase
the expected number of lensed SNIa from future
surveys by a factor of 5 over traditional selection
techniques.

The large magnification and relatively low-
mass lens galaxy of PS1-10afx may prove typ-
ical of gravitationally lensed SNIa that will be
discovered by future, flux-limited surveys given
selection bias: Brighter objects are easier to de-
tect, and unresolved images formed by a low-
mass lens effectively make a single, brighter
object (16) (fig. S6). Alternatively, the lens mass
and high magnification of PS1-10afx may in-
dicate a problem with our understanding of the
starlight–to–dark matter connection in the early
universe. Thus, further studies of this system are
warranted. Amultiwavelength, high–angular res-

olution study of the lens and host galaxies with
HST, ground-based AO, and the Atacama Large
Millimeter/submillimeter Array could further
constrain the lensing model and provide an im-
portant reference for future studies of gravitation-
ally lensed SNIa.

References and Notes
1. R. Chornock et al., Astrophys. J. 767, 162 (2013).
2. A. Gal-Yam, Science 337, 927–932 (2012).
3. G. Rakavy, G. Shaviv, Z. Zinamon, Astrophys. J. 150, 131

(1967).
4. Z. Barkat, G. Rakavy, N. Sack, Phys. Rev. Lett. 18,

379–381 (1967).
5. S. E. Woosley, S. Blinnikov, A. Heger, Nature 450,

390–392 (2007).
6. S. E. Woosley, Astrophys. J. 719, L204–L207 (2010).
7. D. Kasen, L. Bildsten, Astrophys. J. 717, 245–249

(2010).
8. R. A. Chevalier, C. M. Irwin, Astrophys. J. 729, L6

(2011).
9. T. J. Moriya et al., Mon. Not. R. Astron. Soc. 428,

1020–1035 (2013).
10. R. M. Quimby et al., Astrophys. J. 768, L20 (2013).
11. M. M. Phillips et al., Astron. J. 118, 1766–1776

(1999).
12. S. Jha, A. G. Riess, R. P. Kirshner, Astrophys. J. 659,

122–148 (2007).
13. M. Hicken et al., Astrophys. J. 700, 1097–1140

(2009).
14. M. Sullivan et al., Mon. Not. R. Astron. Soc. 406, 782–802

(2010).
15. M. Oguri, P. J. Marshall, Mon. Not. R. Astron. Soc. 405,

2579–2593 (2010).
16. Additional information is available in the supplementary

materials on Science Online.
17. J. B. Oke et al., Publ. Astron. Soc. Pac. 107, 375

(1995).
18. C. Rockosi et al., Society of Photo-Optical

Instrumentation Engineers (SPIE) Conference Series (SPIE,
Bellingham, WA, 2010), vol. 7735.

19. D. K. Erb, A. M. Quider, A. L. Henry, C. L. Martin,
Astrophys. J. 759, 26 (2012).

20. G. Kauffmann et al., Mon. Not. R. Astron. Soc. 341, 33–53
(2003).

21. M. R. Blanton et al., Astron. J. 129, 2562–2578
(2005).

22. S. Refsdal, Mon. Not. R. Astron. Soc. 128, 307–310
(1964).

23. M. Oguri, Y. Kawano, Mon. Not. R. Astron. Soc. 338,
L25–L29 (2003).

Acknowledgments: This work was supported in part by the
Kakenhi Grant-in-Aid for Young Scientists (B)(24740118) from
the Japan Society for the Promotion of Science (JSPS); the
World Premier International Research Center Initiative,
Ministry of Education, Culture, Sports, Science and Technology,
Japan; the FIRST program; the Subaru Measurements of
Images and Redshifts project; and the JSPS Research
Fellowship for Young Scientists (23-5929). The data presented
herein were obtained at the W. M. Keck Observatory, which
is operated as a scientific partnership among the California
Institute of Technology, the University of California, and
NASA. The Observatory was made possible by the generous
financial support of the W. M. Keck Foundation. The data
presented in this paper are available from the Weizmann
Interactive Supernova Data Repository (www.weizmann.ac.il/
astrophysics/wiserep).

Supplementary Materials
www.sciencemag.org/content/344/6182/396/suppl/DC1
Supplementary Text
Figs. S1 to S6
References (24–43)

15 January 2014; accepted 2 April 2014
10.1126/science.1250903

PS1 10afx

reddening

18 20 22 24 26

Observed i–band magnitude

0.5

0.0

0.5

1.0

1.5

2.0

2.5
O

b
se

rv
ed

 r
–i

 c
o

lo
r

Fig. 4. Color-magnitude diagram showing how lensed SNIa can be distinguished fromunlensed
events. The blue shaded area shows the expected color-magnitude distribution for unlensed SNIa on a
log scale, and the red shaded area corresponds to core-collapse supernovae. The r – i colors for low
redshift supernovae are relatively blue. However, at higher redshifts (fainter observed magnitudes), the
color becomes red as the peak of the rest-frame spectral energy distribution passes through the observer-
frame bands. The red limit for unlensed supernovae at a given i-band magnitude is denoted by the thick
black line. Blue circles and red triangles show the distribution of lensed SNIa and core-collapse su-
pernovae, respectively, predicted by Monte Carlo simulations (16). Solid symbols indicate objects that
could be resolved from ground-based observations, such as those planned by the Large Synoptic Survey
Telescope (LSST). Open symbols depict objects that require high–angular resolution follow-up obser-
vations to resolve spatially. The open star marks the values corresponding to the peak i-band brightness of
PS1-10afx, and the dash-dotted curve shows that the color evolution within one magnitude of this peak is
minimal. The vertical dashed line marks the single epoch limit predicted for LSST. The arrow shows the
reddening vector, assuming AV = 1.0 magnitude.
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The Lunar Apatite Paradox
J. W. Boyce,1* S. M. Tomlinson,1 F. M. McCubbin,2 J. P. Greenwood,3 A. H. Treiman4

Recent discoveries of water-rich lunar apatite are more consistent with the hydrous magmas
of Earth than the otherwise volatile-depleted rocks of the Moon. Paradoxically, this requires
H-rich minerals to form in rocks that are otherwise nearly anhydrous. We modeled existing data
from the literature, finding that nominally anhydrous minerals do not sufficiently fractionate
H from F and Cl to generate H-rich apatite. Hydrous apatites are explained as the products of
apatite-induced low magmatic fluorine, which increases the H/F ratio in melt and apatite. Mare
basalts may contain hydrogen-rich apatite, but lunar magmas were most likely poor in hydrogen, in
agreement with the volatile depletion that is both observed in lunar rocks and required for
canonical giant-impact models of the formation of the Moon.

The extreme volatile-element depletion of
lunar rocks led to early estimates of less
than 1 part per billion (ppb) H in the bulk

Moon (1); however, direct measurements of lu-
nar apatite and olivine-hosted melt inclusions
indicated terrestrial levels of hydrogen (2–5).
H-rich apatites [with abundances exceeding hun-
dreds or even thousands of parts per million (ppm)
H2O in a wide range of lunar rock types (2, 3, 6)]
have led to speculations that apatites from Earth
and theMoon are produced under similarly hydrous
conditions. Apatite also provides a high-fidelity
record of H and Cl isotopes in lunar materials,
fromwhich arguments for both H-rich andH-poor
lunar magmas have been put forth, with water
perhaps sourced from cometary materials (2) or
chondritic meteorites (6, 7) or perhaps not present
at all (8). Given that the prevailingmodel ofMoon
formation—the giant-impact hypothesis (9)—is
constrained in part by the depletion of volatile
elements (including H, but also moderately vola-
tile elements such as K and Rb), recent obser-
vations of elevated H [e.g., (10)] have important
implications for the conditions of the formation
of the Moon as well as our planet (11).

Only a small number of lunar samples con-
tain olivine-hosted melt inclusions that are suf-
ficiently pristine for hydrogen analysis (5), so it
is difficult to determine whether they represent
melting of a small, particularly volatile-rich frac-
tion of the lunar interior or whether they have
more global implications. In contrast, the mineral
apatite Ca5(PO4)3(F,Cl,OH) is found in a more
diverse (and numerous) suite of lunar samples,
one that includes both mare basalts (Fig. 1) and
highland rocks. Thus, apatite may provide a record
of lunar volatiles that integrates over a wider
range of sample ages, localities, and petrogenetic
environments. This increased coverage comes at
the expense of increased ambiguity: Abundances
of volatiles in apatite may be difficult to interpret,

because investigations of apatite as a hygrometer
are incomplete (12–15). The explanation initially
offered for high hydrogen abundances in lunar
apatite was that crystallization of nominally an-
hydrous minerals (NAMs) from basaltic magmas
had concentrated H into the residual melt (2–4).
This model treats H as a trace element, with the
mineral/melt concentration ratio known as the
Nernst-type (or Henrian) partition coefficient [D
(16)]. H, F, and Cl are about equally incompatible
in NAMs [D << 1 (17–21)], so crystallization of
NAMs should enrich both basalts and their apa-
tites in H, F, and Cl (fig. S1) (16). Simultaneous
enrichment of H, F, and Cl in apatite is of course
impossible because these elements are constrained
by apatite stoichiometry to add up very nearly to
unity in molar occupancy (22). Under these con-
ditions, apatite is quite insensitive to the increasing
H2O content around it, a troubling conclusion for
those who wish to use apatite as an accurate mon-
itor of the abundance of magmatic volatiles from
simple Nernst-type D values.

It is more appropriate to treat H, F, and Cl in
apatite as major elements, comparable to the way
one treats partitioning of Mg and Fe between
olivine and melt (23, 24). We implemented this
treatment of volatile partitioning between apatite
and melt in a numerical model using equilibrium
constants for H-F-Cl exchange reactions instead
of Henrian partition coefficients. This allows us
to predict not only the H, F, and Cl content of
melts as a function of mineralogy and degree of
crystallization but also of apatite crystalizing
from that melt and the feedback between the
two, which governs the evolution of volatile abun-
dances in apatite-saturatedmagmas.Whenwe add
apatite to the model of the crystallizing assem-
blage (Fig. 2 and fig. S2), we now have a mineral
into which substantial and variable quantities of
both H and F will enter. Our modeling indicates
that, during fractional crystallization (where only
instantaneous equilibrium exists between the melt
and crystals) of amineral assemblage that includes
apatite, F is preferentially removed from the mag-
ma because of the preference of apatite for F over
Cl and H. This results in melts, and apatite, with
elevated H/F and Cl/F ratios. In melts with mod-
erately high P [P2O5 = 0.1 weight % (wt %)] and
F (F = 50 ppm, Cl = H2O = 1 ppm), the effect of
apatite over the range of 90 to 99% crystallization

is to increase the final water concentration of ap-
atite (H2Oap) by a factor of 25, from 7 to 180 ppm
(fig. S3). With initial F ≤ 20 ppm, apatite that
grows at ≥94% fractional crystallization con-
tains 1.79 wt % H2O (100%OH occupancy), an
increase of a factor of ~1000, consistent with the
highest values reported for mare basalts [~100%
molar OH– occupancy, ~1.79 wt % H2O (25)].
We find that the onset of apatite crystallization
changes the H, F, and Cl content of the melt more
than the crystallization of all other minerals com-
bined, which in hindsight is not surprising given
that these elements are only found in great abun-
dance in apatite.

Our model makes specific testable predictions:
First, it depends on fractional crystallization of
an assemblage including apatite, so we should
observe that populations of apatite crystals grown
at different times in the samemagma should have
different H, F, and Cl abundances (demonstrating
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*Corresponding author. E-mail: jwboyce@alum.mit.edu

Fig. 1. Back-scattered electron maps of large
apatites in mare basalts. (A) 12039,42 (2), (B)
10044,644 (2), and (C) 14053,16 (3). Light gray
rim present in the apatite in (B) is likely due to
increased REEs, which is consistent with both a
fractional crystallization origin and the SiO2 mea-
surements reported in fig. S2 and (2).
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a lack of equilibrium that accompanies fractional
crystallization). Evidence for a lack of equilibri-
um between apatite crystals and between apatite
and their host rocks is ubiquitous among the
lunar samples (2, 3, 8). Our modeling demon-
strates that, by varying only the degree of crys-
tallization and Cl content of the magma, we can

easily reproduce all the features seen in this diverse
suite of lunar apatites (Fig. 2). Chlorine-poor and
variably water-rich apatite such as those from
LAP-paired samples can be generated during
crystallization of less than 20% of the bulk rock
after apatite saturation, provided that Cl contents
are less than 0.5 ppm (relative to F = 10 ppm and

H2O= 1 ppm). The shorter, Cl-rich trend ofApollo
sample 76535 is observed for the same degree of
crystallization in models with ≥5 ppm Cl but
the same F and H2O contents as for the other
model curves in Fig. 2. Our model demonstrates
that apatite with 0 to 65% molar occupancy H
can be generated from magmas with identical
H content and reasonable amounts of fractional
crystallization.

If diffusion is sufficiently slow or crystalliza-
tion sufficiently quick, the core of a crystal can
become isolated from the evolving melt by the
subsequent crystallization of additional material.
This process results in crystals with growth zoning
and fractional crystallization of elements from the
remaining melt. Thus, a second test of our model
is the prediction that portions of crystals growing
early in the crystallization history (cores) will be
F-rich, whereas later-grown portions (rims) will
be F-poor, indicative of loss of F resulting from
apatite fractionation. We also predict that other,
nonvolatile incompatible elements that are en-
riched by fractional crystallization should be
likewise enriched from core to rim. Core-to-rim
zoning in volatile and nonvolatile elements con-
sistent with our model is observed in large apatite
from Apollo 12 basalt 12039,42 (Figs. 1A and 3)
(2), Apollo 11 basalt 10044,644 (Fig. 1B and fig.
S4) (2), and Apollo 14 basalt 14053,16 (Fig. 1C
and fig. S5) (3). Covariations in both volatile (H,
Cl, and F) and nonvolatile [rare earth elements
(REEs) and SiO2] elements suggests that a com-
mon process such as fractional crystallization is
operating during the period when the apatite is
growing. Critically, F is decreasing relative to H

FH70

Cl70

Cl = 0.2
Cl = 0.5
Cl = 1
Cl = 2
Cl = 5
Cl = 10
15058
14053
LAP 02205
NWA 4734
76535
12037

Fig. 2. Truncated ternary diagrams showing grain-to-grain variability of site components (F, Cl,
and OH) in apatite within individual lunar samples. Apatite analyses were compiled from literature
data (27–31). Curves show apatite composition during fractionation of less than 20% of the bulk rock
after apatite saturation for initial conditions of Fmelt = 10 ppm, Hmelt = 1 ppm, and varying Clmelt (in ppm).

Fig. 3. Trace elements and volatile profiles in apatite
from mare basalt 12039. All analyses are plotted versus
relative core-to-termination position (mm from geographic
center of crystal in Fig. 1A). Scatter in central values (includ-
ing consistent outlier datum plotted as a hollow circle) is prob-
ably because fine-scale cross-axis heterogeneities as growth
take place in all directions, not just along the elongated axis
(probably C-parallel) of the crystal. Concave-down core-to-rim
decrease in F content is consistent with behavior of F as a
compatible element—not just in apatite, but in the bulk as-
semblage. All other elements are bulk-incompatible and show
concave-up core-to-rim trace- and minor-element patterns.
Loss of H2O is insufficient to be explained quantitatively by
fractionation and may be affected by degassing. Data are
from (2).
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and Cl and other bulk-incompatible elements in
all of these sections, which requires apatite in the
fractionating assemblage and is not consistent
with an assemblage consisting entirely of NAMs.

Our model also predicts that residual melts
should be poor in elements such as F and P that
are highly compatible in apatite and are thereby
depleted during apatite fractionation. An example
is the glass in contact with apatite from 10044,644
discussed above (16). This highly evolved glass
(>78% SiO2) has low F, Cl, and P (F < 460 ppm,
Cl < 90 ppm, and P < 350 ppm) and yet makes up
only 0.1 T 0.06% of the total volume of 10044
(26). This is consistent with depletion of the melt
in apatite components far below the thousandfold
increase that might be expected for a late-stage
melt refined by a high degree of fractional crys-
tallization of NAMs. Because fractional crystal-
lization models indicate that order-of-magnitude
or greater increases in H2Oap are possible, it is not
trivial to use apatite to estimate minimum water
contents in lunar magmas. In cases where frac-
tionation of apatite is a concern, the lowest H
values are likely the ones least affected by loss of
F and Cl and make for the most robust inter-
pretation of H2Omelt, but only as a maximum
value. These H-enriched apatites may be quite
abundant: Amelt withH2O=F=Cl = 1 ppmbulk
(10 ppm at apatite saturation) will produce apatite
with initial H2O abundances of ~200 ppm. This
is also the abundance that would be predicted for
all apatite crystallizing under conditions approx-
imating equilibrium crystallization. However,
given the same starting conditions, fractional crys-
tallization models produce more than 40% by
mass apatite with >1000 ppmH2O andmore than
20% apatite with more than 10,000 ppm H2O.

Apatite has such a strong effect on the volatile
content of a magma during fractional crystalliza-
tion that it is difficult, if not impossible, to learn
anything about what conditions were like before
apatite saturation unless equilibrium conditions
are maintained throughout the life of the apatite.
If only H, F, and Cl are considered, the patterns of
degassing [decrease in the H/(H + F +Cl) content
of apatite with time] and fractionation [increase
of theH/(H + F +Cl) content of apatite with time]
can be indistinguishable, and other parameters
(such as nonvolatile trace elements) should be
used to determine the forward-time direction of
apatite evolution. Because it is not required that
late-stage H2Omelt be elevated in order to explain
the elevated abundances of H2Oap, hydrogen-rich
apatite cannot be cited as evidence for elevated
H2Omelt a priori. This permits reconciliation of
H-rich apatites with the high temperatures and
associated volatile depletion required by the giant-
impact hypothesis (9) without the need to find those
regions of impact-model space that are most per-
missive to retention of volatiles. Our results are
also consistent with the nominally anhydrous 37Cl-
enrichment mechanism proposed for lunar mate-
rials by (8). Apatite can still serve as a useful target
for isotopic studies of H and Cl provided that
those studies take into account the possibility that

multiple, initially low-H sources (such as solar
wind, surface ice, and spallation products) might
be amalgamated and concentrated into apatite. Ex-
cluding apatite, the geochemical evidence for large
portions of the interior of the Moon being more
than nominally anhydrous is greatly reduced.
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Preservation of a Preglacial
Landscape Under the Center of the
Greenland Ice Sheet
Paul R. Bierman,1* Lee B. Corbett,1 Joseph A. Graly,1† Thomas A. Neumann,1‡ Andrea Lini,1

Benjamin T. Crosby,2 Dylan H. Rood3,4§

Continental ice sheets typically sculpt landscapes via erosion; under certain conditions, ancient
landscapes can be preserved beneath ice and can survive extensive and repeated glaciation.
We used concentrations of atmospherically produced cosmogenic beryllium-10, carbon, and
nitrogen to show that ancient soil has been preserved in basal ice for millions of years at the
center of the ice sheet at Summit, Greenland. This finding suggests ice sheet stability through
the Pleistocene (i.e., the past 2.7 million years). The preservation of this soil implies that the
ice has been nonerosive and frozen to the bed for much of that time, that there was no substantial
exposure of central Greenland once the ice sheet became fully established, and that preglacial
landscapes can remain preserved for long periods under continental ice sheets.

Adiverse set of geochemical records has
been developed from ice recovered in the
3054-m Greenland Ice Sheet Project 2

(GISP2) core. These data provide a detailed his-
tory of climate and ice dynamics stretching back
over 100,000 years. The lowermost 13 m of the
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core, which contain high concentrations of sedi-
ment, are less well studied. Here, we used mea-
surements of atmospherically produced (meteoric)
10Be, carbon, and nitrogen in sediment extracted
from this silty ice zone to better understand the
source and age of this material and to infer the
erosional and thermal history under the center of
the Greenland Ice Sheet (GIS) since its inception
millions of years ago.

Ice likely was present on Greenland starting
~38million years ago (Ma), expanding after 14Ma
with glaciations becoming more frequent after
~7 Ma and full coverage of Greenland by ice
occurring at ~2.7 Ma (1, 2). Fossils in north
Greenland suggest a partially forested tundra land-
scape some time before the growth of the current
ice sheet (3). The more recent history of the GIS
(the past 100,000 years) is constrained by ice
cores as well as geologic mapping (4), cosmo-
genic nuclides (5), geochemical proxies (6), sea-
level records (7), and 14C dating of sediment (8).

Glacial erosion rates are controlled by thermal
conditions at the bed. Ice colder than the pressure
melting point is frozen to the bed (cold-based)
and non-erosive. Ice warmer than the pressure
melting point (warm-based) can erode the bed.
Using heat-flux data, one model suggests that
>75% of the present GIS is warm-based and thus
erosive (9); however, the present-day thermal
state of the GIS is known with certainty only
where drilling exposes the bed.

The rate at which the GIS erodes its bed and
the spatial distribution of sub-ice erosion are un-
certain. North Atlantic sediment volume esti-
mates suggest that, on average, ~100 m of rock
were removed from glaciated areas of North
America and Greenland after sustained glaciation
began at 2.7 Ma (10). This corresponds to an aver-
age erosion rate of ~40 m per million years—a
value that masks variability over space and time.

All GIS cores that have been drilled to or near
to the bed contain silty basal ice (11). This ice can
contain organic material (12), microorganisms,
and high gas concentrations (13) and can display
a stable water isotope signature (14) interpreted
as indicating warmer conditions when the basal
ice formed (11), perhaps in the absence of an ice
sheet (15).

At the bottom of the GISP2 ice core (Sum-
mit, Greenland; Fig. 1), 13 m of silty ice [average
0.4% solids (16)] overlies 48 cm of diamict con-

taining erratic lithologies and underlain by gra-
nitic rock (11, 16, 17). The basal ice has not been
dated directly, but the composition of dissolved
gases suggests an age of at least 237,000 years (18).
Ice at Summit is currently frozen to the bed (–9°C,
6°C below the pressure melting point) (19), and
models suggest that it has remained frozen to the
bed for at least the last several glacial cycles (20).

To understand the origin and history of the
sediment in basal GISP2 ice, we measured the
concentration of meteoric 10Be adhered to sand
and silt extracted from 17 samples of GISP2 silty
ice. This isotope is continuously produced by cos-
mic rays in the atmosphere, is delivered to Earth’s
surface by precipitation and dry fall, and adheres
to sediment. It has been used to date soils and infer
erosion rates (21). We also measured organic
carbon (OC) and total nitrogen (TN) in these same
samples. To provide an analog for the GIS data,
we measured a meteoric 10Be profile in a perma-
frost tundra soil developed on a mid-Pleistocene
glacial surface in Alaska (22). Methodological de-
tails and data tables are provided in the supple-
mentary materials.

All silty ice sediment samples contained high
concentrations of meteoric 10Be and detectable
levels of OC and TN (Fig. 2). Sediment in an
11-cm sample of ice just above the bed had the
highest concentration of meteoric 10Be (3.8 × 108

atoms g−1). Other sediment samples contained
0.61 × 108 to 1.02 × 108 atomsmeteoric 10Be g–1.
In general, we found that 10Be and OC concen-
trations decrease with sample distance above the
bed. This decrease is consistent with the mixing
of two components: (i) locally eroded soilmaterial
with both high meteoric 10Be and OC concentra-
tions, and (ii) eroded rock or sediment containing
little meteoric 10Be or OC. The second component

could be rock flour derived from outcrop abrasion
or till sourced from below the depth to which me-
teoric 10Be has penetrated soil, regolith, and rock.

The geochemical data suggest that sediment
incorporated into the silty ice zone was derived
from erosion of a stable cold-region landscape.
10Be concentrations measured in silty ice sedi-
ment are similar to those measured in long-lived
soils (21). Compared to 541 10Be concentrations
measured in soil (21), the maximum 10Be con-
centration measured in GISP2 sediment ranks in
the 60th percentile (Fig. 3A). Sediment extracted
from GISP2 silty ice contains 0.3 to 1.7% OC
and 0.03 to 0.14% TN. The OC/TN regression
indicates a C/N ratio of ~10, consistentwith values
reported for mineral-rich subsoils from boreal
regions and cryoturbated tundra (23, 24). Both
OC and TN concentrations are positively cor-
related with 10Be concentration and all decrease
above the bed, indicating that 10Be, C, and N are
derived from the same source, most likely a former
tundra soil.

We can estimate the inventory of meteoric
10Be in the soil before burial beneath theGIS. Such
a calculation is viable because soil generally retains
10Be and because 10Be soil inventories—at least in
temperate regions where sufficient data exist to
make this comparison—are well correlated on a
global scale with the maximum measured con-
centration of 10Be in the soil profile (Fig. 3B) (21).
Taking the maximum measured meteoric 10Be
concentration (3.8 × 108 atoms g−1) at face value
suggests an inventory of 6.7 × 1010 atomsmeteoric
10Be cm−2 (Fig. 3B). However, if we presume that
the soil from which the silty ice was derived pre-
dates the GIS and is thus older than 2.7 million
years (~2 half-lives of 10Be), then the concentra-
tion when the soil was first buried by ice, after
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correcting for radioactive decay of 10Be,was higher
by a factor of more than 4 (~1.5 × 109 atoms me-
teoric 10Be g−1). The corresponding soil inventory
when the GIS developed was ~3.8 × 1011 atoms
meteoric 10Be cm−2. Such concentrations and in-
ventories, while high, are reasonable. The tundra
soil from the North Slope of Alaska, developed on
a till plain that has been stable for between 150,000
and 750,000 years (22), contains up to 1.1 × 109

atoms meteoric 10Be g−1 and has an inventory
of 4.0 × 1010 atomsmeteoric 10Be cm−2, consistent
with the meteoric 10Be concentrations in the silty

ice zone and the inferred meteoric 10Be inventory
(Fig. 4).

The duration over which this ancient soil de-
veloped in Greenland before expansion of the
GIS can be roughly estimated using the delivery
rate of meteoric 10Be to the GISP2 site [3.5 × 105

atoms cm−2 year−1 in the upper, silt-free ice of the
GISP 2 core (25)]. With no erosion and assuming
the Holocene meteoric 10Be deposition rate, the
soil material in the silty ice zone was subaerially
exposed for at least 200,000 years (no decay cor-
rection) and perhaps more than 1 million years

(decay-corrected). Even using a deposition rate
several times higher, assuming a weakened polar
vortex and increased precipitation during past
warm periods, the soil incorporated in GISP2
basal silty ice requires far longer exposure (on
the order of 105 years) than can be accounted for
by a few millennium-long periods of exposure
during extreme interglacials [such as marine iso-
tope stage (MIS) 11]. Therefore, the data aremost
consistent with soil formation prior to the exis-
tence of the present GIS. On the basis of similar-
ly high meteoric 10Be concentrations, ancient

Fig. 2. Geochemical and
isotopic data for GISP2
basal silty ice. (A) Mete-
oric 10Be concentration of
silt with core depth; hori-
zontal axis has gap and var-
iable scaling to allow plotting
of the high-concentration
lowermost sample. (B) Wa-
ter oxygen isotopes in ice
(14). (C) Organic carbon (OC)
measured in acidified silt.
(D) Organic carbon/total nitro-
gen ratio measured in acid-
ified silt. (E) Positive linear
relationship between organ-
ic carbon andmeteoric 10Be in
silt samples. Data in table S1.
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preglacial regolith has been identified on uplands
and in glacial sediments preserved on Baffin Island
in arctic Canada (26).

Other means of generating high meteoric 10Be
concentrations in sediment extracted from the
GISP2 silty ice zone do not appear plausible. It is
unlikely that the 10Be we measured was con-
centrated from basal meltwater. Ice in the GISP2
core contains on average 1.4 × 104 atoms me-
teoric 10Be g−1 (25), four orders of magnitude
less than measured in the silty ice. Stable water
isotope data frombasal ice of the nearbyGreenland
Ice Core Project (GRIP) core (19) fall on the me-
teoric water line and are inconsistent with large-
scale melting that would be needed to concentrate
10Be. The positive, linear correlation between
OC and 10Be (Fig. 2) is also inconsistent with
delivery of meteoric 10Be from meltwater. Long
and/or warm interglacials (MIS 5e, 9, and 11) are
unlikely to have melted the entire GIS, and even
if they did, the peak of each interglacial is so short
(thousands of years) that insufficient meteoric
10Be would be delivered to any exposed soil at
Summit to build up even a few percent of the
meteoric 10Be inventory we infer. On the basis of
the marine isotope record (27), other interglacials
were less intense than MIS 5e, 9, and 11 and thus
even less likely to melt the entire GIS. In situ
production of 10Be by the interaction of cosmic
rays (specifically muons) with sediment under the
ice sheet, which is several kilometers thick, gen-
erates an inventory of only a few atoms 10Be g−1

over a period of 2.7 million years (28).
Previous but imprecise measurements of in

situ 10Be, 26Al, and 36Cl in rock collected below
the silty ice zone of the GISP2 core are consistent
with short exposure of that rock (at most a few
thousand years) around 0.5 T 0.2 Ma, possibly
during the long MIS 11 interglaciation (29). If
there were a short period of exposure duringMIS
11, then the pre-Pleistocene soil below GISP2
was not fully eroded during that exposure. Any in
situ produced 10Be, 26Al, and 36Cl accumulated
in rock during brief exposure at MIS 11 could

have been produced under a cover of uneroded,
pre-Pleistocene soil, or the soil we sampled could
have been transported from nearby. The 10Be mea-
surements presented here demand a much longer
period of subaerial exposure than the data of
Nishiizumi et al. (29), many tens to a few hun-
dreds of thousands of years, a duration of exposure
only possible at Summit before the expansion of
the GIS at ~2.7 Ma.

The continued presence of soil in GISP2 ice
for several million years after formation of the
GIS indicates extremely low rates of sub-ice ero-
sion and slow rates of horizontal ice advection
away from Summit. Such low shear rates are con-
sistent with both long-term stability of the GIS
ice divide location and a frozen bed for most, if
not all, of the past 2.7 million years. The existence
of ancient soil implies low sub-ice erosion rates;
however, the 13-m thickness of the silty ice zone
suggests erosion, entrainment, and mixing of the
preglacial soil. Although persistence of this ancient
soil precludes substantial erosion at the bed (16),
it is possible that cold-based ice incorporated
some basal debris (30). The flux of silty ice past
the GISP2 site is likely dominated by deforma-
tion within the ice rather than by sliding (11). If
warm-based ice was present at Summit for short
periods of time in the past, it did little more than
mix sediment from the bed into the overlying ice.

Meteoric 10Be data constrain both the pregla-
cial landscape history and the Quaternary history
of Summit, Greenland. 10Be and OC data are con-
sistent with inferences, based on the stable oxygen
isotopic composition of ice and the concentration
and isotopic composition of gases in the silty ice
zone, that the GIS overran a local snowfield or
ice that itself overlay a soil (13). Since the GIS
formed, the soil has been preserved and only slow-
ly eroded, implying that an ancient landscape
underlies 3000 m of ice at Summit. These new
data are most consistent with continuous cover of
Summit by ice for the entire Quaternary, with at
most brief exposure and minimal surface erosion
during the warmest or longest interglacials.

References and Notes
1. J. S. Eldrett, I. C. Harding, P. A. Wilson, E. Butler,

A. P. Roberts, Nature 446, 176–179 (2007).
2. H. C. Larsen et al., Science 264, 952–955 (1994).
3. S. Funder, N. Abrahamsen, O. Bennike, R. W. Feyling-Hanssen,

Geology 13, 542 (1985).
4. D. Winkelmann, W. Jokat, L. Jensen, H.-W. Schenke,

Quat. Sci. Rev. 29, 1069–1077 (2010).
5. L. Håkansson, J. P. Briner, A. Aldahan, G. Possnert,

Quat. Res. 76, 452–459 (2011).
6. A. E. Carlson, J. S. Stoner, J. P. Donnelly, C. Hillaire-Marcel,

Geology 36, 359 (2008).
7. A. J. Long et al., Earth Planet. Sci. Lett. 272, 8–18

(2008).
8. H. Cremer, O. Bennike, B. Wagner, Quat. Sci. Rev. 27,

312–319 (2008).
9. R. Greve, Ann. Glaciol. 42, 424–432 (2005).

10. E. P. Laine, Quat. Res. 14, 188–198 (1980).
11. M. L. Bender, E. Burgess, R. B. Alley, B. Barnett,

G. D. Clow, Earth Planet. Sci. Lett. 299, 466–473 (2010).
12. E. Willerslev et al., Science 317, 111–114 (2007).
13. R. Souchez et al., Geophys. Res. Lett. 33, L24503

(2006).
14. M. Stuiver, P. M. Grootes, Quat. Res. 53, 277–284

(2000).
15. A. J. Gow et al., J. Geophys. Res. 102, 26559 (1997).
16. A. J. Gow, D. A. Meese, Ann. Glaciol. 22, 134 (1996).
17. D. Weis, D. Demaiffe, R. Souchez, A. J. Gow, D. A. Meese,

Earth Planet. Sci. Lett. 150, 161–169 (1997).
18. M. Suwa, J. C. von Fischer, M. L. Bender, A. Landais,

E. J. Brook, J. Geophys. Res. 111, D02101 (2006).
19. R. Souchez et al., Geophys. Res. Lett. 21, 693–696

(1994).
20. P. Huybrechts, Ann. Glaciol. 23, 226 (1995).
21. J. A. Graly, P. R. Bierman, L. J. Reusser, M. J. Pavich,

Geochim. Cosmochim. Acta 74, 6814–6829 (2010).
22. T. D. Hamilton, “Surficial geology of the Dalton Highway

(Itkillik-Sagavanirktok rivers) area, southern Arctic
foothills, Alaska” (Alaska Division of Geological &
Geophysical Surveys Professional Report 121, 2003);
www.dggs.alaska.gov/pubs/id/7191.

23. I. Callesen, K. Raulund-Rasmussen, C. J. Westman,
L. Tau-Strand, Boreal Environ. Res. 12, 681–692 (2007);
http://curis.ku.dk/ws/files/11055152/fulltext.pdf.

24. G. Hugelius, P. Kuhry, C. Tarnocai, T. Virtanen,
Permafr. Periglac. Process. 21, 16–29 (2010).

25. R. C. Finkel, K. Nishiizumi, J. Geophys. Res. 102,
26699 (1997).

26. K. A. Refsnider, G. H. Miller, Quat. Sci. Rev. 67, 176–189
(2013).

27. L. Lisiecki, M. Raymo, Paleoceanography 20, PA1003
(2005).

28. B. Heisinger et al., Geochim. Cosmochim. Acta 66, A558
(2002).

29. K. Nishiizumi et al., EOS 77, OS41B (1996).
30. K. M. Cuffey et al., Geology 28, 351 (2000).

Acknowledgments: Supported by NSF grants ARC1023191
(P.R.B.) and ARC0713956 (P.R.B. and T.A.N.). Alaska soil
collection and preparation were supported by NSF grants
ARC0806394 and ARC0806399. P.R.B. analyzed the data
and wrote the first draft of the manuscript; L.B.C. extracted
the 10Be and prepared final drafts of the figures; J.A.G.
interpreted the 10Be data; T.A.N. provided glaciological
expertise; B.T.C. provided the Alaskan samples and context
for their interpretation; D.H.R. made the accelerator mass
spectrometry measurements; A.L. made and interpreted the
OC and TN measurements; and all authors read and edited
multiple versions of the manuscript. The data reported in
this paper are tabulated in the supplementary materials.

Supplementary Materials
www.sciencemag.org/content/344/6182/402/suppl/DC1
Materials and Methods
Tables S1 to S3
References (31–33)

27 November 2013; accepted 28 March 2014
Published online 17 April 2014;
10.1126/science.1249047

Fig. 4. Depth profile of
meteoric 10Be measured
in a stable soil profile de-
velopedonglacialsediment
deposited>150,000 years
ago, North Slope, Alaska.
Prominent subsurface bulge
is indicative of a stable soil
profile (21). Maximummea-
sured and decay-corrected
concentrations of meteoric
10Be measured in GISP2 silt
are overlain. Data in table S2.
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Organic Matter Stoichiometry, Flux, and
OxygenControlNitrogen Loss in theOcean
Andrew R. Babbin,1* Richard G. Keil,2 Allan H. Devol,2 Bess B. Ward1

Biologically available nitrogen limits photosynthesis in much of the world ocean. Organic matter (OM)
stoichiometry had been thought to control the balance between the two major nitrogen removal
pathways—denitrification and anammox—but the expected proportion of 30% anammox derived
from mean oceanic OM is rarely observed in the environment. With incubations designed to directly
test the effects of stoichiometry, however, we showed that the ratio of anammox to denitrification depends
on the stoichiometry of OM supply, as predicted. Furthermore, observed rates of nitrogen loss increase
with the magnitude of OM supply. The variable ratios between denitrification and anammox previously
observed in the ocean are thus attributable to localized variations in OM quality and quantity and do
not necessitate a revision to the global nitrogen cycle.

Theprocesses that remove nitrogen (N) from
the ocean are (i) anaerobic ammonium oxi-
dation (anammox), the autotrophic oxi-

dation of ammonium to N2 by nitrite, and (ii)
denitrification, a stepwise heterotrophic reduc-
tion of nitrate (the most abundant species of
fixed N in the ocean) to N2. The existence of
anammox was contemplated even before the
anammox metabolism was discovered in bacteria
(1, 2), based on the observation that ammo-
nium, a by-product from the heterotrophic res-
piration of N-containing organic matter (OM),
does not accumulate within strictly anoxic en-
vironments (3), such as the oxygen-deficient
zones (ODZs). Because ammonium cannot be
removed by oxidation via conventional aer-
obic nitrification in ODZs, the oxidation of the
particulate organic matter (POM)–derived am-
monium must occur through anammox. Build-
ing on previous work (4), we derived a balance
between anammox and denitrification from ge-
neric OM stoichiometry rather than from av-
erage ocean POM by assuming (i) complete
oxidation of POM to CO2, (ii) no accumula-
tion of ammonium or nitrite, and (iii) that all
ammonium liberated by the reduction of ni-
trate and nitrite must be oxidized via anammox
in the absence of molecular O2. The equation
stoichiometry is predicated on previous theo-
retical (4) and experimental (5) studies that
determined the species coefficients, depending
on the elemental composition of the POM (see
the supplementary materials). From this theo-
retical balance, the fraction of total N loss via
anammox is

famx ¼
1:02NC

0:4 þ 0:1HC − 0:2OC þ 0:456NC

ð1Þ

where the variables are the ratios of each of
the major elements in the POM substrate with
respect to C. From Eq. 1, it becomes apparent
that the C/N ratio is the most important pa-

rameter in setting the balance, because (i) the
N content is modified by the largest coefficient,
and (ii) the H and O contents tend to compen-
sate for each other. For the average labile POM
stoichiometry in the ocean, C6.6H10.9O2.6N (6),
famx = 28%.

It is somewhat mysterious then that anam-
mox and denitrification often do not appear
to be stoichiometrically linked, given the gen-
erally conserved average composition (C/N =
6.6) of OM, but rather that one process or the
other dominates the total N loss when measured
discretely in space and time (7, 8). Spatiotem-
poral dynamics (7) and failure to include the ef-
fect of episodic POM supply in small-volume
incubations are likely explanations, although
so far unproven. Others have invoked alterna-
tive anaerobic mechanisms, such as dissimilato-
ry nitrate reduction to ammonium (8), or benthic
ammonium release (9), to provide ammonium
for anammox in the absence of measurable de-
nitrification, but these explanations cannot fully
satisfy the anammox demand for ammonium.
Recently, an extensive data set from the South
Pacific showed that on a larger (areal) scale, anam-
mox was 28% of the total N loss (10), as pre-
dicted (4) by the average composition of the
OM (i.e., C/N = 6.6). However, most sites had
low rates of anammox and even lower rates of
denitrification, whereas a few discrete locations
had very high denitrification rates. The balance
between anammox and denitrification is impor-
tant for understanding N cycling and the energy
balance in suboxic zones, and because the two
processes have different effects on C mineral-
ization and on the production and consumption
pathways of nitrous oxide, a major greenhouse
gas and ozone-depleting agent (11), which is a
significant intermediate in the denitrification
pathway but not of anammox (12).

To investigate the roles of OM stoichiometry
and O2 concentration in controlling N loss in the
Eastern Tropical North Pacific ODZ, we performed
incubation experiments using isotopically labeled
nitrite as a tracer and various OM treatments at
the top of the ODZ and the secondary nitrite
maximum of two stations, one coastal and one
offshore (fig. S1). Anammox and denitrification

rates increased by different proportions in re-
sponse to specific OM additions, with higher pro-
portions of anammox corresponding to greater
N relative to C content (i.e., a lower C/N ratio) of
the source substrate (Table 1). Experimental treat-
ments included sterilized substrate organic com-
positions of C9.7H17.8O8.9NH3 for the sucrose
and ammonium mixture, C3.6H5.7ON for the
casamino acids, and C6.8H11.2O2.7N for the sink-
ing particulate OM (from the average measured
POM C/N, with an inferred C/H/O from average
POM stoichiometry) (6). Based on experiments at
both depths of each of the two stations (Fig. 1),
the predicted anammox proportions of N loss of
22, 45, and 27% (Eq. 1), respectively, match the ob-
served values quite closely (Fig. 2). These data con-
firm that the proportions of the twoN loss processes
depend on the stoichiometry of the source OM.

The addition of fresh OM-induced changes in
observed anammox and denitrification rates, in-
dicating that the total fixedN lossmust have been
prevailingly limited by OM supply, probably be-
cause any ambient dissolved OM before the addi-
tion was highly refractory (13). This is confirmed
by the measured increase of N loss rates from the
addition of OM, regardless of stoichiometry, in
11 of 12 experiments; relative to noOM addition,
these rates were stimulated by factors averaging
1.4, 2.4, and 7.0 (Fig. 1) by the addition of sucrose
plus ammonium, casamino acids, and sinking
POM, respectively. Furthermore, the same anam-
mox rates were observed in the sucrose additions,
compared with the no OM–added treatments at
the same depths, so ambient OM contributed no
ammonium during the incubations. The collected
sinking POM induced a much greater increase
in the rates as compared with the sucrose and
casamino acids treatments, despite there being a
lower amount of organic C amended. This indicates
that amixture of diverse organic compound classes
in naturally occurringOM ismore beneficial to cell
growth, perhaps by lowering the energy require-
ments to build and maintain cells, as compared
with a pure carbohydrate or amino acid diet.

The depth distribution of total N loss rates at
both stations (Fig. 3), determined from separate
experiments with only labeled nitrite tracer added,
further supports the link between in situ rates
and OM flux. The measured rates decreased as
a function of depth, in accordance with a sim-
ple power scaling law (14) with an exponent of
–1.3. The total areal flux (obtained by integrating
the rates with respect to depth) must thus vary
as a function of depth with an exponent one unit
higher, or –0.3. The value of –0.3 matches that
of the sinking POM flux commonly measured in
suboxic basins (compared with a global average
of –0.8) (14–18). This remarkable correspondence
indicates that denitrification is responsible for the
organic C remineralization, which in turn drives
N loss in the anoxic depths of the water column.

Dissolved O2 concentrations themselves con-
strain the domain within the global ocean where
N loss can occur, due to the preferential use of
O2 over nitrate as a terminal electron acceptor
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in the remineralization of OM and the regulation
by O2 of the enzymes catalyzing N loss (19). Marine
zones where denitrification and anammox can oc-
cur have been defined variously as waters with
an upper O2 concentration of 2 to 20 mmol liter−1

(20–23). Although this uncertainty in threshold
may seem trivial, when integrated over the volume
of the ocean, the total volumes of subthreshold
water decrease greatly as O2 concentrations ap-
proach zero (24), and therefore the actual threshold
for anaerobic processes has important implica-
tions for modeling the global N budget.

The effect of O2 on N loss rates was distinct
and apparently immediate: The addition of 3 or
8 mmol liter−1 of O2 with 3 mmol liter−1 of NH4

+

resulted in insignificant N loss rates, suggesting
that the O2 tolerance limit for environmental as-
semblages is similar to that inferred from cul-
tured organisms (25). Low levels of anammox
consistently occurred in the 3 mmol liter−1 of O2

treatment but not at 8 mmol liter−1, whereas de-
nitrification was not consistently detected with
either 3 or 8 mmol liter−1 of O2. This O2 toler-
ance is consistent with results from (i) the Baltic

Sea (26), where an O2 level of 3 mmol liter−1

inhibited anammox and denitrification by 90
and 100%, respectively; (ii) the Black Sea (21),
where the anammox O2 tolerance was estimated
to be between 8 and 13 mmol liter−1; and (iii)
the Eastern Tropical South Pacific (23), where
samples from the core of the ODZ exhibited no
anammox when amended with O2 greater than
3.5 mmol liter−1. The slight variation in the two
O2 tolerances may allow anammox to be cou-
pled to aerobic nitrification in water with low
but nonzero O2. But the magnitude of this dif-
ference and the steepness of the observed O2

gradient overlying the ODZ (4 mmol liter−1 of
O2 m

−1) are such that the amount of anammox
supported independently from denitrification in
the ODZs must be negligible.

Rates of anammox and denitrification can be
calculated based on the stoichiometry and rates of
the OM flux, the exponent of the power law, and
the depths bounding the anoxic zone. On the
basis of this simple model, the particle fluxes of
24 and 10 mg of C m−2 day−1 measured in this
study (Table S2) at the top of the coastal and off-

shore ODZs, respectively, should support local
N2 production rates at the top of the ODZ of 17
and 4 nmol of N liter−1 day−1. These rates derived
from the measured POM flux are comparable to
those measured in the small-vial incubations of
22 and 4 nmol of N liter−1 day−1 near the depths
of sediment trap deployment, and are well within
errors associated by bridging two highly disparate
types of measurements. The direct agreement
between the calculated and measured rates pro-
vides evidence that N gas production is causally
related to the organic C sedimentation flux and
confirms that this simple model may be useful to
estimate N loss rates in ODZs. Furthermore, using
C flux data from theMexican margin (27), we can
predict the associatedN gas production that occurs
by differentiating with depth the organic flux driv-
ing this oxidation (Fig. 3A). The N2 production
rates implied by these organic C data correspond
closely to our measured rates, with rates highest
near the surface and decreasing via a power law
scaling with depth (Fig. 3B).

In addition to providing an explanation for
the relative rates of anammox and denitrification

Table 1. Anammox percent for each OM treatment. Anammox percentages are included for both sampling sites at the base of the oxycline and at
the depth of the secondary nitrite maximum (SNM).

Treatment
OM

stoichiometry
N/C

C oxidation
state

Site

Average T standard errorCoastal Offshore

Oxycline 60 m SNM 100 m Oxycline 100 m SNM 150 m

NH4
+ only — — — 39.8% 55.8% 33.5% 42.5% 42.9 T 4.5%

Sucrose + NH4
+ C9.7H17.8O8.9NH3 0.10 0 25.3% 24.5% 26.5% 21.8% 24.5 T 1.0%

Sinking POM C6.8H11.2O2.7N 0.15 –0.41 31.2% 29.7% 32.8% 28.3% 30.5 T 1.0%
Casamino acids C3.6H5.7ON 0.28 –0.19 44.1% 48.3% 40.7% 41.7% 43.7 T 1.8%

Fig. 1. Measured N loss rates. Biogeochemical parameters (center panels)
measured at coastal (A and B) and offshore (C and D) sites. Nitrate (circles),
nitrite (squares), and O2 (dark-gray line) concentrations are shown. The hori-
zontal light-gray line indicates the depth of the onset of anoxia. Asterisks

indicate depths where experiments were performed, and hash marks in (A) and
(D) indicate additions supplemented by 14NH4

+. Denitrification (open bars) and
anammox (solid bars) rates are shown. Error bars indicate the standard deviation
of rates derived from a linear fit to five time points measured in triplicate.

www.sciencemag.org SCIENCE VOL 344 25 APRIL 2014 407

REPORTS



in ODZs and a quantitative relationship between
N loss and the flux of OM, the results presented
here also have the potential to explain much
of the variability in the relative contributions of
anammox and denitrification rates observed in
the ODZs. Although the average OM C/N in the
ocean is 6.6, large variations are observed, based
on the phytoplankton community composition or
the state of remineralization of the OM (14, 28).
For instance, newly formed OM rich in amino
acids can stimulate higher relative anammox rates
due to the preferential remineralization of N-rich
compounds (16). Older recalcitrant OM, poor in
organic N, however, will result in a smaller pro-
portion of N loss catalyzed by anammox bacte-
ria. Yet, integrated over both space and time,
the balance between anammox and denitrifica-
tion must be constrained by the flux and C/N
ratio of the OM in and out of the anoxic zone.

It is also worth noting that the occurrence of
nitrite accumulation in the ODZs does not signif-
icantly alter the balance between anammox and
denitrification, because of the requirement that a
large percentage of nitrate reduction proceeds no
further than nitrite before a noticeable enrich-
ment in fraction anammox results (fig. S3).

Furthermore, these constraints have applica-
bility to estimating future fixed N loss. The model
developed here, predicting water column deni-
trification rates using POM fluxes and C/N ratios,
can be integrated into global biogeochemicalmod-
els to provide robust constraints on present and
past fixed N losses in marine suboxic regions. It is
additionally helpful in evaluating the effects of
ODZ expansion on future climate (29), potential
shifts in average C/N ratios with changing atmo-
spheric CO2 concentrations (30), and negative
feedbacks to global primary production via N loss.
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Fig. 2. Theoretical famx
from OM stoichiometry.
Fractions of N loss attributed
to anammox ( famx) are cal-
culated by a modified ver-
sion of Eq. 1 (supplementary
materials text) are shown in
color contours. Cas., casamino
acids; Suc., sucrose. Predicted
(circles) andmeasured (squares)
famx for each OM treatment are
overlaid. The inset shows these
values in comparison to the
expected 1:1 line.
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Fig. 3. Organic C-
dependence of N loss.
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lected in this study (black
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The derived power law fit
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for reference. (B) Total N
loss rates for both coastal
(solid symbols) and off-
shore (open symbols) sta-
tions from +15NO2

–-only
experiments. The power
law best fit of these points
(dashed gray line) and
the theoretical rates (solid black line) driven by and derived from the organic C flux in (A) are also shown.
Asterisks denote the rate experiments closest to the sediment trap deployment depths. z, depth; R2,
correlation coefficient.
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Conversion of Channelrhodopsin into a
Light-Gated Chloride Channel
Jonas Wietek,1* J. Simon Wiegert,2* Nona Adeishvili,1 Franziska Schneider,1

Hiroshi Watanabe,3 Satoshi P. Tsunoda,1 Arend Vogt,1 Marcus Elstner,3

Thomas G. Oertner,2† Peter Hegemann1†

The field of optogenetics uses channelrhodopsins (ChRs) for light-induced neuronal activation.
However, optimized tools for cellular inhibition at moderate light levels are lacking. We found
that replacement of E90 in the central gate of ChR with positively charged residues produces
chloride-conducting ChRs (ChloCs) with only negligible cation conductance. Molecular dynamics
modeling unveiled that a high-affinity Cl–-binding site had been generated near the gate.
Stabilizing the open state dramatically increased the operational light sensitivity of expressing cells
(slow ChloC). In CA1 pyramidal cells, ChloCs completely inhibited action potentials triggered by
depolarizing current injections or synaptic stimulation. Thus, by inverting the charge of the
selectivity filter, we have created a class of directly light-gated anion channels that can be used
to block neuronal output in a fully reversible fashion.

Channelrhodopsins (ChRs), light-gated ion
channels that serve as sensory photo-
receptors in microalgae (1–3), are now

widely used to activate specific neuronal pop-
ulations in the brain. ChR2 and numerous en-
gineered variants have been demonstrated to
induce rapid depolarization, reliably triggering
single action potentials (APs) in response to brief
light pulses. ChRs with extended open-state life-
times (step-function rhodopsins), on the other
hand, provide sustained depolarization and drive
AP trains at high frequencies (4, 5). To study the
function of specific classes of neurons within
large neuronal networks or in the intact brain,
transient inactivation by hyperpolarization can
be even more informative than depolarization.
For this purpose, light-activated ion pumps
have been used as membrane hyperpolarizers
(6, 7). Because only a single charge is trans-
ported per photocycle, these pumps require con-
stant illumination of high intensities. For in vivo
experiments, in which photon capture is typ-
ically the rate-limiting step, effective inhibition
is restricted to a very small volume, even when
light-driven pumps with high cycling rates are
used (8).

As an alternative approach, several attempts
have been made to convert ChR into a K+- or
anion-selective channel that might generate out-
ward currents in neurons. However, the prefer-
ence for K+ over Na+ could only be improved by
a factor of 2.5, which is not sufficient to create
a truly inhibitory tool (9, 10). To convey light-
induced neuronal inhibition, we sought to engi-
neer an anion-selective ChR. Electrophysiological

data showed that multiple glutamates and lysines
are present in transmembrane helix 2 (TM2) of
ChR and that these residues line its water-filled
pore to transport H+ and other cations when the
channel is open (11–14). Replacement of these
glutamates gradually reduced pore conductance
with only small effects on ion selectivity in nearly
all cases, with the exception of E90 (15). Because
of its direct contact with the retinal Schiff base (9)
and its protonation change during the photocycle,
E90 plays a critical role in ion conductance and
gating (12, 13, 16, 17).

We performedmolecular dynamics (MD) sim-
ulations (Fig. 1A), taking the x-ray crystal struc-
ture of the ChR1/ChR2 hybrid C1C2 as a starting
point (9, 18). On the basis of electrical studies
on ChR2wild type andmutants, we assumed that
both active side residue E123 and D253 in close
proximity to the retinal Schiff base nitrogen are
deprotonated (14, 19, 20). In contrast, the nearby
E90 is protonated and forms a hydrogen bond
with N258, which forms another hydrogen bond

with S63 (fig. S1A). On the basis of MD simu-
lations, we derived structural models for ChR2
and E90 mutants from a most-likely structure
(18, 21). For these structural templates, we next
computed the water and ion distributions in the
protein interior using a reference interaction site
model (3D-RISM) (22, 23). The water distribution
exhibits a discontinuity around E90 (Fig. 1A),
which is in agreement with the water density in
the C1C2 x-ray structure (9). This finding in
combination with recent electrophysiological
and spectroscopic results (9–13, 16, 17) suggests
that S63, E90, D253, and N258 together with
E123 constitute the central gate. This gate acts
as a hydrophobic barrier in darkness and prevents
water from entering the inner vestibule between
the central gate and an inner gate, the latter com-
posed of Y70, E82, E83, H134, and H265 (9).
After chromophore photoactivation, these bar-
riers undergo substantial conformational changes
and convert ChR to a pre-active state. We pro-
pose that pre-active ChR requires only minor
structural alterations or proton transfer reactions
to be capable of opening fully for ion conduct-
ance (16, 17, 24).

To alter ChR ion selectivity, we replaced the
central gate E90 with a lysine that we assumed to
be protonated under all physiological conditions.
This mutation was combined with the T159C
substitution to improve membrane targeting of
the protein and retinal binding in the chromo-
phore pocket (25, 26). Photocurrents of ChR2-
E90K-T159C (C2-EK-TC) in human embryonic
kidney (HEK) 293 cells were weak at high extra-
cellular pH (pHe) (Fig. 2, A and B) but great-
ly enhanced at low pHe (Fig. 2C). At low
pHe, both inward- and outward-directed currents
were enhanced, and the reversal potential (Erev)
shifted only marginally to become more positive
(Fig. 2, C and D, and fig. S2, A to C). These
results suggest that although activated by pro-
tons, the channel did not conduct protons even
at low pHe. Next, we replaced Na+ (140 mM)
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Fig. 1. Structural models obtained from MD simulation. All structures were modeled based on
the x-ray crystal structure of the C1C2 chimeric protein (9). Water and Cl– distributions, which are
calculated with 3D-RISM, are depicted in light blue and pink, respectively, and the retinal is shown
in yellow. (A) Model structure of wild-type C2, including the central gate and counterion residues.
(B) Corresponding model structure of C2-EK. (C) Respective C2-ER model structure.
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with K+, N-methyl-glucamine+ (NMG+), Ca2+,
or Mg2+ (Fig. 2, C and D, and fig. S2, D to F)
and measured the photocurrent conducted by
C2-EK-TC. High Ca2+ increased photocurrents
slightly in both directions; however, none of the
cation replacements altered Erev. Thus, external
binding of H+, and to a lower extent Ca2+, en-
hanced the conductance without transport of
the respective cations. Last, we replaced most
of the external Cl– (150 mM) with aspartate– to
produce an extracellular solutionwith 10mMCl–

and 140 mM Asp–. Under these conditions, cur-
rents were inward directed (Fig. 2E), and Erev

for both the initial (I0) and stationary (IS) cur-
rents shifted to +73 mV (Fig. 2, C and D). These
data suggested that the observed inward currents
were due to an efflux of Cl– ions.

To investigate subcellular localization, we
generated mCherry-tagged ChR-EK derivatives.
Partial membrane targeting and considerable cy-
toplasmic fluorescence (fig. S3) suggested pos-
sible folding defects caused by charge repulsion
betweenK90 and K93. To overcome this deficit,
we delocalized the charge by replacing E90with
arginine. Photocurrents of ChR2-E90R-T159C
(C2-ER-TC) were similar to those of C2-EK-TC,
except that improved expression and membrane
targeting was observed (fig. S3). In addition, Erev
under standard conditions was slightly more neg-
ative because of further reduction in H+ con-
ductance (Erev = −38 mV) (fig. S4, B to D),
making this double mutant promising for in-
hibition of neuronal activity. From this point
forward, C2-ER-TC will be referred to as the
chloride-conducting ChR (ChloC).

To further characterize the selectivity of
C2-EK-TC and ChloC, we measured the pho-
tocurrent under variable Cl– conditions. High sym-
metrical Cl– evoked symmetrical currents, and
a gradual reduction in external chloride promoted
inward-directed currents, with a concomitant shift
of Erev to more positive values (Fig. 3A and fig.
S3). The presence of only 10mMchloride on both
sides of the membrane resulted in reduced,
symmetrical currents in both directions. Step-
wise increases in external chloride promoted
Cl– influx, which was observed as outward cur-
rents with a shift in Erev to more negative val-
ues (Figs. 2F and 3, A to C, and figs. S4 and S5,
A to D). The Erev values for IS were slightlymore
positive as compared with I0 owing to transition
from open state O1 to O2 with slightly different
selectivity profiles (Fig. 3D and figs. S4 and S5)
(27–30).

To fully exploit the potential of ChloC as a
neuronal silencer and to optimize it for low-light
conditions, we explored step-function mutants
after modification of the DC gate (C128 and
D156) (fig. S1). ChR2-E90R-D156N-T159C-
expressing cells (slow ChloC) showed the largest
photocurrent amplitudes, low inactivation in con-
tinuous light or upon repetitive flashing, and amean
open-state lifetime of ~10 s (Fig. 3, C to G). Erev

of slow ChloC was even more negative (–54 mV)
as compared with that of EK-TC (–27mV), ChloC

(−38 mV) (Fig. 3C and D), and ChR2 wild type
(fig. S6). Upon continuous illumination, cells ex-
pressing slowChloC needed almost 10,000 times
lower light intensities to produce photocurrents
comparable with ChloC at saturation (Fig. 3,
H and I).

To better understand the influence of the E90K
and E90R mutations, we analyzed extended MD
simulations for these mutants, showing that the
hydrogen bond to N258 is lost in both cases. In
the E90K mutant, the positively charged lysine
residue was reoriented toward the active site
and formed hydrogen bonds with the counter-
ions (Fig. 1B). In E90R, orientation of the

guanidinium group was more flexible (fig. S7,
A to C), pointing to E123 in the active site in
the predominantly populated conformation seen
in Fig. 1C. Furthermore, hydrogen bonding be-
tween N258 and S63 was weaker, especially in
E90R, leading to greater flexibility as indicated
by larger fluctuations in the hydrogen bonding
distances (table S1). Because these residues
form hydrogen bonds between helices 1 and 7,
weaker bonds led to larger displacement of the
two helices. As a result, a larger cavity was cre-
ated at the expense of protein stability. We com-
puted the ion distribution using 3D-RISM, showing
a noncontinuous distribution of Cl– ions in wild
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type (Fig. 1A), indicating that the protein in-
terior is not accessible for chloride. The Cl– dis-
tribution of the E90K and E90R mutants as
shown in Fig. 1, B and C, which denote a region
where the free energy is lower than that in bulk
phase, is now continuous from the extracellular
side to the active site. On the other hand, K+ free
energy decreases by 25% in E90K and 40% in
E90R at the maximum point (table S2). The dif-
ferences in the dark-state Cl– distributions of
E90K and E90R mutants may result from dif-
ferences in shape and electrostatic interaction in
the cavity next to K and R. Taken together, our
data demonstrate that increased Cl– affinity, high-
er protein flexibility, and a larger cavity induced
by disruption of the hydrogen-bonded network
may all contribute to the high Cl– conductance
and selectivity of E90K and E90R.

Encouraged by the favorable properties of
the engineered chloride channel, we tested its po-
tential application in neuroscience. In the brain,
ligand-gated Cl– channels [such as g-aminobutyric
acid type A (GABAA) receptors] mediate fast
inhibition of neural activity by shunting de-
polarizing currents. Efficient mechanisms for Cl–

removal keep the internal Cl– concentration low in
mature neurons, providing a steep concentration
gradient across the plasma membrane (31). On
the basis of this, we hypothesized that ChloCs
could be used as a tool to provide light-induced
inhibition of neuronal spiking. To test this con-
cept, we transfected CA1 pyramidal cells in or-
ganotypic hippocampal culture, with a bicistronic

plasmid coding for slow ChloC and a red fluo-
rescent protein (tdimer2). Two-photon imaging
of transfected neurons revealed normal spine den-
sities on oblique dendrites (Fig. 4A and fig. S8).
Passive and active membrane properties did not
differ from neurons expressing the previously
characterized and well-tolerated ChR2-E123T-
T159C mutant (25) or nontransfected neurons
(table S4).

To determine the Erev of slow ChloC, we per-
formed voltage-clamp recordings in CA1 pyram-
idal cells. Photocurrents were large and outlasted
the 2-ms light pulse by many seconds (toff =
10.5 T 0.3 s) (Fig. 4B). Current direction re-
versed at –68.2 T 0.8 mV (n = 6 neurons)—more
negative than ChloC (–61.8 T 1.0 mV, n = 6
neurons), E90K-T159C (–42.9 T 1.7 mV, n = 6
neurons), and E123T-T159C (–3.2 T 2.0 mV, n =
5 neurons), which is consistent with the high
Cl– conductance of E90R mutants observed in
HEK293 cells (Fig. 3 and fig. S5). Next, we
tested the effects of slow ChloC activation on
AP generation. Depolarizing somatic current in-
jections evoked a reproducible train of 5 to 6 APs
in transfected neurons. Activation of slow ChloC
by a 5-ms light pulse completely blocked AP gen-
eration (Fig. 4E), whereas ChloC could be used
to block spikes in a more defined time window
with millisecond precision (Fig. 4F). Activation
of ChloCs was accompanied by a small depo-
larization, reflecting the difference between the
very negative resting voltage of CA1 pyramidal
cells (–77 mV) (table S4) and the Erev of ChloC.

Thus, unlike previously published light-driven ion
pumps [such as halorhodopsin or archaerhodopsin
(Arch)], ChloCs do not provide inhibition by
hyperpolarization but shunt excitatory currents
very efficiently.

Next, we sought to determine whether ChloC
could also prevent APs triggered by strong syn-
aptic input. Stimulating afferent fibers with an
extracellular electrode placed in stratum radiatum
evoked single APs. Pairing synaptic stimulation
with brief pulses of blue light inhibited ~90%
of evoked APs in ChloC-expressing neurons,
whereas slow ChloC achieved 100% block (fig.
S10). How do the light sensitivities of ChloC and
slowChloC compare with the light-driven proton
pump Arch (8)? To determine the minimal cur-
rent necessary to evoke a spike (rheobase), we
injected depolarizing current ramps into CA1
pyramidal neurons. In the dark, both transfected
and nontransfected neurons had similar rheo-
bases between 150 and 200 pA (table S4). At high
light intensities (10 mW/mm2), Arch strongly
hyperpolarized neurons and shifted the rheobase
by 280 pA. To produce a similar shift in rheo-
base, cells expressing slow ChloC needed ~10,000
times less light (Fig. 4, G and H). At light in-
tensities of 0.1 mW/mm2 and above, slow ChloC-
expressing neurons could not be driven to spike
anymore. Because fast Na+ channels tend to in-
activate during depolarizing ramps, we also ap-
plied voltage step protocols to measure spike
output at various light levels, confirming the
very high sensitivity of slow ChloC (fig. S11).
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Thus, ChloCs mimic the effect of physiological
inhibition through GABAA receptor activation.
Photocurrents showed only little inactivation
during long light pulses (fig. S9), and optical neu-
ronal inhibition was fully reversible (fig. S12).

Because only one single charge is transported
per photocycle, inhibitory ion pumps must be
continuously activated with intense light to main-
tain high turnover and inhibition. In contrast,
single-photon absorption of a light-gated chloride
channel enables continuous chloride flux until
the respective channel closes by means of thermal
relaxation. Slow ChloC should be advantageous
for in vivo applications because a very large vol-
ume of brain tissue could be addressed by a single
optical fiber or head-mounted light-emitting diode.
For applications requiring temporally precise in-
hibition in the blue spectrum, ChloC is a viable
alternative to Arch or halorhodopsin, and ChloCs
with intermediate kinetics could be generated on
demand. We hope that blocking the output of
identified neurons will enable investigators to as-
sess the contribution of specific neuronal popula-
tions to learning,memory, and other brain functions
in a fully reversible fashion.
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High-Resolution Genomic Analysis
of Human Mitochondrial RNA
Sequence Variation
Alan Hodgkinson,1* Youssef Idaghdour,1,2*† Elias Gbeha,1 Jean-Christophe Grenier,1

Elodie Hip-Ki,1 Vanessa Bruat,1 Jean-Philippe Goulet,2 Thibault de Malliard,1,2 Philip Awadalla1,2‡

Mutations in the mitochondrial genome are associated with multiple diseases and biological
processes; however, little is known about the extent of sequence variation in the mitochondrial
transcriptome. By ultra-deeply sequencing mitochondrial RNA (>6000×) from the whole
blood of ~1000 individuals from the CARTaGENE project, we identified remarkable levels of
sequence variation within and across individuals, as well as sites that show consistent patterns
of posttranscriptional modification. Using a genome-wide association study, we find that
posttranscriptional modification of functionally important sites in mitochondrial transfer RNAs
(tRNAs) is under strong genetic control, largely driven by a missense mutation in MRPP3 that
explains ~22% of the variance. These results reveal a major nuclear genetic determinant of
posttranscriptional modification in mitochondria and suggest that tRNA posttranscriptional
modification may affect cellular energy production.

Mitochondria are vitally important for ba-
sic cellular function, and mutations in
the compact genome of 16,569 base

pairs (bp) have been associated with a large num-
ber of diseases in humans, as well as fundamental
processes such as aging (1–3). Although regu-
lation, transcription, and posttranscriptional pro-
cessing of the human mitochondrial genome are
subject to extensive research (4), very little is
known about the nature, extent, and distribution
of sequence variation in the mitochondrial tran-
scriptome (5), particularly on a population level.
Because it is ultimately translated variation that
dictates downstream phenotypes, it is of great
interest to investigate the extent and effects of such
variation.

To deeply characterize sequence variation in
the human mitochondrial transcriptome across a
large number of individuals, we sequenced the
whole-blood RNA of a random, predominantly
French-Canadian population sample of 708 indi-
viduals from the CARTaGENE project (6) using
the Illumina HiSeq platform. We then stringently
aligned paired-end sequencing reads, focused on
reads mapping to the mitochondria, and called
variants using strict filters (7). On average, we
achieved 6334× coverage (SD = 1139, range =
1456 to 9545) (fig. S1). Within each individual,
we observe numerous sites that carry more than
one allele (heteroplasmies), representing variation
across mitochondrial transcriptomes (mtRNA).
Between individuals, we observe high levels of

mtRNA sequence variation, both in terms of the
genomic locations of heteroplasmic sites and the
proportions of alternative alleles carried at each
site (Fig. 1).

On average, each individual carries 14.18 het-
eroplasmies identified in mtRNA across a total of
650 sites, higher than most previous estimates in
human mitochondrial DNA (mtDNA) (8–12)
(fig. S1, for biallelic site heteroplasmy annota-
tion, see table S1). It is noteworthy that a number
of positions are heteroplasmic within a high pro-
portion of the 708 individuals (>25%); three of
these sites consistently contain two alleles within
each individual who exhibits heteroplasmy (posi-
tions C295T, G2129A, and G6691A in cDNA)
and are thus potential candidates for RNA editing
or modification. However, 13 sites are multi-
allelic (which here refers to sites containing three
or more nucleotides) and often express all four nu-
cleotides systematically within each individu-
al. Sites that mismatch the genome—such that all
four bases are observed—are indicative of reverse-
transcription errors made at these sites during
the process of creating and amplifying cDNA from
RNA before sequencing and have been shown
to overlap known posttranscriptionally modified
sites (13–16).

Recently, 2 of the 13 multiallelic sites at po-
sitions 2617 (RNR2) and 13710 (ND5) were de-
scribed as putative canonical RNA editing events
(5). However, because we observe all four alleles
at these sites across multiple individuals, it is like-
ly that these changes actually represent post-
transcriptional modifications. It is intriguing that
the remaining 11 multiallelic sites all occur at the
ninth position of transfer RNAs (tRNAs) (p9 sites),
six ofwhich are known to be posttranscriptionally
methylated (15–17), which suggests that the pres-
ence of multiple alleles in our data represents
posttranscriptional methylation at these sites.

We validated our results by sequencing both
the whole mtDNA and two regions of mtRNA

containing three p9 sites for five individuals using
the IonTorrent platform to an average coverage of
9573× and 9633× for DNA and RNA, respec-
tively, starting from stock DNA and RNA sam-
ples. InmtDNA,we find no evidence of alternative
alleles above normal sequencing error rates (7)
at the three p9 sites across all five individuals,
whereas all four alleles are present inmtRNA on
all occasions (table S2). Most important, the pro-
portions of reads containing alternative alleles
at these sites are significantly consistent across
sequencing platforms (correlation coefficient
r2 = 0.731, P = 4.89e-5) (fig. S2). Because se-
quencingwas performed after independent reverse
transcription–polymerase chain reactions for each
of the two platforms and the proportion of alter-
native alleles is systematic and repeatable across
experiments, we hypothesize that this observed
proportion represents the level of posttranscrip-
tional methylation within each individual. Under
this assumption, we observe between 0 and 74%
methylation at p9 sites across the 708 individ-
uals (fig. S3). We also validate positions 295,
2129, and 6691 as RNA modification events,
because no heteroplasmies were found in DNA
across the five individuals.

To determine whether methylation is occur-
ring systematically for some mitochondrial or-
ganelles and not others, we examined whether
alternative alleles at different p9 sites occur on
the same read or paired sequencing reads more
often than would be expected by chance. For the
two positions close enough to be tested, consid-
ering the size distribution of our RNA sequencing
(RNA-Seq) libraries, we see a significant enrich-
ment of alternative alleles on the same background
(P < 0.001) (fig. S2), which confirms that, when
methylation takes place, it occurs consistently
across mtRNA polycistronic molecules. By simi-
lar reasoning, we looked for correlations in the
proportions of alternative alleles across p9 sites
and observed significant correlations between 50
of the 55 pairwise comparisons (P < 0.05 after
Bonferroni correction) (fig. S2).

Given the systematic, but highly variable, na-
ture of methylation at p9 sites across individuals,
we performed a genome-wide association study
(GWAS) to test whether nuclear genetic variants
are associated with the within-individual propor-
tion of alternative counts at p9 sites. We geno-
typed all individuals using Illumina Omni2.5M
single-nucleotide polymorphism (SNP) arrays and
limited the analysis to SNPs with minor allele
frequency (MAF) > 5%, in Hardy-Weinberg equi-
librium (P < 0.001), and not missing in more than
1% of the individuals. We used all 11 p9 sites,
calculating the combined alternative allele frequen-
cy for each individual, and considered a variety
of models (7) (QQ plots shown in fig. S4).

TheGWAS revealed a region on chromosome
14 that is associated with the within-individual
proportion of alternative counts at genome-wide
significance (Fig. 2, Table 1, and table S3). The
strongest association occurs within the gene
MRPP3 at a missense mutation on the fourth
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exon (rs11156878, Asn → Ser, P = 6.95e-34).
MRPP3 codes for mitochondrial ribonuclease
P protein 3 that forms part ofmitochondrial RNase
Penzymecomplex, alongwithMRPP1andMRPP2.
This complex is involved in the cleavage and
processing of mitochondrial transcripts for trans-
lation into proteins of the oxidative phosphoryl-
ation system (18). MRPP3 has been associated
with the processing of the 5′ ends of tRNAs (16)
and is suggested to contain a metallonuclease do-
main that would enable RNA hydrolysis (18).
In vitro experiments have indicated that MRPP1
and MRPP2 may be involved in methylating
mitochondrial tRNAs (16, 19); however, MRPP3
has thus far not been implicated in this process.
TheGWASdid not detect significant associations
within MRPP1 or MRPP2, which suggests that
genetic variation inMRPP3maymodulate natural
variation in the observed rate of posttranscriptional
methylation in humans, either directly or via the
processing activity of the mitochondrial RNase
P enzyme.

Next, we performed a GWAS for each multi-
allelic site individually using the same associa-
tion models as above and obtained the same
variant (rs11156878) at genome-wide signifi-
cance across eight p9 sites. We also identified
four other genomic regions containing genome-
wide significant markers that associate with the
putative modification level at multiallelic sites
(Table 1). Variation at positions 585 and 1610
show association with a missense variant within
the gene SLC25A26 (P values 3.83e-09 and
2.39e-17, respectively), which is a mitochondrial
carrier protein, and for position 13710 (a non-p9
multiallelic site in ND5) with a missense variant
within the geneMTPAP (P= 2.03e-9), which syn-
thesizes the 3′ poly(A)+ tail of mitochondrial
transcripts. For position 2617 (a non-p9 multi-
allelic site in RNR2), the peak association falls
upstream of PPP1CB (P = 1.57e-11); however,
genome-wide significant associations also occur
within TRMT61B (peak association has P =
3.15e-11), which is a methyltransferase that acts
at position 58 of mitochondrial tRNAs and, there-
fore, may play a role in methylating RNR2 at a
functional position that has been linked to stabil-
ity in the large ribosomal subunit (5).

To replicate the genetic associations in an in-
dependent data set, we performed RNA sequenc-
ing (average coverage 3029×) and genotyping
using Omni 2.5M SNP arrays for an additional
287 individuals, and we find similar levels of
variation in the mitochondrial genome (fig. S5).
GWAS analyses replicate the peak SNP associ-
ation in MRPP3 for all p9 sites combined to a
genome-wide significant level (P = 2.56e-11)
(Table 1), which confirms the strength of this
association.We also replicate the same peak SNP
inMRPP3 for three individual p9 sites, as well as
an association linked to SLC25A26, but failed
to replicate the associations with MTPAP and
PPP1CB (Table 1 and table S4).

Variance explained by the missense vari-
ant rs11156878 for all p9 sites combined is high

(r2 = 22.03%) (Fig. 2), despite the relatively
small sample size of our cohort. To fine-map the
region most strongly associated with our pheno-
type, we sequenced the exomes of 96 individ-
uals that were used in the original analysis and
repeated the GWAS. We detected the strongest
association signal with the same missense var-
iant as before at experiment-wide significance
level (P = 3.85e-7), which reflects the strength
of the association.

It is noteworthy that the frequency distribu-
tion of rs11156878 is not consistent across world-
wide populations; specifically, in 1000 Genomes
data (20), theminor allele frequency shows varia-
tion across continents (14% in the Americas,
17% in Europe, 5% in Asian populations, and
4% in African populations). The specific effect of
this variant is not known; however, given that the
level of methylation at p9 sites has been linked to
levels of protein translation and mitochondrial
respiration (16), variability at this site across
worldwide populations may have significant im-
plications on region-specific health and disease.

Finally, given the multiallelic variability across
p9 sites, we performed a multiple regression be-
tween the putative level of methylation at p9 sites
and the basal metabolic rate (BMR) of individ-
uals measured using a body composition analyzer
(7). BMR represents the total energy expended
by the body to maintain normal functions at rest,
such as respiration and circulation. For all p9 sites
combined, there is no significant association be-
tween BMR and the proportion of alternative
alleles at p9 sites (P = 0.150). However, for two
individual p9 sites we find suggestive evidence
for a positive association (position 7526, TRND,
P =0.0034 and position 14734,TRNE,P =0.0084),
one of which is replicated in our independent
data set of 287 individuals (position 7526, TRND,
P = 0.0192). Resolving the significance of any as-
sociation implicating RNA sequence variation in
the basis of organismal phenotypes requires sys-
tematic investigations; however, these observations,
together with those that highlight the importance
of posttranscriptional methylation for the correct
folding of tRNA molecules (21, 22), suggest that

Fig. 1. Polymorphism information content (PIC) for each site in themitochondrial transcriptome

across 708 individuals. PIC is calculated as 1−∑
i¼1

n

pi
2, where pi is the proportion of sequencing reads

containing each nucleotide within an individual and n is the number of different alleles at each site. Each data
point therefore represents the PIC value for a single site using allele frequency information from sequencing
reads within a single individual.White circular lines represent PIC scores of 0.25, 0.5, and 0.75, from outside to
in. Sites with PIC < 0.005 are not shown. For sites containing two alleles, the maximum PIC score is 0.5.
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investigating the role posttranscriptional tRNA
sequence variation in pathologic contexts is like-
ly to be revealing.

Mitochondrial tRNAs are vitally important to
mitochondrial function; to date, ~250 tRNA mu-
tations have been associated with disease (23). Sim-
ilarly, posttranscriptional events in RNA appear
to be common (5, 24) and may be linked to
biological function and disease (25). It was pre-

viously shown that modification events at p9
sites could be detected in vitro using cells lines
(15, 16); however, here we characterize the na-
ture and extent of the between-individual varia-
tion in vivo across a large number of individuals
at mitochondrial genome-wide scale. Further-
more, we uncovered a previously underappre-
ciated role of MRPP3, likely through missense
variant rs11156878, in modulating the rate of

posttranscriptional modification, either directly
or through the processing activities of mitochon-
drial RNase P. These results warrant further char-
acterization of themechanism of action ofMRPP3
and its potential role in shaping metabolic-related
processes in humans. More broadly, our study
demonstrates the potential of GWAS to identify
genes involved in basic cellular pathways and
highlights the use of RNA sequence variation to
complement DNA studies to assess variation and
its potential consequences at the population level.
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Fig. 2. GWAS results for all p9 sites combined. The –log10 P values are shown for all sites across the
nuclear autosomal genome with each chromosome in a difference color. (A) The full model [model 3, see
(7)] accounts for age, gender, site of collection, global genetic ethnicity, and complete blood counts.
(B) The correlation between minor allele count and combined alternative allele frequency is shown
for rs11156878. (C) A magnified section of the full GWAS plot containing the gene MRPP3.
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Table 1. GWAS results for the full linearmodel atmultiallelic sites. The peak SNP is shown for each
region that contains genome-wide significant markers in each test during the discovery phase. The full
linear model corrects for age, gender, site of collection, global genetic ethnicity, and complete blood
counts. ALL p9 refers to resampled data from all multiallelic p9 sites combined.

Trait Peak SNP Position MAF Gene Annotation Change
P value

Discovery Replication

ALL p9 rs11156878 14:35735967 0.1939 MRPP3 Missense Asn→Ser 6.95 × 10−34 2.56 × 10−11*
1610 rs11156878 14:35735967 0.1796 MRPP3 Missense Asn→Ser 7.25 × 10−10 3.93 × 10−04

5520 rs11156878 14:35735967 0.1807 MRPP3 Missense Asn→Ser 4.89 × 10−16 5.80 × 10−05

8303 rs11156878 14:35735967 0.1839 MRPP3 Missense Asn→Ser 7.44 × 10−12 9.14 × 10−03

9999 rs11156878 14:35735967 0.1805 MRPP3 Missense Asn→Ser 2.24 × 10−33 8.36 × 10−10*
10413 rs11156878 14:35735967 0.1800 MRPP3 Missense Asn→Ser 1.16 × 10−26 9.19 × 10−06

12146 rs11156878 14:35735967 0.1808 MRPP3 Missense Asn→Ser 1.18 × 10−31 5.25 × 10−09*
12274 rs11156878 14:35735967 0.1802 MRPP3 Missense Asn→Ser 3.77 × 10−21 1.08 × 10−06*
14734 rs11156878 14:35735967 0.1796 MRPP3 Missense Asn→Ser 5.73 × 10−11 1.25 × 10−03

585 rs13874 3:66419956 0.4444 SLC25A26 Missense Thr→Met 3.83 × 10−09 1.32 × 10−05

1610 rs13874 3:66419956 0.4438 SLC25A26 Missense Thr→Met 2.39 × 10−17 6.98 × 10−08*
2617 rs12714241 2:28969413 0.3554 NA Intergenic T→C 1.57 × 10−11 0.36870
13710 rs1047991 10:30629226 0.2512 MTPAP Missense Arg→Cys 2.03 × 10−09 0.08675

*The site is also the peak SNP in the replication phase.
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Single-Cell Genomics Reveals Hundreds
of Coexisting Subpopulations in
Wild Prochlorococcus
Nadav Kashtan,1* Sara E. Roggensack,1 Sébastien Rodrigue,1,2 Jessie W. Thompson,1

Steven J. Biller,1 Allison Coe,1 Huiming Ding,1,3 Pekka Marttinen,4 Rex R. Malmstrom,5

Roman Stocker,1 Michael J. Follows,6 Ramunas Stepanauskas,7 Sallie W. Chisholm1,3*

Extensive genomic diversity within coexisting members of a microbial species has been revealed
through selected cultured isolates and metagenomic assemblies. Yet, the cell-by-cell genomic
composition of wild uncultured populations of co-occurring cells is largely unknown. In this work,
we applied large-scale single-cell genomics to study populations of the globally abundant
marine cyanobacterium Prochlorococcus. We show that they are composed of hundreds of
subpopulations with distinct “genomic backbones,” each backbone consisting of a different set of
core gene alleles linked to a small distinctive set of flexible genes. These subpopulations are
estimated to have diverged at least a few million years ago, suggesting ancient, stable niche
partitioning. Such a large set of coexisting subpopulations may be a general feature of free-living
bacterial species with huge populations in highly mixed habitats.

The cyanobacterium Prochlorococcus is the
smallest and most abundant photosynthetic
cell in the oligotrophic oceans, contributing

substantially to global photosynthesis (1). A single
species by traditional measures, Prochlorococcus
canbe divided into severalmajor clades, or ecotypes,
defined by the intergenic transcribed spacer (ITS)

region of their ribosomal RNA (rRNA) genes.
These ecotypes are physiologically distinct (2–4);
display distinctive seasonal, depth, and geographic
patterns (3); and, like othermicroorganisms (5–10),
embody tremendous genotypic and phenotypic
diversity (4). To begin to understand the scope
and limits of ecologically meaningful diversity

within the canonical Prochlorococcus ecotypes,
we examined cell-by-cell genomic diversity with-
in a small sample of seawater and explored how
it shifts in a dynamic environment.

We applied single-cell genome sequencing
(11–14) to wild Prochlorococcus cells from sam-
ples collected at the Bermuda-Atlantic Time-series
Study (BATS) site at three separate times of year
(November 2008, February 2009, and April 2009)
(Fig. 1A) (15). Because light, temperature, nu-
trients, and co-occurring communities change
with winter deepmixing (15, 16) (Fig. 1A), cells
experience substantial environmental changes
over tens of generations, enough to cause shifts
in abundance of ITS-defined ecotypes (2, 15, 17).
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nue, Cambridge, MA 02139, USA. 2Département de Biologie,
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Fig. 1. Cell-by-cell Prochloro-
coccus population composition
in samples from three separate
times of year at the BATS site.
Cells were collected within themixed
layer at 60 m depth in November
2008, February 2009, and April
2009 [see (15)]. (A) Schematic of
seasonal dynamics at BATS and
sampling design. (Top) A typical
mixed-layer depth profile and con-
text of our three samples. (Bottom)
Typical average dynamics of light
[smoothed mean surface photo-
synthetically active radiation (PAR)
from 2004 to 2009], temperature,
and nitrogen (within the mixed
layer, averaged from 1999 to 2009)
experienced by cells (15). Winter
deep mixing brings cold nutrient-rich
water to the surface. (B) Phyloge-
netic trees from pairwise genetic
distances of ITS-rRNA sequences
of individual cells from each sample
[based on multiple alignment (15)].
The relevant sub-tree range of the
known ecotypes (2) is marked above
each tree if cells belonging to that
ecotypewere found, as is the division
into low-light–adapted (LL) and
high-light–adapted (HL) groups (2).
(C) Heat maps describing the
pairwise distance matrix between ITS-rRNA sequences of individual cells
from each sample. Rows and columns are arranged according to the order of
leaves of the trees shown in (B). The color map represents genetic distances
as a percentage of base substitutions per site (log scale), such that the blue

blocks identify very closely related ITS ribotypes. ITS sequences from
cultured isolates with completely sequenced genomes are denoted by
asterisks centered on the relevant line. Names of the largest clusters are
marked in bold (e.g., cN2).
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Flow sorting and DNA amplification (11–14) of
more than 1000 co-occurring Prochlorococcus
cells allowed us to explore the cell-by-cell ge-
nomic composition of these wild populations.
Wewere able to identify coherent subpopulations
at the whole-genome level and their relationship
to those defined by the ITS region, explore finely
resolved diversity patterns within and between
subpopulations, and examine shifting abundances
with seasonal changes in the habitat.

We first examined the population composi-
tion by sequencing the ITS regions of hundreds
of Prochlorococcus cells in each sample, reveal-
ing the presence of finely resolved clusters within
the broadly defined ecotypes (Fig. 1B). The popu-
lations were composed of tens to hundreds of
nearly identical ITS clusters (>98% similar) within
the coarse-grained ecotypes (Fig. 1, B and C). The
relative abundance of cells belonging to the dif-
ferent clusters changed with season (Fig. 1, A to
C) (15), suggesting shifts in their relative fitness in
response to environmental changes.

To study the fine-scale genomic variation and
compare it with the ITS-defined clusters, we se-
quenced the partial genomes (representing, on av-
erage, 70% of the total genome) of 90 individual
cells (30 per sample) from the largest nearly
identical ITS cluster, cN2 (Figs. 1C and 2), as
well as 6 cells from two other clusters, cN1 and
c9301. For each time of year, cells were random-
ly selected for genome sequencing from within
the major ITS ribotypes (>99% similar) within
cluster cN2 (C1 to C5) (30 cells), as well as from
c9301-C8 and cN1-C9 (one cell each), as de-
tailed in (15). We used a modified mediator ge-
nome reference assembly approach (15, 18) to
analyze between-cell variation in the partial ge-
nomes recovered. The topologies of the ITS and
genomic trees were highly congruent (Fig. 2),
indicating that ITS sequences can serve as a proxy
for genome sequences in Prochlorococcus at a
much finer level of resolution than previously
demonstrated (4, 19). The genomic data further
revealed that the largest cluster cN2 is divided

into fivemajor clades [C1 to C5 (Fig. 2)] and a few
additional minor clades represented by only one
cell each. The delineation of clades C1 to C5 was
highly robust and also observed in trees constructed
from genomic position subsets (figs. S1 and S2).

To explore the evolutionary forces that shaped
the cN2C1 to C5 clades, we examined differences
in nucleotide sequences within and between clades.
For example, the C1 and C3 subpopulations (Fig.
2B) differ in 52,885 dimorphic single-nucleotide
polymorphisms (SNPs), which represent 3.2% of
their genomes (Fig. 3A, blue). The dimorphic
SNPs between C1 and C3 are scattered across the
genomes, occurring in 1519 out of 1974 genes
(most of them core genes); 8% of these SNPs are
found in intergenic regions (9% of the genome is
noncoding). Of the intragenic SNPs, 37% are
nonsynonymous, thus affecting the amino acid se-
quences of the proteins they encode. In contrast to
the scattered nature of the sequence variation be-
tween the C1 and C3 clades, the polymorphism
within them is confined to a few regions of the
genome (Fig. 3A, black), indicating that most
regions along the genome are conserved within
clades and are different between them (15), which
is true for all pairwise comparisons within C1 to
C5 (figs. S3 and S4).

This emerging pattern was further supported
by a standard measure of genetic differentiation
between populations, the fixation index (FST) (20),
applied at gene-by-gene resolution to the five cN2
clades, C1 to C5 (Fig. 3, B and C). Seventy-five
percent of the core genes had high FST values
(>0.8), (Fig. 3, B and C) (15), meaning different
clades contained significantly different alleles.
Some of the differentiated core genes have func-
tions involved in the interaction between the cell
and environmental stimuli [e.g., transporters, genes
that affect oxidative stress responses, and cell
surface biosynthesis andmodification (Data S1)];
that is, they are not all simply “housekeeping genes”
that control central metabolism. For example, alleles
of phosphoglucosamine mutase, which is involved
in the biosynthesis of outer membrane lipopolysac-
charides (21), differ by an average of 10% of their
amino acid sequences (Fig. 3C), with substitutions
in the hydrophilic center of the enzyme (21), pos-
sibly affecting its specificity and kinetics.

We next asked whether different clade sub-
populations carry distinct sets of flexible genes.
Using de novo assemblies to capture regions un-
mapped by the reference assemblies (15), we
found that each subpopulation carries a small set
of distinct genes, typically in the form of cassettes
within genomic islands (Table 1). Cassettes con-
taining genes in the glycosyltransferase family
account for much of the gene content variation
between these clade subpopulations (Table 1 and
table S1). The gene content in these cassettes
suggests involvement in outer membrane mod-
ifications, possibly affecting phage attachment (22),
recognition by grazers (23), cell-to-cell communi-
cation, or interactions with other bacteria (24).

We conclude that these clade subpopulations
have distinct “genomic backbones” (and are

Fig. 2. ITS-rRNA sequence and whole-genome neighbor-joining phylogenetic trees at a fine
resolution of diversity. (A) Phylogenetic tree based on ITS-rRNA sequences of 96 single cells (90 cN2
ribotypes, three cN1 ribotypes, and three c9301 ribotypes), as well as additional five high-light–adapted
cultured strains. (B) Phylogenetic tree of the 96 single cells based on whole-genome sequences. The colored
symbols to the left of the leaf labels in (A) and (B) represent the different clades depicted from the deep
branches observed in the whole-genome tree. The sample origin of each cell is marked with red, blue, and
green squares (representing autumn, winter, and spring, respectively) on the right. Distance units are base
substitutions per site (see scale bar) (15). Bootstrap values <80 are marked as black dots on the internal
nodes in (B) (fig. S1). Cells marked with # fall into an ITS clade that differs from the genome-defined clade.
Neighbor-joining trees in (A) and (B) were constructed using p-distance.
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henceforth referred to as “backbone subpopu-
lations”) consisting of highly conserved (within
subpopulation) alleles of the majority of core
genes and a small distinct set of flexible genes
that is linked with a particular backbone. This
covariation between the core alleles and flexible
gene content, and its fine scale resolution, rep-
resents a new dimension of microdiversity within
wild Prochlorococcus populations. It is note-

worthy that similar patterns have been identified
in cultured isolates and metagenomic assem-
blies within coexisting members of a few other
microbial species with very different ecologies
(5–10, 25), suggesting that differentiated genomic
backbones may be a feature of diverse types of
microbial populations.

At a finer resolution of diversity, we observed
that cells within the five cN2 backbone sub-

populations differ by 19,000 nucleotide positions
on average, in comparison to 77,000 positions
between backbone subpopulations (equivalent
to 1.2 and 4.7% of the genome, respectively)
(Fig. 2B). The most similar pairs of individual cell
genomes in our samples differ in a few hundred
base pairs [close to the detection limit when one
considers single-cell processing and sequencing
error (15)]; some of these pairs likely have identical

Fig. 3. Evidence for distinct genomic backbones defining Prochlorococcus subpopulations. (A)
Polymorphic sites within the cN2 clades C1 and C3 (black) and dimorphic sites between the two clades
(blue) (15). The black-striped line below each bar graph marks positions with sufficient data for evaluation
of site statistics. Genomic islands (ISL1, ISL2, etc.) (table S9) are shaded gray. (B) Genome-wide distributions
of FST of all genes in the cN2-C1 composite genome, as computed for the five cN2 clades (C1 to C5), based on
nucleotide sequences. Also shown is a representative FST distribution from coalescent simulations of neutral
evolution (15). Genes with high FST exhibit higher sequence variation between the clades than within the
clades. (C) Gene-by-gene profile of genetic differentiation between backbone subpopulations (FST). FST is
estimated by the proportion of interpopulational gene diversity (gST) (20). Heat maps above are displayed for
a few core genes with high FST. Each heat map shows the percentage of amino acid sequence substitutions
between single cells, as well as cultured high-light–adapted strains.

Fig. 4. Abundance profiles of backbone subpopulations and the
estimated number of coexisting subpopulations within samples.
(A) Relative abundance profiles of the 11 largest backbone subpopula-
tions in our samples within the ITS clusters cNATL, cMED4, cN1, cN2, and
c9301. A, autumn; W, winter; S, spring. Backbone names are marked near
the relevant cluster on the ITS heat map. Backbone subpopulations were

predicted by 99% ITS similarity for the full set of 1381 ITS sequences.
Error bars represent SEM. NS, no significant changes between seasons
(false discovery rate, a = 0.05) (15). (B) Rarefaction curves estimating
the number of coexisting backbone subpopulations within samples (15).
Backbones predicted as in (A). Error bars represent 95% confidence
intervals. (Inset) Rarefaction curve of all samples combined.
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gene content (15). Except for these few pairs,
each cell carries at least one gene cassette not
found in any other. In some cases, a few closely
related cells (a subclade) within backbones share
a distinct gene cassette. Among these genes are,
again, glycosyltransferase genes, as well as trans-
porters and genes involved in nucleotide binding
and processing. In a few cases, cells from differ-
ent backbone subpopulations carry similar flex-
ible gene cassettes [e.g., high-light–related genes
(Table 1) and phosphonate related genes], dem-
onstrating the combinatorial nature of backbones
and flexible genes.

If backbone subpopulations have differential
fitness, we would expect their relative abundance
to change with changing environmental condi-
tions (Fig. 1). Accordingly, the majority of the
largest subpopulations exhibited significant sea-
sonal abundance variation (Fig. 4A), higher than
expected by chance (15), consistent with the
hypothesis that this reflects selection, but more
data are needed to draw that conclusion. Backbone
subpopulations maintain their genomic composi-
tion between seasons (tested for C1) (15), which
we would expect, as the establishment of new
mutations and the acquisition and loss of genes are
not likely to be in play on these time scales (15).

The congruency of genomic and ITS phylog-
enies in Prochlorococcus at both coarse (4, 19)
and fine resolution (Fig. 2) suggests that ITS-
ribotype clusters coincide, in most cases, with
distinct genomic backbones (15). This allowed us
to estimate the number of coexisting backbone
subpopulations in our samples through rarefac-
tion analysis, revealing at least hundreds of co-
existing subpopulations with distinct backbones
(Fig. 4B) in each sample. These backbone subpop-
ulations are estimated to have diverged at least a
few million years ago (15), suggesting ancient,
stable niche partitioning. That they have different
alleles of genes associated with environmental
interactions, carry a distinct set of flexible genes,
and differ in relative abundance profiles as the
environment changes suggests strongly that they
are ecologically distinct.

Enormous population sizes and immense phys-
ical mixing probably played a role in the evolution
of diverse genomic backbones in Prochlorococcus.
A simple fluid mechanics model bridging the
micrometer and kilometer scales for a typical

ocean suggests that just-divided cells will be
centimeters apart within minutes, tens of meters
apart within an hour, and a few kilometers apart
within a week (15). Thus, Prochlorococcus pop-
ulations are expected to be well mixed over large
water parcels (~10 km2 area by 3 m depth) on ec-
ologically relevant time scales (~1 week) (15). This
mixing and a stable collective Prochlorococcus
population density of 107 to 108 cells liter−1 (17)
make the size of each backbone subpopulation in
such parcels enormous (>1013 cells) (15). The
effective population size is arguably close to
this census population size (15), implying that
Prochlorococcus evolution is governed by selec-
tion, not genetic drift [based on population gen-
etics theory (26)]. Consistent with this argument,
the difference in the observed FST distribution
from that estimated for no selection (Fig. 3B)
provides further evidence that the differentiation
of genomic backbones in Prochlorococcus is a
product of selection (15).

The correlation between phylogeny and flexi-
ble gene content (Table 1, tables S1 and S13, and
fig. S5) leads us to propose that the emergence of
a genomic backbone is initiated by the acquisi-
tion of a beneficial flexible gene cassette, fol-
lowed by slow fine-adjustment of the core gene
alleles to the new niche dimension afforded by
the acquired cassette. Given the huge effective
population size, even extremely weak fitness dif-
ferentials among alleles (27) can facilitate fine-
adjustment of core genes (15) over themillions of
years of evolution after divergence.

The diverse set of hundreds of subpopulations
with distinct genomic backbones probably plays
an important role in the dynamic stability of the
Prochlorococcus “collective” in the global oceans
(fig. S6). Small fitness differentials, niche dif-
ferentiation, and selective phage and grazer pre-
dation, in the context of temporal and spatial
environmental variation, help to explain their
coexistence (28, 29). On seasonal time scales, the
Prochlorococcus collective maintains a relatively
stable population size through temporal and local
adjustments in the relative abundance of back-
bone subpopulations (Figs. 1C and 4A and fig.
S6D). On longer time scales (decades to millions
of years), the collective may respond to shifting
selective pressures through the exchange of gene
cassettes between and within backbone subpop-

ulations, and through the evolution of the back-
bones themselves. The coherence of the collective
population holds as long as subpopulations do
not diverge to the point where they are no longer
able to exchange flexible genes and backbone
extinction and emergence rates are relatively bal-
anced. If Prochlorococcus backbone subpopula-
tions were designated as distinct species (30), it
would imply that the global collective is an as-
sortment of thousands of species. It is likely that
such a large set of coexisting subpopulations
with distinct genomic backbones is a character-
istic feature of free-living bacterial species with
very large population sizes living in highlymixed
habitats.
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Table 1. Flexiblegenecassettesassociatedwithdifferent cN2backbone
subpopulations highlighting gene content that may contribute to eco-
logical differentiation.GT, glycosyltransferase; ABC-T, adenosine triphosphate–
binding cassette (ABC) transporter; HLIP, high-light–inducible protein; CO,
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Structure-Guided Transformation
of Channelrhodopsin into a
Light-Activated Chloride Channel
Andre Berndt,1* Soo Yeun Lee,1* Charu Ramakrishnan,1 Karl Deisseroth1,2,3†

Using light to silence electrical activity in targeted cells is a major goal of optogenetics. Available
optogenetic proteins that directly move ions to achieve silencing are inefficient, pumping
only a single ion per photon across the cell membrane rather than allowing many ions per photon
to flow through a channel pore. Building on high-resolution crystal-structure analysis, pore
vestibule modeling, and structure-guided protein engineering, we designed and characterized a
class of channelrhodopsins (originally cation-conducting) converted into chloride-conducting
anion channels. These tools enable fast optical inhibition of action potentials and can be
engineered to display step-function kinetics for stable inhibition, outlasting light pulses and for
orders-of-magnitude-greater light sensitivity of inhibited cells. The resulting family of proteins
defines an approach to more physiological, efficient, and sensitive optogenetic inhibition.

Themicrobial opsins (1–3) used for optical
control of genetically targeted cellular ac-
tivity (4–7) include light-activated proton

and Cl– pumps and the cation channels called
channelrhodopsins (ChRs). ChRs are derived
from algae (3, 8–10) and, when expressed in
neurons, can elicit precise action potential (AP)
firing (11–15). ChRs conduct K+, Na+, protons,
and Ca2+ (3, 10, 16, 17); because of this non-
selective cation-conductance, ChRs display rever-
sal potentials (Vrev) near 0 mVunder physiological
conditions and therefore depolarize neurons, lead-
ing to AP generation (18).

Direct light-triggered inhibition of neuronal
activity is possible with inward-pumping Cl–-
transporting opsins and outward-pumping proton-
transporting opsins (10); hyperpolarization to
–150 mV or beyond can be achieved (18–20).
However, pumps are inefficient in neural systems
because only one ion is moved per photon and no
input resistance decrease is elicited (failing to re-
cruit the most potent mechanism of spiking inhi-
bition). Moreover, because the pumps use energy
to transport ions against electrochemical gradients,

the creation of abnormal gradients is more likely
(18). Last, pumps cannot take advantage of certain
molecular engineering opportunities to achieve
light sensitivity and long-term photocurrent stabil-
ity enhanced by many orders of magnitude (but
which depend on formation of a transmembrane
pore) (21–23). Therefore, the creation of inhibi-
tory channels has long been a central goal of
optogenetics.

Given typical ion balance in neural systems,
identification or creation of light-activated K+ or
Cl– channels could give rise to inhibitory opto-
genetic tools. ChRs can be engineered to alter
kinetics, spectrum, and selectivity among cations
(10, 24, 25). However, Vrev has not been shifted
sufficiently for nondepolarizing spike inhibition
in neurons. We have designed a family of ChRs
for Cl– permeability and capability to inhibit APs
without depolarizing neurons to or beyond the
AP-generation threshold.

Building on the high-resolution crystal struc-
ture of the ChR chimera C1C2 (24), we noted
that the ion-selectivity pore of ChR is less ordered
as compared with the well-defined symmetry of
tetrameric K+-selective channels such as KcsA
and NaK2K (26–31). Therefore, we speculated
that the specific cation selectivity of ChR is rather
a result of negative electrostatic potential surround-
ing the pore and vestibule; for instance, the C1C2
structure shows seven glutamates framing the con-
duction pathway (24). We hypothesized that sys-

tematic replacement of such residues within or
close to the pore according to structure-guided
electrostatic modeling could reverse this polarity
and create an inhibitory ChR, if it were possible
to maintain proper protein folding, membrane ex-
pression, optical activation, and pore gating.

We initiated a broad structure-guided screen
by introducing single site-directed mutations into
C1C2 (Fig. 1A). We expressed all variants in
cultured rat hippocampal neurons and tested pho-
tocurrents using whole-cell patch-clamp so as to
ensure proper function in neurons (external/internal
[Cl–], 147 mM/4 mM). We quantified stationary
photocurrent amplitudes across a range of holding
potentials (Fig. 1B), with particular attention to
Vrev, in order to identify permeability variants (Fig.
1C). C1C2 exhibits Vrev of –7 mV under these
conditions, which is typical for nonspecific cation
channels (16, 26, 32, 33). Certain mutations with
powerful effects on Vrev displayed concomitant
adverse effects on photocurrent sizes (such as
E136R andE140K) (Fig. 1B), andwere not studied
further (34). More promising mutations, such as
N297Q and H173R, exhibited both potent cur-
rents and alteredVrev (Fig. 1C) andwere combined
in a series of increasingly integrated mutations.
The fivefold mutation T98S/E129S/E140S/E162S/
T285N and fourfold mutation V156K/H173R/
V281K/N297Q both displayed prominently-shifted
Vrev (in the range of –40 mV) while maintaining
functionality (Fig. 1, D and E).

We next combined these constructs to gener-
ate a ninefold mutated variant with contiguous
shifts in expected electrostatic potential distribu-
tion (Fig. 2A and fig. S1) (24). We expressed the
ninefold variant in human embryonic kidney (HEK)
293 cells to test both Vrev and permeability under
controlled ion composition and optimized volt-
age clamp settings (Fig. 2B). We mapped photo-
currents over a broad range of membrane potentials
(Fig. 2C) (from –75 mV to +55 mV) (35). Under
these conditions (external/internal [Cl–], 147mM/
4mM), the combined ninefoldmutation exhibited
Vrev of –61mV,which is far more negatively shifted
than was the C1C2 backbone or either parental
4× or 5× construct (Fig. 2D). Despite this major
change in functionality, both peak and stationary
photocurrents remained fast and robust (predict-
ing suitability for optogenetics, especially because
this channel could also recruit a reduced-membrane
resistance mechanism for spiking inhibition), and
the original blue light–activation spectrum of C1C2
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was maintained, compared with the red-activation
capability of the Cl– pump eNpHR3.0 (thus main-
taining a separable channel for inhibitory control
in optogenetic applications) (Fig. 2E).We termed
this ninefold variant “iC1C2.”

Because the shifted Vrev could be attributable
to increased K+ selectivity or a new Cl– conduct-
ance, we measured Vrev under varying ion com-
positions (corrected for the calculated junction
potential arising from each condition) (35) in order
to determine the specific ion selectivity of iC1C2.
ChRs are highly permeable for protons and typ-
ically show no selectivity between K+ and Na+

(16). Therefore, with a pipette solution compo-
sition of 120 mM KCl at pH 7.3 and a bath so-
lution of 120 mM NaCl also at pH 7.3, virtually
no chemical gradient for permeant ions would be
expected, and indeed, under these conditions Vrev
for both C1C2 and iC1C2 was ~0 mV (Fig. 2F).
Replacement of external KCl byCsCl would create
a strong outward-directed gradient for K+ ions,
and as expected under this condition,Vrev of C1C2
dropped to –17.4 mV, which is consistent with K+

as a major charge carrier. However, there was no
such Vrev shift for iC1C2 (Vrev = –1mV). These
data donot support a hypothesis that iC1C2 achieves
shifted Vrev through increased K+ conductance,

and in fact, iC1C2 does not appreciably conduct
K+ under these conditions (Fig. 2F). To test the other
possibility of new Cl– conductivity, we replaced
external Cl– with gluconate (for a chemical Cl–

gradient of 8 mMext/128 mMint and shifting its
Nernst potential to +71 mV). Despite this strong
outward-directed Cl– gradient, C1C2 showed no
shift in Vrev (0 mV), which was as expected be-
cause the native C1C2 does not conduct Cl–. In
contrast, iC1C2 exhibited a positively shiftedVrev
of +48 mV, revealing a strong contribution of Cl–

to the photocurrent (Fig. 2F). Last, we replaced
internal Cl– with gluconate to create a strong
inward-directed Cl– gradient (128 mM [Cl–]ext/
8 mM [Cl–]in; VNernst-Cl = –71mV). The resulting
Vrev was –6 mV for C1C2 but –57 mV for iC1C2,
confirming a potent contribution from conducted
Cl– ions to iC1C2 photocurrents (Fig. 2G).

Because the Vrev for iC1C2 was not identical
to the calculated VNernst-Cl, other ions such as pro-
tons (16) could be conducted as well. To explore
this possibility in physiological Cl– gradients, we
altered the proton concentrations of internal and
external solutions while maintaining the inward-
directed Cl– chemical gradient (128mMext/8mMin;
VNernst-Cl = –71 mV) (Fig. 2H). We varied pH of
external and internal solutions together (no proton

chemical gradient; VNernst-H+ = 0 mV) and mea-
sured iC1C2 responses at physiological (7.3) and
low (6.0) pH,withmatched internal/external proton
concentrations.We expected that at lower pH and
more negativemembrane potential, protons would
contribute more to the iC1C2 photocurrent and
thus positively shift Vrev toward the 0 mV Nernst
potential for protons. Surprisingly, we found that
the iC1C2 Vrev was more negatively shifted at pH
6 as compared with pH 7.3 (Fig. 2H), suggesting
that iC1C2 conducts Cl– even more robustly and
maintains a prominently negative Vrev at lower pH
values. Total iC1C2 photocurrents were greater at
lower pH values (Fig. 2, I and J), which is con-
sistent with a proton-enhanced Cl– permeability.
We calculated the ratio of Cl– to proton permeabil-
ity at the different pH values (a = PCl/PH) (35).
Indeed, at pH6 the contribution ofCl– to the overall
current was 35 times higher than at pH 7.3, sug-
gesting that even excursions to lower pH—as can
happen during extreme neural activity—will not
impair the important Cl– conductance.

We next expressed C1C2 and iC1C2, each
fused to enhanced yellow fluorescent protein
(eYFP), in cultured hippocampal neurons (fig. S2).
Mean resting potentials were not different (C1C2,
–65 mV; iC1C2, –69 mV), and input resistances
were in the expected range (above 200 megohms)
for both constructs. We determined Vrev (Fig. 3A),
which for iC1C2 (Vrev = –64 mV) was negatively
shifted by 56 mV compared with C1C2 (Vrev =
–7 mV) (Fig. 3B). This Vrev of iC1C2 lies more
negative than the measured threshold for AP gen-
eration (VAP = –55 mV) (Fig. 3C). Consequently,
at VAP, in a voltage clamp C1C2 generated an
inward-directed photocurrent of –475 pA,whereas
iC1C2 produced an outward-directed photocurrent
of +42 pA; in a current clamp, C1C2 depolarized
neurons by +20 mV, whereas iC1C2 hyperpolar-
ized neurons by –3mV (Fig. 3D). In addition, input
resistance dropped by ~50% during light in cells
expressing iC1C2, indicating increased ion flux
throughmembrane pores, and after light-off input
resistance recovered to original levels (Fig. 3E).

The iC1C2 input-resistance effects and iC1C2
membrane polarization effects, that together would
tend to maintain membrane potential below spike-
firing threshold (Fig. 3F), suggested utility in
optogenetic control of spiking. Indeed, optical ac-
tivation of iC1C2 sufficed to inhibit electrically
evoked spikes without exerting a depolarizing ef-
fect (Fig. 4,A toC). To further explore the properties
of iC1C2, wemutated cysteine-167 tomimic step-
function mutations of channelrhodopsin (21), which
decelerate channel closure and extend lifetime of
the ion-conducting state; as a result, brief light
stimulation induces prolonged depolarization,
and light sensitivity of cells expressing these
variants is greatly increased (21–23). The in-
hibitory versions here define the SwiChR variants
(for Step-waveform inhibitory ChR), including
C167T (SwiChRCT) and C167A (SwiChRCA).
We first expressed SwiChRCT in HEK cells to
determine channel kinetics and sensitivity. Both
inward- and outward-directed photocurrents were

Fig. 1. Rational design
and screen: Vrev-shifted
ChRs. (A) C1C2 crystal
structure [Protein Data Bank
(PDB) 3UG9] (24), with res-
idues used for screening in
blue (retinal chromophore
in magenta). (B) C1C2 mu-
tations screened in neurons
for photocurrent size at
–80 mV (n = 6 to 8 cells).
Arrows indicate nine muta-
tions selected for C1C2_5x
(T98S/E129S/E140S/E162S/
T285N) and C1C2_4x
(V156K/H173R/V281K/
N297Q) constructs. (C) Vrev
of C1C2 single-mutation
constructs (n = 6 to 8 cells).
(D) Comparison of photo-
current sizes for C1C2,
C1C2_4x, and C1C2_5x.
(E) Comparison of Vrev for
C1C2, C1C2_4x, and
C1C2_5x (n = 8 to 10 cells).
Error bars indicate SEM.

A  D

B                    

C                    

E
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Fig. 3. Characterization of iC1C2 inmammalian
neurons. (A) Representative photocurrents of C1C2
(left) and iC1C2 (right) recorded at membrane po-
tentials ranging from –80 to 0mV. 475 nm light (blue
bar) was applied at 5 mW/mm2. (B) Corresponding
current-voltage relationship for photocurrents. (C) Vrev
of C1C2 and iC1C2 relative to threshold for spike
generation (VAP) and to neuron resting potential (Vrest)
(n = 8 to 22 cells). (D) Photocurrent amplitudes (left)
and membrane polarization at VAP (right) (n = 9 to 14
cells). (E) Mean changes in input resistances were
normalized to pre-light value (n = 9 to 20 cells).
(F) Sample voltage traces of iC1C2-expressing neu-
ron stimulated with varying current injections for
1.5 s, and additional 0.5 s, 475 nm, 5mW/mm2 pulses
showing effective clamping toward Vrev: shown are
hyperpolarizing responses below VAP. Error bars in-
dicate SEM.

A 

D

CB

F E

Fig. 2. iC1C2: biophysical properties. (A) C1C2 structure, with the nine
residues mutated in C1C2_4x and C1C2_5x in orange. (B) Representative
photocurrents and (C) corresponding current-voltage relationships recorded
at membrane potentials from –75 mV to +55 mV upon 475 nm light ac-
tivation (power density, 5 mW/mm2). (D) Vrev of C1C2, iC1C2, C1C2_4x, and
C1C2_5x [neuronal recording solutions are available in (35)]. (E) Activation
spectra of NpHR, C1C2, and iC1C2 measured at power density 0.65 mW/mm2

for each wavelength and normalized to the maximum amplitude (n = 6 cells).
(F) Vrev of C1C2, iC1C2, C1C2_4x, and C1C2_5x, with internal (int) 120 mM
KCl and external (ext) 120 mM NaCl, CsCl, or NaGluconate, pH 7.3, char-

acterized in HEK cells. (G) As in (A), with ext 120 mM NaCl and int 120 mM
KCl, CsCl, or KGluconate, pH 7.3 (n = 6 to 17 cells). (H) Vrev of iC1C2 under
equal (eq) external and internal pH, generating a Nernst potential for protons
of 0 mV (dotted green line) at pH 6 and 7.3. [Cl–]i concentration was 8 mM,
and [Cl–]o was 128 mM, generating a Nernst potential for Cl– of –71 mV
(dotted red line) (n = 6 to 9 cells). (I) Current-voltage relationship recorded
with equal external and internal pH values at pH 6 and 7.3; internal and
external [Cl–] of 8 mM and 128 mM, respectively (n = 3 to 8 cells). (J) Pho-
tocurrent of iC1C2 at 0 mV from the current-voltage relationship in (I). Error
bars indicate SEM.
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stabilized by orders of magnitude after light-off
(Fig. 4D). The time-constant of channel closure
(toff) for SwiChRCTwas 7.3 s, comparedwith 24ms
for the parent iC1C2 (Fig. 4E). Beyond stability,
another feature of step-function variants is the
ability to quickly convert to the closed state upon
redshifted light application (21), and indeed,
SwiChRCT channel closure was accelerated by ap-
plication of 632 nm of light (SwiChRCT toff-632 =
375 ms) (Fig. 4E). Another feature of step-function
variants is increased light sensitivity of expressing
cells, which effectively become photon integra-
tors for long light pulses (23). Indeed, SwiChRCT-
expressing cells showed a 25-fold increase in light
sensitivity as compared with that of iC1C2, and a
200-fold increase comparedwith that of the pump-
based inhibitor NpHR (Fig. 4F). Similar results
were observed in neurons; SwiChRCT generated
outward current at AP threshold in neurons with
reversal potential of –61 mV and −68 mV for
SwiChRCA (Fig. 4G and fig. S3). This sufficed to
stably and reversibly inhibit spiking (Fig. 4H and
fig. S3) withminimal directly driven current (Fig.
4G and fig. S3) or membrane potential change
(Fig. 4H and fig. S3), presenting desirable prop-
erties for optogenetic investigation.

We have demonstrated structure-guided con-
version of a cation-selective ChR into a light-
activated Cl– channel. The iC1C2 mechanism
provides more physiological inhibition that does
not require a major membrane potential change,
and variants enable improvement of stability and
light sensitivity by orders of magnitude over exist-
ing inhibitory tools. Depolarization-block strategies
with excitatory tools (18, 36, 37), although useful
in some settings, may not reliably inhibit all tar-
geted cells because light intensities are highly
variable in scattering tissue (18, 36–38); in con-
trast, iC1C2-based tools can only depolarizemem-
branes to Vrev of ~–64 mV (well below VAP) and
hyperpolarize when membrane potential is above
Vrev (Fig. 3F).

Although aspects of final functionality arose
by design (for example, removal of acidic res-
idues and introduction of basic residues) (Fig.
2A), other properties remain to be fully explored.
For example, iC1C2 showed dependence on ex-
ternal pH; we hypothesize that one or more basic
residues within the ion-conducting pathway are
protonated and positively charged at physiolog-
ical and lower external pH, which in turn facilitates
association and permeation of anions. Subsequent

improvements in iC1C2 and SwiChR variants by
using structure-guided engineering strategies may
further enhance photocurrent properties and may
be easily ported to complementary and closely re-
lated ChR backbones, such as the potent chimeric
red (23, 39) and two-photon/infrared (40) light-
activated ChRs. The newCl– permeability of iC1C2
not only provides an unexpectedly effective illustra-
tion of cation-channel to anion-channel conver-
sion (41–43) but also demonstrates structure-guided
design of ChRs for new classes of functionality.
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Neural Mechanisms of
Object-Based Attention
Daniel Baldauf* and Robert Desimone

How we attend to objects and their features that cannot be separated by location is not understood.
We presented two temporally and spatially overlapping streams of objects, faces versus houses, and used
magnetoencephalography and functional magnetic resonance imaging to separate neuronal responses
to attended and unattended objects. Attention to faces versus houses enhanced the sensory responses
in the fusiform face area (FFA) and parahippocampal place area (PPA), respectively. The increases in
sensory responses were accompanied by induced gamma synchrony between the inferior frontal junction,
IFJ, and either FFA or PPA, depending on which object was attended. The IFJ appeared to be the driver
of the synchrony, as gamma phases were advanced by 20 ms in IFJ compared to FFA or PPA. Thus, the
IFJ may direct the flow of visual processing during object-based attention, at least in part through
coupled oscillations with specialized areas such as FFA and PPA.

When covertly attending to a location in
the periphery, visual processing is biased
toward the attended location, and the

sources of top-down signals include the frontal
eye fields (FEF) (1, 2) and parietal cortex (PC).
FEF may modulate visual processing through a
combination of firing rates and gamma frequency
synchrony with visual cortex (2). For nonspatial
attention, the mechanisms of top-down attention
are much less clear. When people attend to a fea-
ture, such as a particular color (3–5), or to one of
several objects at the same location (6–8), activity
in the extrastriate areas representing properties of
the attended object is enhanced. But where do the
attentional biases (9) come from, and how do they
enhance object processing when the distractors are
not spatially separate?

We combined magnetoencephalography
(MEG), supplemented by functional magnetic
resonance imaging (fMRI) and diffusion tensor

imaging to optimize both spatial and temporal
resolution. In the MEG experiment, two spatially
overlapping streams of objects (faces and houses)
were tagged at different presentation frequencies
(1.5 and 2.0 Hz) (Fig. 1, A and B) (5, 10–12). The
stimuli went in and out of “phase coherence,” so
that they were modulated in visibility over time
but did not change in luminance or flash on and
off. When subjects were cued to attend to one of
the streams and to detect occasional targets with-
in the cued stream, frequency analyses allowed
identifying brain regions that followed the stim-
ulus oscillations.

Using MEG data only (13), the strongest ac-
tivity evoked by the face tag was in the right fu-
siform gyrus, whereas the activity evoked by
the house tag was more medially in the inferior-
temporal cortex (IT) (Fig. 1C; figs. S1 and 2 for
individual subjects and alternative source recon-
struction approaches). These areas were roughly
consistent with the locations of fusiform face area
(FFA) and parahippocampal place area (PPA)
determined previously in fMRI (14–16). To in-
crease the accuracy of localization in each sub-

ject, we added high-resolution fMRI localizers
for FFA and PPA (Fig. 2, B and D, and fig. S3A),
which were focused at the expected spots (Fig. 2F).

To identify other areas important for non-
spatial attention, we contrasted the brain state
when attending to one of the two superimposed
object classes with a similarly demanding state
that did not require attending to either object
class. The attention-related fMRI localizers re-
vealed consistent activation in the inferior frontal
junction (IFJ) at the intersection of the inferior-
frontal and precentral sulcus (17–19) (Fig. 2, A,
C, and E), with weaker and less-consistent sig-
nals in posterior-parietal and in inferior-temporal
cortex (fig. S3C). A control experiment confirmed
that IFJ 's activation was indeed related to non-
spatial attention, rather than simply memory
(fig. S4).

Each subject's individual fMRI localizers
were then used as regions of interest (ROIs) to
guide the analysis of the MEG signals (see sup-
plementary material for a description of the co-
registration of fMRI and MEG). The modulation
of sensory responses by attention in the tagging-
frequency range is shown in Fig. 2G (fig. S5B for
individual subjects). FFA and PPA had the stron-
gest responses, with FFA more responsive to the
attended face tag (t test, P < 0.001) and PPAmore
responsive to the attended house tag (t test, P <
0.01). Thus, object-specific attention modulates
the sensory responses in FFA and PPA. Weaker
sensory responses were found in region V1.

Although weaker in amplitude, sensory re-
sponses were also found in IFJ, and the attention
effects were much stronger—there was a tagging
frequency response only to the attended object
(both t test, P < 0.001). Control regions in the
FEF (localized in separate fMRI runs, fig. S3D),
PC (localized in the attention-related fMRI experi-
ment in some participants) and the frontal pole
(anatomically defined) showed only minor and
less consistent responses. The general pattern of
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results did not depend on the specific tagging fre-
quency assignment to faces or houses (fig. S5).

In temporal cortex, bothMEG and fMRI results
showed a moderate tendency of lateralization: FFA
to the right andPPA to the left hemisphere (Fig. 2H).

The attentional effects in IFJ were slightly lateral-
ized to the right.

We used Fourier transformations to extract the
phase relation between the frequency-tag response
and the stimulus on the screen, i.e., the latency of the

sensory responses (Fig. 2I). The phase lag of IFJ (cor-
responding to 208 ms) was shifted by about 25 ms
in comparison to FFA and PPA (188 and 171 ms)
(Fig. 2J and fig. S5) (20),which likely accounts for
transmission time and synaptic delays between areas.
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Fig. 2. Measures of attention localization. (A) Average of the fMRI localizers for
attention-related and (B) object-related ROIs (blue: FFA, red: PPA, P < 0.001, FW error-
corrected). (C and D) All subjects' individual ROIs superimposed on a standardized brain
surface (red: middle frontal gyrus; blue: inferior frontal gyrus; dashed line: BA44) and (E) on
an inflated brain. (F) Comparison of the average MEG-based (filled) and fMRI-based (outlines)
localization of face- (blue) and house-related (red) activity. (G) Spectral power in the par-
ticipants' individual ROIs when attending houses (1.5 Hz, red) or faces (2.0 Hz, blue).
(H) Lateralization of the attentional effects. (I) Phase lags of the neural activity to the
physical stimuli on screen. (J) Systematic phase advancement from FFA/PPA to IFJ.
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Fig. 1. Stimuliandattention. (A) Stimuli used in the MEG experiment (see online
methods). (B) Sequence of stimuli consisting of an overlay of two streams of objects
(faces and houses), fading in and out of a phase-scrambled noise mask at different

frequencies (1.5 and 2.0 Hz). Subjects had to attend the cued stream and report
occasional 1-back repeats. (C) Fourier-transform of the minimum norm estimate
when attending to faces (2.0 Hz) or houses (1.5 Hz, P < 0.05, FDR-corrected).
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To test for functional interactions among the
areas, we analyzed coherence between the frontal
and temporal ROIs (Fig. 3C) across a wide fre-
quency spectrum, including frequency bands that
were not time-locked to the stimuli (see time-
frequency power spectra and an analysis of fre-
quency nesting in fig. S6). The baseline-corrected
coherence between IFJ-FFA (top) and IFJ-PPA
(bottom) in the tagging-frequency range is shown
in Fig. 3A. When attending into an area's preferred
stimulus domain, that area became functionally
connected with IFJ at the respective tagging fre-
quency (both t test, P < 0.001), as responses in
both areas were phase-locked to the attended stim-
ulus but with different phase lags.

Coherence at frequencies higher than the
tagging frequency was dominated by shared
background coherence, as typical in MEG. To
reduce the influence of background coherence,
we analyzed patterns of domain-specific coher-
ence by computing an attention index, the

AIC = (attend preferred – attend unpreferred)/
(attend preferred + attend unpreferred)

which directly contrasts both attentional condi-
tions and, therefore, is more sensitive to subtle
attentional effects on coherence (Fig. 3B). When
attending to faces (top, blue) coherence between
IFJ and FFA increased not only at the tagging
frequency (2.0 Hz) but also in a high-frequency
band (70 to 100 Hz, both t test, P < 0.05). Sim-
ilarly, when attending to the house stimuli (red),
IFJ and PPA exhibited increased coherence,
both at the tagging frequency (1.5 Hz) and in
a high-frequency band (60 to 90 Hz, both t test,

P < 0.01). In this high-frequency gamma range,
the individual subjects varied considerably in their
respective peak modulation frequency. As a
check for whether the coherence in the gamma
range resulted from common stimulus-locked
onsets, we reran the analysis in a control data
set, with shuffled trial order within each ROI
(fig. S7C), which completely eliminated gamma
coherence. Attentional modulations of coherence
between IT and PC were weaker and nonsignif-
icant (fig. S7D).

To test the directionality of the gamma-band
coherence between IFJ and FFA/PPA, we ana-
lyzed the instantaneous phase lags between the
two areas. Because portions of the signal in both
sites are shared background coherence (due to
electromagnetic field spread) or random noise, we
first baseline-corrected the phase lag distributions
to dissociate shared background coherence (which
is simultaneous) and noise (which is uniformly
distributed) from phase coherence that results from
axonally transmitted synchronization (see supple-
mentary methods and figs. S8 and S9). We then
compared the residual phase lag distribution across
a range of frequency bands around the subject's
frequency of maximal coherence (peak T10 Hz).
Inmost subjects (9 out of 12), the baseline-corrected
phase lags systematically increased as a function
of frequency, consistent with IFJ leading FFA/PPA
with a constant time lag of about 20ms (SE= 6ms)
(Fig. 3D and figs. S10 and S11). The three other
subjects seemed to have stronger bottom-up or
balanced coherence (see supplementary materials).

To determine whether IFJ is anatomically con-
nected with FFA or PPA, we computed maps of
probabilistic connectivities (21) to the seed regions

in FFA and PPA. When normalizing to the site of
maximal activity within frontal cortex, both FFA-
and PPA-connectomes revealed areas around IFJ
to have the highest connection probabilities (see
Fig. 3E and fig. S12).

The neural mechanism that enables attention
to an object or feature seems intuitively more
complex than spatial attention, which may only
require a spatial-biasing signal that targets a rel-
evant location. Yet the present study reveals some
striking parallels in neural mechanisms: Prefrontal
cortex seems to be a common source of top-down
biasing signals, with FEF supplying signals for
spatial attention and IFJ supplying signals for
object or feature attention. With spatial attention,
cells in FEF and visual cortex begin to oscillate
together in the gamma frequency range, with FEF
the “driver” in these oscillations (2). Here, we
find that IJF—although it has delayed sensory
responses—is also the “driver” in coupled gam-
ma oscillations with FFA/PPA. In primates, co-
herent gamma oscillations in FEF are phase-shifted
by about 10 ms compared with oscillations in
area V4, which has been argued to account for
the axonal conductance time and synaptic delays
between the two areas (2). With the phase shift,
spikes of FEF cells presumably affect cells in V4
at a time of maximum depolarization, which in-
creases their impact. Here, a phase shift of 25 ms
may allow for longer transmission times from IFJ
to FFA and PPA in humans. Thus, spikes originat-
ing from IFJ may arrive in FFA and PPA re-
spectively, and vice versa, at a time of maximum
depolarization in the receiving area, magnifying
their impact. The directing of IFJ signals to the
FFA versus PPA may not be inherently more

BA C D
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2π

φ∆

E

1

0

Fig. 3. Coherencemeasures of attention. (A) Cross-area coherence spectra.
(B) Attention indices, converted into changes of coherence. When attending to
the preferred stimulus (faces for FFA, houses for PPA), coherence between IFJ
and the respective temporal area increased at the respective tagging frequency
and in a high-frequency band (70 to 100 Hz). Dots represent subjects' peaks
of attentional modulations. (C) Schematic of the fronto-temporal connectivity.

(D) Directionality measure of gamma phase-lags between IFJ and FFA/PPA in
polar (right) and Cartesian (left) coordinates. In 9 of 12 subjects the phase-lag
of FFA/PPA to IFJ increased linearly with increasing frequencies around the
subject's peak of gamma coherence, consistent with IFJ cycles leading over
FFA/PPA cycles. (E) Parcellation-based probability maps of frontal connectivity
to FFA/PPA.
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complex than shifting FEF signals between dif-
ferent locations in the visual field.

IFJ may include areas that function as general
executive modules (22, 23). Also, IFJ is close to
areas Ba45 and Ba46, homologs of which have
been described in nonhuman primate recordings
to encode information about object-categories in
delayed match-to-sample tasks (23, 24). Indeed,
the “attentional template” that specifies the rel-
evant location or object in spatial or feature at-
tention is hardly distinguishable from working
memory for these qualities (9),which is known to
involve prefrontal cortex (24). Coupled interac-
tions between prefrontal areas and visual areas
(25–31) could underlie many cognitive phenome-
na in vision, with shared neural mechanisms
but variations in the site of origin and the site of
termination.
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A Chloroplast Retrograde Signal
Regulates Nuclear Alternative Splicing
Ezequiel Petrillo,1* Micaela A. Godoy Herz,1 Armin Fuchs,2 Dominik Reifer,2

John Fuller,3 Marcelo J. Yanovsky,4 Craig Simpson,3 John W. S. Brown,3,5

Andrea Barta,2 Maria Kalyna,2† Alberto R. Kornblihtt1‡

Light is a source of energy and also a regulator of plant physiological adaptations. We show here
that light/dark conditions affect alternative splicing of a subset of Arabidopsis genes preferentially
encoding proteins involved in RNA processing. The effect requires functional chloroplasts and is
also observed in roots when the communication with the photosynthetic tissues is not interrupted,
suggesting that a signaling molecule travels through the plant. Using photosynthetic electron
transfer inhibitors with different mechanisms of action, we deduce that the reduced pool of
plastoquinones initiates a chloroplast retrograde signaling that regulates nuclear alternative
splicing and is necessary for proper plant responses to varying light conditions.

Light regulates about 20% of the transcrip-
tome in Arabidopsis thaliana and rice
(1, 2). Alternative splicing has been shown

to modulate gene expression during plant devel-

opment and in response to environmental cues
(3). We observed that the alternative splicing
of At-RS31 (Fig. 1A), encoding a Ser-Arg–rich
splicing factor (4), changed in different light re-
gimes, which led us to investigate how light reg-
ulates alternative splicing in plants.

Seedlings were grown for a week in constant
white light to minimize interference from the cir-
cadian clock and then transferred to light or dark
conditions for different times (see the supple-
mentary materials). We observed a two- and four-
fold increase in the splicing index (SI)—defined
as the abundance of the longest splicing isoform
relative to the levels of all possible isoforms—of
At-RS31 [mRNA3/(mRNA1+mRNA2+mRNA3)]
after 24 and 48 hours in the dark, respectively
(Fig. 1B). This effect was rapidly reversed when
seedlings were placed back in light, with total
recovery of the original SI in about 3 hours (Fig.

1C), indicating that the kinetics of the splicing
response is slower from light to dark than from
dark to light.

The light effect is gene specific (fig. S1) and
is also observed in diurnal cycles under short-day
conditions (Fig. 1D and fig. S2). Furthermore,
three circadian clock mutants behaved like the
wild type (WT) in the response of At-RS31 alter-
native splicing to light/dark (fig. S3). Changes
in At-RS31 splicing are proportional to light in-
tensity both under constant light and in short-day–
grown seedlings (fig. S4).

Both red (660 nm) and blue (470 nm) lights
produced similar results as white light (Fig. 1E).
Moreover, At-RS31 alternative splicing responses
to light/dark are not affected in phytochrome and
cryptochrome signaling mutants (5, 6), ruling out
photosensory pathways in this light regulation
(Fig. 1F and figs. S5 and S6).

Light-triggered changes inAt-RS31mRNApat-
terns are not due to differential mRNAdegradation.
First, the light effect is not observed in the presence
of the transcription inhibitor actinomycin D
(Fig. 1G). Second, the effects are still observed in
upf mutants, defective in the nonsense-mediated
mRNA decay (NMD) pathway (7) (Fig. 1H and
fig. S7). Third, overexpression of the constitutive
splicing factor U2AF65 (8) in Arabidopsis proto-
plasts mimics the effects of light on At-RS31 al-
ternative splicing (Fig. 1I).

mRNA1 is the only isoform encoding a full-
length At-RS31 protein (9). mRNA3 andmRNA2
are almost fully retained in the nucleus (fig. S8).
mRNA1 levels decrease considerably in dark with-
out significant changes in the total amount of
At-RS31 transcripts (Fig. 2A and fig. S9), which
suggests that alternative splicing is instrumental
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in the control of mRNA1 cellular levels and, con-
sequently, At-RS31 protein abundance. To assess
how interference with At-RS31 alternative splicing
regulation could affectArabidopsis phenotype, we
obtained transgenic plants overexpressing either
a cDNA (mRNA1ox) or a genomic version (31
genOX) ofAt-RS31 and a knock-out (31mut) line
(fig. S10). At-RS31 total mRNA is more abundant
in the mRNA1ox and 31 genOX lines compared
with the WT (fig. S10). Whereas the mRNA1ox
line expresses almost exclusively the mRNA1 iso-
form and at higher levels than the other lines,
the 31 genOX line is mostly enriched in mRNA3
and mRNA2 isoforms, and mRNA1 levels are not
much higher than those in WT seedlings (Fig. 2,
B and C, and fig. S10). Under photoperiodic con-
ditions (16 and 8 hours of light and dark, respec-
tively) no major phenotypes are observed for
these lines (Fig. 2D, “L” in Fig. 2E, and fig.
S11). However, when plants are either exposed to
long darkness (3 days) (Fig. 2E), or grown under

constant low light intensity (50 mmol m–2 s–1)
(Fig. 2F), the mRNA1ox line shows a dramatic
phenotype, characterized by small and yellowish
seedlings concomitantly with faster degradation of
chlorophylls a and b (fig. S12). This suggests that
down-regulation of mRNA1 in the dark through
alternative splicing is important for proper growth
of the plant in response to changing environmental
light conditions.

As sensory photoreceptors do not partici-
pate, we investigated whether retrograde signals
from the chloroplast were involved (1). Increasing
concentrations ofDCMU[3-(3,4-dichlophenyl)1,1-
dimethylurea] (10), a drug that blocks the elec-
tron transfer from photosystem II (PSII) to the
plastoquinone (PQ) pool, inhibited the effect of
light on At-RS31 alternative splicing (Fig. 3A),
confirming chloroplast involvement. Roots have
no chloroplasts, so the light effect should only be
observed in the green tissue in dissected seed-
lings (Fig. 3B). However, the effect was observed

both in dissected leaves and roots, with roots
showing a time delay in the response (Fig. 3, D
and F). When shoots were separated from roots
before the light/dark treatment (Fig. 3C), dis-
sected shoots retained the response (Fig. 3E), but
light had no effect on At-RS31 splicing in detached
roots (Fig. 3G). Similar results were obtained by
covering the different parts of the seedlings (fig.
S13). No chlorophyll was detected in the roots of
pre- or post-dissected plants (fig. S14), strengthen-
ing the hypothesis that a mobile signal generated
in the leaves triggers root alternative splicing
responses to light.

About 39%of the 93 alternative splicing events
(table S1) tested using a high-resolution reverse
transcriptase polymerase chain reaction (RT-PCR)
panel (11) changed significantly in response to
light (tables S2 to S4 and fig. S15). The effects of
light were not due to sugar starvation during dark-
ness (fig. S15), indicating that the chloroplast role
in this light signaling pathway is not primarily

Fig. 1. Effects of light/dark transitions on
At-RS31 alternative splicing. (A) At-RS31 splicing
event. *PTC, premature termination codon; triangles,
primers for splicing evaluation (see also fig. S10a).
(B) Arabidopsis thaliana seedlings were incubated in
light/dark for different times (see the supplementary
materials). (C) After 48 hours of darkness, transfer-
ring the seedlings to light causes a rapid change in
the SI of At-RS31 to “light values” (see the supple-
mentary materials). Light+Light, 48 hours + 3 hours
light; Dark+Dark, 48 hours + 3 hours dark; Dark+
Light, 48 hours dark + 3 hours light. (D) Seedlings
were grown for 2 weeks under short-day conditions
(~100 mmolm–2 s–1). Samples were collected 2 hours
before lights off [6 hours Zeitgeber time (zt)] and
2 hours before lights on (22 hours zt). (E) Plants
were grown in constant light, transferred to dark
for 48 hours, and then treated in light/dark for 6 hours
with light-emitting diodes to provide specific wave-
lengths (see the supplementary materials). (F) hyh
and hy5 mutants for integrators of photoreceptor-
signaling pathways show the same At-RS31 alter-
native splicing regulation by light as WT plants. WS,
Wassilewskija ecotype. (G) Actinomycin D (ActD)
causes the loss of the light/dark transition effect. ActD
(+) was added 2 hours before light/dark treatments.
Dimethyl sulfoxide, control (–). (H) SI change induced
by the light/dark transition is preserved in the NMD-
impaired mutants upf1-5 and upf3-1. (I) Effect of
U2AF65 overexpression in A. thaliana protoplasts. In
all experiments: white bars, light; black bars, dark-
ness. Data represent means T SD (n≥ 3); significant
P values (Student’s t test) are shown.
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Fig. 2. At-RS31 alternative splicing regulation
is important for proper adjustment to light
changes. (A) Quantitative RT-PCR analysis of
At-RS31 mRNA1 levels relative to Actin. The graph
shows the relative expression of mRNA1 in two
different time points of light/dark treatment (2
and 4 hours). (B) Quantitative RT-PCR analysis of
At-RS31 mRNA1 isoform expression in the differ-
ent genotypes and treatments. (C) (Top) At-RS31 SI
in the different genotypes in response to light/dark
(see the supplementary materials). (Bottom) Rep-
resentative gel images for the alternative splicing
pattern of At-RS31 in the different genotypes in
response to light/dark transitions. Actin, as con-
trol. L, light; D, dark. (D) All lines were grown on
Murashige and Skoog medium (MS) agar plates
with 1% sucrose for 1 week in light/dark cycles
(16/8 hours), 120 mmol m–2s–1 white light. Sim-
ilar size sections of plates are shown. (E) Seed-
lings of the different genotypes were grown under
a 16/8 hours light/dark regime for 2 weeks and
then transferred to dark for 3 days (D) or kept in
photoperiod as controls (L). (F) Seedlings for each
genotype were grown on MS plates in constant
light conditions (~50 mmol m–2s–1). Similar size
sections of plates are shown. Bar color code and
statistics as in Fig. 1.
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Fig. 3. The light signal is generated in the photosynthetic tissue and
travels through the plant. (A) Seedlings were grown in constant light, trans-
ferred to darkness for 48 hours, and then treated with DCMU during a 6-hour
light/dark further incubation. (B to G) Light regulation of At-RS31 alternative
splicing in green tissues and roots after a 2-, 4-, or 6-hour light/dark exposure
of whole seedlings [(B), (D), and (F)] or in the isolated parts exposed sep-
arately to light or dark [(C), (E), and (G)]. [(B) and (C)] Schemes for post- and

pre-exposure dissections (see the supplementary materials). [(D) and (F)] At-
RS31 alternative splicing assessment in green tissue (D) or in the roots (F) of
light/dark treatments performed using intact seedlings (dissection performed
after light/dark treatment). [(E) and (G)] At-RS31 alternative splicing assess-
ment in response to light/dark treatments using predissected (E) green tissue
or (G) roots (dissection performed before light/dark treatment). Bar color
code and statistics as in Fig. 1.
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associated with the energy state of the cells (fig.
S16a). In addition, we ruled out the participation of
sugar-sensing pathways (fig. S16, b and c) reported
to control nuclear gene expression (12, 13).

Analysis of light-responsive splicing events re-
vealed an enrichment in those of RNA-binding
and processing protein coding genes (fig. S17 and
table S3). The SR protein genes At-SR30 and
At-U2AF65 showed the biggest changes (fig. S18
and table S2), andDCMU treatment also confirmed
a role for chloroplast involvement in their responses
(fig. S19).

Experiments shown in figs. S20 and S21 re-
vealed that plastid gene expression, the tetrapyrrole
pathway, and reactive oxygen species (14) are not
involved in At-RS31 alternative splicing regula-
tion. Becausemethyl viologen takes electrons from
PSI (15) with no effect on At-RS31 alternative
splicing (fig. S21a), we inferred that the signal
must be generated between PSII and PSI. To prove
this, we used DBMIB (2,5-dibromo-3-methyl-6-
isopropyl-p-benzoquinone). Both DCMU and
DBMIB inhibit the overall electron transport chain,
but whereas DCMU increases the oxidized PQ
pool by blocking the electron transfer from the
PSII to PQ (10), DBMIB keeps the PQ pool re-
duced by preventing the electron transfer to cyto-
chrome b6/f (15) (Fig. 4A). Addition of DBMIB
potentiates the decrease in At-RS31 SI when
seedlings are exposed to low light in comparison
to the lack of effect under high light (Fig. 4B).
It was shown that when externally added in the
dark, DBMIB can act as a reduced quinone an-

alog (16, 17). Consistently, DBMIB decreases
At-RS31 SI in the dark, mimicking the effects
of light (Fig. 4C). Similar results were obtained
for At-U2AF65 and At-SR30 (Figs. 4, D and E).

Our results reveal a retrograde pathway link-
ing the photosynthetic redox state to the regula-
tion of nuclear alternative splicing, mediated by
the PQ pool, together with a signalingmolecule, of
yet unknown nature, that is able to travel through
the plant to affect alternative splicing (Fig. 4F).
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Fig. 4. The plastoquinone redox state mediates alternative splicing
regulation by light. (A) Diagram showing the action of DBMIB and DCMU
in the photosynthetic electron transport chain. (B) Effects of the addition
of 30 mM DBMIB to seedlings under medium (80 mmol m–2 s–1) and low
(15 mmol m–2 s–1) light on At-RS31 alternative splicing. (C to E) Addition
of 30 mM DBMIB reduces the effects of light/dark transitions on At-RS31

(C), At-U2AF65 (D), and At-SR30 (E) alternative splicing patterns. (F) Model
for the light regulation of alternative splicing. Light-induced reduction of
plastoquinone to plastoquinol (PQH2) generates a signal that modulates
alternative splicing in the nucleus. This signal, or a derived one, travels to
the roots and provokes similar effects. Bar color code and statistics as in
Fig. 1.
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ABSTRACT

Medical equipment not only plays a key role in a robust national 
health care system, but also forms one of the two industrial pillars 
in modern medicine, the other being therapeutics. In todayís world, 
the development of medical devices has become an important 
"#$%��#�����$����$��%	�#���
	��#	������	$������#%%�$���#	���"�	�
modernization.

Chinaís medical device industry started small, but has grown rap-
idly. Yet neither its production capacity nor its research and develop-
ment ability can match the market demand. The Chinese government 
believes that the development of the medical device industry has an 
important role to play in promoting social development. In an effort 
to improve the policy environment and support this industry, in 2011 
the ìDomestic Medical Device Product Application Demonstration 
$�����$��$���������#	����$%�	�#$�#������������������#������%������#�
geographical and industrial characteristics, was chosen as the site to 
�$��	�����%�����#	��

���%�$���	�#���	�%#%������#�#%�$���%�"#������$�%	�#���
	������"$�����
management and evaluation system as part of the abovementioned 
����#	������	�������������#�$�"#	�$��%"����#�%��#���#������#�"���$�-
ity and stability of the medical device industry in China. A total of 180 
companies have been enrolled to date, making over 1,000 different 
devices. Also in the system are 17 large medical institutions in Suzhou 
City that act as evaluation sites. Thus far, the medical products that 
have been through the evaluation process represent a total value of 
60.6 million yuan (US$9.7 million), while the applications described 
�#�#������"�%#�����#�#
����#�� !!�"��������#���#�

INTRODUCTION

Reviewing data collected since the 1980s, developed countries 
show a 1:1 ratio when comparing output from the pharmaceutical 
industry with the medical equipment sector (1). The United States 
is the industry leader in medical devices, with sales accounting for 
over 36% of the global market, followed by Western Europe (30%) 
and Japan (11%) (2). The total sales from the global medical device 
market have risen from US$187 billion in 2001 to US$355.3 billion 
in 2009, representing a compound annual growth rate over this 
*������������������ �!�������+��,+�*,����+�*��"�#������������$3). The 
Chinese medical device industry has developed rapidly, particularly 
in the last two decades, with the industrial output rising from 59.2 
����������+��$"�#%����������&���� ��'����!�������������+��$"�#  ���
�������&���� �!!���*�*,*������+��+�*�+�*�+���+������������ ����
Output in 2013 exceeded 200 billion yuan (US$32.1 billion). But the 
delayed inception of the medical device industry in China resulted 
�����*���*�*���*�*��)*���������,�,*	��������,��+,�	�*+�*����(+�*��
�*+����	+�*�	�,�,�+�����,��
	�*���+		*,,����,�+�*������*�+���)*��	+��
equipment and the latest treatments, especially in rural locations. 
According to statistics from the Chinese Medical Association, 35% 
of patients nationwide go directly to large hospitals, while only 7% 
choose urban community medical rehabilitation centers. Citizens 
distrust older, cheaper technologies, while new equipment resources 
in the few larger hospitals that can afford them are very limited. 
China is therefore faced with the challenge of improving the quality 
and availability of medical devices in underserved areas in order to 
create a balanced and equitable health care system. To this end, the 
government is improving the policy environment for the health care 
����,�������������+�)��*����*	���*�+���	+���������*+����	+�*��*,���	*,��
and supporting industrial development in the medical device sector. 
In late 2011, through two ministries (the Ministry of Health and the 
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Ministry of Science and Technology) a demand-oriented, innovation-
����!���"���	���"���"������"#!�����!	���"#������"�!��	"��!����!�
ìDomestic Medical Device Product Application Demonstration and 
��"��"���������!	������"��#�������	!����!������!����!�"��"�����#��!#��
�"#�
�#������"��	�����#����!	�������!�	��������������

RESEARCH METHODOLOGY AND FINDINGS

Studies to test and validate medical devices require the involve-
 !������#	�!���
	��!#!"�	����#�����!#�� !��	"����#��������#�����!�� !���
administration bureaus, and medical device companies as well as 
patients. The purpose of such testing is to enhance the quality of do-
mestic medical devices and further their industrialization, to eventually 
improve health care overall. Below, we discuss the establishment of 
long-term supply and service mechanisms in parallel with the indus-
���"���!�!�� !������ !��	"���!��	!#��������"�"#��!���"#�"�#	�!���
	�
information management and evaluation system to support device 
testing.

Project Implementation
���!�#��!���"����!��!#��!�����!	���!#�"�!�"	��!�!����"����#��!" #�

have been put in place to aid the implementation of the Domestic 
Medical Device Product Application Demonstration and Evaluation 
����!	���������!	���!"�!�#�����!" �	� ��#!������!��!#!��"���!#���� �
�!#!"�	����#�����!#����	"����!�� !��#��"����!"����	"�!���#�����!#��#��!-
sponsible for the supervision, guidance, and direction of the testing as 
well as addressing any problems that might arise. The leadership team 
��!�#!!#���!�����!	��!�!	�������!" ��	� ��#!�� "��������#�"������ �
���#!���#��������#��"���	��"���������!�����!	�������	���#��!#���#���!�����
selection of medical institutions and representatives from participating 
companies, as well as overall organization and coordination. Finally, 
the expert evaluation team, also working under the leadership team, 
provides independent evaluation and feedback based on the informa-
tion collected from the companies and medical institutions involved, 
from the actual testing of the devices, and also from patient feedback.

The main steps in the evaluation process are as follows (also see 
Fig. 1):

1. Products and institution participation. ��!�����!	��!�!	������
group reviews medical institutions and companies, and selects those 
products deemed most needed by the medical institutions; compa-
��!#���#��������#�"�!���!�������!������������!�����!	�

2. Evaluation process. �!�!	�!��	� �"��!#�������!�#�!	�
	� !��-
cal devices to corresponding hospitals for evaluation. The evaluation 
�!" �	���!	�#��!!��"	����� ���	���#���"��!��#��"���#	�!���
	�!��!��#�
following the evaluation period, which is then provided to the medical 
device companies in order to improve and upgrade their devices. The 
�!#!"�	����#�����!#�������!�#	�!���
	�"����!	������	"��#�������������!�
companies during the upgrade process, while the enhanced research 
platforms and market information generated through this process 
aid the research institutes in exploring new ideas and applications. 
Concurrently, the medical institutions provide clinical information 
and testing facilities for the companies and offer essential practical 
information to enhance the product improvement process. By making 
domestic medical devices available to medical institutions, particularly 
those lacking up-to-date facilities, health care costs can be reduced 
and consensus can be built regarding standards of technical support 
and personnel training needed for proper application of the devices. 
Through this process, the research and medical institutions as well 
as the medical device companies can generate a strong cooperative 
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relationship, supporting each other and generat-
ing a positive outcome for all.

3. Evaluation results. Through the process of 
constant evaluation and iterative improvement, it 
is hoped that domestically produced medical de-
vices will reach a level of quality that is recognized 
and accepted by the global device market. Con-
comitantly, the research and development ability 
of research institutes as well as the overall vitality 
of domestic medical device industry will improve, 
resulting in a strengthening of the treatment pro-
grams at medical institutions and the training of 
larger numbers of medical personnel needed to 
run, support, and maintain the medical devices 
in use. This will create a virtuous cycle of medical 
device research and development, application, 
and promotion.

Information Management System
� !"����!�"!����"���!��	
�� 
�!� �!���!"�!

management for the evaluation of medical de-
vices in China, an information management sys-
tem was established. The names and details of 
all companies, medical institutions, and experts 
have been entered into a database system for 
easy access and searching.

�!����!"�!���!��������" !�"���"��!���!��"��
�!
execution team uploads information on those 
medical devices selected for evaluation into 
the system database; medical institutions and 
enterprises already in the system can then be 
paired with device companies and a cooperative 
relationship established through the signing of 
a contract (outside of this system). Following the 
evaluation period, product feedback is uploaded 
� �!���!	 ��!���"��!��������!�"!���!������ �!� -
terprises in a secure, easy-to-use, and closed-loop 
management system (Fig. 2).

Presently, 52 devices have been allocated to 
large, national hospitals for evaluation, while 108 
are being used in smaller, regional hospitals, and 
91 are being tested in community health centers. 
Over 250 more devices are ready and waiting to 
enter the evaluation process. One example of a 
product currently under evaluation is a remote, 
real-time heart monitoring and health manage-
ment system from the Jiangsu Yocaly Health Man-
agement Company. More than 500 heart patients are currently using 
this device, and to date it has been used by over 30 million people. 
An example of success on the institute side is the Suzhou New District 
��"����!�"������!���
�!��!��������!�����!���"�!���
�!"�!�����-
�� �!���"���!��������" !��"��
��!� 
���� �!� !�����"� �!����
�!� �!
digital X-ray machine from Mindray Medical and other well-known 
Chinese companies. A positive outcome was also achieved at the Liu 
Garden Community Health Center, which received a digital X-ray ma-

�� �!��"�!������!����
���!���� �!��!���!	��!
"��� ���!
� ���!�"!��!
such a high-end device. It also established a remote diagnostics net-
work together with larger municipal hospitals and thoroughly upgrad-
ed its medical equipment, including diagnostic systems, ultrasound 
equipment, and biochemical analyzer, amongst others, enabling it to 
provide robust primary health services to the surrounding community.

SUMMARY AND OUTLOOK

We have to date completed a preliminary assessment of the 
information management system and long-term supply and service 
process for the industrial development of medical devices in China 
using an evaluation system paradigm. The real advantage of this 
setup is that a large number of new and novel medical devices can be 
provided to hospitals, not only improving the level of service in Chi-
nese medical institutions, but also providing a means to promote the 
improvement of medical devices and at the same time reduce health 

care costs. The targeted allocation of suitable products to primary 
health care institutions in particular has been very positively received. 

With this in mind, we believe that the use and expansion of the 
evaluation system should be continued in order to promote innova-
tion in the medical device space, create better products, and bring 
���������	���������������������
��������������������������	�������
general and accelerate development of a strategic emerging medical 
device industry.
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��������
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Figure 2. Information management system.
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Figure 1. The long-term supply and service process.
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DNA COPY NUMBER ANALYSIS

Version 7.5 of Nexus Copy Number software introduces a new next gen-

eration sequencing (NGS) module for analysis of sequence variants from ar-

ray or NGS platforms and detection of copy number from sequencing data. 

The software expands support for the Affymetrix platform with support for 

the OncoScan FFPE Assay Kit and Affymetrix Axiom Human Genotyping 

array. Notable features for the case review workflow include new filters 

that quickly cut variations down to potential pathogenic ones, including a 

trio analysis filter to remove parental calls from the proband, and the ability 

to display previous samples containing a variant under review. For cancer 

applications, improvements include ASCAT 2.1ówhich does not require 

a matched normalóand the ability to detect copy number variations from 

whole-genome and whole-exome sequencing. Nexus version 7.5 features 

integrated analysis allowing identification of sequence variants overlapping 

copy number aberrations or homozygous regions, along with the added 

ability to store and query sequence variants in the Nexus DB genomic data 

repository. 
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along with new automated method setup tools for faster implementation. 
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facilitate support for a variety of peripherals, including online auto-dilution 
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MLPA ANALYSIS 

The latest version of the GeneMarker Software includes automated quality 

control evaluation in the widely used MLPA analysis module. Multiplex 

Ligation-dependent Probe Amplification (MLPA) is a powerful technique to 

detect deletions and insertions and is used in clinical research on a variety 

of genetic diseases and cancers. MLPA reactions are composed of several 

steps; quality control fragments in MLPA reactions indicate success or fail-

ure of polymerase chain reaction, denaturation, ligation, hybridization, and 

adequate DNA concentration for the reaction. Before the inclusion of this 

automated quality control evaluation feature, the analyst would review the 

raw data prior to analysis and identify any problematic samples. The auto-

mated evaluation of quality control fragments detects and flags any sample 

that does not meet the criteria of the MLPA kit, increasing efficiency of data 

analysis and improving workflow. The software processes and normalizes 

raw data files, allowing the user to load their raw data, process the data, and 

proceed directly to MLPA analysis. 

SoftGenetics 

For info: 814-237-9340      www.softgenetics.com

NEXT GENERATION SEQUENCING LIMS 

The Exemplar Next Generation Sequencing (NGS) Laboratory Information 

Management System (LIMS) will track multiple NGS platform workflows 

from request through processing and analysis. Exemplarís NGS LIMS fea-

tures all of the following: prebuilt CLIA standard workflows for leading 

NGS platforms, instrument integrations with NGS platforms and leading 

QC instruments, support for automation via integration with leading ro-

botic sample preparation platforms, a highly graphical and intuitive inter-

face, graphical executive dashboard for viewing lab activity in any time-

frame, and complete consumables management for reagents and other 

consumables with reorder alerts. It is a 100% web-based solution with no 

extra software required from the client and is usable on iPads and other 

tablets. The system is scalable for small labs to large multinational, multi-lab 

deployments. Exemplar NGS LIMS is targeted at NGS labs, but retains the 

full capability of the Exemplar ecosystem to address any labís needs, such as 

genotyping and proteomics. 

Sapio Sciences

For info: 410-800-4620      www.sapiosciences.com
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aCGH DATA ANALYSIS 

Complimentary with all CytoSure array purchases, the latest version (4.5.3) of CytoSure Interpret Soft-

ware is a powerful and easy-to-use package for the analysis of aCGH data, the gold-standard for copy 

number variation (CNV) detection. Offering an impressive combination of advanced features, including 

Automatic Aberration Classification, the software allows the choice of standardized or customized user-

defined data analysis. With this latest version, OGT has introduced several innovative new features that 

further facilitate and standardize the data analysis workflow in order to deliver rapid access to meaningful 

results. By using information available in online databases such as DECIPHER and settings defined by the 

user, the Automatic Aberration Classification enables users to configure the software to automatically 

perform an initial classification of any detected CNV, accelerating analysis and standardizing the interpre-

tation process. CytoSure Interpret Software allows simultaneous access to sample and experiment infor-

mation across a network, providing the potential for labs on multiple sites to access a central database. 

Oxford Gene Technology

For info: +44-(0)-1865-856826      www.ogt.com/interpret 
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HudsonAlpha Biotechnology Campus

Huntsville, Alabama, USA

Bringing together preeminent leaders and thinkers

at the intersection of genomics and immunology

Register today at

presented by

Our Keynote Speakers:p
Christophe Benoiste

Professor, Department of Microbiology and Immunobiology,
HarvardMedical School

Mary Ellen Conley
Federal Express Chair of Excellence and Professor, Department
of Pediatrics, University of Tennessee, College of Medicine, Memphis

Mark Davis
Investigator, Howard Hughes Medical Institute; Professor, Department
of Microbiology and Immunology; Director, Institute for Immunity,
Transplantation, and Infections, Stanford University School of Medicine

haig.aaas.org

Sponsored by
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Platinum Sponsors
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Silver Sponsors
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Interested in sponsoring Immunogenomics 2014?

Visit our website for more information.



www.cellsignal.com/flowscience

Wnt/β-Catenin Signaling

Antibodies for

Intracellular
Flow Cytometry
from Cell Signaling Technology

In vertebrates, the Wnt/β-Catenin signaling pathway is important

in early embryonic development and tumorigenesis. CST ofers flow

cytometry validated antibodies to multiple intracellular components

in the Wnt/β-Catenin pathway.

:: Validated for intracellular proteins

:: Highly specific and sensitive antibodies

:: Lot-to-lot consistency

:: Technical support from the CST scientists who

produced and validated your antibody

Request a Flow Cytometry
Reference Wheel:
www.cellsignal.com/flowscience

E
v
e

n
ts

Phospho-GSK-3β (Ser9) (PE Conjugate)

Phospho-GSK-3β (Ser9) (D85E12) XP®

Rabbit mAb (PE Conjugate) #8466:

Analysis of NIH/3T3 cells treated with

hPDGF-BB #8912 and λ phosphatase (red),

untreated (blue), or treated with hPDGF-BB

#8912 only (green).

#4627 detects β-Catenin in HeLa (positive),

but not NCI-H28 (negative) cells.
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β-Catenin (Alexa Fluor® 647 Conjugate)

β-Catenin (L54E2) Mouse mAb

(Alexa Fluor® 647 Conjugate) #4627:

Analysis of NCI-H28 cells (blue) and

HeLa cells (green).

#8466 detects Ser9 phosphorylated

GSK-3β in stimulated cells.
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LEF1 (Alexa Fluor® 488 Conjugate)

LEF1 (C12A5) Rabbit mAb (Alexa

Fluor® 488 Conjugate) #8490: Analysis

of Jurkat cells using LEF1 (C12A5) Rabbit

mAb (Alexa Fluor® 488 Conjugate) (green)

compared to Rabbit (DA1E) mAb IgG

XP® Isotype Control (Alexa Fluor® 488

Conjugate) #2975 (red).

IgG Control LEF1
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TCF1 (Pacific Blue™ Conjugate)

TCF1 (C63D9) Rabbit mAb (Pacific

Blue™ Conjugate) #9066: Analysis of

Jurkat cells using TCF1 (C63D9) Rabbit

mAb (Pacific Blue™ Conjugate) (green)

compared to Rabbit (DA1E) mAb IgG XP®

Isotype Control (Pacific Blue™ Conjugate)

#9078 (red).

IgG Control TCF-1
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©2014 Cell Signaling Technology, Inc. Cell Signaling Technology®, CST™, and XP® are trademarks of Cell Signaling Technology, Inc.

Alexa Fluor® and Pacific Blue™ are trademarks of Molecular Probes, Inc. For Research Use Only. Not For Use in Diagnostic Procedures.



Tracy Holmes
Worldwide Associate Director

Science Careers

Phone: +44 (0) 1223 326525

THE AMERICAS

E-mail: advertise@sciencecareers.org
Fax: 202-289-6742

Tina Burks
Phone: 202-326-6577

Nancy Toema
Phone: 202-326-6578

Marci Gallun
Sales Administrator
Phone: 202-326-6582

Online Job Posting Questions
Phone: 202-312-6375

EUROPE/INDIA/AUSTRALIA/

NEW ZEALAND/REST OF WORLD

E-mail: ads@science-int.co.uk

Fax: +44 (0) 1223 326532

Axel Gesatzki
Phone: +44 (0)1223 326529

Sarah Lelarge
Phone: +44 (0) 1223 326527

Kelly Grace
Phone: +44 (0) 1223 326528

JAPAN

Yuri Kobayashi
Phone: +81-(0)90-9110-1719
E-mail: ykobayas@aaas.org

CHINA/KOREA/SINGAPORE/

TAIWAN/THAILAND

Ruolei Wu

Phone: +86-1367-1015-294
E-mail: rwu@aaas.org

For full advertising details, go to
ScienceCareers.org and click
For Employers, or call one of
our representatives.

All ads submitted for publicationmust comply
with applicable U.S. and non-U.S. laws. Science
reserves the right to refuse any advertisement
at its sole discretion for any reason, including
without limitation for offensive language or
inappropriate content, and all advertising is
subject to publisher approval. Science encour-
ages our readers to alert us to any ads that
they feel may be discriminatory or offensive.

Science Careers
Advertising

There’s only one

ScienceCareers.org

V
isit

o
u
r

E
N
H
A
N
C
E
D

W
E
B
S
IT
E!

ScienceCareers.org

Science Careers
is the forum that

answers questions.

Science Careers is dedicated to

opening new doors and answering

questions on career topics that

matter to you.We’re the go-to

career site for connecting with top

employers, industry experts, and

your peers.We’re the source for

the latest andmost relevant career

information across the globe.

With community feedback and

a professional atmosphere, our

careers forum allows you to

connect with colleagues and

associates to get the advice

and guidance you seek.

Science Careers Forum:

» Relevant Career Topics

» Advice and Answers

» Community, Connections,
and More!

Visit the forum and get your

questions answered today!

Your Future

Awaits.
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Nanjing University of Science and Technology (NUST) is one of the first national "211 Project" universities affiliated with the Ministry of Industry and Information Technology. It has become a

multi-disciplinary and coordinated developing engineering-based university along with science, liberal arts, economics, management, law, education, etc. It is an ideal place for research work for its

strong scientific research ability, prominent advantages, perfect construction of infrastructural facilities and it’s also a pleasant place to live in since the beautiful scenery of Dr. Sun Yat-sen’s

Mausoleum which is only less than one mile away.

Please refer to the following application guidelines and we welcome your applications.

Majors for recruitment:

Related disciplines of Ordnance Science and Technology, Mechanical Engineering, Instrumentation Science and Technology, Chemical Engineering and Technology, Chemical, Electronic Science

and Technology, Information and Communication Engineering, Optics, Optical Engineering, Computer Science and Technology, Control Science and Technology, Electrical Engineering,

Transportation Engineering, Aerospace Science and Technology, Power Engineering and Thermal Physics, New Energy, Mechanics, Mathematics, Physics, Civil Engineering, Materials Science and

Engineering, Environmental Science and Engineering, Biomedical Engineering, Law, Intellectual Property, Public Administration, Sociology, Economics, Management Science, (Applied)

Linguistics and Literature, Art and Design.

Position and requirements:

Recruiting position: “Zijin scholars” distinguished professor, “Young Talents Professors”, Professor, Associate Professor, Assistant Professor.

Basic qualities: Overseas talents with a doctorate degree, passion for education, high academic achievement and strong research capability and, good professionalism, academic character and team

spirit as well. Among them, the candidates for "Young Talent Professor" staff position should be under 35 years old.

Related treatment:

The full-time employed teachers will be directly categorized into national institution, enjoying free medical care, pensions and other state welfare, and the family issues such as children’s nursery and

schooling will be addressed. We provide the high-level personnel and young talents with transitional housing, financial relief, research funding and other supports with generous salaries, comfortable

working and living conditions. For high-level talents, we help settle down in terms of team building, work, housing, etc. Specific treatment will be determined by personal discussion.

1. For the full-time “Thousands of Plans” and other leading talents, NUST will provide 600 thousand to 1 million RMB annual salary and no less than 8 million RMB research start-up funds.

2. For the “Thousands Youth Talents” and other related talents, we provide no less than 300 thousand RMB annual salary, 1 million RMB financial relief and 2-4 million RMB research start-up funds.

3. For the “Zijin scholars” distinguished professor, we provide 500 thousand to 2 million RMB financial relief, 1 to 5 million RMB research funds and stipulated wages and other benefits along with

certain amount of professor allowances per year.

4. For the “Young Talented Professors”, we provide 300 thousand RMB annual salary, with certain financial relief and start-up funds.

5. For the professor, associate professor, assistant professor, we will provide salary and financial relief which is competitive in the same region, as well as starter home, and provide appropriate amount

of research funds.

Way for recruitment:

The recruitments of talents abroad by NUST is under way regularly, please log in NUSTRecruitment Network http://rczp.njust.edu.cn/urp-portal/portal/group/Recruit to have a registration, or contact

us directly.

Contact us:

JI Wenchao Meng Yang

Tel: 86-25-84316943

Mail: rcb@njust.edu.cn

NUST website: www.njust.edu.cn

Recruitments of talents abroad by

Nanjing University of Science and Technology
http://rczp.njust.edu.cn/urp-portal/portal/group/Recruit

Sun Yat-sen University, Professor or

Associate Professor in Marine Sciences

South China Sea Resource Exploitation and Protection Collaborative Innovation Center

(SCS-REPIC) has been recently established in Sun Yat-sen University, Guangzhou, China.

SCS-REPIC invites applications for several faculty positions at Associate Professor and Full

Professor levels.

All applicants must have a Ph.D. or equivalent degree, and a strong record of research

accomplishments. Successful applicants are expected to establish and maintain an extramurally

funded research program with emphasis in the areas of (marine geology, physical

oceanography, marine ecology, marine chemistry, marine natural products, data mining with big

data, marine biology).These positions include a 12-month salary, fringe benefits, competitive

start-up package, and modern laboratory facilities or by negotiations.

To apply for these positions, please send your CV and a brief statement of research interests to

hanmox@mail.sysu.edu.cn.

Review of applicants will begin as soon as the applications are submitted and will continue until

the positions are filled. Anticipated start-date is the spring or summer of 2014.The SYSU is an

equal opportunity employer and encourages persons of any races, ethnicity, ages and genders to

apply.
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Tell me and I forget. Teach me and I remember. Involve me and I learn. -- Benjamin Franklin

Featuring over 6 research papers at any given time, Science in the Classroom is specifically designed

to help young researchers understand the structure and workings of professional scientific research.

Learn for yourself how Science in the Classroom can help your students deepen

their understanding of scientific research. Visit scienceintheclassroom.org today.



2015 Vetlesen Prize

Call for Nominations

The Vetlesen Prize, established in 1959 by the
G. Unger Vetlesen Foundation, is awarded for
scientifc achievement that has resulted in a clearer
understanding of the Earth, its history, or its
relations to the universe. Te prize consists of a
medal and a cash award of $250,000. Nominations
are now open for the next prize, which will be
awarded in 2015.

As of 2015, the prize will be awarded to a single
individual, who can reside and work anywhere in
the world. Te prize is administered by Columbia
University’s Lamont-Doherty Earth Observatory.

Nomination packages should include at least two
letters that describe the nominee’s contributions to
a fuller understanding of the workings of our planet,
along with a one-paragraph biographical sketch and
the full curriculum vitae of the candidate.

2012 Susan Solomon, Jean Jouzel

2008 Walter Alvarez

2004 W. Richard Peltier, Sir Nicholas J. Shackleton

2000 W. Jason Morgan, Walter C. Pitman III, Lynn R. Sykes

1996 Robert E. Dickinson, John Imbrie

1993 Walter H. Munk

1987 Wallace S. Broecker, Harmon Craig

1981 M. King Hubbert

1978 J. Tuzo Wilson

1974 Chaim L. Pekeris

1973 William A. Fowler

1970 Allan V. Cox, Richard R. Doell, S. Keith Runcorn

1968 Francis Birch, Sir Edward Bullard

1966 Jan Hendrik Oort

1964 Pentti E. Eskola, Arthur Holmes

1962 Sir Harold Jefreys, Felix Andries Vening Meinesz

1960 W. Maurice Ewing

Nominations should be sent
prior to 30 June 2014 to:

Sean C. Solomon, Director
Lamont-Doherty Earth Observatory
PO Box 1000
61 Route 9W Palisades NY 10964
Tel: 845/365-8729

or via electronic submission to:
vetlesenprize@ldeo.columbia.edu

Past Vetlesen Laureates

For more information about the Vetlesen Prize:

http://www.ldeo.columbia.edu/vetlesen-prize

Faculty Position

Boston Children’s Hospital and

Harvard Medical School

The Vascular Biology Program at Boston

Children’s Hospital is seeking applications

for a tenure track faculty position at the level

ofAssistant orAssociate Professor. Applicants

should have a Ph.D. and/orM.D. degree, a track

record of research excellence, and a demon-

strated ability to obtain extramural funding.

The successful candidate will be appointed

at the appropriate academic rank (Assistant

or Associate Professor) in the Department of

Surgery, HarvardMedical School. Opportuni-

ties to collaborate with scientists and clinicians

whose areas of expertise extend from funda-

mental cellular and molecular mechanisms to

clinical and translational research in the field of

vascular biology will be available. Applicants

whose primary interest is in vascular biology

and/or diseases which have a vascular compo-

nent are strongly encouraged to apply.

Interested applicants should forward their

curriculum vitae and inquiries to: Search

Committee, Vascular Biology Program, c/o

Ms. Wendy Foss, Karp Family Research

Building, Room 12.129, Boston Children’s

Hospital , 300 Longwood Avenue, Boston,

MA 02115

Boston Children’s Hospital is an Equal

Opportunity Affirmative Action Employer.

Applications from qualified women and under-

represented minorities are encouraged.

AAAS is here –
promoting universal
science literacy.

In 1985, AAAS founded Project 2061

with the goal of helping all Americans

become literate in science,mathemat-

ics, and technology.With its landmark

publications Science for All Americans

and Benchmarks for Science Literacy,

Project 2061 set out recommenda-

tions for what all students should

know and be able to do in science,

mathematics, and technology by the

time they graduate from high school.

Today,many of the state standards

in the United States have drawn their

content from Project 2061.

As a AAASmember, your dues help

support Project 2061 as it works to

improve science education. If you are

not yet amember, join us. Together

we can make a difference.

To learn more, visit
aaas.org/plusyou/project2061
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Free download at
ScienceCareers.org/LOrealWIS

Read inspiring profiles of women
making a difference in biology.

Women in Science Booklet

In partnership with

This booklet is brou
ght to you by the AAAS/Science

Business Ofce

Science and the L’Oréal Foundation present



Locaton: Abu Dhabi (United Arab Emirates), IRENA Headquarters

Duraton: Two years Fixed Term Appointment, with possible extension

Closing Date: 18May 2014

The Internatonal Renewable Energy Agency (IRENA) seeks to recruit

a Director for the Knowledge, Policy and Finance Centre (KPFC) in the

IRENA Secretariat.

IRENA is an inter-governmental organisa(on,mandated by governments

to promote thewidespread adop(on and sustainable use of all forms of

renewable energy. It facilitates and catalyses sharing of best prac(ces

and lessons learned regarding policy frameworks, capacity-building,

fnance mechanisms and other relevant measures for accelera(ng and

expanding the demonstra(on and deployment of renewable energy

technologies.

KPFC is IRENA’s central knowledge repository and a centre of excellence

for renewables policy and fnance issues. KPFC’s informa(on collec(on

and analysis supports the work of other divisions, as well as providing

cri(cal knowledge products to IRENA’s Members and the public. The

division is also a platorm for engagement with the private sector and

civil society.

Under the direct supervision of the Director-General and within

delegated authority, the Director, KPFC, undertakes a range of analy(cal

and advisory ac(vi(es aimed at providing accurate informa(on, sound

advice and a broader knowledge base to assist countries in making

informed renewable energy policy decisions.

Further details of the vacancy announcement and informa(on on how

to apply can be obtained at www.irena.org/Jobs .

Director Knowledge, Policy and Finance Centre D-1

Join the

Conversation!

Twitter is a great way

to connect with AAAS

members and staff about

the issues that matter to

you most. Be a part of

the discussion while

staying up-to-date on

the latest news and

information about your

personal member

benefits.

Follow us

@AAASmember and

join the conversation

with #AAAS

MemberCentral.aaas.org

Introducing the new

Science Careers Jobs app from

Jobs are updated 24/7

Search thousands of jobs
on your schedule

Receive push notifications
per your job search criteria

ScienceCareers.org

Get a job on the go.
Search worldwide for thousands
of scientific jobs in academia,
industry, and government. Keep
your finger on the pulse of your
field—set up an alert for the type
of job you are looking for and
receive push notifications when
jobs are posted that meet your
criteria. The application process
is seamless, linking you directly
to job postings from your
customized push notifications.

Scan this code to
download app or visit
apps.sciencemag.org

for information.
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There’s only one
Galileo Galilei

Career advice I Job postings I Job Alerts I Career Forum I Crafting resumes/CVs I Preparing for interviews

For your career in science, there’s only one

Careers

ScienceCareers.org

orn in 1564, Galileo Galilei once contemplated a career in the priesthood. It’s perhaps fortunate

for science that upon the urging of his father, he instead decided to enroll at the University of

Pisa. His career in science began with medicine and from there he subsequently went on to become

a philosopher, physicist, mathematician, and astronomer, for which he is perhaps best known. His

astronomical observations and subsequent improvements to telescopes built his reputation as a

leading scientist of his time, but also led him to probe subject matter counter to prevailing dogma.

His expressed views on the Earth’s movement around the sun caused him to be declared suspect

of heresy, which for some time led to a ban on the reprinting of his works.

Galileo’s career changed science for all of us and he was without doubt a leading light in the

scientific revolution, which is perhaps why Albert Einstein called him the father of modern science.

Want to challenge the status quo and make the Earth move? At Sciencewe are here to help you

in your own scientific career with expert career advice, forums, job postings, and more— all for free.

For your career in science, there’s only one Science. Visit ScienceCareers.org today.
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