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Health Economy?
The intensity of arguments over social science 
issues often seems inversely correlated with the 
quantity of experimental evidence. Taubman et 

al. (p. 263, published online 2 January; see the 
Policy Forum by Fisman) report on the latest 
analysis of an ongoing controlled experiment—
the Oregon Health Insurance Experiment—that 
seeks to identify and quantify the effects of 
extending health insurance coverage to a low-
income adult population. A substantial increase 
was observed in visits to the emergency 
departments of hospitals, corresponding to 
approximately 120 U.S. dollars per year more 
in hospital costs.

Topochemical 
Polymerization
In a topochemical reaction, chemical changes 
start at active sites in the solid and then 
proceed autocatalytically to neighboring 
regions. If one starts with a monomer that can 
form ordered structures similar to the fi nal 
polymer, it is possible to polymerize chains 
in a fully ordered state and thus make very 
long single chains. Dou et al. (p. 272; see the 
Perspective by Goroff) describe an unexpected 
visible-light–induced polymerization of 
derivatives of a dye. Two of the derivatives 
underwent photoinduced single-crystal-to-
single-crystal topochemical polymerization. 

The Secret Life of a Vaccine
Antigen-specifi c CD8+ T cells play a central role in 
the adaptive immune response to viral infections 

and to cancer. Ravindran et al. (p. 
313, published online 5 December) 
studied the successful yellow fever 
virus vaccine YF-17D to gain insight 
into its mechanism of action. The 
vaccine activated the nutrient 
deprivation sensor, GCN2 kinase, in 
dendritic cells. In transgenic mouse 

models, GCN2 activation promoted autophagy 
and antigen cross-presentation, enhancing the 
virus-specifi c CD8+ T cell response. The fi ndings 
suggest an important role for nutrient availability 
and autophagy in vaccine effi cacy, which could 
aid more successful vaccine development. 

Regular Nanowires
For a range of nanotechnology applications, 
semiconductor nanowires will need to be grown 
with high precision and control. Chou et al. (p. 
281) studied the growth of gallium phosphide 

(GaP) nanowires using chemical vapor deposition 
within a transmission electron microscope and 
worked out conditions that could generate 
regular and predictable wire growth. 

Renewable Breakdown 
Routine
In order to transform cellulose-containing 
biomass into liquid fuels such as ethanol, it 
is fi rst necessary to break down the cellulose 
into its constituent sugars. Efforts toward this 
end have focused on chemical protocols using 
concentrated acid or ionic liquid solvents, 
and on biochemical protocols using cellulase 
enzymes. Luterbacher et al. (p. 277) now 
show that γ-valerolactone, a small molecule 
solvent that can itself be sourced renewably 
from biomass, promotes effi cient and selective 
thermal breakdown of cellulose in the presence 
of dilute aqueous  acid. 

Drug With a (Re)Purpose
Thalidomide, once infamous for its deleterious 
effects on fetal development, has re-emerged as 
a drug of great interest because of its benefi cial 
immunomodulatory effects. A derivative drug 
called lenalidomide signifi cantly extends the 
survival of patients with multiple myeloma, 
but the molecular mechanisms underlying its 
effi cacy remain unclear (see the Perspective by 
Stewart). Building on a previous observation 
that thalidomide binds to cereblon, a ubiquitin 
ligase, Lu et al. (p. 305, published online 28 
November) and Krönke et al. (p. 301, published 
online 28 November) show that in the presence 
of lenalidomide, cereblon selectively targets two 
B cell transcription factors (Ikaros family 
members, IKZF1 and IKZF3) for degradation. 

In myeloma cell lines and patient cells, down-
regulation of IKZF1 and IKZF3 was necessary 
and suffi cient for the drug’s anticancer activity. 
Thus, lenalidomide may act, at least in part, by 
“repurposing” a ubiquitin ligase.

Identifying Drivers 
and Passengers
Modern genomics is unearthing hundreds 
of genetic and epigenetic alterations 
associ ated with human cancers. It is important 
to delineate which of these alterations 
participate actively in tumor progression 
and/or metastases (driver mutations) and which 
are inconsequential (passenger mutations). To 
this end, Schramek et al. (p. 309) conducted 
an in vivo RNA interference screen in mice to 
test simultaneously the functionality of putative 
cancer genes and down-regulated messenger 
RNAs associated with tumor-initiating cells 
of squamous cell carcinomas (SCCs). Several 
candidates, including nonmuscle myosin-IIa, 
not previously viewed as tumor suppressors 
were uncovered. 

Long Live the Queen
Eusociality is often considered to have arisen, 
at least in part, due to the inclusive fi tness 
that workers gain through helping their queen 
sister to raise her offspring. Van Oystaeyen et 

al. (p. 287; see the Perspective by Chapuisat) 
characterized the sterility-inducing queen 
pheromone across three distantly related 
eusocial hymenopterans (a wasp, a bumblebee, 
and a desert ant) and synthesized data across 
69 other species. Queen pheromones appear to 
be remarkably conserved, which suggests that 
reproductive manipulation has ancient roots.
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Strong emissions of methane have 
recently been observed from shallow 
sediments in Arctic seas. Berndt et al.

(p. 284, published online 2 January) 
present a record of methane seepage 
from marine sediments off the coast of 
Svalbard showing that such emissions 
have been present for at least 3000 
years, the result of normal seasonal 
fl uctuations of bottom waters. Thus, 
contemporary observations of strong 
methane venting do not necessarily 
mean that the clathrates that are the 
source of the methane are decomposing 
at a faster rate than in the past.

What Does It All Mean?

Published by AAAS

 o
n 

Ja
nu

ar
y 

17
, 2

01
4

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

Ja
nu

ar
y 

17
, 2

01
4

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/


www.sciencemag.org    SCIENCE    VOL 343    17 JANUARY 2014 228-b

C
R

E
D

IT
: 
N

O
R

IK
O

 H
A

M
A

D
A

-K
A

W
A

G
U

C
H

I

Wnt–β-Catenin 

in Germ Cells

The Wnt–β-catenin pathway contributes to 
many signaling mechanisms during organismal 
development and carcinogenesis by regulating 
both transcription and cell adhesion. Hamada-

Kawaguchi et al. (p. 294) demonstrate that 
this pathway must be activated in ovarian 
somatic cells to stop proliferation of germ cells 
in Drosophila. Phosphorylation of a tyrosine 
residue on β-catenin by the tyrosine kinase 

Btk turns on signaling in the niche cells by 
promoting transcriptional activity of β-catenin. 
Failure in this process resulted in ovarian tumors 
in the fl ies.

Stubbornly Spherical 
The shape of the electron’s charge distribution 

refl ects the degree to which 
switching the direction of time 
impacts the basic ingredients of 
the universe. The Standard Model 
(SM) of particle physics predicts a 
very slight asphericity of the charge 
distribution, whereas SM extensions 
such as supersymmetry posit bigger 
and potentially measurable, but 
still tiny, deviations from a perfect 
sphere. Polar molecules have been 
identifi ed as ideal settings for 
measuring this asymmetry, which 
should be refl ected in a fi nite 
electric dipole moment (EDM) 

because of the extremely large effective electric 
fi elds that act on an electron inside such 
molecules. Using electron spin precession in the 
molecule ThO, Baron et al. (p. 269, published 
online 19 December; see the cover; see the 

Perspective by Brown) measured the EDM of the 
electron as consistent with zero. This excludes 
some of the extensions to the SM and sets a 
bound to the search for a nonzero EDM in other 
facilities, such as the Large Hadron Collider. 

ATP Receptor in 
Arabidopsis
As well as its role as an intracellular energy 
source, extracellular adenosine triphosphate 
(ATP) has diverse functions as a signaling 
molecule. ATP receptors have been identifi ed in 
animal cells, but searches based on structural 
homology have not identifi ed ATP receptors in 
plants. Choi et al. (p. 290) have now identifi ed 
an ATP receptor in the model plant Arabidopsis 

thaliana by tracking down the cause of 
mutations that leave mutant plants unresponsive 
to ATP signals. The receptor identifi ed carries an 
intracellular kinase domain and an extracellular 
lectin domain.

Germline Pol I
RNA polymerase I (Pol I)–directed ribosomal 
RNA (rRNA) transcription has been extensively 
studied in mammalian cell lines and yeast. 
However, the functional signifi cance of cell-
specifi c regulation of Pol I transcription within 
developmental contexts in vivo remains 
unclear. Zhang et al. (p. 298) characterized 
a Drosophila Pol I regulatory complex and 
found that germline stem cells (GSCs) of 
the ovary exhibited increased levels of 
rRNA transcription relative to their immediate 
daughter cells. High levels of rRNA expression 
promoted GSC proliferation, with attenuation of 
Pol I activity showing effects during early germ 
cell differentiation. 

Additional summaries

THIS WEEK IN SCIENCE
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develop a three-dimensional picture of what 

happens as the stroma develops, Young et al. 

collected a series of scanning electron micro-

scope images, where either a focused ion beam 

or an ultramicrotome was used to scrape away 

the surface. Corneas were harvested from 10- to 

18-day-old chick embryos, and over that time 

period, the collagenous matrix increased from 20 

to 70% of the cornea volume. But the authors 

were surprised to fi nd that 20% of the cornea 

was occupied by keratocytes. These cells adopt 

a fl attened morphology featuring extended cell 

membranes that align with the collagen fi brils. 

They observed an orthogonal network of actin 

fi laments that resembled fi lopodia, with tubular 

membrane projections sometimes traveling more 

than 30 µm. Some clusters of cells attached 

to one set of collagen bundles, whereas others 

would bridge between two or more. The authors 

believe that this extensive network of cells and 

collagen bundles is key for the construction of 

the lamellar structure of the stroma. — MSL

Proc. Natl. Acad. Sci. U.S.A. 10.1073/

pnas.1313561110 (2014).

P S Y C H O L O G Y

Simulating Metaphors

Embodied cognition refers to the association 

of abstract concepts, such as interpersonal 

warmth, with concrete sensations, such as 

physical warmth; psychologists have begun to 

explore how the abstract and the concrete are 

linked. A bidirectional conduit would imply that 

individuals who feel warmer would offer more 

positive judgments of others and those who are 

lonely would feel colder. Another view is that 

sensory processes can infl uence cognitive ones, 

but not the other way around. Slepian and 

Ambady taught people contrasting embodied 

metaphors: For the fi rst group, past history 

was described as being weightier than present 

experience, whereas for the second group, the 

decisions of the present were described as car-

rying more weight than those of the 

past. They found that the fi rst 

group rated old books as 

heavier than the same 

books camoufl aged 

with a new dust 

jacket, whereas the 

pattern reversed for 

the other group. 

Furthermore, 

these differences 

were only observed 

when the books were 

actually touched, leading 

the authors to propose that 

P S Y C H O L O G Y

Self-Esteem

Being identifi ed as a member of a group asso-

ciated with unfavorable stereotypes can evoke 

behavior that conforms to those stereotypes. 

One remedy for which there is empirical support 

from fi eld experiments is to elicit a brief episode 

of autobiographical self-affi rmation. Hall et al. 

have adapted this methodology to enhance the 

performance of soup kitchen habitués on two 

standard cognitive function tests: fl uid intel-

ligence and executive control. In the treatment 

group, some of these impoverished individuals 

were asked to describe verbally an event that had 

made them feel successful or proud; people in 

the two control groups were asked either to de-

scribe their daily diet, which might have served 

to make the poverty stereotype more salient, or 

to watch a funny video, which did in fact serve 

to elevate their mood. The self-affi rming group 

performed signifi cantly better than the control 

groups on both tests. Furthermore, as one would 

predict, the performance-enhancing effect of 

self-affi rmation was not observed when wealthy 

people (whose average annual income was 10 

times that of the poor participants) were tested. 

Finally, the upside potential for this kind of inter-

vention was revealed when three times as many 

treated (versus control) individuals stopped on 

their way out of the soup kitchen to collect fl iers 

containing information about benefi t programs 

aimed at the working poor. — GJC

Psychol. Sci. 10.1177/0956797613510949 (2013).

B I O P H Y S I C S

Collagen Clarity

The cornea is not merely the 

front layer of the eye; it also 

provides the majority of 

the focusing power. It 

is an unusual kind of 

tissue because it is 

transparent to light; 

hence, it does not 

contain blood ves-

sels. The bulk of the 

cornea consists of the 

stroma, which contains 

stacked layers of aligned 

collagen fi brils. In order to 

E C O L O G Y

Domestication Duality

Livestock occupy a third of Earth’s ice-free surface, use a third of its freshwater supplies, 
and contribute to pollution, climate warming, and obesity. Yet they also feed and provide 
income for billions of people, supplying critical micronutrients and 40% of global agricul-
tural gross domestic product. But Herrero et al. contend that we lack microdata that would 
allow us to assess and mitigate these challenges at meaningful scales, and they have pro-
duced a spatially disaggregated data set on biomass use, productivity, emissions, and re-
source-use effi ciencies covering ruminants, pigs, and poultry in 28 
regions producing milk, meat, and eggs. These data reveal 
the signifi cance of grasslands as a global resource, the 
effect of feed effi ciency on productivity and green-
house gas emissions, and the importance of mixed 
crop-livestock systems. — CA

Proc. Natl. Acad. Sci. U.S.A. 110, 20888 (2013).

Published by AAAS
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sensorimotor simulation of a learned metaphor 
creates the potential for concepts to infl uence 
sensations. — GJC

Cognition 130, 309 (2014).

E N V I R O N M E N T A L  S C I E N C E

Lead in the Blood

Exposure to lead can lead to numerous adverse 
health effects in humans, with particular 
concern over neurotoxic effects. Between the 
mid-1970s and the early 2000s, the use of lead 
compounds in gasoline was phased out in most 
industrialized countries, and since then, the 
lead content of ambient air has fallen markedly. 
In the United States, the national ambient air 
quality standard is set for the lead content of 
ambient air (PbA), but humans can be exposed 
to lead via sources other than air, leading to the 
total lead measured in blood (PbB). Using PbB 
data from the National Health and Nutrition 
Examination survey and PbA data from the U.S. 
Environmental Protection Agency Air Quality 
System for 1999–2008, Meng et al. investigated 
the relationship between PbA and PbB since the 
phase-out of leaded gasoline. They found that 
the emission sources for lead have changed, 

leading to a shift from a fi ne to a coarse PbA 
particle size distribution, and show that PbA in 
coarse airborne particles is a statistically signifi -
cant predictor of PbB. The PbB levels of children 
are more sensitive to changes in PbA concentra-
tions than are those of adults. — JFU

Environ. Sci. Technol. 10.1021/es4039825 (2013).

A P P L I E D  P H Y S I C S

Reading Speckle Patterns

Intensity and pinpoint focus over long distances 
are probably the most familiar features of laser 
light. It is the spatial and temporal coherence 
of the light, with the photons in the laser beam 
marching in lockstep, that lends itself to the 
above features but also provides the most valu-

able properties for the vast applications in com-
munication and imaging. When a laser beam 
hits a random medium, such as a wall or sheet 
of paper, the coherence of the photons results in 
the formation of a speckle pattern. This pattern 
is determined by the properties of the propagat-
ing light and the diffusing medium. Using a thin 
layer of alumina particles as a highly scattering 
medium, Mazilu et al. show that they can “read” 
the generated speckle pattern, and by model-
ing it with a number of principal components 
describing the propagating light beam can 
determine the wavelength of the light with 
high resolution. Because the speckle pattern is 
dependent on a number of parameters that can 
be encoded onto the propagating laser light, 
the relative simplicity of the technique may 
fi nd application in areas such as lab-on-chip 
spectroscopy or security features in bank notes 
or sensitive documents. — ISO 

Opt. Lett. 39, 96 (2014).

P H Y S I C S

A Very Thin Superconductor

Manipulating the dimensionality of materials 
can lead to profound changes in their electronic 

properties. The iron-based super-
conductor FeSe has a relatively 
low superconducting transition 
temperature Tc of about 8 K in 
the bulk; however, spectroscopic 
measurements have suggested 
that a single-unit-cell layer of 
this material has a much higher 
Tc. Transport measurements 
needed to confi rm this fi nd-
ing proved challenging; now, 
Zhang et al. overcome these 
diffi culties by growing the FeSe 
layer on a SrTiO3 substrate and 
capping it with FeTe, with an ad-

ditional layer of Si deposited on top of the FeTe 
to prevent its exposure to air. By measuring the 
electrical resistance as a function of temperature, 
they detected the onset of superconductivity 
at a temperature higher than 40 K; the critical 
current density, important for practical applica-
tions, was much higher than in the bulk. Because 
neither the substrate nor the capping layer 
exhibited superconductivity, and the transport 
characteristics power laws were consistent with 
the Berezinskii-Kosterlitz-Thouless transition, 
the superconductivity appears to be a genuine 
property of the FeSe layer and has a two-dimen-
sional nature. Because of its relative simplicity, 
the system presents a good testing ground for 
unconventional superconductivity. — JS

Chin. Phys. Lett. 31, 017401 (2014).

Published by AAAS
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the good of science and public health are 
called murderers by someone who pub-
licly incites violence against them,” says 
Dario Padovan, president of Pro-Test Italia, 
an organization that seeks to defend and 
explain animal research. Many politicians, 
including Maria Chiara Carrozza, Italy’s 
minister of education, universities and 
research, also condemned the tactic. The 
University of Milan has fi led a complaint 
and the city’s police department has started 
an investigation. 

Animal research has recently gener-
ated intense debate in Italy; a bill to drasti-
cally limit animal testing is expected to be 
approved soon, over scientists’ protests. 
http://scim.ag/_fl iers

Tokyo 2

Allegations Mar Alzheimer’s Study 

A $31 million Japanese study looking 
for early signs of Alzheimer’s disease is 
plagued by falsifi ed data and other prob-
lems, according to an article published last 
week by one of the country’s most respected 
newspapers. Based on an interview with 
one of the researchers and a review of proj-
ect documents, the Asahi Shimbun alleges 
that scientists behind the ongoing Japanese 
Alzheimer’s Disease Neuroimaging Initia-
tive manipulated details of some mem-
ory tests after they were completed and 
included patients that were probably too ill 
for meaningful study. 

Japan’s Ministry of Health plans to 
investigate the allegations; an offi cial says 
the scope and timing of the investiga-
tion are still being determined. The study 
involves 38 medical institutions and has 
received funding from the health ministry, 
the education ministry, and a consortium of 
11 pharmaceutical fi rms.

London 3

Public Encouraged to Share 

Medical Data
U.K. medical research charities last week 
launched a colorful advertisement campaign 
in the national press, urging residents to 
allow scientists to access patient data from 
the country’s National Health Service (NHS). 
The records in NHS—which is free for all 
and paid for through taxation—are now held 
by a patient’s general practitioner. But in a 
few months, doctors will begin sending that 
data to a central NHS database known as 
care.data, where it will be made available, 
anonymously, to researchers and possibly 
also to drug companies. Some physicians 
have criticized the database for intruding on 
the trust between doctor and patient, while 

Milan, Italy 1

Italian Animal Rights 

Fliers Get Personal
An anonymous group against animal 
experimentation shocked the Italian 
research community last week by posting 
leafl ets that show photos, home addresses, 
and telephone numbers of scientists 
involved in animal research at the Univer-

sity of Milan and labeling them “murder-
ers.” The posters targeted physiologist 
Edgardo D’Angelo, parasitologist Claudio 
Genchi, pharmacologist Alberto Corsini, 
and biologist Maura Francolini.

Although the fl iers didn’t contain a 
specifi c call to violence, Italian scientists 
say the implicit threat is unmistakable. 
“It’s unacceptable that those who work for 

THEY SAID IT

“ [T]he chances of being 
successful just by sprinkling 
something on your food, 
rubbing cream on your thighs, 
or using a supplement are 
slim to none. The science just 
isn’t there.”

—Jessica Rich, director of the Federal 
Trade Commission’s Bureau of Consumer 
Protection, in a statement last week after 

charging four companies with deceptively 
marketing weight-loss products.

1

3

2

AROUND THE WORLD

Join us on Thursday, 23 January, at 3 p.m. 
EST for a live chat with experts on a hot topic 
in science. http://scim.ag/science-live

>NASA’s request to keep the Interna-

tional Space Station alive for an addi-
tional 4 years beyond 2020 was approved 
last week by the White House. The 
15-year-old station, operated by a part-
nership of 14 nations including Canada, 
Russia, and Japan, was originally set to 
be decommissioned in 2016. It’s unclear 
whether the partner countries will join the 
United States in funding it through 2024.

NOTED

Attacked. One animal rights fl ier reads, “call this 
executioner and tell him what you think of him.” 
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Agency Veteran Tapped 
To Head USGS

President Barack 
Obama has nomi-
nated coastal geolo-
gist Suzette Kimball, 
the acting head of the 
U.S. Geological Survey 
(USGS), to become 
the $1 billion agency’s 
permanent director. If 

confi rmed by the Senate, Kimball would be 
“the fi rst director in 20 years to come from 
within” the agency, notes Charles “Chip” 
Groat, who led USGS from 1998 to 2005. 
She’s an “excellent choice,” adds Mark 
Myers, USGS director from 2006 to 2009. 
“She is a skilled scientist, very good com-
municator and talented manager.”

FINDINGS

Parasite Quells Locusts’ 
Urge to Swarm
What turns a single, harmless locust into 
an apocalyptic, crop-destroying swarm? 
Scientists know that pheromones in a 
locust’s feces signal neighbors to assemble 
by the billions. But new research shows 
how a gut parasite can disrupt this signal, 
potentially sparing crops. 

NEWSMAKERS

Kimball

Random Sample

The Unlikely Link Between Federer and Marsupials
Robbie Wilson, a performance biologist at the University of Queensland in Aus-
tralia, thinks we’re too obsessed with record-setting feats. Although it is tempting 
to focus on just how fast an animal can run, or how high it can jump, such “peak” 
performances can obscure a more important ecological issue: the trade-offs that 
shape an organism’s optimal performance. Gathering the data needed to quantify 
optimal performance in nature is diffi cult, however, so Wilson’s team turned to a 
more easily observed ecosystem: the 2013 Australian Open Tennis Championship. 
(This year’s tourney began on 13 January.) They analyzed some 13,000 serves to 
fi nd the optimal strategy for winning a point. For most players, accuracy dropped 
off sharply as speed increased, so players who delivered fi rst serves at about 90% 
of their peak speed, and second serves at 75%, tended to maximize points, he 
reported last week at the annual meeting of the Society for Integrative and Comparative Biology in Austin.

Now, Wilson and his colleagues are trying to apply such concepts to performance trade-offs among 
quolls, endangered carnivorous marsupials. By analyzing how the creatures run and turn, for instance, 
they’re hoping to tease out how certain human activities, such as mining, might be infl uencing their fi t-
ness. But Frank Fish, a biomechanicist at West Chester University in Pennsylvania, says there are limits to 
what tennis can teach us about wild creatures. Tennis players get a second serve should they miss the fi rst 
one, Fish notes, but “there’s no do-over” in nature. 

NEWS

Locusta migratoria

In 2004, entomologist Wangpeng Shi 
of China Agricultural University in Beijing 
noticed that migratory locusts infected 
by the sporing microbe Paranosema locus-

tae were less likely to swarm than their 
healthy counterparts.

To explore this effect, Shi and colleagues 
placed healthy locusts in chambers contain-
ing infected locust droppings. Sure enough, 
the exposed locusts were signifi cantly less 
likely to swarm than those exposed to scat 
from uninfected locusts, the researchers 
report this week in the Proceedings of the 

National Academy of Sciences. 
The infected feces contained fewer 

swarm-inducing pheromones, and a look 
into the locusts’ guts revealed why: The para-
site acidifi es its host’s intestines, sub duing 
the bacteria responsible for creating the 
pheromones. Countries fi ghting locust infes-
tations could one day replicate P. locustae’s 
swarm-stopping tricks, the researchers say. 
http://scim.ag/_swarms

civil liberties groups worry that the anonym-
ity of the data cannot be guaranteed.

This month, the government will send 
a leafl et to all 22 million U.K. households 
explaining the data-sharing and telling peo-
ple how to opt out. But the charities behind 
the new ads, including Arthritis Research 
UK, Cancer Research UK, Diabetes UK, the 
British Heart Foundation, and the Wellcome 
Trust, are hoping that not too many will take 
that option. http://scim.ag/_share

Kimball joined the agency in 1998 after 
stints with the National Park Service, the 
College of William & Mary in Virginia, 
and the U.S. Army Corps of Engineers. She 
earned a Ph.D. in the environmental sciences 
from the University of Virginia in Charlot-
tesville, specializing in the processes that 
shape coastal zones. Kimball would succeed 
Marcia McNutt, who resigned in February 
2013 and is now editor of Science. 
http://scim.ag/_Kimball
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It was supposed to be a day of hope for the 

world’s youngest country—and for global 

health. Next week, former U.S. President 

Jimmy Carter was scheduled to travel 

to the South Sudanese capital Juba and 

announce that the world is now closer than 

ever to eradicating guinea worm disease. In 

all of 2013, only 149 people, in just four 

African countries, suffered from the pain-

ful, debilitating infection, according to the 

provisional fi gures that Carter was due to 

announce. South Sudan, an impoverished 

country that split off from Sudan in 2011 

after decades of civil war, is the main 

remaining stronghold, with 114 cases; but 

even that number is down 78% compared 

with 2012.

But now that progress is in 

peril. In December, violence 

erupted between rebels and the 

South Sudanese government, 

leading the Carter Center in 

Atlanta, in charge of the 3-decade 

fi ght against the guinea worm, to 

evacuate its expat staff of more 

than 30 people and cancel the Juba 

meeting. If the violence continues 

and spreads, it could wipe out 

recent progress in South Sudan 

and the region. “The potential for 

a serious setback is there,” says 

Donald Hopkins, the center’s vice 

president for health programs. 

Guinea worm disease, also known as 

dracunculiasis, is caused by a roundworm 

called Dracunculus medinensis. People 

become infected by drinking water 

containing copepods—tiny crustaceans—

carrying the worm’s larvae; after developing 

inside the human body for a year, the mature 

worm emerges from the skin, usually at the 

foot, causing an intense burning sensation 

that sufferers often relieve by plunging the 

foot into a pond or pool—which can start the 

cycle anew.

The campaign to eradicate the guinea 

worm relies solely on simple measures 

such as providing clean drinking water 

through wells and fi ltration and preventing 

people with known or suspected infections 

from setting foot in reservoirs. Yet it has 

been tremendously successful; the current 

case numbers are down from an estimated 

3.5 million in 20 countries, including India, 

Pakistan, and Yemen, in the mid-1980s. 

But recent fi ghting between forces loyal 

to South Sudan’s president, Salva Kiir, and 

rebels headed by former Vice President Riek 

Machar has created tens of thousands of 

refugees and disrupted public health efforts. 

Fortunately, the war broke out during the 

annual lull in cases, reducing the risk of 

spread, says Gautam Biswas, team leader for 

guinea worm eradication at the World Health 

Organization in Geneva. Most cases are also 

in the far southeast of the country, which has 

been spared from violence. Even if fi ghting 

continues, containment operations already 

done in 2013 should pay off in another sharp 

drop in cases in 2014, Hopkins says.

The big question is whether the campaign 

can fi nd the 2014 cases and contain them 

before they trigger a new wave; a single 

uncontrolled guinea worm case can give 

rise to dozens of new infections. “We need a 

cease-fi re and peace quickly,” Hopkins says. 

South Sudan isn’t the only worry. 

The campaign hasn’t had access to rebel-

controlled areas in northern Mali for some 

time, and surveillance there is inadequate; 

the country may have had more than the 

11 cases reported in 2013. In Chad, 

meanwhile, the disease now follows a “very 

peculiar epidemiological pattern” that 

defi es existing control methods, says Mark 

Eberhard, a senior microbiologist at the 

Centers for Disease Control and Prevention 

in Atlanta. Instead of clusters around a 

contaminated water source, epidemiologists 

found 14 scattered cases in villages along 

the Chari River in 2013; in another unusual 

twist, dogs have become infected, too.

Both humans and dogs may contract the 

disease from fish that have eaten infected 

copepods, Eberhard says. Why this is 

happening only now, and apparently only 

in Chad, “we have absolutely no idea,” he 

adds. Genomic studies have not shown any 

evidence of changes in the worm. But it may 

mean that people in Chad need to take extra 

control measures, such as thoroughly cooking 

fi sh, Eberhard says, to stamp out this latest 

turn of the worm.  –MARTIN ENSERINK

Guinea Worm Eradication at 

Risk in South Sudanese War

I N F E C T I O U S  D I S E AS E S

Chad

Ethiopia

Mali

11

14

114 7

Sudan

3*

Remaining endemic 
countries, with 
reported case 
numbers in 2013

South 
Sudan

*Sudan had three cases 

suspected to have been 

imported from South Sudan 

in 2013; it is not considered 

an endemic country.

The Guinea Worm Endgame

Countdown to zero. Children in South Sudan, one 

of the last strongholds of the guinea worm, use 

pipe fi lters to protect themselves from larvae in 

drinking water.

NEWS & ANALYSIS
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NEWS

The ghost of former President George W. 
Bush permeates the 2014 budget that Con-
gress was expected to approve this week. His 
presence is good news for physical scientists, 
but less cheery for biomedical researchers.

On 10 December, legislators had 
struck a spending deal that eased the pain 
of the across-the-board cuts known as 
sequestration. It called for $1.012 trillion 
in 2014 discretionary spending, 
some $44 billion more than 
would have been available under 
a 2011 agreement that called 
for reducing the federal defi cit 
by a trillion dollars over the 
next decade. But it took until 13 
January for lawmakers to decide 
how to divvy up the money. 

For agencies that provide 
major support for the physical 
sciences, the new budget 
represents a healthy boost over 
2013 spending levels, which 
were depressed by the sequester’s 
5% bite. The National Science 
Foundation (NSF) will receive 
$7.17 billion, an increase of 
4.2%, for example, and NASA’s 
science programs will get 
$5.15 billion, a 7.7% jump. The 
Department of Energy’s (DOE’s) 
Offi ce of Science enjoys a 9.7% 
increase, to $5.07 billion, and 
DOE’s Advanced Research 
Projects Agency-Energy gets an 
11.2% boost to $280 million. 
The National Institutes of 
Standards and Technology will 
see its budget grow 10.4%, to 
$850 million.

Except for NASA, those 
agencies were all part of a 
2006 initiative launched by 
the Bush administration to 
increase funding for the physical 
sciences. Congress formalized 
the idea in a 2007 law, the America 
COMPETES Act. Although agencies never 
received the generous funding called for 
by COMPETES, its message appears to 
have survived: The physical sciences need 
to be boosted to help the U.S. economy 
remain strong. President Barack Obama has 
continued that theme in his budget requests, 

including last spring’s bid for big boosts at 
several agencies (see table).

COMPETES did not cover the National 
Institutes of Health (NIH), whose budget 
had doubled between 1998 and 2004, to 
$27.2 billion. Since then, it has received much 
smaller boosts—with the huge exception of 
the 2009 stimulus, a one-time boost of $10.4 
billion. Congress maintained that pattern 

of smaller increases this year: NIH’s 2014 
budget will rise by 3.5%, to $29.9 billion.

“It’s hard not to be pleased with a 
billion-dollar increase,” says David Moore 
of the Association of American Medical 
Colleges. But some biomedical lobbyists 
remain disappointed. It “won’t adequately 
reverse the damage done by last year’s 

budget sequester and ensure the nation’s 
biomedical research enterprise makes 
continued progress,” says Carrie Wolinetz 
of United for Medical Research, a coalition 
of academic and industry groups.

The f inal spending plan wraps up 
12 individual appropriation bills into a 1582-
page package that, despite the absence of 
actual earmarks, is stuffed with provisions 

addressing the concerns of 
individual legislators. For 
example, NASA is asked to 
carve out $80 million from its 
science budget to develop plans 
for a mission to Jupiter’s moon 
Europa. NSF is told that several 
major new facilities already under 
construction should get priority, 
leaving its only requested new 
start, the Large Synoptic Survey 
Telescope, with only about half 
of what NSF requested. In a 
rare display of support in these 
tight fiscal times, lawmakers 
also fully funded the president’s 
request for two NSF activities—
the international ocean drilling 
program and the Noyce scholars 
program to train science teachers.

Lawmakers also showed 
their support for the domestic 
fusion science program at DOE. 
They rejected proposed cuts to 
several domestic facilities, and 
told DOE it could spend only 
$22 million of its planned $200 
million contribution to ITER, an 
international fusion test reactor 
under construction in France, 
until ITER puts its f inancial 
house in order.

Another portion of the 
massive bill orders NIH to 
reopen a tiny science education 
offi ce it had shuttered last fall 
and resume generating lesson 

plans for teachers and museums based on 
new medical research. Those activities 
were shut down last spring at the same time 
Obama proposed a major reorganization of 
federal science education programs. But 
Congress has rejected the plan and now 
told NIH to resume its precollege education 
activities. –JEFFREY MERVIS

Final 2014 Budget Helps Science Agencies Rebound
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How the Science Agencies Will Fare in 2014 ($ Billions)

Agency or program 2013 2014 2014

National Institutes of Health 28.92 31.10 29.93

National Science Foundation 6.884 7.626 7.172 

Research 5.543 6.213 5.809

Education 0.833 0.880 0.846 

DOE Office of Science 4.621 5.153 5.071 

Advanced Research Projects 0.252 0.379 0.280 
Agency-Energy

National Institute of Standards  0.769 0.928 0.850

and Technology

Science and technology labs 0.580 0.694 0.651

Census Bureau 0.905 0.982 0.945

U.S. Geological Survey 1.012 1.167 1.032

NASA 16.9 17.7 17.6

Science office 4.78 5.02 5.15

Agricultural Research Service 1.019 1.303 1.123

National Institute of Food 0.656 0.801  0.772
and Agriculture

Agriculture and Food 0.276 0.383  0.316
Research Initiative

NOAA Office of Oceanic 0.336 0.472 0.416

and Atmospheric Research

request     actual

Published by AAAS
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If the U.S. trade balance has a bright spot, 
it’s farming. The value of agricultural 
exports has doubled over the past decade, 
driven largely by demand from China and 
other developing countries. But when ships 
packed with corn, wheat, and pork depart for 
foreign ports, many kinds of pollution are 
left behind. One is ammonia, which wafts 
into the atmosphere from fertilizer used on 
fi elds and from urine and manure produced 
by livestock. Ammonia reacts with other air 
pollutants to create tiny particles that can 
lodge deep in the lungs, causing asthma 
attacks, bronchitis, and heart attacks.

A new analysis suggests that ammonia 
does even more health damage in the United 
States than was thought. The annual cost—
associated with thousands of premature 
deaths—may even exceed the profi t reaped 
by farmers. Some analysts say the startling 
numbers highlight the need for greater U.S. 
regulation of agricultural emissions and a 
review of farm subsidies. If the pollution 
caused by farming “makes us worse off, 

it doesn’t make any sense,” says Robert 
Mendelsohn, an economist at Yale University. 
“Ammonia may be the next big frontier 
in public health protection,” says Paul 
Miller, chief scientist of Northeast States 
for Coordinated Air Use Management, an 
association of air quality agencies, in Boston. 

Ammonia enters the air mostly from 
agriculture, although it can also come from 
vehicles and wildfi res. Emissions are growing 
worldwide and are largely unregulated. When 
molecules of ammonia react with oxides of 
nitrogen or sulfur (NOx or SOx) created by 
burning fossil fuels, they turn into particulate 
matter less than 2.5 microns wide (PM2.5)—
the most dangerous kind, for which there is no 
known safe level. 

An extensive study of the burgeoning 
hog farm industry in North Carolina, 
completed in 2003, found that ammonia-
related PM2.5 exacted higher health costs 
than other farm pollutants. “It was striking,” 
says C. M. Williams of North Carolina State 
University in Raleigh, who led the study. 
Other researchers have calculated that the 
average U.S. health cost of ammonia ranges 
from $10 to $73 per kilogram. 

To f ine-tune such estimates, Fabien 
Paulot and Daniel Jacob, atmospheric 
chemists at Harvard University, developed a 
new model of where and when ammonia is 
emitted from farming activities. This model 
is coupled to another, which accounts for 
temperature. humidity, and abundance of 
NOx and SOx. “It is a step forward over much 
of the modeling that’s been done before,” 
says air quality modeler Daven Henze of the 
University of Colorado, Boulder. 

Paulot and Jacob used their model to 
calculate how much ammonia and PM2.5 

is a result of the food that the United States 

exports. Next, they used equations developed 
by the U.S. Environmental Protection Agency 
(EPA) to calculate the health impact and 
associated economic costs (calculated by 
asking people how much they would pay to 
reduce the risk of premature death). About 
5100 people die prematurely each year from 
PM2.5 exposure associated with the emissions, 
they reported online on 25 December in 
Environmental Science & Technology. 
Although the health toll varies greatly by 
location, the burden is heaviest in cities, 
because of the concentration of NOx and 
people. And the total impact is eye-opening: 
about $100 per kilogram of ammonia, or $36 
billion annually. In contrast, the net value of 
the exported food is $23.5 billion.  

Some experts are skeptical of those 
numbers, pointing out that the new air 
pollution model has not yet been peer-
reviewed and that the health effects of 
various PM2.5 chemistries are still uncertain. 
“Ammonia emissions do not appear to be 
a driver of toxicity,” says Kathy Mathers 
of the Fertilizer Institute in Washington, 
D.C. But Nicholas Muller, an economist at 
Middlebury College in Vermont, fears that 
farm-related health costs may in fact be even 
higher if other farm-related air pollutants are 
included, such as PM2.5 from diesel engines. 
“This study provides more evidence that, in 
certain cases, more stringent controls are 
likely justifi ed,” Muller says. 

So far, U.S. regulators have neglected 
ammonia emissions because it has been 
cheaper and easier to choke off sources 
of SOx and NOx, such as power plants. As 
a result, states in the heavily populated 
northeastern United States are already in 
compliance with EPA limits for PM2.5, even 
though they are downwind of many power 
plants. But these states are also downwind of 
major farming areas. If the PM2.5 standards 
are tightened, which is under discussion, 
ammonia may be regulators’ next target. 

The biggest gains could be made by 
keeping livestock and dairy operations 

away from cities. Best management 
practices can also reduce losses from 
fertilizer and livestock. In North Carolina, 
Williams says he’s encouraged that 
many hog farmers are thinking about 
generating power from manure, which 
could reduce ammonia emissions. Other 
research is investigating how to capture 
ammonia for use as fertilizer. But with 
U.S. exports of pork to Asia continuing to 
rise, it may be a while before emissions 
in North Carolina and elsewhere start to 
head down.  –ERIK STOKSTAD

Ammonia Pollution From Farming 
May Exact Hefty Health Costs

A I R  P O L L U T I O N

Ammonia

PM
2.5

Ammonia’s Aerial Transformation

SO
x

NO
x

NO
x

Ammonia

Dangerous reaction. Ammonia (green) reacts with 
sulfur (red) and nitrogen (blue) oxides to produce 
tiny, dangerous particles.
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AUSTIN—Shelley Adamo just wanted to 

scare a few crickets. But when she caged 

them with cricket-eating lizards to see how 

stress would affect the insects’ immune sys-

tems, something unexpected happened. The 

crickets caught a virus from the lizards, and 

it made them curiously frisky. Males mated 

with females more eagerly than before—a 

behavior that benefi ts the virus by enabling it 

to spread, Adamo proposed here last week at 

the annual meeting of the Society for Integra-

tive and Comparative Biology (SICB).

With her results, Adamo, an eco-

immunologist at Dalhousie University in 

Halifax, Canada, has added to a growing 

catalog of parasites—in this case, a virus—

that manipulate the behavior of their hosts to 

improve their chances for survival and spread. 

Killifish infected with a certain flatworm 

fl ash their sides in the sun, attracting fi sh-

eating herons and enabling the parasite to 

enter the avian stage of its life. Cockroaches 

stung by a parasitic wasp become enslaved, 

with the wasp guiding them to a burrow to 

be eaten alive by its young. And rats infected 

by the protozoan Toxoplasma gondii become 

less afraid of cats, the mammal in which the 

parasite actually reproduces. “We keep seeing 

new ways by which manipulation takes place,” 

says Brian Fredensborg, a parasitologist at 

the University of Copenhagen who studies 

the behavior-bending abilities of parasitic 

worms called helminths. 

Now, Adamo, Fredensborg, and others 

are trying to understand just how these 

parasites seize control of their hosts’ 

brains. “We’ve gone from a stage of ‘now 

we’ve found [manipulation] in this host 

system’ to [having] a lot more focus on 

the mechanisms,” Fredensborg says. “But 

there’s a lot we don’t know.”

Adamo found that in infected crickets, 

the virus overruns the fat body, the organ 

that makes most of the insect’s proteins, 

stores other nutrients, and mounts immune 

responses. She and her colleagues found 

a sheen of viral particles covering the fat 

body, indicating that it had become a viral 

production center. As a result, it could no 

longer make the proteins and other molecules 

needed for healthy reproductive organs, 

cutting off egg production in infected females 

and damaging sperm in males. “They are 

reproductively dead,” she reported. Yet both 

sexes are sexually active, with males initiating 

courtship twice as fast as normal males do.

Adamo is now hoping to identify the 

parasite’s molecular signals responsible for 

the revved-up sexual behavior—and for 

countering the appetite-killing, lethargy-

inducing infl ammatory molecules typically 

produced by infected creatures. Suppressing 

the effects of those latter signals, she 

suggests, may be a universal trait of sexually 

transmitted parasites.

Charissa de Bekker, a postdoc at 

Pennsylvania State University (Penn State), 

University Park, has begun to pinpoint the 

molecules behind another manipulative 

parasite—Ophiocordyceps unilateralis, 

a fungus that infects carpenter ants. It 

eventually causes an ant to leave its colony, 

climb a tree, chomp down on a twig or the 

underside of a leaf and die, freeing fungal 

spores to fall onto the ground, where they can 

reinfect new ants. Darwin’s contemporary, 

Alfred Russel Wallace, described this fungus 

growing out of ants’ heads in the mid-1800s, 

but not until 2009 did David Hughes, a Penn 

State behavioral ecologist, document the 

suicidal behavior it caused. 

Learning how the fungus takes control 

has not been easy, De Bekker reported at the 

meeting. First, she had to fi gure out how to 

grow the fungus and its relatives in the lab. 

She also had to culture two ant tissues affected 

by the fungus—brain and muscle—expose 

each to fungus, and analyze what compounds 

the parasite subsequently secretes.

To fi gure out which of those compounds 

manipulate the ants’ behavior, she and 

Hughes compared the array of molecules 

secreted by the fungus in ant species that are 

resistant to the parasite’s manipulations with 

those secreted in susceptible ant species. 

About 70% of the fungal proteins and other 

metabolites can be found only in the suicidal 

ants, she reported, suggesting they are key to 

turning the ants into zombies.

Using mass spectrometry, she identifi ed 

several possible mind-controlling molecules. 

One, sphingosine, is a component of 

neuronal signaling molecules and thus 

may infl uence the ant’s nervous system, De 

Bekker suggests. Another fungal product, 

γ-guanidinobutyric acid, was linked to lethal 

mushroom poisonings in China. 

De Bekker, Hughes, and their colleagues 

are also beginning to examine how fungal 

gene activity changes throughout the course 

of infection. When the fungus fi rst infects 

the ant, the ant lives normally. Gradually, 

the fungus grows, displacing ever more 

of the brain, perhaps with the help of 

sphingosine—a similar fungal toxin degrades 

brain tissue in horses—and fi nally causing 

the suicidal behavior. 

Some researchers are skeptical that such 

behavioral changes actually benefit the 

parasites that cause them, saying the evidence 

isn’t definitive and the mechanisms are 

unclear. That will change, though it will take 

time, says Kelly Weinersmith, a parasitologist 

at the University of California, Davis. “You 

fi nd a lot of things … and it’s probably a lot of 

mechanisms [operating] at once.”

And those attending the SICB session say 

there are now too many examples to dismiss 

the role of parasites in animal behavior. 

“What’s become apparent is that parasites 

change how animals interact and how they are 

distributed,” says Janice Moore, a behavioral 

biologist at Colorado State University, Fort 

Collins. “This is too big to scoop under 

the rug.” –ELIZABETH PENNISI

Parasitic Puppeteers Begin 
To Yield Their Secrets

E C O LO G Y

Zombie ant. A fungus infecting this ant caused it to 

bite down on the underside of a leaf and die while 

the fungus grows and shed spores.
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WASHINGTON, D.C.—When exoplanet 

hunters announced last week that they had 

found a tribe of “mini-Neptunes” and the 

lightest planet ever detected outside our 

solar system, they highlighted more than 

just the diversity of exoplanets. The results, 

announced here at a meeting of the Ameri-

can Astronomical Society, also show the 

power of an up-and-coming method of cal-

culating the masses of alien worlds from the 

way they eclipse their stars.

The new technique, called transit timing 

variation (TTV), is enabling astronomers to 

fi ll out their picture of dozens of exoplanets 

detected by NASA’s Kepler spacecraft. 

The eclipses, or “transits,” that 

Kepler detected reveal only a 

planet’s size and orbital period. 

To know whether it is rocky, 

gaseous, or some mixture of 

the two, astronomers also need 

its mass. Traditionally, they 

have resorted to ground-based 

telescopes to determine it, by 

measuring the wobble of the star 

as the planet tugs on it. But TTV 

can determine masses from 

transit data alone.

“We’ve entered the age of 

TTVs,” says David Kipping, an 

astronomer at the Harvard-

Smi thson ian  Cen te r  fo r 

Astrophysics in Cambridge, 

Massachusetts, who announced 

the lightweight planet, known 

as KOI-314c. “When we find 

Earth 2.0, our best bet for getting 

the mass—which is crucial to 

understand if the planet is truly Earth 2.0—

is through transit timing variation.”

The technique was the brainchild of 

Matthew Holman, an astrophysicist at 

Harvard University, and others. If two or 

more planets happened to be orbiting a 

star in close proximity, they reasoned, their 

gravitational tugs on each other would alter 

their orbital periods. If one of them was a 

transiting planet—dimming the light of its 

parent star as it passed between the star and 

Earth—astronomers would see its transit 

timing vary over multiple orbits, betraying 

the presence of a companion planet. If both 

planets were transiting, astronomers could 

measure the perturbations in both their orbits 

and work out the planets’ masses.

Holman and a colleague published 

the idea in 2005, and Eric Agol of the 

University of Washington, Seattle, and 

colleagues put forward a similar scheme 

almost simultaneously. For years afterward, 

however, astronomers failed to detect transit 

timing variations because almost all known 

exoplanets were gas giants spinning around 

their stars in tight orbits. Theorists think 

such planets formed farther from the star 

and later barreled inward, clearing away any 

potential wobble-inducing companions.

The technique became practical thanks 

to the Kepler spacecraft, which until 2013 

was monitoring the brightness of 160,000 

nearby stars for the telltale dimming due 

to transiting planets (Science, 3 May 2013, 

pp. 542 and 566). Kepler began delivering 

data on dozens of planetary systems, many 

of them consisting of multiple planets. 

In 2010, astronomers began making 

TTV detections. Their expertise has been 

growing ever since.

Kipping and his colleagues came 

across KOI-314c while combing Kepler 

data for TTV signatures due to exomoons, 

which should cause transiting exoplanets 

to wobble and change their transit timing. 

But the transits seen around the star KOI-

314, a red dwarf some 200 light-years from 

Earth, pointed instead to the presence of two 

planets. Their transit times were varying in 

lockstep: When one planet slowed down 

in its orbit around the star, the other would 

speed up, and vice versa. “We saw the same 

TTV signature, just in opposite phase to 

each other,” Kipping says. “It was obvious 

that these two planets must be interacting.”

By simulating the dance on a computer, 

the researchers worked out the masses of 

the two planets. They found that the outer 

planet, KOI-314c, which orbits the star 

every 23 days, has the same mass as Earth, 

although it is about 60% larger than Earth 

in radius. Kipping and his colleagues infer 

that the planet—the lightest exoplanet so far 

discovered—has a rocky core and a thick, 

gaseous atmosphere. The inner planet, KOI-

314b, is similar in size but about four times 

as massive.

Meanwhile, researchers led by Yoram 

Lithwick, an astronomer at 

Northwestern University in 

Evanston, Illinois, were looking 

at the TTV signatures of 163 

exoplanets found by Kepler. The 

team determined that about 60 

of them occupy a mass range 

between Earth and Neptune 

and are larger than expected 

for a rocky planet of that mass, 

suggesting they are blanketed 

by thick, extended atmospheres. 

They also found a pattern: As the 

planets grew bigger in radius, 

their density declined. “If you 

make something twice as big, it 

becomes four times less dense,” 

Lithwick says. “So from going 

from a less than two Earth radii 

to four Earth radii, the density 

goes from rock-like all the 

way to gas.” Lithwick predicts 

the surprising f inding “will 

have big implications for understanding 

planet formation.”

The best thing about TTV, Kipping notes, 

is that it can be teased out from the Kepler 

data itself. It can also fi nd masses of planets 

too far from the star to make it wobble 

detectably—as an Earth-like planet in the 

habitable zone of a sunlike star would be. 

“The beauty of the transit timing variation 

technique is that it doesn’t really matter how 

far away from the star it is,” Kipping says

“I wouldn’t have expected that TTVs 

could yield the kind of precision that we 

are seeing,” says Harvard’s Holman. The 

surprisingly high quality of Kepler’s data, 

as well as nature’s generosity in packing the 

universe with multiplanet systems, made all 

the difference.

–YUDHIJIT BHATTACHARJEE

Star-Crossing Planets Literally Strut Their Stuff
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Worlds galore. Kepler’s later discoveries included many small, close-in exoplanet 
candidates—a rich hunting ground for transit studies.
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MANG’OLA, TANZANIA—Jeff Leach hasn’t 

showered in a month. Living in a small dome 

tent close to Lake Eyasi in northern Tanza-

nia, he stopped washing one day because 

he wants to know how that will change the 

microbial populations in and on his body. 

Leach is taking daily samples of his own 

stool and skin, which he carefully stores in a 

liquid nitrogen tank until they can be shipped 

to the United States.

Later this month, the 46-year-old graduate 

student at the London School of Hygiene & 

Tropical Medicine (LSHTM) will also adopt 

the lifestyle of the local people here. He will 

sleep in their open grass huts, eat their food, 

and share their tools, to see if his gut fl ora 

become more like theirs.

Leach, who obtained a Ph.D. in 

anthropology in 2005, is studying the Hadza, 

one of the last true African hunter-gatherer 

communities, because he thinks their gut 

microbes may hold clues to improving 

human health worldwide. The Hadza’s 

lifestyle is thought to resemble that of early 

humans; they also seem to suffer far less 

from “modern” diseases, such as diabetes, 

cancer, and cardiovascular problems.

Leach believes there is a connection. An 

increasing body of evidence has shown that 

gut microbes regulate their hosts’ immune 

systems and assist them by eliminating 

dangerous bacteria, and several studies have 

linked changes in microbial populations to 

specifi c illnesses. The Hadza’s close contact 

with the vast diversity of microbes in soil, 

water, and wild food may somehow help 

protect them, he says—and he plans to 

spend two full years living here to sample 

microbial diversity in the people and their 

environment. His own experiment in Hadza 

living, which will last a month, will test 

whether the microbial ecology of a Texan 

apartment dweller can shift to that of an 

African hunter-gatherer.

Some scientists are skeptical of the 

premise. They don’t believe our ancestors 

had such healthy lifestyles or that modern-

day Hadza are models of health—and even 

if they are, their gut microbes may have 

little to do with it. But many agree that the 

Hadza project will offer new insights into 

the complex relationship between humans 

and their microbiota and that Leach’s roots in 

anthropology make 

him the right man for 

this study. “With his 

unique background 

and perspective, 

Jeff sheds light on 

questions that I have 

been thinking of, but 

haven’t had an avenue to pursue,” says Justin 

Sonnenburg of Stanford University in Palo 

Alto, California, one of many microbiologists 

who will study his samples.

Sterile environment

Leach’s motivation is highly personal. Eleven 

years ago, at age 2, his daughter was diag-

nosed with type 1 diabetes. After digging 

through the literature and contacting lead-

ing scientists, Leach came to the conclusion 

that, in addition to a genetic predisposition, a 

lack of contact with bacteria caused her dis-

ease. Leach’s daughter was delivered through 

a cesarean section, which prevented her from 

being exposed to the maternal bacteria that 

most babies encounter in the birth canal. She 

was breast-fed for a few months instead of the 

2 years or more seen in traditional societies, 

and grew up in a rather sterile suburban U.S. 

home dominated by antimicrobial soaps and 

chlorine-wiped tables.

This led to an imbalance in her gut 

microbiota, Leach says, which caused the gut 

to become infl amed and leaky; that allowed 

bacterial products to enter the bloodstream 

and inflame insulin-producing cells in the 

pancreas, which were then attacked and 

Online
sciencemag.org

Podcast with author 
Jop de Vrieze and 

slideshow (http://scim.ag/
med_6168).

Gut Instinct
Do bacteria in the guts of African hunter-gatherers hold the key 

to a healthier life? An American anthropologist plans to fi nd out

Published by AAAS
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destroyed by immune cells. (Several recent 

studies support this hypothesis.) “Realizing 

there was a causal relationship between my 

daughter’s health and the environment my 

ex-wife and I had created made me feel guilty 

and angry,” he says.

It motivated him to drop his studies of 

ancient cooking techniques and focus on 

a crucial question: How can we rebalance 

our microbiota to improve health? In 

2011, Leach enrolled at LSHTM to obtain 

a master’s and a Ph.D. in microbiology; a 

year later, he co-founded the American Gut 

project, which maps the gut microbiota of 

thousands of people in the United States.

His Tanzania study is the fi rst to compare 

lifestyle and microbiota in pure hunter-

gatherers with those of Westerners. Previous 

studies have looked at rural and traditional 

people in Burkina Faso and Malawi and at 

several Amerindian communities, but the 

subjects all practiced agriculture or ate farm 

products. The Hadza don’t have cattle and 

don’t grow crops; their diet varies seasonally 

and consists of fresh game, baobab fruits, 

berries, tubers, and honey.

On a sweltering day in late October, 

Leach drives his Land Cruiser through 

arid terrain dominated by baobab, acacia 

trees, and small bushes, on his way to a 

settlement called Kipamba. The day before, 

he had provided about 40 villagers with 

plastic tubes and, with the help of his local 

translator, instructed them how to collect 

about a tablespoon of their stool in the 

morning. At our arrival, a young English-

speaking boy leads us to a place close to the 

village where the subjects have gathered.

Leach sets up a table and three chairs, a 

scale, and a measuring stick. One by one, the 

men, women, and children hand in their tubes. 

Leach swabs their right hand for a skin sample, 

and two local assistants fi ll out a short diet 

questionnaire for each subject and measure 

basic body characteristics such as height and 

weight. Then Leach takes a series of samples 

from the environment: drinking water, tubers, 

animal stool, honeycombs, and fresh meat.

On our arrival, the boy had warned us not 

to go into the village. “A group 

of men has been drinking since 

dawn,” he said. The warning 

reflects a reality in the 21st 

century Hadza community: 

Not all its members are 

exclusive hunter-gatherers 

anymore. Some 200 Hadza—

mostly those living higher 

up in the hills—practice 

the “pure” lifestyle most 

consistently, Leach says. The 

900 or so people living closer 

to the nearest town, Mang’ola, 

are leading more Western 

lives; many have cell phones 

and regularly consume maize and alcohol. 

Sodas and snacks are for sale in town.

Leach sees this as an opportunity rather 

than a problem. By sampling subgroups, he 

hopes to see refl ections of the transitions our 

ancestors went through, from hunter-gatherer 

communities to basic agriculture and small-

scale farming, and eventually to high-sugar, 

high-fat Western diets and life in a built 

environment. The Hadza, who have been 

studied extensively by Western scientists for 

more than a century, are happy to help Leach, 

whom they call Dr. Mavi, which is Swahili 

for Dr. Shit.

Like other scientists before him, Leach 

is aware that he’s bringing change to the 

very lifestyle he’s studying. The Hadza seek 

benefits from their participation, such as 

knives, clothes, and, increasingly, money. 

Leach refuses to pay them directly but 

makes contributions to community funds for 

emergency care and education. 

That night, as he sits by a fi re at his camp 

and sips cheap scotch from a coffee mug, 

Leach talks incessantly about the Hadza’s 

eating habits. Their average daily fi ber intake 

is 75 to 100 grams, seven times the U.S. 

average, mostly from pulp and seeds of 

baobab fruits. Gut microbes turn these 

fibers into short-chain fatty acids that 

nurture intestinal cells and increase the acidity 

of the colon, he says, which has been shown to 

thwart opportunistic pathogens. He describes 

how the Hadza occasionally gorge on meat 

from a fresh kill, and the huge amounts of 

honey they eat when it’s plentiful during the 

wet months of February, March, and April. 

“From a registered nutritionist perspective, 

the diet makes no sense,” Leach says. “Yet it 

does not seem to harm them at all.”

Dying from other causes
Underlying Leach’s research is the assumption 

that, in their lifestyle and diet, these modern-

day hunter-gatherers are as close to humani-

ty’s ancestors as we can hope to get and that 

they may be healthier because of the way they 

live. Modern-day humans, in this view, have 

strayed far from these ancient eating habits 

and microbes, and our bodies haven’t had the 

time to adapt. 

Not everyone accepts this picture. Humans 

haven’t stopped evolving since they took up 

agriculture and settled down some 9000 years 

ago, says evolutionary biologist Marlene Zuk, 

the author of the 2013 book Paleofantasy, 

a sharp attack on the idea that we should 

emulate our forefathers. European farmers, 

for instance, evolved lactose tolerance, 

enabling them to digest cow milk.

Yale University anthropologist Brian Wood, 

who has studied Hadza health and demography, 

is also skeptical that the Hadza enjoy rude 

health. “It seems like they have less cancer 

and cardiovascular disease than we do, but we 

do not have good data to evaluate the actual 

incidence,” he says. In any case, he notes, 

accidents, malaria, tuberculosis, and other 

diseases limit the Hadza’s life expectancy at 

birth to only 34 years, too short for cancer 

and heart disease to be signifi cant killers. If 

the Hadza really are healthier than, say, the 

Sweet tooth. The Hadza, a hunter-gatherer commu-

nity in northern Tanzania, often gorge on honey in 

the wet season.

Ready to ship. Leach collects 

fecal samples from the Hadza and 

has them studied at U.S. labs.

AFRICA

Lake Victoria

Lake Eyasi

Hadza area 

Dodoma

Mang'ola
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average German or American, Wood says 

there’s an explanation that has little to do with 

microbes: His own research has shown that 

they eat far fewer calories and are much leaner 

than Westerners. 

As a result, says anthropologist Herman 

Pontzer of the City University of New York’s 

Hunter College, the Hadza lifestyle can’t 

be translated into health recommendations. 

Leach agrees, but says the research can still 

tell us a lot about the interaction between 

humans and microbes before the modern era. 

“We do not regard the Hadza as a disease-free 

society,” he says. What he’s most interested in, 

he says, is “their microbes, their origin, and 

their interaction with the body. How do these 

people assemble their microbiota?”

The real payoff of Leach’s research, 

Pontzer says, could be to show how ancient 

habits affected the microbiome. “Seasonality 

in diet and lifestyle is a universal thing that 

modern societies dropped,” Pontzer says. 

“The high fi ber consumption is likely to have 

been universal, too. The same for the intimate 

relationship with environmental microbes.”

Dream team

The next day, during a visit to another Hadza 

community, Leach points at a man who is 

sharpening his arrows for a hunt. “He’s the 

perfect guy for our study,” he says. “Born 

vaginally, breast-fed for 2.5 years, has not had 

malaria or any Western medication, has never 

been to town. His shit will probably end up in 

a germ-free mouse.”

Leach is referring to the fate of his 

samples: Sonnenburg and his colleagues 

will infuse stool from Hadza people into the 

guts of mice that have been born in a sterile 

environment, allowing the researchers to test 

the effects of specifi c microbial communities. 

They will compare the animals’ physiology 

and metabolism with those of mice colonized 

by the microbes in Western poop.

Leach says he’s “not a lab rat”; he relies 

on what Sonnenburg calls a “dream team” 

of collaborators to carry out most of the 

analyses. Labs in Colorado and Chicago will 

do basic taxonomical and functional analyses. 

Rob Knight at the University of Colorado, 

Boulder, and Jose Clemente of Mount Sinai 

Hospital in New York City will compare the 

Hadza data with American groups, including 

people following paleo diets, also known as 

“caveman diets.” Other researchers will use 

germ-free mice to test the hypothesis that gut 

microbes help Hadza women, normally quite 

skinny, put on fat during pregnancy.

The comparison between pure hunter-

gatherers and more westernized Hadza will be 

done by Maria Dominguez-Bello of New York 

University in New York City, who also wants 

to compare the Hadza with Amerindians in 

South America, who have a far 

more diverse gut fl ora than U.S. 

residents. Traditional Africans 

should have the highest microbial 

diversity of all, she says, because 

other populations probably lost 

species as they went through 

evolutionary bottlenecks. “I am 

interested in the disappearance of 

these microbes,” she says. “Have 

we lost functions?”

Scientists think that people 

in modern societies have so 

little exposure to microbes in 

the environment that their diets 

largely determine the composition 

of their gut microbiota. But in 

the Hadza, exposure to a daily 

microbial bombardment from 

the environment may override 

any impact of the food, Leach 

hypothesizes—and he hopes to test 

that. “Hadza men eat more meat 

and less plant foods than women,” 

he says. “If their microbiota turn 

out to be similar, the environment 

is the great equalizer.”

Just how intense that exposure 

can be becomes clear the next 

day, when Leach receives news 

that Hadza hunters have killed 

a huge female kudu, a great antelope, with 

their poison arrows. One of the men slits the 

animal’s throat. Then they cut open its belly, 

blood spilling everywhere. The men take out 

the stomach and intestines and hang them in a 

nearby tree. They cut out the ribs and chew on 

the raw fl esh. Leach starts taking swabs of the 

men’s hands and their prey.

Next, the men take the stomach, cut it open, 

and start rubbing its content all over their arms 

to wash off the sticky blood. As they do so, 

Leach explains, the hunters are transferring 

billions of bacteria to their skin. They cut the 

stomach in pieces and eat it; then they squeeze 

the green, fi brous content from the intestines, 

another rich source of microbes, and eat them, 

too, still screaming with excitement. The rest 

of the meat is stripped from the carcass and 

given to men arriving from other villages.

Tonight, men and women in several Hadza 

camps will be eating meat. As they hand each 

other the pieces, they will be passing on many 

strains of microbes as well—just as they swap 

bacteria from honeycombs, tubers, berries, 

and drinking water. This “social network of 

humans and their microbes,” as he calls it, 

may be the most important thing missing from 

Westerners’ disinfected lives, Leach says—

and it’s the one thing he failed to provide for 

his daughter. –JOP DE VRIEZE

Meat and microbes. After killing a kudu, Hadza 
hunters eat raw meat and rub the content of the ani-
mal’s stomach—including billions of bacteria—on 
their arms.

Published by AAAS
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SEOUL—Watching a pair of German shep-
herd puppies frolic on the lawn of a research 
institute, Chang Hyun Choi likes what he 
sees. Few puppies from breeders have the 
temperament and trainability required in 
a police dog, says Choi, an offi cer with the 
police canine unit in the city of Busan. The 
look-alike pups scampering about may well 
have the right stuff to sniff for bombs and 
track down missing people: They are clones 
of one of the country’s top police dogs. With 
clones, Choi says, “there is less chance of 
rejection” during training. Before driving 
off, Choi and a couple of colleagues pose for 

a photo with the puppies, and with the man 
who oversaw the cloning: Woo Suk Hwang.

Eight years after Seoul National Univer-
sity (SNU) dismissed him for his central role 
in one of history’s most notorious scientifi c 
frauds, Hwang, 61, is in a position many 
researchers would envy. He heads Sooam 
Biotech Research Foundation, a nonprofit 
institute with a staff of 40, a $4 million annual 
budget, and a new, well-equipped six-story 
building. His team publishes a steady stream 
of papers. Devoted dog owners from around 
the world, as well as the Korean police, seek 
their services. The institute is applying its 

cloning know-how to rescuing endangered 
species and improving livestock breeds, as 
well as to fundamental research in develop-
mental biology. And Hwang reportedly hopes 
to someday resume work with human embry-
onic stem cells.

Some say that the disgraced icon of sci-
ence in South Korea has come far on the road 
to rehabilitation. “For animal cloning, his 
team is one of the best in the world,” says Yang 
Huanming, chair of the Chinese sequenc-
ing powerhouse BGI-Shenzhen. Eventually, 
Yang predicts, Hwang “will regain respect 
from the scientifi c community.”

The Second Act
After his fi rst turn on the world stage ended in scandal, Woo Suk 

Hwang has quietly rebuilt his scientifi c career

NEWSFOCUS
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Others are not so sure. “I highly doubt 
that Hwang will gain respect in the scien-
tifi c community at large, even with his on-
going successes in animal cloning,” says 
Insoo Hyun, a bioethicist at Case Western 
Reserve University in Cleveland, Ohio, who 
once advised Hwang. “[Hwang’s] scientifi c 
fraud was simply too great.”

Meteoric rise and fall
At the start of 2004, Hwang was toiling in 
obscurity in South Korea, engaged in rou-
tine livestock cloning. Then on 12 February, 
in a paper published online in Sci-

ence, Hwang’s team claimed it had 
created stem cells from a cloned 
human blastocyst (Science, 13 Feb-
ruary 2004, p. 937). From out of 
nowhere, the group had leapt ahead 
of dozens of labs worldwide seek-
ing to generate stem cells genetically 
matched to individual patients; such 
cells, researchers hoped, would evade 
immune rejection and be used some-
day to treat or cure diseases like dia-
betes and Parkinson’s. Hwang’s team 
took another apparent step toward 
this goal with a second Science

paper, published online on 19 May 
2005, describing the creation of 
11 embryonic stem cell lines using 
genetic material from patients suf-
fering spinal cord injuries, a genetic 
immune deficiency, and diabetes. 
And in August, the team unveiled 
in Nature the f irst cloned dog, 
an Afghan hound named Snuppy. 

In 18 months, the once-anon-
ymous veterinarian had become a 
superstar. Colleagues described his 
fi ndings as “a breakthrough” and “spectac-
ular.” Time magazine named Snuppy 2005’s 
“Most Amazing Invention.” In South Korea, 
Hwang became a national hero. The govern-
ment proclaimed him the country’s top scien-
tist and launched a generously funded World 
Stem Cell Hub just for him. It issued a post-
age stamp featuring the expected fruits of 
Hwang’s research: a silhouetted fi gure rising 
from a wheelchair and leaping, with the cap-
tion referring to embryonic stem cells. Hun-
dreds of women volunteered to donate eggs 
for his use.

As fast as he shot to fame, Hwang’s career 
began to unravel. A May 2004 news report 
in Nature claimed that one of Hwang’s Ph.D. 
students had said she and another mem-
ber of the group donated their own eggs for 

Hwang’s research, a dubious practice that 
ethicists feel could refl ect lab heads pressur-
ing junior researchers. For more than a year, 
Hwang denied he’d used their eggs, until a 
Korean TV broadcast in November 2005 
showcased hard evidence from a whistle-
blower on Hwang’s team. In the days that 
followed, Korean bloggers started pointing 
to duplicated images and questionable data 
in Hwang’s papers. That drew an SNU inves-
tigation; on 29 December, the university’s 
panel reported that none of the 11 embry-
onic stem cell lines described in the second 
Science paper ever existed. 

In their fi nal report on 10 January 2006, 
the investigators cast doubt on the first 

Science paper as well, stating that the human 
stem cell line was probably not derived from 
a cloned blastocyst but rather from an unfer-
tilized oocyte that started developing into an 
embryo, a phenomenon known as partheno-
genesis. The panel concluded that virtually 
all the images and data in the two papers had 
been fabricated. Hwang’s sole legitimate 
achievement was Snuppy: The panel con-
fi rmed that the dog really was a clone. 

Hwang did not challenge the SNU pan-
el’s findings. During a 12 January news 
conference broadcast on national TV, he 
tearfully admitted that both Science papers 
were bogus and pointed the fi nger at junior 
researchers, who he claimed had deceived 
him. Science retracted both papers in a 
notice posted online on 12 January.

SNU dismissed Hwang in March 2006. In 
October 2009, a South Korean court found 
him guilty of embezzling research funds and 
of illegally buying human eggs. Complet-
ing his downfall, an appeals court upheld the 
conviction in December 2010 and sentenced 
him to 18 months in prison. The sentence 
was suspended for 2 years, and he did not 
serve any jail time.

Starting over
As the disgraced researcher faded from view, 
a small band of supporters rallied to his cause. 
“I thought there was going to be no chance 
of helping disabled people and many other 
patients if we lost him from the scientific 

community,” says  Byung Soo Park, a 
Korean electronics industry business-
man and philanthropist who chairs 
the Sooam Foundation, which is sep-
arate from the research foundation 
and provides scholarships for Korean 
students. Park had known Hwang 
before he became famous. In 2000, on 
a mission to war-ravaged East Timor 
that Park organized, Hwang offered 
advice on improving cattle breeds 
and later hosted East Timorese schol-
ars for training at SNU. “I was deeply 
touched and inspired by his effort and 
commitment,” Park says.

With the ax about to fall on Hwang 
at SNU, Park raised $3.5 million and 
in July 2006 helped launch the Sooam 
Biotech Research Foundation to allow 
Hwang to continue his research activ-
ities. Many members of his group 
remained loyal to Hwang, a charis-
matic fi gure who inspired staff mem-
bers through his long hours in the lab 
and dedication. “I believed that the 
team could prove it had the cloning 
technology” described in the Science

papers, says Yeon Woo Jeong, a veterinarian 
who was among a couple dozen members 
of Hwang’s SNU lab to decamp to the 
fl edgling institute.

At Sooam, barred by the government 
from working with human eggs and stem 
cells, Hwang returned to his roots in clon-
ing livestock. But he soon had a chance to 
build on his one real accomplishment. After 
the birth in 1996 of the fi rst cloned mam-
mal, Dolly the sheep, U.S. billionaire John 
Sperling had bankrolled a venture to clone 
dogs—specifi cally Missy, a collie-husky mix 
owned by his friend Joan Hawthorne and 
her son Lou (Science, 4 September 1998, 
p. 1443). The Missyplicity Project and 
related pet cloning efforts ended up produc-
ing several cat clones, but no dogs. 

Better days. Hwang and Snuppy in 2005. The world’s fi rst dog clone was 
his only achievement of that era to withstand scrutiny. 

Back to work. Barred from handling human tissue, 
Woo Suk Hwang conce ntrates on animal cloning.
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In cloning Snuppy, Hwang’s SNU group 
showed that it had mastered the complexities 
of dog cloning. Doing so requires synchro-
nizing the reproductive cycles of egg donors 
and surrogate mothers, harvesting eggs at the 
right moment, and fi guring out where in the 
reproductive tract to insert cloned oocytes—
riddles that had all proved trickier to crack 
in dogs than in other cloned species. In early 
2007, the Missyplicity Project sent Sooam 
tissue from Missy, who had died in 2002. 
Sooam promptly succeeded in cloning her. 
“The fi rst surrogate got pregnant” and pro-
duced a pup that December, says In Sung 
Hwang, a Sooam researcher not related to 
Woo Suk Hwang.

Fresh off that success, Lou Hawthorne 
started marketing dog cloning services 
through BioArts International, a business 
venture he set up to invest in biotechnology, 
with Sooam doing the cloning. BioArts gave 
up on dog cloning in 2009, citing the tiny 
market, the unpredictable results of cloning, 
and other issues. But determined pet lovers 
continued to fi nd their way to Sooam. 

In 5 years, the institute has cloned about 
200 pet dogs, charging $100,000 each time 
they are successful. (To prove that the puppies 
are genetic copies, the institute says it has an 
outside lab perform a genetic analysis on the 
original dog and the clone.) Sooam has also 
cloned another 200 or so dogs for the police, 
to preserve rare or valuable breeds, and for 
research purposes. While producing Snuppy 
required more than a thousand embryos and 
123 surrogates, Sooam now typically needs 
only three surrogates, each of which gets 
three embryos, according to In Sung Hwang.

Mass production
In a clean room at Sooam, Kyung Hee Ko, 
a technician from Hwang’s SNU days, peers 
through a microscope, wielding manipulators 
that control needles and probes. With met-
ronomic constancy, she positions a bovine 
oocyte, sucks out the nucleus, replaces it with 
a somatic—or mature—cell from the tar-
get cow, and then positions the next oocyte. 
It’s essentially the same somatic cell nuclear 
transfer technique used to create Dolly.

Woo Suk Hwang declined to be inter-
viewed for this article. But in the surgery 
down the hall, there he is in blue scrubs and a 
white mask, slicing into the belly of an anes-
thetized dog and inserting a clutch of cloned 
oocytes into her oviduct. The dog is sewn up 
and wheeled out; in all, the procedure takes 
less than 10 minutes. Then, in quick suc-
cession, two pregnant dogs are wheeled in 
and Hwang performs cesarean deliveries of 
cloned puppies.

Sooam had never advertised its dog clon-
ing service. But as a fi rst foray into market-
ing, last year it launched a contest in which pet 
owners described on the United Kingdom’s 
Channel 4 why they believe their dogs deserve 
to be cloned. The winner of a cloned pet will 
be announced on TV later this year.

One objective of the contest is to “fi gure 
out what the public thinks about cloning,” In 
Sung Hwang says. Some researchers are crit-
ical. Robin Lovell-Badge, a developmental 
geneticist at the MRC National Institute for 
Medical Research in London, points out that 
the cloning process in general is ineffi cient, 
that clones may not be identical physically 
to the original because of developmental 
factors, and that many cloned pups die as 

embryos or soon after birth. Surrogates, 
meanwhile, bear the hardships of pregnancy 
and losing embryos and newborns. “Is the 
outcome worth it?” Lovell-Badge asks.

In Sung Hwang responds that Lovell-
Badge’s impressions of dog cloning are out 
of date. Experience acquired through cloning 
hundreds of animals and continual tweaking 
of the process has dramatically improved effi -
ciency and reduced the number of clones with 
birth defects, he says. But he agrees that the 
issue of whether it is right to impregnate sur-
rogates for the benefi t of human pet owners 
“is a moral question that should be answered 
through discussion.”

The Korean police need no more convinc-
ing. They point to a case that began in March 
2007, when a 9-year-old girl went missing on 
Jeju Island. After a futile monthlong search, 
the Jeju police put their best bomb-sniffi ng 
dog, Quinn, through a crash course on search-
ing for human remains. Less than an hour 
after being put on the job, Quinn found the 
girl’s body in a barn near her home, leading to 
the arrest of her murderer. The Korean police 
do not allow working dogs to mate. Hoping 
nevertheless to propagate Quinn’s talents, 
Jeju’s police chief in 2009 asked Sooam to 
clone the champ. All fi ve clones completed 
training and were put into service. Three were 
sent to Incheon, where they work in security 
at the airport, and two went to Jeju, where one 
died of a congenital heart defect. The other 
is healthy and “doing pretty well” working 
alongside Quinn, says Yong Shik Choi, a Jeju 
police department dog trainer.

  While about one in three puppies from 
breeders complete police training and enter 
service, 90% or more of cloned puppies make 
the grade, claims Yongsuk Cho, Sooam’s 
chief administrator, pointing to data released 
last May by the Rural Development Adminis-
tration. Sooam provided more than 30 cloned 
dogs to police departments last year.

Working on dogs is allowing Sooam 
researchers to tackle fundamental questions 
in developmental biology. For example, 
apparently female puppies born occasionally 
when cloning a male dog could yield clues 
to why sexual development sometimes goes 
awry in human embryos. Sooam molecular 
biologist Kyu-Chan Hwang (unrelated to the 
other Hwangs in this story) says the team 
has determined that the gene on the Y chro-
mosome that controls testes development is 
sometimes blocked by methylation in cloned 
canine embryos. He hopes further work in 
dogs might lead to a better understanding of 
Swyer syndrome, a rare condition in which 
a person with a Y chromosome has female 
genitalia—though no ovaries.

Recipe for a clone. Dog eggs must be harvested 

after they enter the oviduct, rather than taken from 

ovaries, as is done with livestock. Cloned oocytes 

must be implanted quickly into surrogates, rather 

than allowed to mature into blastocysts in culture 

before implantation.  

Cloning target

Somatic cell

Proliferation

Nucleus extracted

A single cell is inserted into the egg and 

fused with an electric pulse.

Unfertilized egg

Egg donor

Surrogate mother

Canine Cloning

Nucleus
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Hwang’s team also clones prize livestock 

and uses the technique to generate transgenic 

cows that produce human drugs in their milk 

and transgenic pigs for xenotransplantation 

of organs into humans. Such work accounts 

for most of the 45 or so papers Hwang’s 

team has published since 2006, including 

in respected journals such as PLOS ONE. 

These applied efforts also attract government 

grants—from Gyeonggi province, the city of 

Seoul, and the Rural Development Adminis-

tration of Korea—which cover about 80% of 

the institute’s annual budget.

To the rescue

Hwang’s team is trying to extend their cloning 

know-how to endangered and extinct species. 

The scheme for both involves obtaining DNA 

for the species to be cloned and inserting it 

into the egg of a closely related living species 

to create an embryo that can be implanted into 

a surrogate. Interspecies somatic cell nuclear 

transfer has worked in seven species to date, 

including the Boer goat, a wild sheep known 

as a moufl on, two species of wild cats, and a 

gaur, an endangered wild ox native to South-

east Asia, according to a paper that appeared 

online on 13 September in Cellular Repro-

gramming. Hwang had a hand in creating the 

remaining two beasts in this menagerie—

a gray wolf, reported in Cloning and Stem 

Cells in 2007, and coyotes, described online 

in Reproduction, Fertility and Development 

in December 2012. (Coyotes are not endan-

gered, but Sooam wanted to develop exper-

tise in interspecies cloning.) The team is now 

working on the endangered Lycaon pictus, or 

African wild dog. In a near miss, a Lycaon 

fetus in a surrogate dog mother died 2 weeks 

shy of expected delivery.

A more quixotic quest may be Sooam’s 

project to revive the woolly mammoth. The 

team hopes to produce a clone using DNA 

from frozen mammoth remains and the eggs 

and womb of an elephant. Working with 

North-Eastern Federal University in Yakutsk 

in Russia, Sooam has sponsored two expedi-

tions to hunt for mammoth remains preserved 

for thousands of years in Siberian permafrost. 

“Cloning the woolly mammoth using the 

approach envisaged by the Sooam team is 

with all certainty never going to work,” says 

Love Dalén, a paleogeneticist at the Swedish 

Museum of Natural History in Stockholm. 

Even in the best preserved mammoth sam-

ples, he says, “the nuclear genome is frag-

mented into some 50 million pieces. There 

is simply no way such a fragmented genome 

would be viable if transferred into an elephant 

cell.” Sooam’s In Sung Hwang acknowledges 

that the project is “a long shot.”

The chance to work on everything from 

dog cloning to mammoth resurrection has 

attracted a cadre of young researchers willing 

to ignore Hwang’s past. “Of course, there was 

a little bit of hesitation” about joining Sooam, 

says In Sung Hwang, who started at the insti-

tute in February 2010 after earning a master’s 

in biomedicine at Duke University. How-

ever, he says, “I could see potential in what 

was being done here.” Hanna Heejin Song, 

who studied veterinary science in Hungary 

and joined Sooam in 2012, had no qualms. 

“In Korea [animal cloning] really happens, 

and it’s really good, so why not be in my own 

country?” she asks.

Established scientists are more skepti-

cal. “Hwang’s rehabilitation faces an uphill 

climb,” says George Daley, a stem cell 

researcher at Harvard Medical School in 

Boston and Boston Children’s Hospital. 

Hwang’s fraudulent papers, he says, “were 

a setback to the fi eld at a time when human 

embryonic stem cell research was vulnerable 

and under attack from political opponents 

here in the U.S.” Nonetheless, Daley is sym-

pathetic. “We are all fl awed and imperfect, 

and I believe everyone deserves a chance at 

redemption,” he says.

 Jeong-Sun Seo, a geneticist at SNU’s 

College of Medicine, sees little chance that 

Hwang can achieve his ultimate goal: work-

ing on human cloning again. Many in the 

Korean scientifi c community oppose allow-

ing Hwang to resume work with human mate-

rial because of his past ethical lapses and his 

use of massive numbers of eggs to get a few 

viable embryos, Seo says. This approach may 

be acceptable in animals, he adds, but it would 

be problematic if applied to humans. 

The Korean health ministry has turned 

down two applications from Sooam to work 

on human stem cells. And Sooam’s Jeong 

notes that any in-depth stem cell research 

would require collaborations with hospitals, 

physicians, and biomedical researchers that 

will be diffi cult to forge. “There are a lot of 

limitations on what we can do,” says Jeong, 

who blames “prejudice” against Sooam 

because of Hwang’s past.

According to In Sung Hwang, Woo Suk 

Hwang “still has dreams about [human 

embryonic] stem cell research.” Woo Suk 

Hwang has risen further from his disgrace 

than many predicted, but those dreams are 

unlikely to come true.

–DENNIS NORMILE

With reporting by Mi-Young Ahn.

Reporting for duty. Korean police offi cer Chang Hyun 
Choi says clones like this one make good police dogs. 

Resurrection team. Hoping to clone a woolly mammoth, Hwang (second from left) and colleagues have ven-
tured twice to northern Siberia in search of well-preserved remains of the extinct beast.
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Biodiversity: Ecuador 

Deters Protection Efforts

IN THEIR POLICY FORUMS, BOTH S. LE SAOUT 

et al. (“Protected areas and effective biodi-

versity conservation,” 15 November 2013, 

p. 803) and N. Butt et al. (“Biodiversity 

risks from fossil fuel extraction,” 25 October 

2013, p. 425) identifi ed protected areas in the 

Ecuadorian Amazon that need further pro-

tections and management. Because Ecuador 

has irreplaceable areas that overlap with fos-

sil fuel reserves, an initiative launched by the 

Ecuadorian government in 2007 to keep its 

oil underground was considered historic and 

attracted worldwide support (1). Its recent 

cancellation by the Ecuadorian government 

on 16 August 2013 was followed by unex-

pectedly few bids from international corpo-

rations to extract oil (2). Amid great public 

opposition, government offi cials are moving 

forward with the selection of the best offer. 

Unfortunately, in the process, the 

Ecuadorian government is disregarding, and 

even dismantling, environmental organiza-

tions that have voiced their opposition (3). 

The environmental and indigenous rights 

group Fundación Pachamama was shut 

down on 4 December 2013 after their alleged 

involvement in the physical harassment of oil 

executives during protests against the gov-

ernment-sponsored XI Oil Round. President 

Rafael Correa’s administration characterized 

the protests as “threatening the security of the 

state” (4). The group rejected violent dem-

onstrations and vowed to dispute the govern-

ment’s decision and to continue their efforts 

to defend the collective rights of indigenous 

people and the rights of nature as enacted in 

the Ecuadorian Constitution (5). 

The history of environmental damage and 

displacement of indigenous groups associ-

ated with oil extraction in Ecuador demands 

that the international community keep a 

watchful eye on these events as they continue 

to unfold. 
KARINA VEGA-VILLA 

Wenatchee, WA 98801, USA. E-mail: vegavilla1@gmail.com 
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Targeting Deforestation

IN THEIR POLICY FORUM “WHAT DOES ZERO 
deforestation mean?” (15 November 2013, p. 

805), S. Brown and D. Zarin emphasize the 

need for clarity in setting targets for reduced 

deforestation. They argue that separate 

Biodiversity: Broaden the Search 

IN THEIR POLICY FORUM “PROTECTED AREAS AND EFFECTIVE BIODIVERSITY CONSERVATION” (15 

November 2013, p. 803), S. Le Saout et al. have provided a useful analysis to identify pro-

tected areas of global importance for the conservation of amphibians, nonmarine mammals, 

and birds. Indeed, reserve-specifi c identifi cation of priority species is crucial to reach global 

biodiversity targets, such as Aichi Biodiversity Target 12 

(to prevent the extinction of threatened species by 2020 

and improve their status). However, as the current analysis 

only includes a small fraction of biodiversity (1.2% of the 

described species), it is obvious that this approach needs 

to be broadened. 

Single protected areas may easily hold 100% of the 

global populations of plant or invertebrate species. It is 

likely that these isolated populations will turn out to be 

the real priority species, using the distribution overlap cri-

terion. However, as a complete assessment of all inver-

tebrate species is not feasible, they will remain ignored 

in such global prioritization approaches. It thus remains 

the responsibility of protected area authorities to (i) com-

mence species inventories for a broad set of taxa; (ii) identify priority species based on the per-

centage overlap of their distribution with the reserve (population size overlap would be even 

better, but it is unfortunately not attainable); and (iii) implement monitoring and management 

strategies for these species. 

The implementation of such prioritizations could be encouraged by making them mandatory 

for categorization as a World Heritage Site under the World Heritage Centre’s “criterion (x)” 

(which declares that “Outstanding Universal Value” is met if a site contains the most impor-

tant habitats for biodiversity conservation) or by providing incentives (such as green-listing 

reserves). If the global identifi cation of potential World Heritage Sites remains purely based on 

vertebrates, we may lose a major part of our natural heritage.
AXEL HOCHKIRCH

Department of Biogeography, Trier University, D-54286 Trier, Germany. E-mail: hochkirch@uni-trier.de

Isolated invertebrate. Teide National 

Park, a UNESCO World Heritage 

Site, maintains 95% of the popula-

tion of the Cañadas Sand Grasshopper 

(Sphingonotus willemsei).
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How thalidomide 
beats cancer

Many paths 
to life

targets for gross deforestation and reforesta-

tion are preferable to targets for net deforesta-

tion. We agree. 

In addition to the national, corporate, and 

nongovernmental targets tabulated by Brown 

and Zarin, the international community 

has agreed on a set of 20 time-bound Aichi 

Biodiversity Targets as part of the Strategic 

Plan for Biodiversity 2011–2020 (1). Target 

5 calls for the rate of loss of all natural habi-

tats, including forests, to be at least halved by 

2020, and Target 15 calls for the restoration 

of at least 15% of degraded ecosystems by 

2020, which will contribute to climate change 

mitigation and adaptation and to combating 

desertifi cation. The Targets were adopted by 

the Convention on Biological Diversity at 

its 10th meeting in Nagoya Japan in October 

2010 (1). They have subsequently been sup-

ported by other biodiversity conventions and 

the United Nations (2–7). Also in line with the 

approach recommended by Brown and Zarin, 

these global targets provide a framework for 

the establishment of national targets, taking 

into account national priorities and capacities 

with a view also of contributing to the global 

Aichi Biodiversity Targets. 
BRAULIO DIAS

Convention on Biological Diversity, Montreal, QC H2Y 1N9, 
Canada. E-mail: braulio.dias@cbd.int
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Urban Forests on 

the Front Line
IN THEIR REVIEW “THE CONSEQUENCE OF TREE 

pests and diseases for ecosystem services” 

(15 November 2013, p. 823), I. L. Boyd et 

al. discuss the effects of pests on forest eco-

system services. However, urban forests gar-

nered little attention. 

With increasing global trade, urban trees 

are among the fi rst affected by newly intro-

duced pests. Low tree diversity combined 

with low tree density in cities limits the 

potential for compensatory responses of eco-

systems, unlike the model presented by Boyd 

et al. Decades ago, diseased elms were felled 

en masse in cities in eastern North America; 

many of the same cities are bracing yet again 

for extensive canopy loss, this time due to 

emerald ash borer (1). Boyd et al. suggest 

that cultural services are affected, but a more 

complete portfolio includes services impor-

tant to city dwellers, such as air pollution 

removal and climate regulation (2, 3).

As Boyd et al. suggest, planting more spe-

cies and species selection will reduce losses 

to new tree pests. However, few species tol-

erate urban conditions, leading to overuse of 

those that do. Greater genetic diversity within 

species is particularly important to address 

enhanced pest risks in urban areas (4). 

Chemical treatments of urban trees can pro-

long their service life while also controlling 

pest spread (1). Outbreak-related tree remov-

als cost millions. A greater investment in bet-

ter infrastructure and soil [e.g., (5)] would be 

a cost-effective way to reduce stress and per-

mit more species to be planted.
C. A. NOCK,1* O. TAUGOURDEAU,1 T. WORK,1 

C. MESSIER,2 D. KNEESHAW1

1Center for Forest Research, Department des Sciences 
Biologique, Université du Québec à Montréal, Montréal, 
QC H3C 3P8, Canada. 2Institut des Sciences de la Forêt 
Tempérée, Département des Sciences Naturel, Université 
du Québec en Outaouais, Ripon, QC J0V 1V0, Canada.

*Corresponding author. E-mail: charles.nock@gmail.com
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Response 
URBAN TREES MUST SUPPLY ECOSYSTEM SER-
vices that are out of proportion to their num-

bers, meaning that the initial impact of pests 

and diseases can be higher in urban environ-

ments, including gardens, parks, and street 

trees, than in areas with higher concentra-

tions of trees (1). There are also fewer options 

to compensate for the loss of trees in urban 

environments (2, 3). Consequently, Nock 

et al. argue that our model of the adaptive 

response of ecosystem services to the effects 

of infestation by tree pests and diseases does 

not adequately represent the limited capacity 

for response in urban environments.

We agree that over recent decades, a grow-

ing proportion of the commonly used tree 

species has exhibited increasing diffi culties 

in coping with the conditions of urban sites. 

This negative trend and the challenges of cli-

mate change and pest and disease attacks 

have led to a search for a greater diversity of 

species and particularly for the selection of 

stress-tolerant species and genotypes (2, 4). 

With appropriately focused research in tree 

genetics, silviculture, and future urban culti-

vation, we also see considerable capacity for 

adaptation in urban environments.

Focusing on urban trees is also impor-

tant because they have the capacity to act as 

receptors and sentinels for newly introduced 

pests and diseases. They are often in closest 

contact with recent introductions, and they 

are easy to monitor. Experience has shown 

that early detection in urban environments 

can lead to effective management (5).
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          S
cott Montgomery’s Does Science 

Need a Global Language? examines 

the changing linguistic landscape of 

science and the contemporary undisputed 

and unrivaled status of English as the com-

mon language of international 

communication. The book 

makes a timely contribution 

to the emerging literature on 

English as a (global) lingua 

franca (ELF), a debate that 

has been taking place mostly 

in the humanities and the 

social sciences rather than in 

the STEM (science, technol-

ogy, engineering, and mathe-

matics) subjects. In the latter, competence in 

English is more often a professional prerequi-

site than the topic of dedicated investigations.

In contrast, Montgomery (who teaches 

at the University of Washington) undertakes 

the task of unpacking the evidently complex 

issue of ELF in science, particularly inter-

national science. He explores fi ne-grained 

questions such as how “scientifi c English” 

fi ts into the model of “world Englishes” (dis-

tinct nativized varieties that “vary from one 

another in pronunciation, vocabulary, and, 

at times, grammar”). He presents nuanced, 

historical discussions on topics includ-

ing whether the fate of previous scientific 

lingua francas such as Greek, Latin, or Arabic 

can tell us something about the fate of Eng-

lish and the important and often overlooked 

contributions of the scientifi c and industrial 

revolutions to the contemporary status of 

English as a global scientifi c language. Com-

mendably, Montgomery builds his account 

on a comprehensive body of research not only 

in the history of science but also in linguis-

tics (his reference to which as “profession” 

further refl ects the divide in the philosophy 

of science between the concepts of “science” 

and “Wissenschaft”).

The book makes it clear from the outset 

that the answer to the question in its own title 

is emphatically positive. An international 

scientific language, Montgomery argues, 

enables easier and more effective knowledge 

production and sharing, by eliminating the 

need to rely on linguistic mediators in the 

processes of scientifi c research (particularly 

international collaborative work), evalua-

tion (e.g., peer review), and dissemination 

(publication and conference presentation). 

It is likewise advantageous 

for individual scientists, as it 

makes them more mobile in 

the current era of more rapid, 

more global, and more col-

laborative scientifi c work. At 

the same time, Montgom-

ery is careful to raise impor-

tant concerns, such as the 

clear advantages of native 

speakers (and, more impor-

tant, writers) of the scientifi c lingua franca 

and the increasing use of English in non-

Anglophone scientifi c institutions and com-

munities. In another insightful discussion, 

he examines the bias toward English in the 

growing bibliometrics industry of evaluat-

ing scientifi c output, visibility, and impact.

Although some of the advantages of a 

global language for science that Montgom-

ery identifi es are clear (e.g., the possibil-

ity of direct interactions among research-

ers and with scientifi c work), others are less 

so. For example, while it is true that com-

petence in English makes non-Anglophone 

researchers more spatially mobile, that does 

not necessarily guarantee increased social, 

economic, or professional mobility. The 

image most often conjured by mobility—

an individual from a disadvantaged back-

ground achieving great professional and 

socioeconomic success due to their English 

competence, as in the case of the Ugandan 

chemist with which Montgomery begins his 

fi rst chapter—is certainly appealing. Never-

theless, that image captures only a certain 

part of the broader picture of international 

mobility, which is very rarely purely volun-

tary or meritocratic and includes less positive 

elements such as low pay, contractual inse-

curity, and a challenging work-life balance 

( 1). So, while the emergence of a highly 

skilled and highly mobile workforce is cer-

tainly useful in various ways to academia 

and the corporate world, it is not always 

clear whether their interests are suffi ciently 

aligned with those of individual scientists. 

Similarly not always apparent is whether the 

undisputed benefi ts of professional mobil-

ity in its current form defi nitely outweigh its 

less desirable repercussions on individuals’ 

social and personal life.

The tension between incentives pre-

sented to individuals and their problematic 

larger-scale effects in the linguistic interna-

tionalization of science could thus be said 

to resemble a collective-action problem ( 2). 

One can extend the same logic to the dis-

cussion on the desired equilibrium between 

English and local national languages in non-

Anglophone scientifi c institutions and com-

munities. It certainly seems suggestive that 

the countries that seem to fare best in this 

context are welfare states (particularly the 

Netherlands and Scandinavian nations). Of 

course, the issue of collective action in lan-

guage is by no mean unique to the scientifi c 

community and is shared by any group of 

human associations faced with the inescap-

able tension between linguistic difference 

and societal (social, political, and economic) 

interdependence. Such interdependence, 

however, is certainly crucial for the scien-

tifi c community at a time when, as Mont-

gomery notes, both science and the issues it 

addresses are increasingly transnational.

Opting for a global language of science 

(English or otherwise) seemingly offers sci-

entists a solution to the problem of linguistic 

difference. The removal of linguistic barri-

ers thus should facilitate scientifi c interde-

pendence and lead to a greater democratiza-

tion of knowledge. Such a view, however, is 

fraught with problems, some practical and 

some more substantial. Keeping in mind the 

existence of deaf scientists, the vision of a 

global scientifi c tongue may refer at best to a 

written variant (to date, sign languages lack 

a codifi ed corpus of scientifi c terminology). 

The democratization of knowledge, like-

wise, crucially relies not only on the feasi-

bility of quality universal English teaching 

but also on prevailing business models of 

the corporate publishing industry. Similarly, 

One Tongue to Rule Them All?
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“global” does not necessarily imply “equal 

opportunities”: describing Saudi Arabia’s 

King Abdullah University of Science and 

Technology as a global university seems to 

disregard the evident diffi culties facing, for 

example, Israeli-born students and research-

ers interested in developing ties with the 

university. This certainly illustrates the point 

that the human element, so to speak, of 

scientifi c inquiry is never entirely divorced 

from the messiness—and difference—

of human affairs, even when the language 

is shared.

More important, however, the question 

“does science need a global language?” does 

not address the issue of what ought to be 

the linguistic repertoire of scientists—apart 

from making a clear (and convincing) case 

that English ought to form a part of that. 

Plurilingualism (individual multilingual-

ism) seems certainly more pronounced in the 

social sciences and humanities, where com-

petence in additional language(s) is in many 

cases a prerequisite. But it is also pertinent in 

neighboring STEM domains such as social 

epidemiology and cultural psychiatry.

For non-Anglophone scientists, of 

course, the question of linguistic reper-

toire will always be pertinent. Anglophone 

researchers may fi nd themselves in the same 

boat, given the possibility of a future break 

between scientifi c English and its various 

localized variants—especially because, 

as David Crystal notes in his short Fore-

word, “for every native speaker of English 

there are now four or fi ve nonnative English 

speakers.” Such a preponderance of nonna-

tive speakers could shift the linguistic-power 

relations between those who set linguistic 

norms and those who adhere to them. In a 

future in which “scinglish” (scientifi c Eng-

lish) is as mutually intelligible with British or 

American English as Singlish (Singaporean 

Creole) is today, Anglophone scientists may 

well fi nd linguistic repertoire to be a must 

have rather than an optional endeavor.

A fi nal point concerning linguistic rep-

ertoire in science is the potential risk of 

ontological reductionism. Commenting on 

the largely unknown repository of knowl-

edge being lost to humanity as a result of 

today’s rapid extinction of languages, linguist 

K. David Harrison coined the term “science 

bias” to refer to the popular conviction that 

everything worth knowing is already more or 

less known to, or at least handled by, science. 

In a similar vein, the appeal of a common 

scientifi c language runs the risk of “English 

bias,” namely, the conviction that everything 

worth knowing is written in English. As an 

example of the invisibility of work published 

251

“I’ve coined the word stressism to describe the current belief that the tensions of 
contemporary life are primarily individual lifestyle problems to be solved through 

managing stress, as opposed to the belief that these tensions are linked to social forces and need 
to be resolved primarily through social and political means. Analysis of stressism brings into 
sharp focus signifi cant polarities in Western thought, principally the sharp divisions between 
mind and body, health and illness, public and private, social responsibility and individual self-
actualization. Examining stress brings to light many of our cherished cultural preoccupations 
and predispositions, exposing existing tensions and inequities related to class and gender; and 
our increasing dependence on stress to explain our lives has consequences for the way we see 
ourselves and the world, the way we act, and the world we create as a consequence of that vision 
and those actions.” 

One Nation Under Stress: The Trouble with Stress as an Idea.

Dana Becker. Oxford University Press, 2013 (ISBN 9780199742912). 

ï ï ï

“If we do make a serious effort to corral the national and world economies within ecologically 
supportable boundaries, the method we choose for divvying up the resources that humanity 

can afford to consume must be a method we can all live with. In fact—considering the many tragic 
consequences of rationing by ability to pay in a world with such enormous imbalances of economic 
power—we might even fi nd that we can devise ways of sharing scarce resources that produce a 
happier, better-fed, healthier, more comfortable, and more secure world than the one we inhabit 
today. But such methods cannot be expected to pop up spontaneously. That is why it is important 
to examine how nonprice rationing works, on paper and in the real world, and to fi nd out if it will 
be possible to paint our society out of its corner.“ 

Any Way You Slice It: The Past, Present, and Future of Rationing.

Stan Cox. New Press, 2013 (ISBN 9781595588098).

ï ï ï

“Just as beliefs fuel a ’this dance can go on forever‘ mentality of investors and speculators, 
the beliefs and ideologies of politicians and voters sustain political bubbles. First, the fact 

that politicians and voters may share in the investor’s ‘irrational exuberance’ makes them loath to 
support corrective policies. If a savings glut reduces the natural level of interest rates, it would be 
folly to use monetary policies to keep them artifi cially high. If the information economy is the wave 
of the future, it would be Luddism to tighten standards for either the public offerings that would 
capitalize the fi rms of the future or the pricing of stock options in accounting statements.

But beyond the beliefs that underpin a particular bubble, basic ideological beliefs about the 
nature of markets and the role of government also fuel bubbles.“

Political Bubbles: Financial Crises and the Failure 

of American Democracy.

Nolan McCarty, Keith T. Poole, and Howard Rosenthal.  
Princeton University Press, 2013 (ISBN 9780691145013). 

Authors’ Words

in languages other than English and the dan-

gers of being unaware of such findings, 

Montomery points out that important research 

on avian infl uenza went unnoticed as it was 

published in Mandarin. These concerns are 

echoed in current working documents such 

as the Cochrane Collaboration Handbook 

( 3). Being conscious of the risks of Eng-

lish bias may ultimately determine whether 

international science can effi ciently capital-

ize on the clear benefi ts of a global scientifi c 

tongue while successfully avoiding its poten-

tial drawbacks. Does Science Need a Global 

Language? certainly makes a very convincing 

case for the advantages of a scientifi c lingua 

franca. One hopes that the important ques-

tions Montgomery raises and the nuanced 

discussion he presents will be followed 

by further work on the complex interplay 

among science, power, and language.
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T
he crowded, chaotic emergency 

room (ER) is often invoked as a 

symbol of all that’s wrong with the 

American health care system. The uninsured, 

the story goes, cram into ERs—legally pro-

hibited from turning away patients—for 

routine medical attention that could be pro-

vided more cost-effectively through pri-

mary care providers (also known as gen-

eral practitioners in many countries). It’s an 

image of America’s dys-

functional approach to 

providing “free” health 

care for those who can-

not afford it. In policy 

circles, this take on ER 

medicine has been cited 

by, among others, Health 

and Human Services Sec-

retary Kathleen Sebelius, 

as justification for uni-

versal health coverage, 

because the current system “has forced too 

many uninsured Americans to depend on the 

emergency room for the care they need.”

Many in the medical profession dispute 

this picture of the ER overrun with uninsured 

patients. A 2008 literature survey ( 1), for 

example, found that most uninsured prefer 

self-treatment or just hope their maladies will 

disappear, rather than deal with the fi nancial 

catastrophe that can follow a visit to the ER 

( 2,  3). If the uninsured are not coming to the 

ER in great numbers in the fi rst place, then 

there is little basis for the claim that univer-

sal coverage will reduce the current strain on 

emergency care.

The new study by Taubman et al. [( 4), 

page 263] provides compelling evidence to 

adjudicate on this question of whether health 

insurance increases or decreases ER usage. 

This work, which builds on earlier analyses 

of the Oregon Health Insurance Experiment 

(OHIE), finds that low-income, uninsured 

adults randomly selected to get Medicaid 

health insurance coverage go to the ER more, 

not less. And the impact is enormous—in the 

18 months after the program’s start, ER vis-

its increased by about 40% relative to those 

not offered coverage through the Medicaid 

expansion (see the graph). 

These findings explode the myth that 

health insurance access will reduce the strain 

on emergency services and thus undermine 

the hope that expanded coverage will put an 

end to this particular ineffi ciency in Ameri-

ca’s bloated health care market.

That the insurance expansion in the study 

involved random assignment is particularly 

important, given the diffi -

culties in interpreting the 

results of observational 

studies: Insured and unin-

sured populations are 

simply too different from 

one another to allow for 

a straightforward apples-

to-apples comparison of 

ER usage. That is why a 

randomized controlled 

study is so valuable; by 

construction, an individual who signed up 

for and was selected by the Oregon Medicaid 

lottery for coverage is identical, on average, 

to someone who signed up for the lottery but 

was not selected ( 5,  6).

Nor does economic theory provide any 

guidance on whether insurance should 

increase or decrease ER use. From the 

patient’s perspective, insurance is essentially 

an across-the-board price cut that makes all 

health services a lot cheaper. The direct effect 

is, naturally, more consumption of health care 

of all sorts—primary care, ER, and every-

thing else. But different forms of health ser-

vices—particularly primary and emergency 

care—could substitute for one another, an 

effect that insurance coverage proponents 

clearly have in mind. In an earlier study based 

on the OHIE, researchers found an increased 

use of primary care after Medicaid enroll-

ment, and if these primary care visits substi-

tute for what would otherwise have been trips 

to the ER, insurance could cause overall ER 

use to decline ( 7). (Primary care use could, in 

theory, act to increase ER use instead if pri-

mary care providers refer patients on to the 

ER for treatment, a point I return to below.)

The fact that primary care access does not 

crowd out ER usage says a great deal about 

the nature of health care delivery in America 

today: A remarkable fraction of care [as well 

as admissions ( 8)], takes place at the ER. Fur-

ther, ERs manage cases that span a range of 

circumstance, some of it emergent but much 

that, according to Taubman et al. and others, 

could have been managed through lower-cost 

primary care.

To appreciate why there is this apparent 

mismatch of patient needs and type of ser-

vice—and whether the increase in emergency 

care constitutes unnecessarily expensive treat-

ment or the provision of important care—it is 

critical fi rst to understand why people choose 

to go to the ER. It certainly is not because it 

presents a more pleasant option.

A recent RAND Corporation survey of 

ER usage ( 9) argues that, in many cases, 

patients go to the ER simply because they are 

told to do so by their primary care physician 

or some other health care professional they 

contact. This is the case even for nonemer-

gency injuries like sprains or cuts that none-

theless require immediate attention. That is, 

primary-care practices fi ll their schedules 

with appointments for regular, predictable 

treatment and are de facto using ERs as a 

referral for urgent or time-consuming cases. 

(This fi nding highlights the diffi culty in pre-

dicting, before this study, whether expand-

ing primary care would substitute for ERs 

or increase traffic to them.) Additionally, 

patients quite reasonably show up at the 

ER in situations that may, ex post, turn out 

to be harmless but present reasonable cause 

for concern. A 70-year-old with chest pain 

would be wise to go straight to the ER with-

out seeking further advice and would have 

been instructed to do so by any professional 

he or she consulted ( 10,  11).

The diversity of reasons that lead patients 

to go to the ER highlights the impossibility 

of adjudicating, solely on the basis of data 

and analyses in this paper, whether insurance 

leads to overuse of emergency services. As 

the authors note in their conclusion, the ret-

roactive classifi cation of visit types based on 

eventual diagnosis separates heartburn from 

cardiac arrest, although both just seemed 

like chest pain to the patient. More impor-

tant, given the nature of health care delivery 

in America today, it would be dangerous to 

label an ER patient with non-emergent needs 

Straining Emergency Rooms 
by Expanding Health Insurance

HEALTH CARE POLICY

Raymond Fisman 

A randomized trial shows that patients newly 

covered by Medicaid increased their emergency 

room visits by 40%.

Columbia University, New York, NY 10027, USA. E-mail: 
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These fi ndings explode 

the myth that health 

insurance access will 

reduce the strain on 

emergency services …
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as seeking “unnecessary ER care.” As noted 

earlier, in a great many cases, the patient has 

gone to the ER at the instruction of a health 

professional who was consulted with the 

hope of fi nding other, possibly lower-cost, 

more convenient care ( 12).

This lack of resolution matters a great 

deal for the policy implications that will no 

doubt be sought from the study on both sides 

of the Affordable Care Act debate. This study 

runs the risk of suffering the same fate as the 

two previously published articles based on 

the OHIE, which served as health insurance 

policy Rorschach ink blots for many read-

ers: People saw in the results whatever they 

wished to see in order to validate preexisting 

positions on Obamacare and health insurance 

more generally.

The first study, published in the Quar-

terly Journal of Economics, found that Med-

icaid coverage increased the use of health 

services (including preventive care) and led 

to higher self-reported physical well-being 

and happiness ( 13). Supporters of univer-

sal care pointed to it as evidence of both the 

suppressed demand for health care among 

the poor and nascent evidence of its bene-

fi ts. Critics emphasized that health care costs 

went up (because of increased use of care) 

without any impact on medical outcomes.

The second study, published in the New 

England Journal of Medicine ( 7), showed 

modest improvements in biomarkers like 

cholesterol and blood pressure, although 

none were statistically signifi cant ( 5,  6). At 

the same time, Medicaid enrollees showed 

signifi cant improvements in fi nancial well-

being and declines in depression. Again, 

both sides claimed victory—universal care 

naysayers had a fi eld day with the lack of sig-

nifi cant physical health results, which was 

interpreted as showing that more spending 

had no impact on actual health. Their adver-

saries took the results as proving nothing, 

owing to lack of statistical precision, and fur-

ther pointed to mental-health improvements 

and fi nancial benefi ts as showing that Med-

icaid—fundamentally an insurance product 

designed to offer protection against health-

induced fi nancial catastrophe—was doing 

exactly what it was supposed 

to do. (As some commentators 

put it at the time, fi re insurance 

does not prevent fi res, but many 

people still think it is a good 

investment.)

For the current study, it is pos-

sible to argue that the observed 

increase in ER use likely repre-

sents greater access to necessary 

care, or that it shows that insur-

ance serves as further encour-

agement to seek unnecessarily 

expensive treatment. But both 

sides would do well to focus 

on what this latest study does 

tell us—that Medicaid access 

increases ER use—rather than 

emphasizing the very differ-

ent spins that can potentially be 

put on the fi ndings (i.e., whether 

the observed increase in ER use 

represents greater access to nec-

essary care or further encour-

agement to seek unnecessarily 

expensive treatment).

If all goes as planned, many 

more Americans will soon be 

covered by some type of health 

insurance. Although much of 

the United States looks very 

different from white, liberal, 

urban Portland, and the OHIE 

involved a small, rather than 

universal, expansion in cover-

age, there is no obvious reason 

to expect that insurance will have drastically 

different effects elsewhere. That is, based on 

this paper’s fi ndings, we have good reason 

to anticipate a large increase—and almost 

surely not a decrease—in traffi c to already 

overburdened emergency departments across 

the country. Whether or not you think univer-

sal coverage is a good idea, we had better start 

planning for it.

Clearly, the answer is unlikely to be just 

increasing ER budgets to accommodate 

more patients: There are surely better ways 

to manage health delivery to low-income 

populations, particularly with an eye to long-

term preventive care rather than short-term 

treatment. This study gives that discussion 

that much more of a sense of urgency and, 

one hopes, will further spur new innova-

tions aimed at solving America’s health care 

problems.
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        T
he hallmark of insect societies is 

reproductive division of labor. In the 

presence of a fertile queen, workers 

do not reproduce. It has long been recognized 

that chemical substances emitted by queens 

induce infertility in workers ( 1). However, the 

few queen pheromones that have been char-

acterized appeared to be chemically unrelated 

( 1– 3). On page 287 of this issue, Van Oys-

taeyen et al. ( 4) show that a class of structur-

ally similar queen-specifi c hydrocarbons sup-

presses worker reproduction in ants, wasps, 

and bumblebees. A comparative analysis 

indicates that these long-chained saturated 

hydrocarbons were associated with fertility 

in solitary ancestors, providing fresh insights 

into the evolution of queen pheromones and 

eusociality.

In societies of Hymenoptera (ants, bees, 

and wasps), queens and workers are usu-

ally related. By helping the queens, workers 

therefore indirectly pass on copies of their 

own genes to future generations. However, 

because queens and workers are not clones, 

they still have potential confl icts over who 

will reproduce in the colony ( 5). In most 

hymenopteran lineages, workers retain some 

ability to lay eggs and often do so after the 

death of the queen.

The presence of potential confl icts raises 

interesting questions about the function and 

evolution of queen pheromones ( 1). A long-

standing hypothesis is that queens use pher-

omones to control worker reproduction ( 6). 

Under this scenario, queen pheromones are 

expected to evolve quickly because work-

ers are selected to resist manipulation, gen-

erating an evolutionary arms race ( 1). Alter-

natively, queen pheromones may be honest 

signals of her fertility, with workers reacting 

to the signal because helping fertile queens 

maximizes their genetic representation in the 

next generation through the rearing of kin ( 7). 

In that case, the pheromones are expected to 

have evolved from physiological by-products 

of reproduction that are cues of fertility and 

to be evolutionarily stable ( 3). Studying the 

nature and diversity of queen pheromones 

can thus help to determine whether the pher-

omone has a control or a signal function.

Van Oystaeyen et al. identified queen 

pheromones inhibiting worker reproduction 

in an ant, a wasp, and a bumblebee species. 

They compared the hydrocarbon profi les on 

the cuticles of queens and workers, selected 

several compounds that are overproduced in 

queens, and tested their effect on queenless 

groups of workers. Control groups of work-

ers exposed to pentane quickly developed 

their ovaries. By contrast, workers exposed 

to several synthetic long-chained alkanes 

remained infertile and even exhibited ovar-

ian regression. Thus, queen-produced, long-

chained saturated hydrocarbons stop workers 

from reproducing in three divergent lineages 

of Hymenoptera.

Next, the authors reviewed existing data 

on putative queen pheromones across 64 spe-

cies of social Hymenoptera, mapped them on 

the phylogeny, and reconstructed the ances-

tral state. They show that a class of saturated 

cuticular hydrocarbons is more abundant in 

queens than workers in the vast majority of 

species and in all major lineages.

Differences in cuticular hydrocarbons 

between reproductive and nonreproductive 

individuals are so widespread throughout the 

phylogeny that they were most likely already 

present in the basal solitary lineage at the ori-

gin of all hymenopteran lineages that later 

acquired eusociality independently. Before 

the emergence of communication, such dif-

ferences constituted unselected cues. Because 

cuticular hydrocarbons are produced during 

egg formation, they convey inadvertent infor-

mation on the fertility of their bearers ( 8). If 

some individuals react to these cues in ways 

that benefi t them and the producer, selection 

can enhance the emission and reception until 

an effi cient communication system based on 

evolved signals is established. In line with 

this reasoning, cuticular hydrocarbons appear 

to have become fertility signals in ants, bees, 

and wasps ( 4,  8).

Given the diversity of cuticular hydro-

carbons, it is remarkable that a few struc-

turally similar compounds suppress worker 

reproduction in lineages as divergent as ants, 

wasps, and bees. Based on this similarity, Van 

Oystaeyen et al. suggest that cuticular hydro-

Smells Like Queen Since 
the Cretaceous

EVOLUTION

Michel Chapuisat

Chemically similar queen pheromones inhibit 

worker reproduction in ants, wasps, and some 

bees, suggesting that these pheromones have 

served to signal fertility for 150 million years.

Follow the queen. A bumblebee queen surrounded by her worker offspring. Van Oystaeyen et al. show that 
the queen overproduces pentacosane, a long-chained alkane that inhibits ovary development in the workers. 
Yet, toward the end of the egg-laying season, many workers start reproducing. The chemical communication 
that regulates reproductive competition may be bidirectional: Nonreproductive bumblebee workers produce 
specifi c esters that might protect them from being aggressed by the queen ( 12).
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Probing the Electron

PHYSICS

Kenneth R. Brown

Can tabletop experiments using polar 

molecules to reveal the internal structure 

of the electron point to physics beyond 

the Standard Model?

carbons were already used as signals of fer-

tility in solitary ancestors of social Hyme-

noptera before the major lineages diverged 

in the early Cretaceous (~145 million years 

ago). One might wonder why such a com-

munication system would evolve in solitary 

ancestors. Van Oystaeyen et al. propose that 

the ancestral fertility signal was directed to 

males. In support of this hypothesis, cuticular 

hydrocarbons are used as contact sex phero-

mones in solitary wasps ( 9). Communication 

among solitary females is a possible alterna-

tive. Indeed, parasitoid wasps use cuticular 

hydrocarbons to inform other females that an 

egg has already been deposited in a host ( 10).

The hypothesis that queen pheromones 

evolved from a preexisting communication 

system in solitary ancestors has interesting 

implications for the evolution of eusocial-

ity. In the early stage of sociality, daughters 

may respond to maternal fertility signals by 

helping the mother if she is highly fertile, and 

reproducing if she is not ( 3). By allowing this 

conditional response, a preexisting phero-

monal communication of fertility may have 

facilitated the transition to eusociality.

Alternatively, queen pheromones may 

have evolved independently in several 

hymenopteran lineages from a small number 

of major fertility cues that were already pres-

ent in solitary ancestors. Similar selection 

pressures can lead to convergent adaptations 

across distant species. To rule out the pos-

sibility of convergence in the queen-worker 

communication system, the precise degree 

of conservation of each compound should be 

further investigated. This could be done by 

testing a representative array of queen-spe-

cifi c compounds across divergent species and 

by investigating the genetic basis of phero-

mone biosynthesis ( 11). Studies of cuticular 

hydrocarbon presence and perception in soli-

tary species and in highly social species with 

permanently sterile workers will also shed 

light on the origin and maintenance of queen 

pheromones.

Van Oystaeyen et al.’s fi nding that queen 

pheromones are stable in multiple lineages of 

Hymenoptera is consistent with the hypothe-

sis that queen pheromones are honest fertility 

signals that benefi t both queens and workers 

( 7). There was no sign of rapid evolutionary 

changes and shifts in classes of chemicals, 

as expected in confl ict situations. This is not 

to say that confl icts are absent. For example, 

cases where workers escaped pheromonal 

inhibition have been documented in the hon-

eybee ( 5). But the persistence of the queen’s 

perfume over 150 million years of evolution 

suggests that workers generally benefi t when 

they refrain from reproducing in the presence 

of a fertile queen. It is striking that, in the 

absence of the queen perfume, some ant, bee, 

and wasp workers still start laying eggs today, 

as they probably did in the Cretaceous.  
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O
rdinary matter is made of fast-mov-

ing electrons and slow-moving 

nuclei. The dynamics of electrons 

accounts for most material properties from 

color to reactivity. Our success in predicting 

the physics of semiconductors and the chem-

istry of molecules depends on our ability to 

characterize the electron. The electron is van-

ishingly small, and its properties can be well 

described by three parameters: mass, charge, 

and magnetic dipole. All of these param-

eters have been measured to extreme preci-

sion. Theoretical models of physics predict 

that the electron will also have a very small 

electric dipole moment. A strong electric fi eld 

is required to detect a small electric dipole, 

and one proposed method is to observe the 

properties of the electron in the internal elec-

tric fi eld of a polar molecule. Loh et al. ( 1) 

recently demonstrated that molecular ions can 

also be used for this task. On page 269 of this 

issue, Baron et al. ( 2) report on measurements 

that lower the bound for the electron’s electric 

dipole moment.

To observe the strong internal fi elds, the 

molecule or molecular ion must be aligned. 

Otherwise, the rotation of the molecule will 

wash out any possible signal. For a polar 

molecule, this alignment can be performed 

by applying an external electric field ( 2, 

 3). Baron et al. use a cryogenic buffer gas 

beam of thorium monoxide (ThO) mole-

cules between two electric plates. 

An electric field of approximately 

100 V/cm orients the molecular 

dipole, and lasers then interrogate 

the molecule for a possible signa-

ture of the electron electric dipole 

moment. The measurements of 

Baron et al. place a bound on the 

electron electric dipole moment 

to be below 8.7 × 10−29 e⋅cm, an 

Schools of Chemistry and Biochemistry; Computational Sci-
ence and Engineering; and Physics, Georgia Institute of 
Technology, Atlanta, GA 30332–0400, USA. E-mail: ken.
brown@chemistry.gatech.edu

Spin it up and peek inside. Schematic of 
the experiment of Loh et al. from the per-
spective of the molecular ion HfF+. The red 
and blue shapes approximate the orbitals 
of the two highest energy electrons. The 
white arrow represents the motion of the 
molecule as it follows the fi eld.
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order of magnitude improvement over the 

previous bound measured in YbF ( 3).

An alternative approach to neutral beams 

is to use trapped molecular ions. For an ion 

held in a radio-frequency trap, a static elec-

tric fi eld of suffi cient strength to polarize the 

molecule will also push it out of the trap. The 

proposed solution to the problem was apply-

ing a strong rotating fi eld ( 4). In the frame of 

that fi eld, one gains the benefi ts of both hold-

ing trapped ions for a long time and polar-

ization of the molecule (see the fi gure).

Loh et al. use the rotating fi eld method 

to limit the electron electric dipole moment 

to be less than 1.5 × 10−25 e⋅cm. This initial 

experiment is three orders of magnitude 

above the ThO result of Baron et al. The 

experiment of Loh et al. shows that preci-

sion measurements can be performed with 

molecular ions, and future experiments will 

be competitive with the neutral molecule 

and atom measurements.

Of course, more exciting than limiting 

the electron electric dipole moment would 

be to measure it. Why does theoretical phys-

ics tell us to expect it, and what do we expect 

the magnitude to be? These are both chal-

lenging questions to explain simply. An 

electric dipole moment requires an interac-

tion that violates both parity and time sym-

metry. Everyday laws of physics are invari-

ant if we relabel forward and backward in 

space and time. However, the laws that gov-

ern subatomic particles are not. They satisfy 

a combined symmetry of charge conjuga-

tion, parity, and time.

The Standard Model of particle physics 

allows for a violation of time and parity sym-

metry, and from the known interactions we 

can estimate that the electron electric dipole 

moment will be smaller than 10−38 e⋅cm ( 5). 

Extensions to the Standard Model, for exam-

ple, supersymmetric or left-right symmetric 

models, can produce electron electric dipole 

moments near the current limits of detection. 

As a result, tabletop experiments are begin-

ning to limit which theoretical models are 

compatible with the observed world.

Normally, when considering questions 

about particle physics, one thinks of large 

particle accelerator experiments. The excite-

ment of the discovery of the Higgs boson at 

the Large Hadron Collider (LHC) ( 6,  7) and 

the award of this year’s Nobel prize for its 

prediction are testaments to this method of 

inquiry. A challenge for the tabletop experi-

ments is that at present the results at the LHC 

are consistent with the Standard Model. The 

lack of detection of other new particles also 

limits possible theoretical models of our 

world and, as a result, the value of the elec-

tron electric dipole moment. It is unclear at 

the moment whether investigation at high 

precision or investigation at high energy will 

be fi rst to reveal additional physics beyond 

the Standard Model. 
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        T
he 55-year history of the drug thalido-

mide is Shakespearean in scope, awash 

in unintended consequences, tragedy, 

resilience, driven characters, and redemption. 

Indeed, the most notorious pharmaceutical of 

modern times comes replete with images of 

devastating birth defects still fi rmly embed-

ded in the public consciousness. Less well 

known has been the resurgence in its use as 

a therapy to treat hematologic malignancy. 

On pages 305 and 301 of this issue, Lu et al. 

( 1) and Krönke et al. ( 2), respectively, report 

that thalidomide and derivative compounds 

have a toxic effect on multiple myeloma by 

causing the degradation of two transcription 

factors, Ikaros and Aiolos. This loss halts 

myeloma growth while simultaneously alter-

ing immune cell function.

In an archetypal example of drug repo-

sitioning, reports emerged 15 years ago that 

thalidomide could be profoundly effective in 

patients with multiple myeloma ( 3), a tumor 

of antibody-producing plasma cells in the 

bone marrow. The malignancy is character-

ized by anemia, bone fractures, kidney fail-

ure, and recurrent infection. Subsequently, 

the thalidomide analogs lenalidomide and 

pomalidomide (collectively called immune 

modulating drugs or IMiDs) were shown 

to be even more potent in treating multiple 

myeloma, and today these small molecules 

form a highly effective backbone of therapy 

for this increasingly treatable cancer and for 

other hematologic malignancies ( 4).

Many studies over the years have sought 

to explain the mechanism of teratogenic-

ity of thalidomide. Thalidomide, lenalido-

mide, and pomalidomide were found to have 

wide-ranging and seemingly disparate cel-

lular actions, including induction of oxida-

tive stress and inhibition of angiogenesis, 

as well as multiple effects on the immune 

system—enhanced production of the cyto-

kine interleukin-2 (IL-2) (which spurs 

T cell production), inhibition of the cytokine 

tumor necrosis factor (TNF), and the stimu-

lation of natural killer cells ( 5). The property 

of antiangiogenesis inspired the suggestion 

that thalidomide might be useful as a last-

gasp attempt to control drug-resistant mul-

tiple myeloma. A remarkable success story 

in controlling this cancer with thalidomide 

soon followed ( 3). Unfortunately, it did not 

take long to show that although antiangio-

genesis may be a consequence of thalido-

mide therapy, it was not the mechanism of 

action that explained its clinical effect.

The seminal breakthrough emerged in 

2010 when thalidomide was found to bind to 

the protein cereblon ( 6). Cereblon forms an 

E3 ubiquitin ligase complex with the proteins 

damaged DNA binding protein 1 (DDB1), 

Cullin-4A (CUL4A), and regulator of cull-

ins 1 (Roc1). This complex tags specifi c pro-

teins with ubiquitin, thereby targeting them 

for proteolysis. The drug-protein interaction 

How Thalidomide Works 
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The surprising ability of thalidomide and 

its analogs to treat various hematologic 

malignancies is through the loss of two 

transcription factors.
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disrupts the activity of the 

E3 ubiquitin ligase complex, 

which underpins the cyto-

toxic and immune-modulat-

ing effects of IMiDs. Some 

of these effects were revers-

ible by overexpressing the 

downstream proteins whose 

expression was reduced fol-

lowing IMiD treatment, 

such as the transcription fac-

tors interferon regulatory 

factor 4 (IRF4) and Myc 

( 7– 9). Although research 

into the clinical importance 

of this observation is still 

fresh, it seems clear that 

low amounts of cereblon in 

multiple myeloma cells cor-

relate with clinical drug 

resistance and poor survival 

outcomes ( 10).

Lu et al. and Krönke et 

al. demonstrate that the zinc 

fi nger–containing transcrip-

tion factors Ikaros (IKZF1) 

and Aiolos (IKZF3) are 

selectively bound by cere-

blon. After direct binding, 

IMiDs activate cereblon’s 

E3 ligase activity, result-

ing in the rapid ubiquiti-

nation and degradation of 

Ikaros and Aiolos. Ikaros 

and Aiolos are transcrip-

tional regulators of B and 

T cell development ( 11, 

 12). Aiolos is required for normal plasma 

cell development in mice ( 13). The toxic 

effects on multiple myeloma cells resulting 

from the loss of these two transcription fac-

tors are reversed by deletion of critical cere-

blon-binding regions of Ikaros prior to drug 

treatment. Under normal conditions, Ikaros 

suppresses expression of the gene encod-

ing IL-2 in T cells but conversely stimulates 

expression of IRF4 (a transcription factor 

that responds to infection). Thus, a decrease 

in Ikaros explains the perplexing question of 

how one drug can both activate the immune 

system (a boost in IL-2 production by T cells 

stimulates immune responses) and degrade 

B cell function (as the result of reduced 

IRF4 expression) simultaneously.

Analysis of the cereblon–Ikaros/Aiolos–

IRF4/Myc signaling pathway now opens 

doors to developing of more precise and 

effective therapeutics and biomarkers for 

drug response while raising some more issues 

for biologists and clinicians. For example, 

how can Ikaros depletion simultaneously be 

an effective anticancer target but also act as 

a tumor suppressor underpinning the devel-

opment of acute lymphoblastic leukemia, an 

early B cell malignancy ( 14)? Presumably, 

different Ikaros isoforms function as regu-

lators of gene expression in different cellu-

lar contexts. A logical progression might be 

that deletion of Ikaros by the IMiDs, under 

the wrong circumstances, could simultane-

ously kill multiple myeloma cells but pro-

mote pre–B cell leukemogenesis. Indeed, 

clinical experience demonstrates a slightly 

higher risk of leukemias and B cell malig-

nancies in patients treated with immune 

modulatory drugs, albeit only after exposure 

to a second genotoxic DNA-damaging agent, 

such as Melphalan, a commonly used multi-

ple myeloma treatment ( 15). There are other 

clinical dilemmas that remain unexplained, 

such as why only one-third of relapsed 

patients respond to a single-agent immune 

modulatory drug and why patients lose cere-

blon or fi nd alternative pathways to become 

resistant to these drugs.

Another perplexing 

clinical dilemma is that the 

action of IMiD drugs seems 

to absolutely require effec-

tive proteasomal degrada-

tion of Ikaros and Aiolos

—a fi nding that fl ies in the 

face of clinical experience, 

which seems to support 

that combining an immune 

modulator with a protea-

some inhibitor as a highly 

effective strategy for treat-

ing multiple myeloma ( 4). 

Evidently, the scientif ic 

saga of thalidomide and its 

analogs is a story still not 

fully told.

It is tempting to update 

the mythic tale of the 

Greek god Ikaros flying 

too close to the Sun, only to 

have his waxed wings melt, 

to the genomic-era equiva-

lent as the namesake Ikaros 

transcription factor comes 

too close to its molecu-

lar sun—namely, cereblon 

that is bound to an immune 

modulatory drug, with 

its inevitable degradation 

(see the fi gure). A fi nal but 

speculative conclusion of 

the studies by Lu et al. and 

Krönke et al. is that small 

molecules that enhance the 

ubiquitination and degra-

dation of specifi c target proteins may repre-

sent a new class of therapeutics for manipu-

lating proteins that were previously viewed 

as undruggable. 
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Immune modulators and myeloma. The small-molecule drugs thalidomide, lenalidomide, 
and pomalidomide bind to the protein cereblon (CRBN), which activates the enzymatic activity 
of the CRBN E3 ubiquitin ligase complex. The transcription factors Ikaros (IKZF1) and Aiolos 
(IKZF3) are modifi ed with ubiquitin (Ub) molecules, targeting them for proteolysis. This alters 
the function of T cells and B cells, with a toxic outcome for multiple myeloma cells.
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        T
he interior of a molec-

ular crystal may not 

seem like the ideal 

environment for setting up a 

chemical reaction. The mol-

ecules in the crystal are held 

rigid, and there is no way to 

introduce new reagents or 

catalysts. However, for some 

reactions, a crystalline envi-

ronment brings molecules 

together in a preferred orien-

tation that leads to products 

that could not be formed in 

solution ( 1). The periodic-

ity and high degree of order 

that characterize crystalline 

materials are particularly well 

suited to polymerization reac-

tions, which can stitch mono-

mers together into a highly ordered, nearly 

defect-free chain. The most commonly stud-

ied class of polymers made in this way are 

polydiacetylenes, prepared from crystals of 

molecular diyne monomers ( 2,  3). On page 

272 of this issue, Dou et al. ( 4) report that 

a new class of polymers can be prepared by 

solid-state polymerization of organic dye 

molecules. Both the crystallization and the 

polymerization in this system are so favorable 

that the reaction can be carried out in highly 

concentrated solutions, where micro- or nano-

crystalline aggregates control the chemistry.

Solid-state polymerization requires that 

the reactive parts of the monomers be near 

one another in the crystal structure. To initiate 

a reaction, energy must be added to the sys-

tem in some way. Most solid-state polymer-

ization reactions get started by subjecting the 

crystals to heat, ultraviolet light, or even pres-

sure. The polymerization reported by Dou et 

al. is one of few known where visible light 

induces the reaction between monomers. The 

bis(indenone) monomers are highly colored 

conjugated organic dyes, but polymerization 

breaks the conjugation, so the resulting poly-

mer strands are colorless. Thus, as layers in 

the crystal undergo reaction, they become 

more transparent, making it easier for light 

to penetrate deeper in the crystal. When the 

reaction is done, the entire crystal is colorless 

(see the fi gure).

Dou et al. report that the polymeriza-

tion reaction is reversible and that the poly-

mer strands break back into monomers when 

heated. This reversibility may play a role 

in the polymerization from solution. They 

found that the solution-phase reaction pro-

duces a microcrystalline polymer rather than 

an amorphous material, which suggests that 

ordered growth of the crystals occurs simul-

taneously with polymerization. The reaction 

occurs only in highly concentrated solutions, 

where aggregates are presumably forming in 

dynamic equilibrium. A high-intensity visible 

light source provides the necessary energy to 

promote reaction in the aggregate. Once such 

a reaction occurs between monomers, the 

aggregate becomes fi xed; the addition of new 

monomers lengthens the chain further.

The ability to obtain ordered crystal-

line materials from such conditions is very 

unusual. In solution, “mismatched” reac-

tion of poorly aligned monomers often com-

petes with the desired reaction, leading to 

disordered materials. However, if the mis-

matched connections between monomers are 

more likely to break apart, then over time an 

ordered material can result. More important, 

the ability to prepare the polymer via solution 

processing or in thin fi lms means that such 

materials can be used practically for a much 

broader set of applications.

One advantage of a high-yielding solid-

state reaction is that the length of the result-

ing polymer depends entirely on the size of 

the crystal. Control over crystal growth then 

allows control over the growth of the poly-

mer chain, resulting in very uniform polymer 

lengths. The flexibility of the polymeriza-

tion process in this system means that Dou et 

al. have the opportunity to prepare different 

polymer samples in a wide range of lengths, 

but with relatively narrow size distribution 

(polydispersity) within each sample.

Dou et al. have also found a way to isolate 

individual polymer strands or small bundles 

of strands from within the crystal. Borrow-

ing from the world of graphene research, they 

used the well-known “scotch tape” method 

for mechanical exfoliation ( 5)—in this 

case, separating individual polymer chains 

from the solid samples. This method should 

be applicable to other polymers formed in 

the solid state, including polydiacetylenes, 

thereby opening up new routes to character-

ize the properties of single polymer chains.

It remains to be seen whether the 

bis(indenone) polymers will be useful materi-

A Clear Path for Polymer 
Crystallization

CHEMISTRY

Nancy S. Goroff

Visible light polymerizes aggregates of colored 

organic molecules to create transparent 

polymer microcrystals.

Department of Chemistry, Stony Brook University, 
Stony Brook, NY 11794, USA. E-mail: nancy.goroff@
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Clearly connected. Dou et al. start with crystals of an organic dye molecule (shown in orange). Shining light on these crystals 
causes a solid-state reaction that produces a highly ordered, crystalline, and colorless polymer. Once one layer in the crystal has 
reacted, it becomes transparent, allowing the light to penetrate farther and induce further reaction in deeper layers.
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Many Paths to the Origin of Life

BIOCHEMISTRY

Jimmy Gollihar, 1 Matthew Levy, 2 Andrew D. Ellington 1  

A plethora of prebiotic chemistries are 

fueling research on the pathway to the fi rst 

self-replicating system.
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als. One possible application is as a strength-

ening component in composite materials. 

Dou et al. report that these polymers are very 

strong along the polymer axis, whereas the 

strands are only very weakly held together. 

When a polymer strand does break, the color 

of the monomer returns, providing an inter-

nal diagnostic for detecting such damage. In 

such cases, irradiation with visible light may 

be able to repair the system.

Thus far, Dou et al. report only two exam-

ples of bis(indenones) that crystallize appro-

priately to form polymer. As is often the case, 

relatively small changes in molecular struc-

ture lead to substantial changes in the crys-

tal packing. Thus, it can be diffi cult to predict 

which molecular derivatives will success-

fully crystallize and lead to new polymers, 

or to design such derivatives with particular 

materials applications in mind. In the realm of 

polydiacetylene synthesis, a clear description 

of the structural crystal parameters necessary 

for polymerization, provided by Baughman in 

the 1970s ( 6), established an important frame-

work for further design of new materials. If a 

similar structural understanding can be estab-

lished for the bis(indenone) polymers, new 

derivatives may broaden the available proper-

ties for this new class of materials.  
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        T
he origin of life remains a daunting 

mystery in part because rather than 

knowing too little, we increasingly 

know about too many possible mechanisms 

that might have led to the self-sustaining rep-

lication of nucleic acids and the cellulariza-

tion of genetic material that is the basis of 

life on Earth.

Initial insights that biological compounds 

could be generated by prebiotic means 

quickly ran up against a gap in our under-

standing of how unguided syntheses could 

result in defi ned templates for replication. 

For example, the proposed prebiotic formose 

reaction for the synthesis of the ribose sugar 

in nucleic acids from formaldehyde produces 

little more than intractable tars ( 1). How 

ribose might be produced in higher yields 

turned out to involve both clever synthetic 

transformations and synthetic adjuncts, in the 

form of minerals such as boron and molyb-

denum ( 2). Nonetheless, speculation that a 

boron-rich environment, such as Mars, may 

have initially resulted in life arising and then 

being seeded to Earth (see the figure) ( 3) 

merely moved prebiotic chemistry off-planet 

without dispelling our ignorance regarding 

which of the many possible pathways actu-

ally led to life.

It is possible that it is not a knowledge 

of prebiotic synthesis that is wanting, but 

knowledge of prebiotic replication. Simple 

organic replicators can be generated with 

varying degrees of effi ciency and fi delity ( 4), 

and it is easy to imagine how such simple 

replicators might have evolved in complex-

ity. However, what remains unknown is the 

degree to which the replication cycle would 

have led to the purifi cation of materials (such 

as ribose) from otherwise complex mix-

tures of prebiotic chemicals. For example, it 

has been argued that enantiomerically pure 

nucleic acids would have served as better 

substrates for short replicators than impure 

ones, in part because the ability to form tight 

bonds with a nascent template would have 

been improved. In contrast, the argument 

can also be made that some mismatches in 

template-substrate pairings would have led 

to more robust replicators.

Once an early replicator established itself, 

and assuming that it selfi shly favored chem-

ically pure oligonucleotides or other sub-

strates, the feedback cycle leading to the 

evolution of additional catalysts would have 

been difficult to derail. Ribozymes have 

been crafted that make carbon-carbon bonds, 

glycosidic bonds, phosphodiester bonds, and 

others ( 5), and it is possible that prebiotic 

analogs of these enzymes might have assisted 

in chemical syntheses in such an “RNA 
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Oxidized minerals?
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RNA first?
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A logic tree for the origin of life. A series of questions surrounding the chemistry and precursors required 
for life’s origin on Earth or Mars. The inset is a modifi cation of PDB 3R1L, a ligase ribozyme that has been 
further developed into a polymerase.
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Ribose—An Internal Threat to DNA

MOLECULAR BIOLOGY

Keith W. Caldecott

The removal of RNA inadvertently incorporated into our DNA is critical for maintaining genome 

integrity.

world” [a term originally credited to Gilbert 

( 6)]. Biochemistry occurred on geochemical 

time scales, in which millions of years of a 

poor replicator (a blink on the geological time 

scale) might well have been necessary to craft 

a feedback cycle that led to a slightly better 

replicator, or to a replicator that could better 

feed itself by directing the chemistry around 

it. Of course, none of these speculations even 

touches on key issues relative to surface 

chemistry and nascent cellularizations ( 7).

We don’t need to displace prebiotic chem-

istry to Mars in order to have a well-defi ned 

path to life. Although there are many ill-

defi ned paths (in some ways all equally plau-

sible and all equally implausible) to life on 

Earth, recent research has begun to expand 

the likelihood of several of these paths. Pri-

mordial carbon fi xation pathways, reminis-

cent of reactions found in extant methano-

trophs, have been proposed in “metabolism-

fi rst” models of chemical evolution. By con-

centrating the necessary ingredients of life 

in compartments near hydrothermal vents, 

it may not be necessary to hypothesize reac-

tions specifi c to martian deserts and the scarce 

methane atmosphere of a Hadean planet ( 8).

Once at least some metabolites become 

available and templates of whatever sort arise, 

the chance of “kick-starting” self-polymer-

izing ribozymes is an increasingly realistic 

option. A complex ribozyme ligase has been 

engineered to serve as a limited ribozyme 

polymerase capable of generating RNA tran-

scripts long enough to have their own cata-

lytic activity ( 9). This is not quite a demon-

stration of a self-replicase, but it nonetheless 

provides a means for understanding how the 

raw material of ribose-based life could have 

begun to accumulate. Similarly, oligonucleo-

tides not much longer than those transcribed 

by the polymerase ribozyme can self-ligate 

in an exponential amplifi cation cycle ( 10). 

When coupled with the demonstration that 

RNA oligonucleotides can self-assemble into 

autocatalytic networks ( 11), an origin can 

be imagined that involves the accumulation 

of short oligonucleotides by polymerization 

and ligation, and the parallel self-assembly 

of autocatalytic networks of longer enzymes 

that assisted with polymerization and liga-

tion. Ultimately, a fully functional RNA poly-

merase should evolve from the heady broth of 

reactions in the primordial soup.

We on Earth are still left with a distinct 

lack of prebiotically synthesized, ribose-

based oligonucleotides to feed the RNA 

world. But, as previously noted ( 12), we don’t 

necessarily have to start with ribose (see the 

fi gure, left). Several lines of evidence sug-

gest that backbone and linkage heterogene-

ities, once considered problematic in early 

synthesis strategies, are permissible in func-

tional RNAs. Ribozymes and aptamers have 

both been shown to tolerate such heteroge-

neity. Indeed, such a mixed pool may have 

afforded a selective advantage by lowering 

the melting temperatures needed to separate 

polymer strands ( 13). Such mixed pools may 

also be more accessible via other prebiotic 

synthesis pathways ( 14).

As RNA or an alternative precursor 

nucleic acid begins to self-replicate, protec-

tion from molecular parasites and the low 

concentrations of needed substrates become 

paramount in propagating chemical informa-

tion content. Compartmentalization of the 

genetic/catalytic machinery would have nec-

essarily been an early invention or co-option 

of a self-replicase. The demonstration of pro-

tocell division based on simple physical and 

chemical mechanisms ( 15) lends credence to 

the idea that nucleic acid and vesicle replica-

tors got together for mutual benefi t.

The great benefi t of the demonstration of 

prebiotic amino acid synthesis from a simple 

gas mix and an electrical spark was not that 

it was a cookbook for how things occurred, 

but rather that it was the identifi cation of a 

plausible path to an origin of life that would 

continue to bear experimental fruit. So it is 

with the chemistry, catalysts, and self-repro-

ducing networks of today. The demonstra-

tion of ribose formation under some prebiotic 

conditions does not necessarily mean that we 

have to punt to Mars, but rather that a prob-

lem once thought intractable is now yielding 

to broader scientifi c inquiry ( 13,  14).  
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        O
ur genomes possess an intrinsic level 

of instability, resulting both from 

an inherent lability of the chemi-

cal bonds of the deoxyribonucleotides that 

make up DNA and from their vulnerability 

to endogenous reactive molecules within the 

cell. Yet, there is an additional, more insidi-

ous, source of attack on our genetic material: 

the misincorporation of RNA, the chemical 

sister of DNA.

The contamination of DNA with ribonu-

cleotides, the normal constituents of RNA, 

can arise in several ways (see the fi gure). 

Because DNA polymerases synthesize 

DNA in only one direction, copying of one 

of the two strands of DNA during genome 

duplication is discontinuous, employing 

short hybrid molecules—Okazaki frag-

ments—that consist of a stretch of RNA 

(~10 nucleotides) followed by a stretch of 

DNA (200 to 300 nucleotides). The ribo-

nucleotides in Okazaki fragments are nor-

mally removed and replaced with deoxyri-

bonucleotides during DNA replication by 

the concerted action of DNA polymerases, 

endonucleases, and DNA ligases. However, 

failure to completely remove the ribonucle-

otides can result in the retention of short 

stretches of ribose, the backbone sugar of 

RNA, in DNA.

Ribonucleotides can also be misincor-

porated by the erroneous activity of DNA 

polymerases, either during the process 

of genome replication or during the “cut-

and-patch” processes by which damaged 

genomes are repaired ( 1,  2). Although DNA 

polymerases exhibit a marked preference for 

incorporation of deoxyribonucleotides, the 

greater cellular abundance of ribonucleo-
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tides enables sporadic incorporation of the 

latter in DNA at an appreciable frequency. 

While some DNA polymerases possess an 

intrinsic exonuclease “proofreading” func-

tion, to remove incorrectly incorporated 

nucleotides, this activity is limited on ribo-

nucleotides ( 3,  4). It has been estimated that 

>10,000 or >1,000,000 ribonucleotides are 

incorporated, respectively, into yeast and 

mouse genomes during each cell division, 

making ribose contamination likely the most 

frequent source of cellular DNA damage in 

eukaryotic cells ( 5,  6).

Although there are specif ic circum-

stances in which ribonucleotide incorpora-

tion in DNA may be useful ( 1,  7,  8), over-

all the presence of ribose in DNA is detri-

mental. Ribose and deoxyribose differ only 

in the additional presence of an oxygen atom 

at the C2′ position of the sugar in the for-

mer, yet the nucleophilicity of this oxygen 

renders the sugar-phosphate backbone in 

RNA several orders of magnitude more sus-

ceptible to strand breakage than in DNA. 

The ribonucleotides themselves and/or the 

DNA single-strand breaks (SSBs) that arise 

from them directly or indirectly can result 

in blockages to DNA or RNA polymerases 

and/or nucleotide deletions during DNA 

replication, threatening genetic stability and 

cell viability ( 4– 6) (see the fi gure).

The threat posed by ribose contamination 

in the genome is countered by a number of 

DNA repair processes that remove this sugar 

(see the fi gure). The primary such pathway, 

ribonucleotide excision repair (RER), uses 

endoribonucleases [principally ribonuclease 

(RNase) H2] to cut the DNA backbone imme-

diately 5′ to a ribonucleotide, creating a SSB 

intermediate in which the ribonucleotide is 

attached to the 5′ terminus ( 9). This pathway 

then uses DNA polymerase, fl ap endonucle-

ase, and DNA ligase to remove and replace 

the section of nucleic acid containing ribose 

in a manner reminiscent of the process that 

removes ribonucleotides from Okazaki frag-

ments during genome duplication. Another 

possible route for ribose removal from DNA, 

particularly in the absence of RER, uses the 

nicking activity of topoisomerase I (Top1) 

( 10). In contrast to RNase H2, Top1 cuts the 

DNA backbone on the 3′ side of ribonucleo-

tides, creating a SSB in which the ribonucle-

otide is attached to the 3′ terminus. The latter 

pathway is unlikely to be favored, however, 

because it appears to promote deletions in 

DNA. Should DNA repair mechanisms fail 

to remove genomic ribonucleotides quickly 

enough, “tolerance” pathways are available 

that enable cells to replicate, and possibly 

transcribe, DNA containing ribose, albeit 

at reduced effi ciency and with an increased 

chance of inducing mutations and/or cell 

death ( 4,  11) (see the fi gure).

Many of these studies were conducted in 

lower eukaryotes. However, it is likely that 

ribose is also a threat to mammalian genomes. 

Whereas in wild-type mouse cells genomic 

ribonucleotides are below current detection 

limits, it has been estimated that they are 

present at a steady-state level of ~1,000,000 

per genome (~1 per 8000 base pairs) in cells 

lacking RNase H2 (and thus lacking RER) 

( 5). Such cells exhibit p53-dependent cell 

cycle arrest, genome instability, and embry-

onic lethality. Although this could reflect 

the role for RNase H2 in removing aber-

rant RNA-DNA hybrids (“R loops”) gener-

ated during transcription, it could also refl ect 

the replication stress arising from increased 

ribose and/or ribose-induced SSBs encoun-

tered during the rapid cycles of genome 

duplication during embryo development. 

Intriguingly, hypomorphic mutations in 

RNase H2 result in Aicardi-Goutieres syn-

drome—a neuroinfl ammatory disorder that 

may result from a pathological infl ammatory 

response to increased amounts of a nucleic 

acid species in blood and tissues arising from 

ribose-contaminated DNA ( 12).

While it is obvious why dividing cells 

suffer from ribose contamination in DNA, 

such contamination may also threaten post-

mitotic cells. Although global duplication 

of the nuclear genome does not occur in 

such cells, duplication of the mitochondrial 

genome continues. In addition, as men-

tioned above, short patches of 1 to 30 nucle-

otides of DNA are excised and replaced 

continuously in nuclear genomes during 

the “cut-and-patch” repair of other types of 

DNA lesion, such as those induced by oxi-

dative stress. Given that the amount of ribo-

nucleotides (relative to deoxyribonucle-

totides) is particularly high in postmitotic 

cells, it is possible that these DNA repair 

reactions are an important source of ribose 

contamination in postmitotic genomes. This 

may be especially true in long-lived postmi-

totic tissues such as the brain, in which the 

high level of oxidative stress (the brain con-

sumes 20% of inhaled oxygen) and the lon-

gevity of postmitotic neurons (which must 

last a lifetime) may render this tissue partic-

ularly susceptible to ribose accumulation. 

Notably, defects in SSB repair have been 

linked to accelerated neurodegeneration 

( 13), and genomic ribose may thus be one 

source of these SSBs. Consistent with this 

idea, the SSB intermediates arising during 

RER appear to be a preferred substrate for 

aprataxin ( 14), one of the SSB repair pro-

teins that, if mutated, leads to progressive 

neurodegeneration.

The studies described above challenge 

the notion that the purity of DNA is an intrin-

sic property of its synthesis, and illustrate 

the effort required by cells to ensure that our 

genetic material retains its DNA identity.
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Frederick Sanger (1918–2013)

RETROSPECTIVE

Sydney Brenner

Twice awarded the Nobel Prize, a biochemist’s 
work on protein and DNA structure opened 
the door to modern biomedical science.

        F
red Sanger was a remarkable and 

unique scientist, and with his passing 

on 19 November 2013 we have lost one 

of the founders of molecular biology. He won 

two Nobel Prizes for chemistry, but we claim 

him for molecular biology because the meth-

ods he developed for sequencing proteins and 

nucleic acids provide the basis for much of 

what we do today.

Fred was born in Gloucestershire, UK, in 

1918. He was educated at the University of 

Cambridge where he received his bachelor’s 

degree in 1939 and his doctorate in 1943. In 

1953, I attended the lecture he gave to the 

Alembic Club in Oxford on insulin. The meet-

ing has remained in my mind for two reasons. 

One was the way he explained his work. He 

had a set of triangular blocks with the blank 

face turned to the audience, and as he went 

through the characterization of the peptide 

fragments, he turned the blocks around to dis-

play the amino acid, until he had assembled the 

sequences of the A and B chains of insulin. He 

would receive the Nobel Prize in Chemistry 5 

years later for deciphering insulin’s sequence. 

The other reason was a comment made by 

Nobel laureate Sir Robert Robinson in which 

he pointed out that chemists had viewed pro-

teins as amorphous polymers, but Sanger had 

now proved that they had a defi nite chemi-

cal structure in the form of their amino acid 

sequences. This was an essential requirement 

for what the Nobel laureate Francis Crick later 

called the sequence hypothesis—that proteins 

were specifi ed by the conversion of the one-

dimensional sequence of nucleotides in DNA 

into the one-dimensional sequence of amino 

acids in the polypeptide chain; the conver-

sion table was the genetic code. Proving this 

became the central problem of the early phase 

of molecular biology.

The geneticist Seymour Benzer had 

shown that recombination between muta-

tions could be measured at single-nucleotide 

resolution, and combining this with chemi-

cal mutagenesis might allow us to compare a 

gene with its protein product—“sequencing” 

the gene by genetics and the protein product 

by Fred Sanger’s techniques. When I came 

to the University of Cambridge in 1956, I 

went to see Fred in the Biochemistry Depart-

ment. I found him developing methods for 

sequencing small amounts of proteins using 

radioactive techniques. He was synthesiz-

ing ovalbumin, labeling it with radioactive 

amino acids, digesting the protein, and sepa-

rating peptides by a “fi ngerprinting” method 

that combined high-voltage electrophoresis 

and chromatography (he had invented this 

procedure for his insulin work). We were 

later to use this method on bacteriophage T4 

head protein, the fi rst of the many examples 

of exploiting Fred’s approaches to solve bio-

logical problems.

After Fred joined the Medical Research 

Council (MRC) Laboratory of Molecu-

lar Biology in 1962, he began to develop 

methods to sequence RNA because the 

small RNAs could be purifi ed. Although the 

Nobel laureate Robert Holley was the fi rst to 

sequence a transfer RNA (tRNA), Fred and 

his colleagues published the sequence of the 

5S ribosomal RNA in 1967. Again, his meth-

ods were used to sequence and study suppres-

sor tRNAs and their mutants.

Fred then turned his attention to DNA and 

developed the “plus-minus” method that pro-

duced fragments with defi ned ends. By 1975, 

he had sequenced most of the 5-kb genome 

of bacteriophage phiX178. He published 

the dideoxy method in 1977 and used it to 

sequence the 17-kb DNA of human mito-

chondria and the 46.5-kb genome of bacte-

riophage lambda. With the advent of clon-

ing techniques in 1974, it had become clear 

to most molecular biologists that a new era 

of research was beginning. Fred would share 

the 1980 Nobel Prize for chemistry with Wal-

ter Gilbert and Paul Berg for leading the way. 

Certainly, genetics would be different; we 

were no longer tied to the repro-

ductive cycles of organism and 

could study the DNA directly, 

even of organisms long extinct. 

And biochemistry would change 

as well, because the nucleic 

acid can be used to produce any 

amount of the protein we require. 

Being able to sequence DNA 

turned embryology into a sci-

ence and provided insights into 

physiology that we could not have 

acquired so easily. It will continue 

to give us an understanding into 

the most interesting organism on 

this planet—ourselves. 

Fred has often been called a modest per-

son, but his objectives were far from modest. 

He combined a singularity of purpose with 

a mastery of the laconic understatement. He 

often referred to his scientifi c work as “mess-

ing around in a lab,” and Seymour Benzer told 

me that when he met Fred in 1954, he asked 

Fred whether he knew Francis Crick. “Yes,” 

said Fred, “the fellow who is rather keen on 

genes.” When we met in Cambridge in 1961 

to discuss how we would organize the new 

lab, Nobel laureate Max Perutz was worried 

that Fred might be chosen to be chairman, but 

Fred said “I don’t do that sort of thing.”

A Fred Sanger would not survive today’s 

world of science. With continuous reporting 

and appraisals, some committee would note 

that he published little of import between 

insulin in 1952 and his fi rst paper on RNA 

sequencing in 1967 with another long gap 

until DNA sequencing in 1977. He would be 

labeled as unproductive, and his modest per-

sonal support would be denied. We no lon-

ger have a culture that allows individuals to 

embark on long-term—and what would be 

considered today extremely risky—projects.

Fred retired in 1983. Although the MRC 

wanted directors to move on after retire-

ment, an exception was made for Max Perutz. 

I asked Fred whether he would like to keep 

his small offi ce and laboratory and stay on. 

In a characteristic way he said: “No. I have 

had enough. I want to build a boat and spend 

some time messing about in my garden.” On 

the afternoon of his retirement, he put down 

his pipette, went to a small farewell party, and 

walked out of the lab and science.
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Medicaid Increases Emergency-
Department Use: Evidence from
Oregon's Health Insurance Experiment
Sarah L. Taubman,1* Heidi L. Allen,2 Bill J. Wright,3 Katherine Baicker,1,4 Amy N. Finkelstein1,5

In 2008, Oregon initiated a limited expansion of a Medicaid program for uninsured,
low-income adults, drawing names from a waiting list by lottery. This lottery created a rare
opportunity to study the effects of Medicaid coverage by using a randomized controlled
design. By using the randomization provided by the lottery and emergency-department
records from Portland-area hospitals, we studied the emergency department use of about
25,000 lottery participants over about 18 months after the lottery. We found that Medicaid
coverage significantly increases overall emergency use by 0.41 visits per person, or 40%
relative to an average of 1.02 visits per person in the control group. We found increases in
emergency-department visits across a broad range of types of visits, conditions, and subgroups,
including increases in visits for conditions that may be most readily treatable in primary
care settings.

In describing the merits of expanding Medic-
aid to the uninsured, federal and state policy-
makers often argue that expanding Medicaid

will reduce inefficient and expensive use of the
emergency department (1–4). However, expanded
Medicaid coverage could either increase or de-
crease emergency-department use. On the one
hand, by reducing the cost to the patient of
emergency-department care, expanding Medic-
aid could increase use and total health care costs.
On the other hand, if Medicaid increases primary
care access and use or improves health, expand-
ingMedicaid could reduce emergency-department
use and perhaps even total health care costs. De-
spite the many claims made in public discourse,
existing evidence on this topic is relatively sparse,
and the results are mixed. Analyses of the 2006
health insurance expansion in Massachusetts
found either unchanged (5) or reduced (6) use
of emergency departments. A quasi-experimental
analysis of expandedMedicaid eligibility for chil-
dren found no statistically significant change in
emergency-department use (7). However, quasi-
experimental evidence from young adults’ changes
in insurance coverage found that coverage in-
creased emergency-department use (8, 9). Like-
wise, the RAND Health Insurance Experiment
from the 1970s, which randomized the level of
consumer cost-sharing among insured individuals,

found that more comprehensive coverage increased
emergency-department use (10).

In 2008, Oregon initiated a limited expan-
sion of its Medicaid program for low-income
adults, drawing about 30,000 names by lottery
from a waiting list of almost 90,000 individu-
als. Those selected were enrolled in Medicaid
if they completed the application and met eli-
gibility requirements. This lottery presents a
rare opportunity to study the effects of Medic-
aid coverage for the uninsured on emergency-
department use with a randomized controlled
design. By using Oregon’s Medicaid lottery
and administrative data from the emergency
departments of hospitals in the Portland area,
we examined the impact of Medicaid coverage
on emergency-department use overall and for
specific types of visits, conditions, and groups.
The lottery allowed us to isolate the causal ef-
fect of insurance on emergency-department visits
and care; random assignment through the lottery
can be used to study the impact of insurance
without the problem of confounding factors that
might otherwise differ between insured and un-
insured populations.

The Oregon Health Insurance Experiment
The lottery studied was for Oregon Health Plan
(OHP) Standard, a Medicaid expansion program
that provides benefits to low-income adults who
are not categorically eligible for Oregon’s tradi-
tional Medicaid program. To be eligible, indi-
viduals must be aged 19 to 64, Oregon residents,
U.S. citizens or legal immigrants, without health
insurance for 6 months, and not otherwise eli-
gible for Medicaid or other public insurance.
They must have income below the federal pov-
erty level (which was $10,400 for an individual
and $21,200 for a family of four in 2008) and

have less than $2000 in assets. OHP Standard
provides relatively comprehensive medical ben-
efits (including prescription drug coverage)
with no consumer cost sharing and low monthly
premiums (between $0 and $20, based on in-
come), provided mostly through managed care
organizations.

Oregon conducted eight lottery drawings
from a waiting list for this Medicaid program
between March and September 2008. Among
the individuals randomly selected by lottery,
those who completed the application process
and met the eligibility criteria were enrolled
(fig. S1). The lottery process and the insurance
program are described in more detail elsewhere
(11). Multiple institutional review boards have
approved the Oregon Health Insurance Exper-
iment research.

Our prior work on the Oregon Health Insur-
ance Experiment used the random assignment of
the lottery to study the impacts of the first 2 years
of Medicaid coverage (11–13). We found that
Medicaid improved self-reported general health
and reduced depression; we did not find statisti-
cally significant effects on measured physical
health, specifically blood pressure, cholesterol, or
glycated hemoglobin levels. We also found that
Medicaid decreased financial strain but did not
have statistically significant effects on employ-
ment or earnings. Perhaps most directly relevant
to the current analysis, we found that Medicaid
increased health care use. In particular, we found
that Medicaid coverage increased self-reported
access to and use of primary care, as well as self-
reported use of prescription drugs and preventive
care. Additionally, we found no statistically sig-
nificant effect of Medicaid on self-reported use
of the hospital or the emergency department;
however, we did find that Medicaid increased
hospital use as measured in hospital administra-
tive data. We returned to this disparity between
estimates from self-reported and administrative
data below.

Data
We obtained visit-level data for all emergency-
department visits to 12 hospitals in the Portland
area from 2007 through 2009. Individuals resid-
ing in Portland and neighboring suburbs almost
exclusively use these 12 hospitals (fig. S2). These
hospitals also are responsible for nearly half of all
inpatient hospital admissions in Oregon (14). We
briefly describe the data here; additional details
are given in the supplementary materials (15).
The data are similar to those included in the Na-
tional Emergency Department Sample (16) and
include a hospital identifier, date and time of vis-
it, detail on diagnoses, and whether the visit re-
sulted in the patient being admitted to the hospital.
We probabilistically matched these data to the
Oregon Health Insurance Experiment study pop-
ulation on the basis of name, date of birth, and
gender. We used these data to count emergency-
department visits and to characterize the nature of
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each visit, including the reason for the visit and
whether it was an outpatient visit or resulted in a
hospital admission.

The state provided us with detailed data on
Medicaid enrollment for everyone on the lot-
tery list. We used this to construct our measures
of Medicaid coverage. We also obtained pre-
randomization demographic information that
people provided when they signed up for the
lottery. We used these data (17), together with
prerandomization measures of our outcome var-
iables, in our examination of treatment and con-
trol balance.

We collected survey data from individuals on
the lottery list, including Oregon-wide mail sur-
veys about 1 year after the lottery and Portland-
area in-person interviews about 2 years after the
lottery. We used these data, described in more
detail elsewhere (11, 12), to compare previous-
ly reported findings on self-reports of overall
emergency-department use to the results in the
administrative data.

Our study period included 10 March 2008
(the first day that anyone was notified of being
selected in the lottery) through 30 September
2009 [the end date used in our previous anal-
ysis of administrative and mail survey data
(11)]. This 18-month observation period rep-
resented, on average, 15.6 months (standard
deviation = 2.0 months) after individuals were
notified of their selection in the lottery. Our pre-
randomization period included 1 January 2007
(the earliest date in the data) through 9 March
2008 ( just before the first notification of lottery
selection).

Statistical Analysis
The analyses reported here were prespecified and
publicly archived (18). Prespecification was done
to minimize issues of data and specification min-
ing and to provide a record of the full set of planned
analyses.

We compared outcomes between the treat-
ment group (those randomly selected in the lot-
tery) and the control group (those not randomly
selected). Those randomly selected could enroll
in the lotteried Medicaid program (OHP Stan-
dard) if they completed the application and met
eligibility requirements; those not selected could
not enroll in OHP Standard. Our intent-to-treat
analysis, comparing the outcomes in the treat-
ment and control groups, provides an estimate of
the causal effect of winning the lottery (and being
permitted to apply for OHP Standard).

Of greater interest may be the effect of
Medicaid coverage itself. Not everyone selected
by the lottery enrolled in Medicaid; some did
not apply, and some who applied were not eli-
gible for coverage (19). To estimate the causal
effect of Medicaid coverage, we used a stan-
dard instrumental-variable approach with lot-
tery selection as an instrument for Medicaid
coverage. This analysis used the lottery’s ran-
dom assignment to isolate the causal effect of
Medicaid coverage (20). Specifically, it estimated

a local average treatment effect capturing the
causal effect of Medicaid for those who were
covered because of the lottery, under the as-
sumption that winning the lottery only affects
the outcomes studied through Medicaid cov-
erage. In earlier work, we explored potential
threats to this assumption and, where we could
investigate them, did not find cause for con-
cern (11). Imperfect (and nonrandom) take-up
of Medicaid among those selected in the lot-
tery reduced statistical power but did not con-
found the causal interpretation of the effect of
Medicaid.

In the main tables and text, we present local-
average-treatment-effect estimates of the ef-
fect of Medicaid coverage. In tables S2 to S5,
we also present intent-to-treat estimates of the
effect of lottery selection (i.e., of winning per-
mission to apply for OHP Standard). Both
the intent-to-treat and local-average-treatment-
effect estimates are driven by the variation
created by the lottery, and the P values are
the same for both sets of estimates. The intent-

to-treat estimate may be a relevant parameter
for gauging the effect of the ability to apply
for Medicaid; the local-average-treatment-effect
estimate is the relevant parameter for evaluating
the causal effect of Medicaid for those actually
covered.

The supplementary materials provide more
detail on our analytic specifications (15). We
analyzed outcomes at the level of the individual.
Because the state randomly selected individuals
from the lottery list but then allowed all of the
selected individuals’ household members to ap-
ply for insurance, an individual’s treatment prob-
ability (i.e., the probability of random selection
in the lottery) varied by the number of the in-
dividual’s household members on the list. To
account for this, all analyses controlled for in-
dicators for the individual’s number of household
members on the list (who were linked through a
common identifier used by the state), and all
standard errors were clustered according to
household. Except where we stratified on pre-
randomization use of the emergency department,

Table 1. Treatment-control balance. We report the control mean (with standard deviation for
continuous variables in parentheses) and the estimated difference between treatments and controls
(with standard errors in parentheses) for the outcome shown in the left-hand column. The final rows
report the pooled F statistics and P values from testing treatment-control balance on sets of variables
jointly. These sets include the lottery list variables in the bottom section, the prerandomization versions
of our outcome variables (table S6), and the combination. The top sample consists of individuals in the
full Oregon Health Insurance Experiment (OHIE) sample (N = 74,922); the bottom sample consists of
individuals in Portland-area postal codes (N = 24,646), also referred to as the emergency-department
(ED) analysis sample. For variables that are percentages, the treatment-control differences are shown as
percentage points.

Control mean Treatment-control
difference

Percent of full OHIE sample included in ED analysis sample
Included in ED analysis sample (%) 33.3 –0.1

(0.4)

Lottery list characteristics, conditional on being in ED analysis sample
Year of birth 1968.3 0.1

(12.1) (0.2)
Female (%) 55.4 –1.0

(0.6)
English as preferred language (%) 87.5 0.9

(0.5)
Signed up self for lottery (%) 92.9 0.1

(0.0)
Signed up first day of lottery (%) 9.1 0.6

(0.4)
Gave phone number (%) 86.6 0.3

(0.5)
Address a post office box (%) 2.6 0.1

(0.2)
Postal code median household income ($) 43,027 182

(9406) (136)
F statistic for lottery list variables 1.498

P value 0.152
F statistic for prerandomization versions of the outcome variables 0.909

P value 0.622
F statistic for lottery list and prerandomization variables 1.013

P value 0.448
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outcome analyses also controlled for the pre-
randomization version of the outcome (such as
the presence of an emergency-department visit
in the pre–March 2008 period when examining
the outcome of having an emergency-department
visit in the post–March 2008 study period).
This is not required to estimate the causal effect
of Medicaid but, by explaining some of the
variance in the outcome, may improve the pre-
cision of the estimates. Our results are not sen-
sitive either to excluding these prerandomization
versions of the outcomes or to additionally in-
cluding demographic characteristics (measured
before randomization) as covariates (table
S15). We fit linear models for all outcomes; our
results are not sensitive to instead estimating
the average marginal effects from logistic re-
gressions for binary outcomes or negative bi-
nomial regressions for continuous outcomes
(table S16).

Emergency-Department Analysis Sample
We restricted our analysis to individuals who, at
the time of the lottery, lived in a five-digit postal
code where residents almost exclusively used 1
of the 12 hospitals in our data (15). Fig. S1 shows
the evolution of the study population from sub-
mitting names for the lottery to inclusion in the
emergency-department analysis sample. Because
of the postal code restriction, our analysis sam-
ple included about one-third of the full Oregon
Health Insurance Experiment study population.
Table 1 shows the characteristics of the included

sample. As expected, there was no difference in
probability of inclusion in our analytic subsample
between those selected in the lottery (treatments)
and those not selected (controls) (–0.1 percentage
points; SE = 0.4). There were also no statistically
significant differences between the groups in de-
mographic characteristics measured at the time
of lottery sign-up (F statistic 1.498; P = 0.152),
in measures of emergency-department use in the
prerandomization period (F statistic 0.909; P =
0.622), or the combination of both (F statistic
1.013; P = 0.448).

Insurance Coverage
In our analysis, we definedMedicaid coverage as
being covered at any point during the study pe-
riod (10 March 2008 to 30 September 2009) by
any Medicaid program. This included both the
lotteried Medicaid program (OHP Standard) and
the other nonlotteried Medicaid programs. The
nonlotteried Medicaid programs are available to
any low-income individual falling into particular
eligibility categories, such as being pregnant or
disabled; some individuals in both our treatment
and control groups became covered through one
of these alternative channels.

Being selected in the lottery increased the
probability of having Medicaid coverage at any
point during our study period by 24.7 percentage
points (SE = 0.6). The lottery affected coverage
through increasing enrollment in the lotteried
Medicaid program (table S7). Previous estimates
from survey data suggested that there was no

“crowd-out” of private insurance; the lottery did
not affect self-reports of private insurance cov-
erage (11, 12). For those who obtained Medicaid
coverage through the lottery, there was an increase
of 13.2 months of Medicaid coverage (SE = 0.2).
This is less than the 18 months of the study pe-
riod for several reasons: Lottery selection occurred
in eight draws between March and October
2008, initial enrollment in Medicaid took 1 to
2 months after lottery selection, and some of
those enrolled in Medicaid through the lottery
lost coverage by failing to recertify as required
every 6 months.

Emergency-Department Use
As shown in Table 2, top, Medicaid increased
emergency-department use. In the control group,
34.5%of individuals had an emergency-department
visit during our 18-month study period. Med-
icaid increased the probability of having a visit
by 7.0 percentage points (SE = 2.4; P = 0.003).
Medicaid increased the number of emergency-
department visits by 0.41 visits (SE = 0.12; P <
0.001), a 41% increase relative to the control
mean of 1.02 visits.

Table 2, bottom, shows the effects of Med-
icaid on emergency-department use separately
for those with no visits, one visit, two or more
visits, and five or more visits in the period before
randomization. We also looked at those with two
or more outpatient visits (visits that did not result
in a hospital admission) before randomization. In
all groups, Medicaid increased use (although
results are not statistically significant in most of
the smaller subsamples).

We also examined how the effects of Med-
icaid on emergency-department use differ in
various other subgroups (see table S14 for esti-
mates). Across the numerous subpopulations we
considered, we did not find any in which Med-
icaid caused a statistically significant decline in
emergency-department use; indeed, with one ex-
ception, all of the point estimates are positive. The
increase in emergency-department use is larger for
men than for women; there is some evidence of
larger increases for younger individuals than for
older individuals and of larger increases for those
in poorer health.

Types of Emergency-Department Visits
We separated visits by whether they resulted
in a hospital admission and by what time of
day they occurred (Table 3). About 90% of
emergency-department visits in the control sam-
ple are outpatient visits. The increase in emergency-
department use from Medicaid was solely in
outpatient visits; we found no statistically signifi-
cant effect of Medicaid on emergency-department
visits that result in an inpatient admission to the
hospital.

We next separated visits into those occurring
during on hours (7 a.m. to 8 p.m.Monday through
Friday) and those occurring during off hours
(nights or weekends). Just over half of the visits
in our control sample occurred during on hours.

Table 2. Emergency-department use. We report the estimated effect of Medicaid on emergency-
department use over our study period (10 March 2008 to 30 September 2009) in the entire
sample and in subpopulations based on prerandomization emergency-department use. For each
subpopulation, we report the sample size, the control mean of the dependent variable (with
standard deviation for continuous outcomes in parentheses), the estimated effect of Medicaid
coverage (with standard error in parentheses), and the P value of the estimated effect. Sample
consists of individuals in Portland-area postal codes (N = 24,646) or specified subpopulation (N
in table). For the percent-with-any-visits measures, the estimated effects of Medicaid coverage are
shown as percentage points. The number-of-visits measures are unconditional, including those with
no visits.

Percent with any visits Number of visits

N
Mean value
in control
group

Effect of
Medicaid
coverage

P value
Mean value
in control
group

Effect of
Medicaid
coverage

P value

Overall
All visits 24,646 34.5 7.0 0.003 1.022 0.408 <0.001

(2.4) (2.632) (0.116)

By emergency-department use in the prerandomization period
No visits 16,930 22.5 6.7 0.019 0.418 0.261 0.002

(2.9) (1.103) (0.084)
One visit 3881 47.2 9.2 0.127 1.115 0.652 0.010

(6.0) (1.898) (0.254)
Two+ visits 3835 72.2 7.1 0.206 3.484 0.380 0.557

(5.6) (5.171) (0.648)
Five+ visits 957 89.4 0.7 0.932 6.948 2.486 0.232

(8.3) (7.635) (2.079)
Two+ outpatient visits 3402 73.2 9.6 0.111 3.658 0.560 0.450

(6.0) (5.375) (0.742)
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Both on- and off-hours use increasedwithMedicaid
coverage.

We also classified visits by using an algo-
rithm developed by Billings et al. (21) that is
based on the primary diagnosis code for the
visit. fig. S3 provides more detail on this al-
gorithm and the most common conditions con-
tributing to each classification. Those visits
that required immediate care in the emergen-
cy department and that could not have been
prevented were referred to as emergent, not
preventable (21% of control sample visits).
Visits that required immediate care in the emer-
gency department but could have been pre-
vented through timely ambulatory care were
referred to as emergent, preventable (7%).
Those visits that required immediate care but
that could have been treated in an outpatient
setting are referred to as primary care treat-
able (34%). Visits that did not require im-
mediate care were classified as nonemergent
(19%) (22). Medicaid statistically significant-
ly increased visits in all classifications except
for the emergent, nonpreventable category
(Table 4). The increases were most pronounced
in those classified as primary care treatable (0.18
visits; SE = 0.05; P < 0.001) and nonemer-
gent (0.12 visits; SE = 0.04; P = 0.001). We
also examined the impact of Medicaid on vis-
its for a variety of different conditions (table
S11), although even the most prevalent indi-
vidual conditions represented a relatively small
share of emergency-department visits (table
S10). We did not find that Medicaid caused a
statistically significant decrease in emergency-
department use for any of the conditions we
considered; indeed, once again the vast ma-
jority of point estimates are positive. We found
statistically significant increases in emergency-
department use for several specific condi-
tions, including injuries, headaches, and chronic
conditions.

Comparison to Results from Self-Reports
Table 5 compares the results of this analysis of
administrative records to previously reported re-
sults from our mail survey data (11) and our
in-person interview data (12). The top section
summarizes the previously reported effects of
Medicaid on overall emergency-department use
(the only outcome measured in the self-reported
data) in each of the three data sources. In contrast
to the results from administrative records, neither
set of self-reports produced statistically signifi-
cant changes in emergency-department use. In
prior work, we similarly found statistically signif-
icant effects of Medicaid on hospital use as mea-
sured in administrative data but not as measured
in self-reports (11). This suggests that there may
be some systematic reasons that changes in use
are detectable in administrative data but not in
self-reported data.

The results from the administrative data may
differ from results from the self-reported data for
a variety of reasons. We briefly summarize them

here and provide more detail in the supplemen-
tary materials (15). First, the time frame of anal-
ysis is different; in particular, we were able to
study outcomes over longer periods in the ad-
ministrative data. Second, the study populations
were different; in particular, the self-reported data
were by necessity limited to individuals who re-
spond to the surveys or complete the interviews.
Third, self-reports may differ from the admin-

istrative record even for the same individual over
the same time frame (because of incorrect re-
collections, for example, or mistakes about the
site of care).

The rest of Table 5 attempts to disentangle
these factors by limiting the analysis to the
same set of individuals and capturing use over
the same time frame. In the second section, for
respondents to the mail survey who are also in

Table 3. Emergency-department use by hospital admission and timing.We report the control
mean of the dependent variable (with standard deviation for continuous outcomes in parentheses),
the estimated effect of Medicaid coverage (with standard error in parentheses), and the P value of
the estimated effect. Visits were on hours if they occurred from 7 a.m. to 8 p.m. Monday through
Friday and off hours otherwise. Sample consists of individuals in Portland-area postal codes (N =
24,646). For the percent-with-any-visits measures, the estimated effects of Medicaid coverage are
shown as percentage points. The number-of-visits measures are unconditional, including those
with no visits.

Percent with any visits Number of visits

Mean value
in control
group

Effect of
Medicaid
coverage

P value
Mean value
in control
group

Effect of
Medicaid
coverage

P value

By hospital admission
Inpatient visits 7.5 –1.2 0.385 0.126 –0.023 0.396

(1.3) (0.602) (0.028)
Outpatient visits 32.0 8.2 <0.001 0.897 0.425 <0.001

(2.4) (2.362) (0.107)

By timing of visit
On-hours visits 25.7 5.7 0.010 0.574 0.232 0.001

(2.2) (1.555) (0.072)
Off-hours visits 21.9 6.1 0.005 0.456 0.208 0.002

(2.2) (1.394) (0.068)

Table 4. Emergency-department use by type of visit. We report the control mean of the de-
pendent variable (with standard deviation in parentheses), the estimated effect of Medicaid
coverage (with standard error in parentheses), and the P value of the estimated effect. We used
the Billings et al. (21) algorithm to assign probabilities of a visit being each type and therefore
analyzed only the number of visits (not the percent with any visits) as obtained by summing the
probabilities across all visits for an individual. Sample consists of individuals in Portland-area
postal codes (N = 24,646). The number-of-visits measures are unconditional, including those
with no visits.

Number of visits

Mean value
in control
group

Effect of
Medicaid
coverage

P value

Required immediate care
Emergent, not preventable 0.213 0.049 0.138
(Required ED care, could not have been prevented) (0.685) (0.033)
Emergent, preventable 0.074 0.038 0.032
(Required ED care, could have been prevented) (0.342) (0.018)
Primary care treatable 0.343 0.180 <0.001
(Did not require ED care) (0.948) (0.046)

Did not require immediate care
Nonemergent 0.201 0.118 0.001

(0.688) (0.035)

Unclassified
0.196 0.059 0.107
(0.734) (0.037)
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the administrative data sample, we compared
results from self-reported use in the surveys to
results from the administrative data for the same
6-month period as the survey. We did the same
in the third section for the in-person interviews:
For respondents to the in-person interview who
are also in the administrative data sample, we
compared results from self-reported use to
results from the administrative data for the same
12-month period as the interview. For the same
individuals and time frames, our point estimates
were larger and our standard errors were smaller
in the administrative data compared with the
self-reports.

These results highlight important advantages
of administrative data. Even for outcomes that
can be self-reported, the emergency-department
administrative data are able to capture a longer
period and may have less misclassification, al-
lowing for more precise estimates. An additional
advantage of administrative data, of course, is that
all of the analyses performed elsewhere in the
paper on timing of visits and the detailed classi-
fication of visit type are only realistically possible
with administrative records.

Discussion
Neither theory nor existing evidence provides
a definitive answer to the important policy ques-

tion of whether we should expect increases or
decreases in emergency-department use when
Medicaid expands. Uninsured patients may
seek treatment in the emergency department
because of the legal requirement that hos-
pitals provide care for emergent conditions
regardless of insurance status (23), but unin-
sured patients can be charged for this legally
required care. All else equal, basic economic
theory suggests that by reducing the out-of-
pocket cost of a visit that an uninsured per-
son would face, Medicaid coverage should
increase use of the emergency department. It
is also possible that Medicaid coverage may
increase real or perceived access to emergency-
department care. There are, however, several
potential offsetting channels by which Med-
icaid coverage could decrease emergency-
department use. By increasing access to primary
care, Medicaid coverage might allow patients
to receive some care in physician offices rather
than in the emergency department. Additional-
ly, Medicaid coverage might lead to improved
health and thus reduced need for emergency-
department care.

It is difficult to isolate the impact of Med-
icaid on emergency-department use in observa-
tional data, because the uninsured and Medicaid
enrollees may differ on many characteristics

(including health and income) that are corre-
lated with use of the emergency department.
Indeed, we show (table S17) that observation-
al estimates that did not account for such con-
founding factors suggested much larger increases
in emergency-department use associated with
Medicaid coverage than the results from our ran-
domized controlled setting.

By using the random assignment of the
Oregon lottery, we could isolate the causal effect
of Medicaid coverage on emergency-department
use among low-income, uninsured adults.We found
that Medicaid increases emergency-department
use and estimated an average increase of 0.41
visits per covered person over an 18-month pe-
riod, or about a 40% increase relative to the con-
trol average of 1.02 visits. A back-of-the-envelope
calculation, using $435 as the average cost of an
emergency-department visit (24), suggests that
Medicaid increases annual spending in the emer-
gency department by about $120 per covered
individual.

We also examined the impact of Medicaid
on types of visits, conditions, and populations
in which we might expect the offsetting ef-
fects to be the strongest. In none of these did
we detect a decline in emergency-department
use. Emergency-department use increased
even in classes of visits that might be most

Table 5. Comparing results from administrative data and self-reports.
We report the control mean of the dependent variable (with standard
deviation for continuous outcomes in parentheses), the estimated effect
of Medicaid coverage (with standard error in parentheses), and the P
value of the estimated effect. At top, we report the estimates from table V
in Finkelstein et al. (11), from table 5 in Baicker et al. (12), and from
Table 2. Table 5 in Baicker et al. (12) reports only the number-of-visit
measure; here, we also present the percent-with-any-visits measure

analyzed by using the same methodology. In the next two sections, we
limited the previously published analyses to individuals also in the
emergency-department data and compared the self-reported answers to
the survey questions to the answers to the same survey questions
constructed from administrative data. For the percent-with-any-visits
measures, the estimated effects of Medicaid coverage are shown as
percentage points. The number-of-visits measures are unconditional,
including those with no visits.

Percent with any visits Number of visits

N
Mean value
in control
group

Effect of
Medicaid
coverage

P value
Mean value
in control
group

Effect of
Medicaid
coverage

P value

Estimates in mail-survey, in-person, and emergency-department data
Mail survey 23,741 26.1 2.2 0.335 0.470 0.026 0.645
6 months before response (2.3) (1.037) (0.056)
In-person interview 12,229 40.2 5.4 0.189 0.997 0.094 0.572
12 months before interview (4.1) (1.999) (0.166)
Emergency-department data 24,646 34.5 7.0 0.003 1.022 0.408 <0.001
18-month study period (2.4) (2.632) (0.116)

Limited to overlap sample between mail-survey and emergency-department data
Self-report of use 7239 25.6 –0.01 0.997 0.482 –0.046 0.666
6 months before response (4.2) (1.090) (0.107)
Administrative record of use 7239 16.2 4.6 0.197 0.296 0.052 0.538
6 months before response (3.6) (0.933) (0.085)

Limited to overlap sample between in-person and emergency-department data
Self-report of use 10,178 40.2 6.0 0.179 0.980 0.150 0.396
12 months before interview (4.5) (1.959) (0.177)
Administrative record of use 10,178 26.8 6.8 0.089 0.635 0.351 0.037
12 months before interview (4.0) (1.828) (0.168)
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substitutable for other outpatient care, such as
those during standard hours (on hours) and
those for nonemergent and primary care–
treatable conditions. This is in contrast to prior,
quasi-experimental work finding that health
insurance decreased this type of emergency-
department visit (6). We also found that Med-
icaid increases emergent, preventable visits,
or visits for conditions likely preventable by
timely outpatient care. By contrast, there is
no statistically significant change in emer-
gent, nonpreventable visits. Relying on eventual
diagnosis (as we do in our decomposition of vis-
its types) can be problematic and may not ac-
curately differentiate necessary and unnecessary
emergency-department use (25, 26). However,
the overall picture is similar with use of differ-
ent classification systems (such as on-hour visits
relative to off-hour visits, or outpatient emergency-
department visits relative to inpatient emergency-
department visits).

One interpretation of these findings is that
Medicaid did not decrease emergency-department
use because it did not improve health or increase
access to and use of primary care. The prior
findings of the Oregon Health Insurance Ex-
periment address this conjecture. They indicate
that the increase in emergency-department use
occurred despite Medicaid increasing access to
other types and sites of care, even within the
first year. Medicaid increased self-reported pri-
mary care use, including outpatient physician
visits, prescriptions, and recommended prevent-
ive care. Medicaid also improved self-reported
access to and quality of care, such as getting all
of the care needed, receiving high-quality care,
and having a usual place of care that was not an
emergency department. The evidence on health
is more mixed; Medicaid improved self-reported
health and decreased depression in this popula-
tion, but it did not produce statistically significant
improvements in several different measures of
physical health (11, 12).

Our estimates of the impact of Medicaid on
emergency-department use apply to able-bodied,
uninsured adults with income below the federal
poverty level who express interest in insurance
coverage. This population is of considerable
policy interest given states’ opportunity to ex-
pand Medicaid to all adults up to 138% of the
federal poverty level under the Affordable Care
Act. However, there are important limits to the
generalizability of our findings. Our sample
population differs on several dimensions from
those who will be covered by other Medicaid
expansions (11, 19). For example, ours is dis-
proportionately white and urban-dwelling. It is
also a population who voluntarily signed up for
coverage; effects may differ in a population cov-
ered by an insurance mandate. In addition, we
examined changes in emergency-department use
for people gaining an average of 13 months of
coverage; longer-run effects may differ. Last,
the newly insured in our study comprise a very
small share of the uninsured or total population

in Oregon, limiting the system-level effects that
insuring a larger share of the population might
generate (27).

These limitations togeneralizabilitynotwithstand-
ing, our study was able to make use of a ran-
domized design that is rarely available in the
evaluation of social insurance programs to esti-
mate the causal effects of Medicaid on emergency-
department care.We found that expandingMedicaid
coverage increased emergency-department use
across a broad range of visit types, including
visits that may be most readily treatable in other
outpatient settings. These findings speak to one
cost of expanding Medicaid, as well as its net
effect on the efficiency of care delivered, and
may thus be a useful input for informed decision-
making that balances the costs and benefits of
expanding Medicaid.
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Order of Magnitude Smaller
Limit on the Electric Dipole
Moment of the Electron
The ACME Collaboration,* J. Baron,1 W. C. Campbell,2 D. DeMille,3† J. M. Doyle,1†
G. Gabrielse,1† Y. V. Gurevich,1‡ P. W. Hess,1 N. R. Hutzler,1 E. Kirilov,3§ I. Kozyryev,3||
B. R. O’Leary,3 C. D. Panda,1 M. F. Parsons,1 E. S. Petrik,1 B. Spaun,1 A. C. Vutha,4 A. D. West3

The Standard Model of particle physics is known to be incomplete. Extensions to the Standard
Model, such as weak-scale supersymmetry, posit the existence of new particles and interactions that
are asymmetric under time reversal (T) and nearly always predict a small yet potentially measurable
electron electric dipole moment (EDM), de, in the range of 10−27 to 10−30 e·cm. The EDM is an
asymmetric charge distribution along the electron spin (S

→
) that is also asymmetric under T. Using the

polar molecule thorium monoxide, we measured de = (–2.1 T 3.7stat T 2.5syst) × 10−29 e·cm. This
corresponds to an upper limit of jdej < 8.7 × 10−29 e·cm with 90% confidence, an order of magnitude
improvement in sensitivity relative to the previous best limit. Our result constrains T-violating physics
at the TeV energy scale.

Theexceptionally high internal effective elec-
tric field Eeff of heavy neutral atoms and
molecules can be used to precisely probe

for the electron electric dipole moment (EDM),
de, via the energy shift U ¼ −d

→
e ⋅

→
Eeff , where

d
→

e ¼ deS
→
=ðℏ=2Þ, S→ is electron spin, andℏ is the

reduced Planck constant. Valence electrons travel
relativistically near the heavy nucleus, making Eeff

up to a million times the size of any static lab-
oratory field (1–3). The previous best limits on
de came from experiments with thallium (Tl)
atoms (4) (jdej < 1.6 × 10−27 e·cm) and ytterbium
fluoride (YbF) molecules (5, 6) (jdej < 1.06 ×
10−27 e·cm). The latter demonstrated that mole-
cules can be used to suppress the motional electric
fields and geometric phases that limited the Tl
measurement (5) [this suppression is also present

in certain atoms (7)]. Insofar as polar molecules
can be fully polarized in laboratory-scale electric
fields, Eeff can be much greater than in atoms. The
H3D1 electronic state in the thorium monoxide
(ThO) molecule provides an Eeff ≈ 84 GV/cm,
larger than those previously used in EDM mea-
surements (8, 9). This state’s unusually small mag-
netic moment reduces its sensitivity to spurious
magnetic fields (10, 11). Improved systematic er-
ror rejection is possible because internal state se-
lection allows the reversal of

→
Eeff with no change

in the laboratory electric field (12, 13).
To measure de, we perform a spin precession

measurement (10, 14, 15) on pulses of 232Th16O
molecules from a cryogenic buffer gas beam source
(16–18). The molecules pass between parallel plates
that generate a laboratory electric field Ezz% (Fig.

1A). A coherent superposition of two spin states,
corresponding to a spin aligned in the xy plane, is
prepared using optical pumping and state prep-
aration lasers. Parallel electric (

→
E ) and magnetic

(
→
B ) fields exert torques on the electric and mag-
netic dipole moments, causing the spin vector to
precess in the xy plane. The precession angle is
measured with a readout laser and fluorescence
detection. A change in this angle as

→
Eeff is reversed

is proportional to de.
In more detail, a laser beam (wavelength

943 nm) optically pumps molecules from the
ground electronic state into the lowest rotational
level, J = 1, of the metastable (lifetime ~2 ms)
electronic H3D1 state manifold (Fig. 1B), in an
incoherentmixture of the Ñ ¼ T1,M= T1 states.
M is the angular momentum projection along the
z% axis. Ñ refers to the internuclear axis, n%, aligned
(+1) or antialigned (–1) with respect to

→
E , when

j→E j ≳ 1 V/cm (11). The linearly polarized state
preparation laser’s frequency is resonant with the
H→C transition at 1090 nm (Fig. 1B).Within the
short-lived (500 ns) electronicC state, there are two
opposite-parity P̃ =T1 stateswith J =1,M=0. For
a given spin precession measurement, the laser
frequency determines the Ñ and P̃ states that are
addressed. This laser optically pumps the bright
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02138, USA. 2Department of Physics and Astronomy, Univer-
sity of California, Los Angeles, CA 90095, USA. 3Department of
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||Present address: Department of Physics, Harvard University,
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Fig. 1. Schematic of the apparatus and energy level diagram. (A) A
collimated pulse of ThO molecules enters a magnetically shielded region (not
to scale). An aligned spin state (smallest red arrows), prepared via optical
pumping, precesses in parallel electric and magnetic fields. The final spin
alignment is read out by a laser with rapidly alternating linear polarizations,
X% and Y%, with the resulting fluorescence collected and detected with photo-
multiplier tubes (PMTs). (B) The state preparation and readout lasers (double-lined

blue arrows) drive one molecule orientation Ñ ¼ �1 (split by 2DE ~ 100 MHz,
where D is the electric dipole moment of the H state) in the H state to C,
with parity P̃ = T1 (split by 50 MHz). Population in the C state decays via
spontaneous emission, and we detect the resulting fluorescence (red
wiggly arrow). H state levels are accompanied by cartoons displaying the
orientation of

→
Eeff (blue arrows) and the spin of the electron (red arrows)

that dominantly contributes to the de shift.
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superposition of the two resonant M = T1 sub-
levels out of the H state, leaving behind the
orthogonal dark superposition that cannot absorb
the laser light; we use this dark state as our initial
state (19). If the state preparation laser is polarized
along x%, then the prepared state, jyðt ¼ 0Þ, Ñ 〉,
has the electron spin aligned along they% axis. The
spin then precesses in the xy plane by angle f to

jyðtÞ, ˜N 〉 ¼
½expð−ifÞjM ¼ þ1, ˜N 〉 − expðþifÞjM ¼ −1, ˜N 〉�ffiffiffi

2
p

ð1Þ
Because

→
E and

→
B are aligned along z%, the phase f

is determined by jBzj ¼ j→B ⋅ z%j, its sign, B̃ ¼
sgnð→B ⋅ z%Þ, and the electron’s EDM, de:

f ≈
−ðmBgB̃ jBzj þ ˜N ˜E deEeff Þt

ℏ
ð2Þ

where ˜E ≡ sgnð→E ⋅ z%Þ, t is the spin precession
time, andmBg is the magnetic moment (15) of the
H, J = 1 state where g = −0.0044 T 0.0001 is the
gyromagnetic ratio and mB is the Bohr magneton.
The sign of the EDM term, ˜N ˜E, arises from the
relative orientation between

→
Eeff and the electron

spin, as illustrated in Fig. 1B.
After the spin precesses as each molecule

travels over a distance of L ≈ 22 cm (t ≈ 1.1 ms),
we measure f by optically pumping on the
same H → C transition with the state readout
laser. The laser polarization alternates betweenX%

and Y% every 5 ms, and we record the modulated
fluorescence signals SX and SY from the decay ofC
to the ground state (fig. S1A). This procedure
amounts to a projective measurement of the spin
ontoX% andY%, which are defined such thatX% is at an
angle q with respect to x% in the xy plane (Fig. 1A).
To cancel the effects of fluctuations in molecule
number, we normalize the spin precession signal
by computing the asymmetry

A ≡
SX − SY
SX þ SY

¼ C cos½2ðf − qÞ� ð3Þ

(10), where the contrast C is 94 T 2% on av-
erage. We set jBzj and q such that f − q ≈
ðp=4Þð2nþ 1Þ for integern, so that the asymmetry
is linearly proportional to small changes in f and
is maximally sensitive to the EDM. We measure

C by dithering q between two nearby values that
differ by 0.1 rad, denoted by q̃ ¼ T1.

We perform this spin precession measurement
repeatedly under varying experimental conditions
to (i) distinguish the EDM energy shift from back-
ground phases and (ii) search for and monitor
possible systematic errors. Within a “block” of data
(fig. S1C) taken over 40 s, we perform measure-
ments of the phase for each experimental state de-
rived from four binary switches, listed from fastest
(0.5 s) to slowest (20 s): the molecule alignment
˜N , the E-field direction ˜E, the readout laser po-
larization dither state q̃, and the B-field direction
B̃ . For each ( ˜N , ˜E,B̃ ) state of the experiment, we
measure A and C, from which we can extract f.
Within each block, we form “switch parity com-
ponents” of the phase, fu, which are combina-
tions of the measured phases that are odd or even
under these switch operations (13). We denote the
switch parity of a quantity with a superscript, u,
listing the switch labels under which the quantity
is odd; it is even under all unlabeled switches. For
example, the EDM contributes to a phase com-
ponent fN E ¼ −deEeff t=ℏ. We extract the mean
precession time t from fB ¼ −mBgjBzjt=ℏ and
compute the frequencies, wu ≡ fu=t. The EDM
value is obtained fromwN E byde ¼ −ℏwN E=Eeff.

On a slower time scale, we perform addi-
tional “superblock” binary switches (fig. S1D)
to suppress some known systematic errors and
to search for unknown ones. These switches,
which occur on time scales of 40 to 600 s, are
the excited-state parity addressed by the state read-
out lasers,P̃ ; a rotation of the readout polariza-
tion basis by q → qþ p=2,R̃ ; a reversal of the
leads that supply the electric fields, L̃ ; and a global
polarization rotation of both the state preparation
and readout laser polarizations, G̃. The P̃ and R̃
switches interchange the role of the X% and Y% read-
out beams and hence reject systematic errors
associated with small differences in power, shape,
or pointing. The two G̃ state angles are chosen to
suppress systematics that couple to unwanted
ellipticity imprinted on the polarizations by
birefringence in the electric field plates. The L̃
switch rejects systematics that couple to an off-
set voltage in the electric field power supplies.
We extract the EDM from wN E after a complete

set of the 28 block and superblock states. The
value ofwNE is even under all of the superblock
switches.

The total data set consists of ~104 blocks of
data taken over the course of ~2 weeks (fig. S1, E
and F). During data collection, we also varied, from
fastest (hours) to slowest (a few days), the B-field
magnitude, jBzj ≈ 1, 19, or 38 mG (corresponding
to jfj ≈ 0, p=4, or p=2, respectively); the E-field
magnitude, jEzj ≈ 36 or 141 V/cm; and the point-
ing direction of the lasers, k% ⋅ z% ¼ T1. Figure 2B
shows measured EDM values obtained when
the data set is grouped according to the states of
jBzj, jEzj, k% ⋅ z%, and each superblock switch. All
of these measurements are consistent within 2s.

We computed the 1s standard error in the
mean and used standard Gaussian error propa-
gation to obtain the reported statistical uncer-
tainty. The reported upper limit was computed
using the Feldman-Cousins prescription (20) ap-
plied to a folded normal distribution. To prevent
experimental bias, we performed a blind analy-
sis by adding an unknown offset to wNE . The
mean, statistical error, systematic shifts, and pro-
cedure for calculating the systematic error were
determined before unblinding. Figure 2A shows
a histogram of EDM measurements. The asym-
metryA obeys a ratio distribution, which has
large non-Gaussian tails in the limit of low signal-
to-noise ratio (21). We applied a photon count rate
threshold cut so that we included only data with a
large signal-to-noise ratio, resulting in a statistical
distribution that closely approximates a Gaussian.
When the EDMmeasurements are fit to a constant
value, the reduced c2 is 0.996 T 0.006. On the
basis of the total number of detected photoelec-
trons (~1000 per pulse) that contributed to the mea-
surement, the statistical uncertainty is 1.15 times
that from shot noise (15).

To search for possible sources of systematic
error, we varied more than 40 separate param-
eters (table S1) and observed their effects onwNE

and many other components of the phase corre-
lated with ˜N, ˜E , or ˜B. These parameters were
intentionally applied tunable imperfections, such
as transverse magnetic fields or laser detunings.
These systematic checks were performed concur-
rently with the 8 block and superblock switches.

Fig. 2. Statistical spread of wNEmeasurements. (A) Histogram of wNEmeasurements for each time point (within the molecule pulse) and for all blocks.
Error bars represent expected Poissonian fluctuations in each histogram bin. (B) Measured wNE values grouped by the states of jBzj, jEzj, k% ⋅ z%, and each
superblock switch, before systematic corrections, with 1s statistical error bars.
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We assume thatwNE depends linearly on each
parameter P, so that the possible systematic shift
and uncertainty ofwNE is evaluated from the mea-
sured slope, S ¼ ∂wNE=∂P, and the parameter
value during normal operation (obtained from
auxiliary measurements). If S is not monitored
throughout the data set, we do not apply a system-
atic correction but simply include the measured
upper limit in our systematic error budget. Data
taken with intentionally applied parameter imper-
fections are used only for determination of sys-
tematic shifts and uncertainties. Table 1 lists all
contributions to our systematic error.

We identified two parameters that systemat-
ically shift the value of wNE within our experi-
mental resolution. Both parameters couple to the
ac Stark shift induced by the lasers. The mole-
cules are initially prepared in the dark state with
a spin orientation dependent on the laser polar-
ization. If there is a polarization gradient along
the molecular beam propagation direction, the
molecules acquire a small bright-state amplitude.

Away from the center of a Gaussian laser profile,
the laser can be weak enough that the bright-state
amplitude is not rapidly pumped away; it acquires
a phase relative to the dark state due to the energy
splitting between the bright and dark states, given
by the ac Stark shift. An equivalent phase is
acquired in the state readout laser. This effect
changes the measured phase byfacðD,WrÞ ≈ ðaD þ
bWrÞ, where D and Wr are the detuning from the
H → C transition and the transition’s Rabi fre-
quency, respectively. The constants a and b are
measured directly by varying D andWr , and their
values depend on the laser’s spatial intensity and
polarization profile. These measurements are in
good agreement with our analytical and numerical
models.

A large (~10%) circular polarization gradient
is caused by laser-induced thermal stress bi-
refringence (22) in the electric field plates. The
laser beams are elongated perpendicular to the
molecular beam axis,which creates an asymmetric
thermal gradient and defines the axes for the

resulting birefringence gradient. By aligning the
laser polarization with the birefringence axes, the
polarization gradient can be minimized. We have
verified this both with polarimetry (23) and
through the resulting ac Stark shift systematic
(Fig. 3A).

Such ac Stark shift effects can cause a sys-
tematic shift in the measurement of wNE in the
presence of an ˜N ˜E-correlated detuning, DNE, or
Rabi frequency, WNE

r . We observed both.
The detuning component DNE is caused by a

nonreversing E-field component, Enr, generated
by patch potentials and technical voltage offsets,
which is small relative to the reversing component,
jEzj ˜E. The Enr creates an ˜N ˜E -correlated dc Stark
shift with an associated detuning DNE ¼ DEnr

,
where D is the H state electric dipole moment.
We measured Enr via microwave spectroscopy
(Fig. 3B), two-photon Raman spectroscopy, and
the ˜N ˜E -correlated contrast.

The Rabi frequency component, WNE
r , arises

from a dependence of Wr on the orientation of
the molecular axis, n% ≈ ˜N ˜Ez%, with respect to the
laser propagation direction, k%. This k% ⋅ z% depen-
dence can be caused by interference between E1
and M1 transition amplitudes on the H → C tran-
sition. Measurements of a nonzero ˜N ˜E -correlated
fluorescence signal, SNE , and an ˜N ˜E ˜B-correlated
phase, fNEB—both of which changed sign when
we reversed k%—provided evidence for a nonzero
WNE

r . The fNEB channel, along with its linear
dependence on an artificial WNE

r generated by an
˜N ˜E-correlated laser intensity, allowed us tomeasure
WNE

r =Wr ¼ ð−8:0 T 0:8Þ � 10−3ðk% ⋅ z%Þ, where
Wr is the uncorrelated (mean) Rabi frequency
(see supplementary materials).

By intentionally exaggerating these param-
eters, we verified that both Enr andWNE

r couple to
ac Stark shift effects to produce a false EDM. For
the EDM data set, we tuned the laser polarization
for each G̃ state to minimize the magnitude of
the systematic slope ∂wNE=∂Enr (Fig. 3A). The
correlations ∂wNE=∂Enr and ∂wNE=∂WNE

r were
monitored at regular intervals throughout data
collection (fig. S1E). The resulting systematic
corrections to wNE were all <1 mrad/s.

For a subset of our data, the ˜N -correlated phase
fN was nonzero and drifted with time. We iden-
tified the cause of this behavior as an ˜N -correlated
laser pointing k%

N ⋅ x% ≈ 5 mrad present in our op-
tical frequency switching setup. We eliminated
this effect with improved optical alignment; how-
ever, we were not able to determine the precise
mechanism by which k%

N
coupled tofN , and so

we chose to include fN variations in our system-
atic error budget. The slope ∂wNE=∂fN (consistent
with zero) and the mean value of fN established a
systematic uncertainty limit of ~1 mrad/s on wNE .

To be cautious, we included in our systematic
error budget possible contributions from the fol-
lowing parameters that caused a nonzero EDM
shift in experiments similar to ours: strayB-fields
Bnr
x,y,z and B-field gradients (13); an ˜E-correlated

phase,fE , caused by leakage current, v→ �→
E , and

geometric phase effects (4); and laser detunings and

Fig. 3. The Enr system-
atic. (A) Tuning out laser
polarization gradient and
∂wNE=∂E nr (see text for
details). Red andblack data
points were taken with the
polarizationmisalignedand
aligned, respectively, with
the birefringence axes of
the electric field plates. Er-
ror bars represent 1s sta-
tistical uncertainties. (B)
Microwave spectroscopic
measurement ofE nr during
normal operation along the
molecule beamaxis, x, with
1s statistical error bars.

Table 1. Summary of systematic errors. Systematic and statistical errors for wNE, in units of mrad/s.
All uncertainties are added in quadrature and are derived from Gaussian 1s (68%) confidence
intervals. In EDM units, 1.3 mrad/s ≈ 10−29 e·cm.

Parameter Shift Uncertainty

E nr correction −0.81 0.66
WNE

r correction −0.03 1.58
fE -correlated effects −0.01 0.01
fN correlation 1.25
Nonreversing B -field (Bnr

z ) 0.86
Transverse B-fields (Bnr

x , B
nr
y ) 0.85

B-field gradients 1.24
Prep./read laser detunings 1.31
Ñ -correlated detuning 0.90
E-field ground offset 0.16

Total systematic −0.85 3.24
Statistical 4.80

Total uncertainty 5.79
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E-field ground offsets (5). We obtained direct
wNE systematic limits of ≲1 mrad/s for each. We
simulated the effects that contribute to fE by
deliberately correlatingBz with ˜E, which allowed
us to place a ~10−2 mrad/s limit on their com-
bined effect. Because of our slow molecular
beam, relatively small applied E-fields, and small
magnetic dipole moment, we do not expect any
of these effects to systematically shiftwNE above
the 10−3 mrad/s level (10, 11).

The result of this first-generation ThO
measurement,

de ¼ ð−2:1� 3:7stat � 2:5systÞ � 10−29e⋅cm

ð4Þ
comes from de ¼ −ℏwNE=Eeff using Eeff = 84
GV/cm (8, 9) and wNE = (2.6 T 4.8stat T 3.2syst)
mrad/s. This sets a 90% confidence limit,

jdej < 8:7� 10−29e⋅cm ð5Þ
that is smaller than the previous best limit by a
factor of 12 (4, 5)—an improvement made pos-
sible by the use of the ThO molecule and of a
cryogenic source of cold molecules for this pur-
pose. If we were to take into account the roughly
estimated 15% uncertainty on the calculated Eeff

(8) and assume that this represents a 1s Gaussian
distribution width, thede limit stated above would
increase by about 5%. Because paramagnetic mol-
ecules are sensitive to multiple time reversal (T)–
violating effects (24), our measurement should be
interpreted as ℏwNE ¼ −deEeff − WSCS , where
CS is a T-violating electron-nucleon coupling and
WS is a molecule-specific constant (8, 25). For
the de limit above, we assume CS = 0. Assum-
ing instead that de = 0 yieldsCS = (–1.3 T 3.0) ×
10−9, corresponding to a 90% confidence limit
jCS j < 5.9 × 10−9 that is smaller than the previous
limit by a factor of 9 (26).

A measurably large EDM requires newmech-
anisms for T violation, which is equivalent to
combined charge-conjugation and parity (CP)
violation, given the CPT invariance theorem (2).
Nearly every extension to the Standard Model
(27, 28) introduces new CP-violating phases fCP.
It is difficult to construct mechanisms that system-
atically suppress fCP, so model builders typically
assume sin(fCP) ~ 1 (29). An EDM arising from
new particles at energy L in an n-loop Feynman
diagram will have size

de
e

∼ k
aeff
4p

� �n mec2

L2

� �
sinðfCPÞðℏcÞ ð6Þ

where aeff (about 4/137 for electroweak inter-
actions) encodes the strength with which the elec-
tron couples to the new particles,me is the electron
mass, andk ~ 0.1 to 1 is a dimensionless prefactor
(2, 30, 31). Inmodels where 1- or 2-loop diagrams
produce de, our result typically sets a bound on
CP violation at energy scalesL ~ 3 TeVor 1 TeV,
respectively (27–29, 31). Hence, within the con-
text of many models, our EDM limit constrains

CP violation up to energy scales similar to, or
higher than, those explored directly at the Large
Hadron Collider.
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Single-Crystal Linear Polymers Through
Visible Light–Triggered Topochemical
Quantitative Polymerization
Letian Dou,1,2,3 Yonghao Zheng,1,4 Xiaoqin Shen,1 Guang Wu,5 Kirk Fields,6 Wan-Ching Hsu,2,3
Huanping Zhou,2,3 Yang Yang,2,3† Fred Wudl1,4,5*†

One of the challenges in polymer science has been to prepare large-polymer single crystals.
We demonstrate a visible light–triggered quantitative topochemical polymerization reaction based
on a conjugated dye molecule. Macroscopic-size, high-quality polymer single crystals are obtained.
Polymerization is not limited to single crystals, but can also be achieved in highly concentrated
solution or semicrystalline thin films. In addition, we show that the polymer decomposes to
monomer upon thermolysis, which indicates that the polymerization-depolymerization process is
reversible. The physical properties of the polymer crystals enable us to isolate single-polymer strands
via mechanical exfoliation, which makes it possible to study individual, long polymer chains.

Obtaining single-crystalline materials is of
importance in chemistry, physics, and
materials science because it enables not

only a fundamental understanding of the nature of
the materials through structure-function corre-
lations but also provides a wide range of advanced
applications (1–3). Different from inorganic com-
pounds or organic small molecules, polymers tend
to form amorphous or semicrystalline phases be-
cause of entanglements of the long and flexible
backbone (4, 5). Preparing large-size polymer
single crystals remains a challenge in polymer

science (6–8). Topochemical polymerization, a
process whereby the confinement and preor-
ganization of the solid state forces a chemical re-
action to proceed with a minimum amount of
atomic and molecular movement, has provided
a promising solution (9, 10). Hasegawa et al.
reported topochemical polymerization reac-
tions of diolefin-related compounds (11, 12) and
Wegner discovered the polymerization of the 1,4-
disubstituted-1,3-diacetylene single crystals by
heating or high-energy photon irradiation (13).
It was found that, if the reactive monomers are
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preorganized at a distance commensurate with
the repeat distance in the final polymer, polym-
erization ensued (13, 14). Numerous studies
have been carried out to understand the mech-
anism and explore applications (15–19). The
metallic and superconducting polymer (SN)x
was prepared through the thermal polymeri-
zation of S2N2 crystals. (20). More recently, the
topochemical polymerization of diene (21–23)
and quinodimethane (24, 25) compounds were

studied by Matsumoto et al. and Itoh et al.,
respectively.

Although ultraviolet (UV) light–mediated re-
versibility of polymerization has been reported
(26), in most cases, a reversible polymerization–
thermal depolymerization process cannot be di-
rectly observed, and more important, polymerization
is not quantitative. It is not possible to form large
single crystals under irradiation because the just-
formed polymer at the crystal surface layer pre-
vents penetration of light through the bulk. In
addition, most of the reaction can happen only
in crystals where the monomers are aligned
perfectly (9–26).

We demonstrate a topochemical polymeriza-
tion reaction of two conjugated dye molecules
based on [2,2′-bi-1H-indene]-1,1′-dione-3,3′-diyl
dialkylcarboxylate. The alkyl side chains are
found to play an important role in the molecular
packing and, hence, topochemical reactivity. Be-
cause of the relatively small optical bandgap of
the precursor solids (~2.2 eV), visible light can
be used to induce the polymerization (27–29).
The polymerization occurs, not only in the single

crystalline state but also in highly concentrated
solution or semicrystalline thin films. Moreover,
the topochemical polymerization-decomposition
process is reversible under certain conditions.

The dye molecule [2,2′-bi-1H-indene]-3,3′-
dihydroxy-1,1′-dione (BIT-OH2) was synthesized
and characterized in 1898 by Gabriel and Leupold
(30), using inexpensive starting materials via a
simple one-step reaction. In more recent times,
this dye has not been widely investigated, and
only few derivatives that showed liquid crystal-
linity and photochromism have been reported
(31–33). In this work, we functionalize the BIT-
OH2 with a series of alkylcarboxylates on the
hydroxyl groups in the 3 and 3′ positions and
demonstrate that topochemical polymerization
occurs under exposure to visible light. The syn-
thetic routes for four derivatives—namely, BIT-
Ac2, BIT-Hep2, BIT-Non2, and BIT-EH2 (acetate,
heptanoate, nonanoate, and 2-ethylhexanoate
side chains, respectively)—and their correspond-
ing polymers (PBIT-Hep2 and PBIT-Non2) are
shown in Fig. 1A. BIT-OH2 was synthesized ac-
cording to Gabriel and Leupold (30). All the side

1California NanoSystems Institute, University of California, Santa
Barbara, CA 93106, USA. 2Department of Materials Science and
Engineering, University of California, Los Angeles, CA 90095,
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Fig. 1. Synthesis and crystal structure characterization of single crystalline monomers and
polymers. (A) Synthetic route to monomers and polymers. Reaction conditions: (i) melting reaction,
potassium acetate, 220°C, 2 hours; (ii) methanol, sodium, 60°C, 30 min; (iii) acyl chloride, triethyl
amine, dichloromethane, 0°C to room temperature, 3 hours; and (iv) where ħ is Planck’s constant, n is the frequency, and l is the wavelength of the photon’s
radiation, ħn, l ~ 500 nm. (B) Crystal structure of BIT-Hep2. (C) Crystal structure of PBIT-Hep2. (D) Crystal structure of BIT-Ac2. (E) Crystal structure of BIT-EH2.
Long side chains and hydrogen atoms are removed for clarity. The oxygen atoms at 3 and 3′ position are labeled using purple color to distinguish them from
the one at 1 and 1′ positions. (F) Image of BIT-Hep2 (scale bar, 1.0 cm). (G) Image of PBIT-Hep2 (scale bar, 1.0 cm). (H) Optical microscope image of BIT-Hep2
(scale bar, 0.5 mm). (I) Optical microscope image of PBIT-Hep2 (scale bar, 0.5 mm). (J) SEM image of BIT-Hep2 (scale bar, 20 mm). (K) SEM image of PBIT-
Hep2 (scale bar, 20 mm).
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chains were added by using the same condi-
tions, and all the monomers (BIT-Ac2, BIT-Hep2,
BIT-Non2, and BIT-EH2) were obtained in ~60%
yield. The detailed synthesis and molecular struc-
ture characterization can be found in figs. S1
and S2 (34). All the monomers are orange in
solution, as well as in the solid state, and exhibit
similar absorption onset at ~550 nm [ultraviolet-
visible (UV-vis) absorption spectra of the mono-
mers are shown in fig. S3]. The absorption band
from 350 to 550 nm is due to the p-electron de-
localization and intramolecular donor-acceptor
interactions (the alkylcarboxylate groups at 3,3′
positions are weak donors, and carbonyl groups
at 1,1′ positions are strong acceptors). Single crys-
tals of monomers were obtained from dichlo-
romethane (DCM)–ethanol solutions by slow
evaporation. The orange crystals of BIT-Hep2
and BIT-Non2 (with long linear side chains)
turned to light yellow crystals when exposed to
sun light (in ~1 hour) or irradiated under a high-
pressure sodium lamp (in ~10 min) and became
insoluble in all common organic solvents.

X-ray diffraction analysis of the light yellow
crystals revealed the solids to be polymer single
crystals. The crystal structure characterization of
monomers and polymers is shown in Fig. 1, B
to K, and Table 1. Because BIT-Hep2 and BIT-
Non2 have the same space group, have similar unit
cells, and have similar reactivity toward polym-
erization, only BIT-Hep2 is shown. The packing
of BIT-Hep2 and PBIT-Hep2 in the crystals is
shown in Fig. 1, B and C, respectively (side
chains are removed for clarity). It can be seen
that, after polymerization, the carbon atoms in
the 3,3′ positions changed from sp2 to sp3 hy-
bridization, and there is a single bond formed

between the 3 and 3′ positions of adjacent mono-
mers. The length of the bond is 1.590 Å, slightly
larger than that of a conventional C – C single
bond (~1.54 Å) (35). The polymer crystal shares
the same space group with the monomer, slightly
larger cell angle b (104.422 versus 100.086 de-
grees), slightly smaller cell volume and slightly
smaller p – p stacking distance (dp-p). The per-
fect alignment of the monomers in the crystals
and the short distance of the two active carbon
atoms (dC-C, ~3.2 to ~3.3 Å) are necessary to
ensure that topochemical reaction will occur with
concomitant high-quality polymer crystal forma-
tion (R factor of ~5%) for both BIT-Hep2 andBIT-
Non2. As shown in Fig. 1, D and E, the crystal
packing and space group of BIT-Ac2, with very
short side chains, and BIT-EH2 with long and
branched side chains, are very different from BIT-
Hep2 or BIT-Non2. For BIT-Ac2, the shortest side
chains lead to the largest dC-C of 6.6 Å and dp-p
of 4.5 Å. For BIT-EH2, the 2-ethylhexyl groups
lead to significant steric hindrance to close packing,
which results in a ~30° twisting of the normally
coplanar pentagon planes. After many trials, only
low-quality crystals (R factor of 16.8%) were ob-
tained for BIT-EH2. Because BIT-Ac2 andBIT-EH2

show larger dC-C than the typical value for topo-
chemical polymerization (~4 to 5 Å) (9, 10), no
polymerization reaction is observed. BIT-OH2with
two hydroxyl groups is also inactive, probably be-
cause of the unfavorable packing (see Table 1 and
supplementary materials for the crystal struc-
ture data) (34). The self-assembly effect of non-
aromatic alkyl side chains plays a critical role in
determining the molecular packing and reactivity.
Oak Ridge Thermal Ellipsoid Plots (ORTEP) of
BIT-Hep2, BIT-Non2, PBIT-Hep2, and PBIT-Non2

are shown in fig. S4. The carbon atoms at 3,3′ po-
sitions in polymers have smaller thermal displace-
ment, probably because they are bonded to four
atoms in the polymers, whereas they bond only
three atoms in the monomers (the polymer in-
creases the rigidity of the atoms in question) (34).

In a study of the wavelength dependence of
the reaction, the monomer crystals (BIT-Hep2 and
BIT-Non2) were irradiated with 254-, 365-, and
500-nm light for 1 hour. The results showed that
356- and 500-nm light effected polymerization.
It was also found that heating the orange crystals
in the dark (from room temperature to 200°C)
did not initiate polymerization. Therefore, the
absorption band from 350 to 550 nm is respon-
sible for the topochemical reactivity. The polym-
erization mechanism is believed to be similar
to that reported for the diene and the quinodi-
methane compounds (21–25), except that the
relatively long-lived excited state is created by
visible and not UV light. At the same time, at-
tempted polymerization by a free radical initiator,
azobisisobutyronitrile, in a concentrated toluene
solution in the dark, afforded only ~5% yield.
This result, coupled with the result of photolysis
of concentrated solution demands that the polym-
erization proceeds through a diradical and is not a
simple free radical polymerization. This situation
would be analogous to diacetylene polymeriza-
tion where the propagating species is a carbene
(14, 16) and not a free radical. We examined the
yield of the reaction by extraction of the polymer
crystals with DCM, as well as chloroform, for
several hours. Evaporation of the solvent afforded
no residue. This is in contrast to most previous
cases (11–26, 36). The polymerization process
described here is quantitative (>99% yield) for

Table 1. Single-crystal x-ray diffraction data of monomers and polymers (see table S2). Values in parentheses for cell lengths and cell angles are
estimated standard deviations.

Monomers
and polymers Space group Cell lengths (Å) Cell angles (°) Cell volume (Å) dC-C (Å) d p-p (Å) R factor (%)

BIT-Ac2 C 2/c a 17.940 (7)
b 4.8376 (17)
c 19.458 (7)

a 90.00
b 98.650 (10)
g 90.00

1669.5 (11)
(Z = 4)

6.612 4.498 4.1

BIT-Hep2 P 21/c a 14.014 (2)
b 4.8850 (7)
c 19.589 (3)

a 90.00
b 100.086 (11)
g 90.00

1320.3 (3)
(Z = 2)

3.228 3.400 6.0

PBIT-Hep2 P 21/c a 14.177 (5)
b 4.8325 (17)
c 19.159 (7)

a 90.00
b 104.422 (9)
g 90.00

1271.2 (8)
(Z = 1)

1.590 3.229 5.2

BIT-Non2 P 21/c a 15.949 (3)
b 4.9529 (8)
c 19.403 (3)

a 90.00
b 93.527 (5)
g 90.00

1529.9 (5)
(Z = 2)

3.258 3.387 4.0

PBIT-Non2 P 21/c a 16.259 (2)
b 4.8471 (6)
c 19.078 (3)

a 90.00
b 98.974 (6)
g 90.00

1485.1 (3)
(Z = 1)

1.599 3.200 4.8

BIT-EH2 Pnna a 7.0782 (6)
b 28.764 (2)
c 14.618 (11)

a 90.00
b 90.00
g 90.00

2976.2 (4)
(Z = 4)

5.561 3.306 16.7

BIT-OH2 P2(1)2(1)2(1) a 3.6817 (8)
b 12.291 (3)
c 27.527 (6)

a 90.00
b 90.00
g 90.00

1245.6 (5)
(Z = 4)

5.201 3.368 4.1
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both BIT-Hep2 and BIT-Non2. The excellent con-
version yield is attributed to the high reactivity
of the monomer crystals and the fact that the
polymers do not absorb the wavelength (450 to
550 nm) that is required for the reaction.

Images of the BIT-Hep2 crystals (orange) and
PBIT-Hep2 crystals (light yellow) are shown
in Fig. 1, F and G, respectively. The average length
is about 1.5 cm (maximum ~ 1.9 cm), and the
average width is about 0.6 mm (maximum ~
1.1 mm). Optical microscope images of the same
crystals before and after polymerization are
shown in Fig. 1, H and I. The gross morphology
of the polymers is the same as the monomers.
The scanning electron microscope (SEM) images
of a BIT-Hep2 and PBIT-Hep2 crystal are shown
in Fig. 1, J and K, respectively. The monomer
and polymer show long and narrow straight do-
mains along the crystal but no obvious “grain
boundary” in the long-axis direction. The surface
morphology of the polymer crystal is smoother
than that of the monomer crystal, probably be-
cause of the slight changes of molecular orien-
tation in the crystals. SEM images of the same
crystal before and after polymerization can be
found in fig. S5. The orientation of the poly-
mer backbone is determined to be along the long
axis of the crystal (see fig. S6 for more details),
and the molecular mass is estimated to be ex-
tremely large.

For example, an ideal 5-mm-long polymer in
the crystal contains ~107 monomers (the distance
between two monomers is ~5 Å) and the mo-
lecular mass is ~6 × 109 daltons (37). A closer
examination of Fig. 1C and fig. S6 reveals that,
in the polymerization process, two asymmetric
centers per monomer unit are created. Further,
the two asymmetric centers are of opposite con-
figuration. As a result, each monomer unit is of
meso configuration and the polymer is not ex-
pected to be optically active (38).

Because of the high reactivity of BIT-Hep2,
other polymerization conditions, including solu-
tion and thin film, were examined with the aim of
synthesizing PBIT-Hep2 with different dimensions

and morphology. For the reaction in solution, a
concentrated toluene solution (~ 350 mg/ml)
of BIT-Hep2 was heated to 50°C (to keep it fully
dissolved) under a high-pressure sodium lamp
and stirred for 6 hours. Powderlike fine crystals
of PBIT-Hep2 were obtained with an isolated
yield of ~60%. The experimental and simu-
lated x-ray powder diffraction profiles of the
solution-generated polymers are shown in Fig. 2A
(simulation is based on single-crystal x-ray dif-
fraction data). Several peaks such as (1,0,0),
(2,0,0), and (2,1,–2) in the experimental data
match well with the simulated profile. The flat
background in the experimental profile indi-
cates the crystallinity is very high for the solution-
generated polymers. The SEM image and optical
microscope image (inset) of the powderlike poly-
mers are collected in Fig. 2B. Different from
highly ordered single crystals (Fig. 1J), disordered
tiny fibers with diameters of ~1 to ~10 mm can
be seen. The highly crystalline polymer nanocrys-
tal fibers obtained here represent an interesting
morphological feature.

The topochemical polymerization of BIT-
Hep2 in thin film was examined to demonstrate
the solution processability that is needed for
use in flexible plastic electronics. A thin layer of
BIT-Hep2 (~60 nm) was spin-cast on a glass sub-
strate from chloroform solution. The orange-colored
thin film was irradiated with a high-pressure so-
dium lamp, which resulted in a colorless film in
10 min. The UV-vis absorption spectra of the thin
films before and after polymerization, as well as
the images of the orange-colored monomer film
and colorless polymer film, are shown in Fig. 2C.
After polymerization, the absorption band in the
visible range disappeared, and the absorption
below 350 nm became stronger. As shown in fig.
S7, the x-ray diffraction profile of the polymer
thin film consists of broader and weaker peaks
than the signal of the polymer powders generated
from solution. The average size of the crystallites
in the thin film was calculated to be around 40 nm
(using the Scherrer equation), much smaller than
the polymer powders shown in Fig. 2B. These
results indicate that it is possible to coat high-

Fig. 3. Representative
tensile strain-stress curves
of polymer single crys-
tals. The initial length of
the tested crystals (between
two gauge length markers)
is ~3.0 mm. Average yield
strength = 102 MPa. Av-
erage tensile strength =
118 MPa. Estimated elastic
strain = 0.8%. Estimated
average Young’s modulus =
15 GPa.
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Fig. 2. Characterization of PBIT-Hep2 synthesized from concentrated
solution and thin film. (A) Powder x-ray diffraction data from experi-
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and optical microscope image (inset). (C) UV-vis absorption spectra of BIT-
Hep2 and PBIT-Hep2 in thin films and corresponding real images (inset). AU,
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quality monomer thin films by solution process-
ing and then convert them to nanocrystalline
polymer thin films with visible light.

The reaction is thermally reversible. The op-
tical microscope and polarized optical microscope
(POM) images of PBIT-Hep2 crystals on a hot
stage are shown in fig. S8 (34). When the poly-
mer was heated to 195°C, it turned back to orange,
and the orange crystal melted at 205°C (fig. S8,
A, B, and C). The highly orientated crystals show
bright colors in the POM images (fig. S8, D and
E), but the isotropic liquid is dark (fig. S8F). The
two processes at 195°C and 205°C are endo-
thermic, as determined by differential scanning
calorimetry (see fig. S9). When the orange crys-
tals obtained at 195°C were exposed to visible
light, however, they changed back to light yel-
low, which meant that the reaction is multiply
reversible (see fig. S10 for the optical micro-
scope images of the reversibility). The molecular
structure of the monomer recovered by decom-
position of the polymer was confirmed by nu-
clear magnetic resonance, and the result is shown
in fig. S11. The decomposition process of a poly-
mer crystal to monomer crystal is shown in fig.
S8, G to J. It was found that the decomposition
happens along the crystal length, which further
confirms that the polymer backbone is along the
crystal long-axis direction. The thermal decom-
position of the polymers is probably due to the
relatively longer carbon-carbon single-bond length
(~1.59 Å) between two adjacent monomers,
compared with the conventional bond length
(the polymer chains are under slight tensile stress).
Therefore, the bond should be easier to break at
elevated temperature or under high-energy pho-
ton irradiation. Thermogravimetric analysis of the
monomer BIT-Hep2 shows that it decomposes

at, or above, 200°C (see fig. S12). Therefore, fig.
S8C shows the decomposed monomer instead of
the pure melt. A summary of the polymerization
and decomposition conditions can be found in
table S1.

Preliminary investigations show that the me-
chanical properties are dominated by very weak
interchain van der Waals attraction. During the
tensile stress-strain measurements (see fig. S13
for experimental set-up) (34), it was found that
the polymer crystals behave as a unidirectional,
fiber-reinforced composite, with extreme strength
in the fiber direction and basically none in the
transverse direction. This behavior resulted in
the specimens splitting into individual strands
in the grips, sliding with respect to each other.
At maximum stress, no final “fracture” occurred.
After the point of maximum stress, individual
strands failed similar to the way rope fails, such
that the stress decreased as the number of failed
strands climbed (see fig. S14 and movie S1 for
details). This behavior yields a stress-strain curve
that exhibits a “toughening” of the material. De-
spite many difficulties during the measurements
(see supplementary materials), the average Young’s
modulus could be estimated to be around 15 GPa
for several polymer crystal samples. The stress-
strain curves of three representative samples are
shown in Fig. 3. The result is lower than a typ-
ical polydiacetylene polymer (39). One possible
reason is, again, the larger carbon-carbon single-
bond length (~1.59 Å) between bonded monomers.
Another possibility is that the value is underesti-
mated because of the sliding effect (along the crys-
tal long axis) between the polymer chains because
the intermolecular interactions are very weak (which
leads to overestimated strain). Based on these prop-
erties, we are able to isolate a single and/or multi-

ple unentangled rigid polymer chain by simple
mechanical exfoliation (similar to graphene).

To characterize the mechanically exfoliated
polymer chains, several microscopy technologies,
such as SEM, atomic force microscopy (AFM),
and transmission electron microscopy (TEM)
were used, and the results are shown in Fig. 4,
A to C; D; and E and F; respectively). Some
very tiny polymer fibers with diameters around
10 to 15 nm are shown in Fig. 4, A to C. The
thinnest one that we can find is 10.7 nm. Con-
sidering that ~4-nm-thick gold was deposited on
the sample (to ensure good conductivity for SEM
measurements), the 10-nm one should contain
only one, at most two, polymer chains. The three-
dimensional (3D) AFM image of few polymer
chains is shown in Fig. 4D. The height of the
observed chain is measured to be 1.4 nm, which
is in accordance with the thickness of one poly-
mer layer. TEM images of several polymer chains
are shown in Fig. 4, E and F. The diameters of the
chains labeled are around 3 and 6 nm, which in-
dicates single and double polymer chains, re-
spectively. The mechanical exfoliation relies on
the highly ordered alignment of the polymer
chains in the single crystal and the weak inter-
chain interactions.

We demonstrated selective visible light–
triggered topochemical polymerization in single
crystals, concentrated solutions, and thin films,
as well as the reverse process—topochemical de-
composition from polymers to monomers, of
two bi-indene-dione derivatives. The simple and
cost-effective chemistry presented here suggests
that dihydroxy-bi-indene-dione is a versatile plat-
form for further study. The properties of a poly-
meric solid consisting entirely of nonentangled,
straight, infinitely long chains are influenced by

A B C D

h = 1.4 nm

d = ~ 3 nm d = ~ 6 nm

E F

Fig. 4. Characterization of single and multiple polymer chains obtained
by mechanical exfoliation. (A to C) SEM images of single and multiple
polymer chains on Si/SiO2 (scale bars, 50 nm). A thin layer of gold (4 nm)
was deposited on the sample for better conductivity. (D) 3D AFM image of a
few polymer chains. The height of the polymer chain is 1.4 nm, correspond-
ing to a single-layer molecule. (E and F) TEM images of single and multiple
polymer chains (scale bars, 100 nm).
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the absence of entanglements and relatively weak
van der Waals attractive interactions. Just as graph-
ite is made up of two-dimensional graphene sheets
held together by weak van der Waals forces,
PBIT-Hep2 and PBIT-Non2 are made up of one-
dimensional chains held together by the sameweak
forces, mechanically, but not electronically, akin
to “one-dimensional graphite.”
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Nonenzymatic Sugar Production
from Biomass Using Biomass-Derived
g-Valerolactone
Jeremy S. Luterbacher, Jacqueline M. Rand, David Martin Alonso, Jeehoon Han,
J. Tyler Youngquist, Christos T. Maravelias, Brian F. Pfleger, James A. Dumesic*

Widespread production of biomass-derived fuels and chemicals will require cost-effective processes
for breaking down cellulose and hemicellulose into their constituent sugars. Here, we report
laboratory-scale production of soluble carbohydrates from corn stover, hardwood, and softwood at
high yields (70 to 90%) in a solvent mixture of biomass-derived g-valerolactone (GVL), water, and dilute
acid (0.05 weight percent H2SO4). GVL promotes thermocatalytic saccharification through complete
solubilization of the biomass, including the lignin fraction. The carbohydrates can be recovered and
concentrated (up to 127 grams per liter) by extraction from GVL into an aqueous phase by addition of
NaCl or liquid CO2. This strategy is well suited for catalytic upgrading to furans or fermentative upgrading
to ethanol at high titers and near theoretical yield. We estimate through preliminary techno-economic
modeling that the overall process could be cost-competitive for ethanol production, with biomass
pretreatment followed by enzymatic hydrolysis.

Biomass is emerging as a possible renew-
able alternative to petroleum-based re-
sources in light of increasing environmental,

economic, and political difficulties associated
with fossil fuel extraction and use. Accordingly,

biomass-derived sugars have been presented as
intermediates for the production of renewable
fuels (1–3) and chemicals (4–6). However, pro-
ducing water-soluble carbohydrates from ligno-
cellulosic biomass requires cleaving ether bonds
in hemicellulose (primarily xylan) and cellulose
(glucan) chains while minimizing further degra-
dation of the resulting C5 and C6 sugars (primar-
ily xylose and glucose) to insoluble degradation

products. Unfortunately, in aqueous solutions con-
taining low acid concentrations [<10 weight
percent (wt%)] the high rate of sugar degradation
reactions compared with polysaccharide de-
polymerization necessitates impractical reaction
protocols for conversion of solid biomass, such
as short residence times (10 ms to 1 min) at high
temperatures (520 to 670 K), to obtain high
yields of glucose (7). Because of the recalcitrance
of crystalline cellulose to deconstruction, high
yields at lower reaction temperatures can only be
obtained by using concentrated mineral acid and/
or ionic liquids (8, 9). However, recovery of the
mineral acid is critical to the economics of the
process, and the cost of ionic liquids can be
prohibitive (8–10). Similarly, cellulase enzymes
operating at temperatures of 320 K can achieve
high glucose yields when converting cellulose
rendered accessible by thermochemical pretreat-
ment. However, the costs associated with pro-
ducing these enzymes can be substantial compared
with the value of the final product [with estimates
of $0.32 to $1.47 per gallon of lignocellulose-
derived ethanol (11, 12)].

Decoupling the residence times of the solid
carbohydrate polymer from its soluble counter-
part by flowing a solvent through a heated packed
bed of biomass can minimize sugar degradation
when using low acid concentrations (13). These
systems are typically limited by their ability to
produce concentrated soluble carbohydrate so-
lutions (for example, 45 to 55% glucose yields
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when producing a 2 to 4 wt % sugar solution
using 1 wt%H2SO4 in water) (13). In recent work,
we have shown that liquid solutions of gamma-
valerolactone (GVL) and water containing dilute
concentrations of mineral acids (<0.1 M H2SO4)
can completely dissolve lignocellulosic biomass
(negligible amounts of solids are recovered with
filtration by using a 0.22-mm filter or with cen-
trifugation) and be used to produce levulinic acid
and furfural (6, 14). In this work, we report a pro-
cessing strategy that uses GVL/water solutions
for producing soluble carbohydrates—a more
versatile biomass platform—from corn stover, hard-
wood, and softwood in a flow-through reactor
using a progressive temperature increase from
430 to 490 K (Fig. 1). In addition, we demon-
strate the effective separation of these sugars from
GVL into a concentrated aqueous phase that is
compatible with subsequent upgrading by chem-
ical or biological processes.

The results in Fig. 2, A and B, show the
concentrations of soluble carbohydrate achieved
in the GVL/water solvent as a function of solvent
volume flowed through the reactor packed with
corn stover (fig. S1), for a mixture containing
80 wt % GVL and 20 wt % water (80/20 GVL/
water), and for another mixture containing 90 wt
% GVL and 10 wt % water (90/10 GVL/water).
Both solutions contain a low concentration of
mineral acid: 5 mM H2SO4 (~0.05 wt %). In
comparison, dilute acid pretreatment of biomass
is typically carried out with at least 0.5 to 2 wt %
H2SO4 (15). In both cases, the concentrations of
C5 (xylose and xylo-oligomer) and C6 sugars
(glucose and gluco-oligomer) reachmaxima at tem-
peratures between 430 and 470 K [where oligo-
mers are defined as soluble carbohydrate species
with more than one glucan or xylan monomer
(supplementary materials)]. In contrast, when
water is used as a solvent (Fig. 2C) the C6 con-
centration increases continuously with increasing
temperature up to 490 K and potentially beyond.
When an alternate organic solvent such as ethanol
is used in place of GVL, the C6 sugar concentra-
tion shows a similar profile to that obtained with
GVL, but lower by a factor of three (Fig. 2D).
Therefore, the presence of GVL promotes cellulose
deconstruction,most of which occurs below 480K.

Increased deconstruction of biomass in the
presence of GVL can be attributed to the com-
plete solubilization of biomass solids, including
the lignin fraction, observed during these experi-
ments and previous work (6). In addition to pro-
viding a soluble lignin stream with potential as a
feedstock for future upgrading, GVL prevents
reprecipitation of lignin by-products on the sur-
face of cellulose, which is a known phenomenon
in water that decreases accessibility to the reac-
tive cellulose surface (16). Water-insoluble solids
corresponding to 95 and 84% of the original lig-
nin were recovered for experiments conducted
with 80/20 and 90/10 GVL/water, respectively
(fig. S2). In addition, it appears that the presence
of GVL plays a role in disrupting cellulose
crystallinity—as suggested by x-ray diffraction

measurements of pure cellulose solids isolated
after treatment withGVL—showing an increased
fraction of more reactive amorphous cellulose
(fig. S3).

Biomass conversion in the GVL/water sol-
vent system leads to a significant increase in the
overall sugar yields as compared with that of
conversion with water or water/ethanol as the
solvent. Specifically, C5 recovery increases by 5
to 20 percentage points, and overall recovery of
C6 sugars increases by two- to fourfold (Fig. 2E).
These C5 and C6 yields of 89 and 80%, respec-
tively, are similar to those achievable by using
ionic liquids or enzymes, rather than those obtain-
able with water (9, 17, 18). With 80/20 GVL/
water, 90 to 95% of polysaccharides are recovered
as known soluble products when dehydration pro-
ducts such as furfural, 5-hydroxymethylfurfural
(5-HMF), and levulinic acid [all potential GVL
precursor molecules (6)] are included (fig. S4). In
comparison, conversion in water leaves 50% of
the C6 and 30% of the C5 fractions as uniden-
tified solid products (fig. S4). Unlike reports of
enzymatic processes (15), we found that C5 and
C6 sugar yields in GVL/water are insensitive to
biomass type because they are comparable for
corn stover, maple wood, and loblolly pine (Fig.
2E). Furthermore, when using GVL/water as a
solvent it is possible to recover >80% of the C5

and C6 sugars in separate volume fractions with-
out additional separation processes (fig. S5). De-
pending on economic factors, producing separate
C5 andC6 sugar streams can provide opportunities
to implement separate upgrading processes.

Decreasing the temperature rampduration from
2 hours to 30 min increases the concentrations
of carbohydrates by reducing the volume of
solvent flowed through the biomass by 70%
while reducing sugar yields by less than 10%
(Fig. 2F). When a 20 wt % biomass solution in
80/20 GVL/water with 0.15 M H2SO4 is treated
for 1 hour at 390 K, most of the C5 sugars and

lignin are solubilized, and the remaining solids
can be placed in the flow-through reactor where
the same 0.5-hour temperature ramp with 80/20
GVL/water and 5 mM H2SO4 is used. This ap-
proach decreases the solvent-to-solids ratio by
>50% while maintaining similar C6 yields and
lowering C5 yields by only 15% (Fig. 2F). Ac-
cordingly, the concentration of soluble C6 sugars
is doubled as compared with that of our standard
treatment. Moreover, when furfural is taken into
account the overall conversion of xylan to known
products remains above 90% for this biomass
processing strategy (table S1).

The aqueous phase can be separated along
with 75 to 91% of the carbohydrates from GVL/
water solvent systems by addition ofNaCl (Fig. 3A)
(14) or liquid CO2 (Fig. 3B). This separation
yields a total soluble carbohydrate concentration
of up to 112 g/liter, depending on the ramp time
and method used. In the case of GVL extraction
by CO2, >70% of the nonextracted carbohydrates
that remain in the organic phase can be recovered
in a single reextraction from the organic phase
after water addition (0.1 g water per g of extracted
GVL) (fig. S6). Furthermore, if CO2-extracted
GVL is recycled, then any recycled sugars will
contribute to increased concentrations after bio-
mass conversion.We have shown thatGVL remains
stable during recycle (supplementary materials).
Subsequent extractions of the separated aqueous
phase with CO2 lower the GVL concentration in
water below 2 wt % while removing less than
4% of the carbohydrates and increasing their
concentration to a total of 127 g/liter (Fig. 3B).
This concentration corresponds to 65 to 85% of
the highest concentrations obtained by enzymatic
hydrolysis (150 to 200 g/liter) (17, 18) and is
more than 8 times higher than concentrations that
could have been obtained with pure water as a
solvent (<15 g/liter). Moreover, the concentrated
monomer solutions obtained from salt separation
and CO2 extraction are clear (fig. S7), as opposed

Fig. 1. Overviewofthe
aqueous-phase soluble-
sugar production using
GVL as a solvent.
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to the slurries obtained by using enzymatic hy-
drolysis or acidic-aqueous processing.

TheC5 andC6 sugars recovered in the aqueous
phase can be upgraded through catalytic dehydra-
tion to furfural and HMF (4). Furan selectivity is
increased when these hydrophobic compounds
are continuously extracted into an organic phase,
such as 2-s-butyl-phenol (SBP) (19). Aqueous-
phase modifiers such as NaCl (present by de-
fault in our salt-separated aqueous carbohydrate

stream) and a Lewis acid catalyst such as AlCl3
further promote selectivity to furans by increas-
ing their partitioning toward the organic phase
and catalyzing carbohydrate isomerization, respec-
tively (4, 19). Shown in Fig. 4A are the yields of
furfural and 5-HMF obtained as a function of
reaction time at 443 K through conversion of the
soluble carbohydrates (monomers and oligomers)
produced from corn stover by using the 2-hour
temperature ramp. The separated aqueous phase

was usedwithout further treatment, except for the
addition of AlCl3 and the presence of the SBP
organic phase. The yields of 60 and 70% (Fig.
4A) for production of 5-HMF and furfural (>94%
recovered in the SBP), respectively, are within
5% of yields reported from pure glucose and
xylose, despite the presence of oligomers and
other biomass by-products (19, 20).

Using liquid CO2 to extract GVL eliminates the
use of salt and reduces the GVL concentration,

A B C

D E F

Fig. 2. Soluble carbohydrates produced by progressive heating of corn
stover in a packed-bed flow-through reactor. Carbohydrate concentra-
tions were measured in sequential volume fractions for solvent consisting of
5 mM H2SO4 in (A) 80 wt% GVL, 20 wt% water; (B) 90 wt% GVL, 10 wt%
water; (C) water; and (D) 80 wt% ethanol, 20 wt % water. (E) Total yields of

soluble carbohydrates in different solvents from corn stover, maple wood, and
loblolly pine. (F) Total yields of soluble carbohydrate from corn stover by using
80 wt % GVL and 20 wt % water as a function of solvent-to-solids ratio. The
solid line in (A) to (C) represents the increasing temperature within the reactor.
The legend in (D) applies to (A) to (F).

Fig. 3. Separation of 80wt
% GVL and 20 wt % water
mixtures. (A) Separation using
12 wt %aq NaCl (salt content
is given as mass fraction of
the salt and water mixture).
Separated solutions were all
derived from corn stover by
using a 0.5- to 2-hours temper-
ature ramp. Total yields differ
slightly from 100% because
of experimental error. (B) Sep-
aration using one to three sub-
sequent CO2 extractions. The
separated solution was derived
from corn stover either by a
0.5-hour temperature ramp or
by initial treatment at 390 K
for 1 hour followed by the 0.5-
hour ramp. The aqueous phase
was heated to 413 K to produce monomers after the first extraction (fig. S13).
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both of which can inhibit microbial growth (fig.
S8). In addition, the oligomers present in the
recovered aqueous phase (Fig. 3) can be con-
verted intomonomers (preferable starting products
for biological upgrading) in the acidic aqueous
environment present in the aqueous phase (supple-
mentarymaterials). In an aqueousmonomer solution
produced by using CO2 extraction and the 0.5-
hour temperature ramp and then diluted by 75%,
we observed robust growth of Saccharomyces
cerevisiae PE2 (PE2), a nonevolved industrial
yeast strain, withminimal media, andwe achieved
a yield of ethanol from glucose corresponding to
87% of the theoretical value (Fig. 4B). Ethanol
yields that were 95% of theoretical, as well as fatty
acid production, were both achieved by using more
dilute salt-extracted feed (figs. S9 and S10). Be-
cause PE2 does not metabolize xylose, the ethanol
titer obtained by using this CO2-extracted feed
(19 g/liter) was below that of a potential titer of
31 g/liter that could be achieved if xylose had
been converted at a similar yield [which has been
demonstrated by using engineered yeast strains
(21)] (Fig. 4B). Using a similar dilution of the
more concentrated feed containing 127 g/liter
carbohydrates, ethanol titers of 29 g/liter (86%
yield) were obtained from glucose after 6 days
of fermentation. Assuming xylose conversion at
similar yields, a potential titer of 48 g/liter would

have been reached. Efforts are currently under-
way to study new strains and/or evolve one to
grow robustly in the corresponding undiluted
hydrolysate, which could lead to ethanol con-
centrations of 60 g/liter. An industrial scenario
recently published by the National Renewable
Energy Laboratory (NREL) assumed ethanol
titers ~50 g/liter (22). Using our current carbo-
hydrate recovery yields and assuming that an
undiluted carbohydrate stream can be used for
fermentation, a preliminary techno-economicmod-
el suggests that such a process could produce
ethanol at a minimum selling price (MSP) of
$4.87/gallon of gasoline equivalent (GGE), ver-
sus $5.13/GGE for the NREL scenario (Fig. 4C)
(22). Most of the savings are related to the ab-
sence of enzymes (a description of the model and
further discussion on the effect of enzyme cost
and fermentation titers are available in the sup-
plementary materials). Using more optimistic es-
timates of enzyme costs and 10% higher overall
ethanol yields from biomass (12) leads to a de-
crease in the MSP of ethanol to $4.06/GGE (de-
tails are available in the supplementary materials),
which is slightly below our estimate for the GVL
process. Although these preliminary economic
comparisons are dependent on various assumptions,
the results suggest that our proposed approach
could become an economically competitive al-

ternative to current biomass-derived carbohydrates
production schemes.
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Fig. 4. Product yields for carbohydrate upgrading. (A) Production of furans as a function of time at
443 K. Yields include products analyzed in both phases. (B) Fermentation of CO2-extracted feed. The-
oretical ethanol yield is represented for glucose, and a potential ethanol yield is represented assuming
that xylose is metabolized and converted similarly to glucose. Error bars represent SD of triplicate runs. (C)
Comparison of costs and revenues for the GVL/water process with the lignocellulosic ethanol production
process modeled by NREL (22).
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Atomic-Scale Variability and Control
of III-V Nanowire Growth Kinetics
Y.-C. Chou,1,2 K. Hillerich,3 J. Tersoff,4 M. C. Reuter,4 K. A. Dick,3,5 F. M. Ross4*

In the growth of nanoscale device structures, the ultimate goal is atomic-level precision. By
growing III-V nanowires in a transmission electron microscope, we measured the local kinetics
in situ as each atomic plane was added at the catalyst-nanowire growth interface by the
vapor-liquid-solid process. During growth of gallium phosphide nanowires at typical V/III
ratios, we found surprising fluctuations in growth rate, even under steady growth conditions.
We correlated these fluctuations with the formation of twin defects in the nanowire, and found
that these variations can be suppressed by switching to growth conditions with a low V/III
ratio. We derive a growth model showing that this unexpected variation in local growth kinetics
reflects the very different supply pathways of the V and III species. The model explains under
which conditions the growth rate can be controlled precisely at the atomic level.

The self-assembly of III-V semiconductors
into nanowires via a catalytic particle pro-
vides rich opportunities for the forma-

tion of structures that are difficult to grow by
more conventional techniques: heterostructures
composed of highly mismatched materials (1, 2),
metastable crystal structures (3), and new con-
figurations such as nanowires with regularly
arranged defects (4, 5). Precise control over this
vapor-liquid-solid growth process, which takes
place bilayer-by-bilayer at the catalyst-nanowire
(111) interface (6, 7), is key to the formation
of such structures and their development for
new electronic and optical applications. Vari-
ability in the growth process can complicate the
formation of precisely controlled individual struc-
tures or arrays of identical structures, but may also
provide new pathways for understanding growth
and developing new crystal configurations.

We used in situ transmission electron micros-
copy to provide a direct view of the addition of
each atomic bilayer to Au-catalyzed GaP nano-
wires. Under typical growth conditions, where P
is supplied in excess, we found marked changes
in growth rate from one atomic layer to the next.
The observed variability was much greater than
expected from nucleation statistics (8) and was
found to be correlated with the formation of de-
fects in the nanowire. The variability can be
suppressed by reducing the P supply relative to
Ga. This dependence on growth conditions can
be understood via a simple model as resulting
from the very different transport mechanisms for
the two species.

Nanowire growthwas carried out in an ultrahigh-
vacuum transmission electron microscope (UHV
TEM) capable of flowing reactive gases over a
heated sample (9). III-V growth has not been

widely studied in the TEM (10, 11) because of
the complications involved with handling the
necessary precursor gases. However, by flowing
trimethylgallium (TMGa) and phosphine (PH3)
at 10−5 torr over samples heated to ~440°C, we
were able to grow GaP nanowires from Au at
rates of 0.1 to 3 nmmin−1. Because these rates are
low, we used samples on which nanowire “stubs”
~1 mm in length and 30 to 50 nm in diameter had
been grown ex situ from Au aerosol particles

(12), and observed the continued growth at the
tips. Movies of growth were recorded using
dark-field imaging conditions. We identified
the instant at which each atomic layer adds to
the nanowire by measuring the configuration
of the catalyst-nanowire interface: Each change
in the geometry at the trijunction indicates the
moment at which a bilayer adds to the nanowire
(11). Simultaneously, changes in image con-
trast indicate the formation of twin defects in the
nanowire (see supplementary text). The obser-
vations therefore clarify the relationship among
layer-by-layer growth kinetics, nanowire struc-
ture, pressure, and temperature. We quantified
GaP nanowire growth for temperatures of 400°
to 440°C. This temperature is within the range
used in conventional metal-organic chemical
vapor deposition (MOCVD) of GaP nanowires
(13). The TMGa pressure ranged from 10−8 to
10−6 torr; the PH3 pressure was 10

−7 to 10−5 torr.
MOCVD growth of GaP is usually carried out
in the presence of H2 carrier gas and with V/III
ratios typically 500 or greater (13–15). In situ,
there was no H2 but our V/III ratios ranged from
close to this value (100 to 300, referred to as
“high”) to much smaller values (down to ~10).
The growth rate examined here, 0.1 to 3 nm
min−1, is lower than for conventional MOCVD
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Fig. 1. Growth kinetics of GaP nanowires under conditions of high V/III ratio. The instantaneous
growth rate is calculated from the interval between the addition of each bilayer. Inset are images of the
nanowires at the times indicated. Imaging is in the 〈110〉 zone axis so that twin contrast is visible. The two
twin variants appear as bright and dark bands in the image. Bilayers that were added with a twin
orientation are indicated by colored data points. Red points are transitions from the bright to dark twin
variant; purple points are transitions from dark to bright. (A) GaP nanowire (diameter 40 nm) showing
frequent twin planes, one every 5 to 10 nm. The growth rate fluctuates by a factor of almost 3. During
growth the temperature was 440°C, PH3 pressure varied between 8 × 10−6 and 1 × 10−5 torr, and TMGa
pressure varied between 4 × 10−8 and 8 × 10−8 torr. Time is given in seconds since gas exposure began.
(B) GaP nanowire (diameter 28 nm) showing increases in growth rate by a factor of 2 associated with the
presence of more widely spaced twin pairs. Growth took place at 440°C with PH3 = 1.0 × 10−5 torr and
TMGa = 5 × 10−8 torr. Time is given in seconds since imaging began.
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but is at the low end of the range for molecular
beam epitaxy of GaP (16–19).

Figure 1 and movies S1 and S2 show exam-
ples of nanowire growth kinetics measured dur-
ing GaP growth at 440°C with typical high V/III
ratios: TMGa = 5 × 10−8 to 10 × 10−8 torr, PH3 =
1.0 × 10−5 torr, and V/III ratio = 100 to 200.
Growth under these conditions produced nano-
wires with twinned zinc blende structure, as ex-
pected from ex situ growth (15, 20, 21). The graphs
show the instantaneous growth rate, calculated
from the time interval between addition of suc-
cessive bilayers to the nanowire. The most strik-
ing feature of the data is that GaP nanowires do
not grow at a uniform rate, even when the source
gas pressures remain constant. At intervals the
growth rate increases over a clear baseline rate by
as much as a factor of 3 to 4, with the accelerated
growth persisting for several bilayers. Moreover,
the accelerated growth periods are generally
correlated with the appearance of planar defects
in the nanowire. These defects may be single twin
planes or a closely spaced pair of twin planes. The
time at which each defect plane forms is estimated
from the image contrast (see supplementary text)
and indicated in Fig. 1.

To determine the growth kinetics as a function
of pressure, we varied the pressures of TMGa and
PH3 individually while still maintaining a high
V/III ratio. The results show no strong depen-
dence of growth rate on PH3. This is unsurprising
because group V is supplied in excess, as in con-
ventional MOCVD. The growth rate also shows
no strong dependence on TMGa pressure (fig.
S2), although this was hard to quantify because
of the fluctuations.

When we reduced the V/III ratio below ~100,
we found radically different growth kinetics. GaP
growth with a V/III ratio of 20 to 60 took place
with a large and hence Ga-rich droplet (Fig. 2).
The addition of bilayers occurred at remarkably
regular intervals (Fig. 2, A and B). The lower
V/III ratios produced relatively fewer twins than
were seen in the high-V/III regime, with only one
occurrence in Fig. 2. Examining a broader set of
data that includes several twin defects, we con-
sistently find no measurable change in growth
rate when a twin defect forms. Furthermore, the
growth rate also appears insensitive to the TMGa
pressure. This is shown in Fig. 2C, where varying
TMGa pressure by a factor of 4 does not affect
the growth rate measurably. Instead, the key pa-
rameter determining growth rate in this regime is
the PH3 pressure. In Fig. 3, we show that the
growth rate is directly proportional to the PH3

pressure. PH3-limited regimes are known from
ex situ studies (22).

The local measurements therefore demon-
strate two different regimes: (i) at lowV/III ratios,
a growth rate proportional to PH3 but with no
dependence on TMGa or on crystal defects; and
(ii) at high V/III ratios (above ~60 to 100 at the
temperature used here), a rate insensitive to PH3

but with strong local variability that correlates
with the formation of twins in the structure.

To derive a compact model that can provide
an overview of growth under a broad set of con-
ditions, we neglect discrete aspects of growth such
as the nucleation event for each layer (5, 8, 23) and
the changing morphology at the growth interface
(11, 24). Instead we focus on the well-known dif-
ferences in transport mechanisms for group III
and V atoms (25, 26). A brief outline is given
here, with the full derivation and a discussion of
nucleation and growth rate in the supplementary
text. For simplicity, we consider the limit of fast
diffusion of Ga along the surface and into the
catalyst, and negligible surface diffusion of P due
to its rapid evaporation. As discussed below, the
key qualitative conclusions are expected to hold
even under more realistic assumptions and should
be equally relevant to GaAs and similar III-V nano-
wire systems. We take the growth rate as propor-
tional to the supersaturation in the catalyst relative
to the crystal. Because P diffusion is negligible,
the supply of P to the catalyst is proportional to
the PH3 pressure, pV, and the catalyst loses excess
P by evaporation as well as incorporation into the
crystal. In contrast, although the supply of Ga to
the surface is proportional to the TMGa pressure
pIII, much of this Ga reacts with P on the surface.
As a result, the surface acts as a reservoir at
chemical potential mGa = kT ln(apIII/pV), where a
is a surface rate constant (see supplementary text).
Thus, the effective Ga supply reflects the V/III

ratio rather than the TMGa pressure. We then
calculate the growth rate, finding

v ¼

v0 ln bpV −
v

v0

� �
− lnðbpVÞ þ lnðgpIIIÞ −

mx
kT

� �

ð1Þ
where v is the growth velocity, pIII and pV are
the pressures of Ga and P precursors, and mx is
the chemical potential of the nanowire (per
two-atom unit, up to an additive constant). The
temperature-dependent parameters v0, b,, and g are
not known, but we can already see one important
point: The growth rate does not depend on the
TMGa pressure and nanowire properties inde-
pendently, but only in the specific combination
ln(gpIII) – mx/kT. Thus, a regime that is insensitive
to one of these terms should also be insensitive to
the other.

We can quickly see the essentials of the growth
behavior by solvingEq.1 andplottingv/v0 versus bpV
and ln(gpIII) – mx/kT. Figure 4 shows qualitatively
distinct regimes depending on the gas pressures.

For high group V flux, the growth becomes
independent (27) of pV. This agrees with the ex-
perimental observation that in the high-V/III re-
gime, the GaP growth rate is independent of
PH3 pressure. Instead, the growth rate depends
linearly on ln(pIII) – mx/kT (upper part of Fig. 4).

Fig. 2. Growth kinetics
ofaGaPnanowire (diam-
eter 34 nm) under con-
ditions of lower V/III
ratio. Growth took place
at 435°Cwith steady PH3=
5 × 10−6 torr and vary-
ing TMGa. (A) Instanta-
neous growth rate, with
inset images showing the
nanowire structure. The
wire has a few twins, about
one every 20 to 30 nm.
During this experiment on-
ly one twin defect forms,
and it has no effect on
the growth rate. Time is
given in seconds since im-
aging began. (B) TMGa
pressure, as measured by
mass spectrometer during
growth. The V/III ratio is
indicated. The TMGapres-
sure varies by a factor of
4 without measurably af-
fecting the growth rate
in (A). (C) Average growth
rate as a function of TMGa
pressure. The values shown
were obtained from the
data in (A) and othermea-
surements on the same
nanowire at a higher TMGa
pressure. Error bars denote SD of the measurements of instantaneous growth rate at each TMGa pressure.
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The first term suggests a weak dependence on
TMGa pressure in the model; the second term
leads to a dependence of growth rate on crystal
defects.

In general, any defect or change in local crys-
tal structure will alter the nanowire chemical po-

tential mx, as will other factors such as any change
in diameter, any change in sidewall surface ener-
gy, or any change in the angle the sidewalls make
with the growth direction. This latter effect arises
because of changes in the capillary forces applied
by the droplet and the sidewall (28) (supplemen-

tary text). Ex situ observations (15) show that
untwinned GaP nanowires grow with {211} side-
walls parallel to the growth direction, and that
twins are associated with changes in both nano-
wire cross-sectional shape and sidewall structure
inclination (15). In particular, after a twin, the
nanowire grows for a certain length with inclined
{111} sidewalls (15, 29). It is difficult to disen-
tangle the effects on mx of all the changes that
occur upon twinning, and indeed our model does
not address which feature of the defective crystal
changes mx and hence the growth rate. However,
the data in Figs. 1 and 2 do provide some clues.
An obvious possibility would be the twin plane
itself. However, because the growth rate enhance-
ment persists for several layers, it is unlikely to be
an effect of the buried twin plane alone. Indeed,
the data in Fig. 1A hint that when there is a pair of
twin planes, the first twin is associated with an
increasing growth rate, whereas after the second
twin plane the growth rate decreases back to the
baseline. In (15), when a pair of twins occurs,
sidewalls with the opposite inclination form after
the second twin, returning the cross section to its
original shape. We therefore speculate that upon
twinning, mx and hence the growth rate may be
dominated by changes in sidewall energy and/or
inclination angle. (We have not confirmed the cross
section or inclined facets in our experiments because
of the limited resolution of the in situ imaging.)

For high group III flux, the model gives a
growth rate that is linear in pV. This low-V/III
regime is seen at the lower right corner of Fig. 4.
The linearity holds as long as pV is much greater
than the evaporation rate. Most important, in
this high pIII pressure limit, the growth rate be-
comes independent of both pIII and crystal de-
fects or morphological changes. These predictions
match well with the observations in Figs. 2 and
3. In this low-V/III regime, the surface is acting
as a reservoir of Ga at high chemical potential,
with which the catalyst is near equilibrium. Thus,
any P arriving at the catalyst is efficiently cap-
tured and the growth rate is determined by direct
impingement of P atoms, and is therefore insen-
sitive to other factors. The growth rate in this reg-
ime would remain linear in pVand insensitive to
defects even if we included an atomistic nucleation
process in the model (see supplementary text).

Although the model is highly simplified, its
most important conclusions remain valid under
more realistic assumptions and are equally ap-
plicable to other III-V nanowire systems. The key
requirements to explain the qualitative behavior
are only the standard and well-supported assump-
tions [e.g., (24–26)] that group V diffusion is un-
important relative to direct impingement and
evaporation, whereas group III comes primarily
from rapid diffusion over a relatively large area.

A third distinct regime is visible at the far left
of Fig. 4: If the pressures become too low, the
velocity becomes negative as the wire decom-
poses. However, even our low-pressure experi-
mental conditions appear far from this regime, as
evidenced by Fig. 3C.

Fig. 3. Effect of group
Vpressureonnanowire
growthkinetics. (A)Growth
kinetics for the same GaP
nanowire shown in Fig. 2,
but now with varying PH3
and steady TMGa = 2.7 ×
10−7 torr. Inset images
show the nanowire struc-
ture. One twin forms dur-
ing the experiment and
does not affect the growth
rate. Time is given in sec-
onds since imagingbegan.
(B) PH3 pressure as mea-
sured by mass spectrom-
eter during growth. The
V/III ratio is indicated. Note
the strong correlation of
the growth rate in (A) with
PH3 pressure. (C) Average
growth rate as a function
of PH3 pressure. Error bars
denote SD of the mea-
surementsof instantaneous
growth rate at each PH3
pressure. The dotted line
indicates that the growth
rate is proportional to the
PH3 pressure until the PH3
pressure rises to values
where presumably it is no
longer small relative to the TMGa pressure.

Fig. 4. Dependence of
nanowiregrowthveloc-
ity ongaspressures and
nanowire chemical po-
tential mx, from Eq. 1.
Note the linear scale for
group V pressure pV and
logarithmic scale for group
III pressure pIII. Contours
of constant velocity are
labeled, with velocity in-
creasing from lower left
to upper right. In the up-
per region, correspond-
ing to high V/III ratios,
the growth rate becomes
independent of pV and
varies logarithmically with
pIII and linearly with mx.
At lower right, correspond-
ing to low V/III ratios, the
growth rate becomes in-
dependent of pIII and mx
and varies linearly with pV.
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The relationship between local growth ki-
netics and atomic structure, obtained through in
situ measurements during GaP nanowire growth
over a range of parameters, provides insights into
understanding the growth mechanism and the
requirements for the most precise control over
growth. A high V/III ratio is commonly used, but
we find local variations in growth rate by as
much as a factor of 4. These variations appear to
be correlated with changes in the crystal structure
associated with twin defects, and we suggest that
changes in sidewall configuration are an impor-
tant factor. The key implication is that the growth
rate is very sensitive to perturbations, and such
sensitivity must be suppressed to achieve the
ultimate control over structure. We find that this
sensitivity is absent when growing at low V/III
ratios, creating a highly regular regime that may
be optimal for growth of complex materials that
include features such as narrow quantumwells or
arrays of identical nanowires. We can explain the
differences between regimes by considering the
asymmetry in the pathways by which the two
species arrive at the growth front. We expect our
conclusions to apply to other III-V nanowire ma-
terials such as GaAs, InAs, and InP. The as-
sumptions underlying themodel (surface diffusion,
evaporation, and solubility in Au) are common
for a range of V and III species. In addition, the
crystal structure and defect formation in all four
materials are affected in the same way by V/III

ratio (30), suggesting that the effects controlling
crystal structure must be general.
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Temporal Constraints on
Hydrate-Controlled Methane
Seepage off Svalbard
C. Berndt,1* T. Feseker,2 T. Treude,1 S. Krastel,1† V. Liebetrau,1 H. Niemann,3 V. J. Bertics,1‡
I. Dumke,1 K. Dünnbier,1§ B. Ferré,4 C. Graves,5 F. Gross,1 K. Hissmann,1 V. Hühnerbach,5‖
S. Krause,1 K. Lieser,1 J. Schauer,1 L. Steinle3

Methane hydrate is an icelike substance that is stable at high pressure and low temperature in
continental margin sediments. Since the discovery of a large number of gas flares at the landward
termination of the gas hydrate stability zone off Svalbard, there has been concern that warming
bottom waters have started to dissociate large amounts of gas hydrate and that the resulting
methane release may possibly accelerate global warming. Here, we corroborate that hydrates play
a role in the observed seepage of gas, but we present evidence that seepage off Svalbard has been
ongoing for at least 3000 years and that seasonal fluctuations of 1° to 2°C in the bottom-water
temperature cause periodic gas hydrate formation and dissociation, which focus seepage at the
observed sites.

Large quantities of methane, a powerful
greenhouse gas, are present in the conti-
nental margin west off Svalbard, where

they are stored as marine gas hydrate (1–3). Be-
cause hydrate stability is temperature-dependent,
Arctic warming is a potentially major threat to
both the environment and the global economy.
If even a fraction of the methane contained in
Arctic hydrates were released to the atmosphere,
the effect on climate could be dramatic (4, 5).

Water-column temperature measurements and
mooring data suggest a 1°C bottom-water tem-
perature warming for the past 30 years (6, 7).
Numerical modeling of hydrate stability predicts
that such warming would result in the dissocia-
tion of hydrates in the shallowest sediments (6–9).
Therefore, the discovery of numerous gas flares—
that is, trains of gas bubbles in the water column
precisely at the water depth where gas hydrate is
expected to dissociate—was interpreted as the

onset of submarine Arctic gas hydrate dissocia-
tion in response to global warming, which may
potentially lead to large-scale escape of methane
into the water column and ultimately into the
atmosphere (6). In order to assess the conse-
quences of methane venting on ocean and atmo-
sphere composition, it is necessary to establish
how the rates of methane emissions from hydrate
systems change through time (10).

The margin of Svalbard (Fig. 1) can be con-
sidered a model system to study a temperature-
related gas hydrate destabilization scenario,
because water temperature in the Fram Strait
oceanographic gateway will be more affected by
changes in global atmospheric temperature than
elsewhere in the Arctic; therefore, any corre-
sponding changes to a hydrate system should be
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easier to observe here than elsewhere (11). The
continental margin of Svalbard is characterized
by abundant contourite deposits (12) that consist
of fine-grained sediments with high water con-
tent, which cover most of the margin between
water depths of 800 and 3000 m. It is likely that
these contourites are underlain by Miocene sedi-
ments with 3% (by weight) of total organic car-
bon as found at Ocean Drilling Project site 909
(13) and that the emanating gas was produced by
these sediments. Proximally, that is, shallower
than 700- to 800-m water depth, Pleistocene and
Pliocene highly heterogeneous, terrigeneous gla-
cial deposits overlie the contourites (14, 15). In
the glacial deposits, there is only limited evidence
for free gas and no clear geophysical evidence for
gas hydrate, such as a bottom simulating reflector.
Yet, seismic evidence for gas hydrate occurrence
is conclusive for the contourite deposits farther
west (16), where gas hydrate has also been sam-
pled at a vent site in ~900-m water depth (17).

Several oceanographic expeditions were able
to corroborate the location of the gas flares dis-
covered in 2008. During the MSM21/4 survey in
August 2012,wecollecteda series ofPARASOUND
18-kHz parametric echosounder profiles with
40-m spacing around the site of the MASOX
(MonitoringArctic Seafloor–OceanExchange) ob-
servatory (Fig. 1). An ~40-m footprint of the
PARASOUND system at 390-m water depth al-
lowed us to obtain a complete coverage of the
flare locations within the area of this survey,
which means these data were no longer biased by
selection of ship tracks as in previous surveys.
Our results show that the gas flares align between

380- and 400-mwater depths, which corresponds
to the upper limit of the gas hydrate stability zone
(GHSZ) considering present-day bottom-water tem-
perature of around 3°C (16). Geological structures
that may focus gas from deeper parts of the plumb-
ing system are absent (16). Thus, we interpret this
match of gas flare origination depth and the cal-
culated landward termination of the gas hydrate
stability zone in the sediments as strong circum-
stantial evidence for a link between gas hydrate
dynamics and gas seepage. At the gas flares,

substantial amounts of methane are liberated into
the water column, leading to bottom-water CH4

concentrations of up to 825 nM and a net flux of
methane to the atmosphere (18).

One objective of this study was to deduce a
minimum age for the onset of marine methane
release from the sea floor. For detailed sampling
of the gas seeps, we carried out 10 dives with the
manned submersible JAGO.Our observations sub-
stantiate the presence of more than 5-m-wide and
typically more than 20- to 40-cm-thick outcropping

Fig. 1. The Svalbard
gas hydrate province is
located on the western
margin of the Svalbard
archipelago (inset). At
water depths shallower
than 398 m, numerous
gas flares have been ob-
served in the water col-
umn (color-coded dots
for different surveys) by
using EK60 echo sounders
and high-resolution side
scan sonar. The gas flares
are located between the
contour lines at which gas
hydrate is stable in the sub-
surface at 3° (brown) and
2° (blue) Caveragebottom-
watertemperature.Theblack
lines show the location of
PARASOUNDprofiles with
40-m separation, that is,
completecoverage, for flare
mapping. The black arrows
point to the location of
submarine dives discussed
in the text. The red line shows the location of the modeling transect (bold section
shown in Fig. 3). The large cluster of seeps at the northern limit of the gas flare line
at a water depth of 240 to 260 m can be explained by the presence of an

elsewhere-absent glacial debris flow deposit that is deviating gas laterally within
the prograding debris flow deposits and cannot have anything to do with gas
hydrate dynamics (16, 23). CTD, conductivity, temperature, and depth.
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Fig. 2. Photograph of the massive authigenic carbonate crusts observed at the HyBIS site in
385-m water depth. For scale, the total length of the larger white sessile ascidia (white stalklike animal
on the crest of the uplifted carbonate plate) is about 15 cm. Carbonate crusts such as these take at least
several hundred years to develop through anaerobic oxidation of methane.
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carbonate crusts at the Polarstern (246 m) and the
HyBIS (385 m) (Fig. 2) sites; small carbonate
nodules at the MASOX site (395 m) were found
in gravity cores. We analyzed carbonates from
the HyBIS and the MASOX site. The min-
eralogical composition of the carbonates was het-
erogeneous and admixed with high amounts of
detrital silicates. They were characterized by low
d13C isotope values between –27.1 and –41.4 per
mil (‰) Vienna pee dee belemnite (V-PDB) (17).
Consequently, these carbonates can be regarded
as an archive of microbially induced, methane-
related authigenic precipitation processes (19).
The most reliable single-age data were obtained
from aragonite-dominated surface samples. U/Th
isotope measurements and resulting minimum
seepage age for the MASOX site imply that sig-
nificant methane-related precipitation was already
occurring at 3000 years before the present (yr B.P.)
(18). For comparison, the derived ages for the
HyBIS site are overlapping or older, for example,
sample SV-2 (8200 T 500 yr B.P.) or sample SV-3
(4600 T 500 yr B.P.). The youngest isochron-
based age of ~500 yr B.P. was deduced from
carbonates that were found in sediments at the
MASOX site at 40- to 50-cm depth below the sea
floor. Because of changes in the path of methane-
bearing fluids, inclusion of impurities, and alteration
of sample material, it was not possible to decipher
potential on/off stages or chemical variation of the
seeping fluids beyond the results presented in this
paper. Hence, it is possible that seepage strength and
transport of methane from the sediment to the water
column and atmosphere varied over time.

We propose that carbonate formation in this
area continues until today, because surface sedi-
ments (0- to 10-cm depth below sea floor) at gas
vents at both the HyBIS and the MASOX sites
were characterized by high rates of anaerobic oxida-
tion of methane (AOM; maximum of 11.3 mmol
CH4 cm−3 day−1), which is the driver for car-
bonate precipitation at methane seeps (19). AOM
correlated with high concentrations of methane
(max 14,800 nM), sulfide (maximumof 11,000 nM),
and total alkalinity (maximum of 29 meq l−1) in
the sediment. Chemosynthetic communities (sulfur
bacteria mats and frenulate tubeworms) were
present at both sites (18).

Observations of old carbonate crusts imply
that seepage must have been ongoing at all three
sites for more than 500 years. Detailed pale-
oceanographic reconstructions for the Svalbard
area (11) show a pronounced warming since
the end of the 19th century. However, even this
100-year time span seems too short to explain the
observed thicknesses. The ages of the recovered
carbonate crusts, which are all significantly older
than 100 years, support this conclusion. Thus, it
is unlikely that an anthropogenic decadal-scale
bottom-water temperature rise is the primary rea-
son for the origin of the observed gas flares, al-
though this temperature rise may contribute to
keeping gas pathways open longer and further.

During the cruise, we recovered the MASOX
observatory, which had been deployed twice for

a total of 22 months within a cluster of flares be-
tween 390- and 400-m water depth. The observa-
tory contained a bottom-water temperature sensor
sampling every 15min during both deployments.
The recorded time series revealed fluctuations of
bottom-water temperature between 0.6° and 4.9°C,
with lowest temperatures between April and June
and highest temperatures betweenNovember and
March (Fig. 3). In both years, the temperature dif-
ference between spring and fall/winter was around
1.5°C, but during the second year the average
bottom-water temperature was generally about 0.5°
higher than that recorded during the first deploy-
ment. The time series implies that there is a strong
seasonal change of sea floor temperature.

In order to obtain better constraints on the heat
exchange between the sediment and the bottom
water, we conducted in situ sediment temperature
and thermal conductivity measurements by using
a 6-m-long heat flow probe along transects down
the slope. Between 500- and 360-mwater depths,
our measurements revealed a landward increase
in thermal conductivity from1.5 to 2.6Wm−1K−1,

with amaximumaround the position of theMASOX
observatory. High sediment thermal conductivity,
large temporal variability in bottom-water tem-
perature, and possibly formation and dissociation
of gas hydrates resulted in very irregular sediment
temperature profiles, which made it difficult to
determine the heat flow along the transect line
from our data. On the basis of our measurements
at 500-m water depth, we estimate the regional
heat flow to be around 0.05 W m−2. Given the
comprehensive evidence for seepage, this value
is likely modulated by convective heat transport.

On the basis of the recorded bottom-water
temperature time series and the acquired thermal
conductivity data, we developed a two-dimensional
model of the evolution of the GHSZ along the
transect line. As illustrated in Fig. 3, the seasonal
changes in bottom water temperature are accom-
panied by large lateral shifts of the GHSZ at least
within the top 5 m of surface sediments. During
the cycle of a year in which bottom-water tem-
perature varies as observed in 2011 and 2012, the
volume of the GHSZ varied between amaximum

Fig. 3. Temperature and the GHSZ. (Top) Daily means of bottom-water temperature recorded by the
MASOX observatory. The times when the extent of the GHSZ was at its maximum and minimum are
marked by solid red and dashed blue lines, respectively. (Bottom) The seasonal dynamics of the GHSZ.
Driven by changes in bottom-water temperature, the GHSZ advances and retreats in the course of the
year. The solid red lines and the dashed blue lines indicate maximum and minimum extents of the GHSZ,
respectively. The area in which gas hydrates are stable in the long-term is shaded in yellow. The difference
between maximum and minimum extents of the hydrate stability zone is shaded in orange and cor-
responds to the seasonal GHSZ, in which gas hydrate dissociation and formation alternate periodically.
The triangles filled in magenta represent the projected locations of all flares detected within 1000 m of
the transect line. The green diamond shows the position of the MASOX observatory. An animated
illustration of the modeling results is provided in the supplementary materials.
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value in summer and a minimum value in winter.
During the time period covered by our measure-
ments, the GHSZ was at its maximum in June
2011, when it extended to a 360-m water depth.
Increasing bottom-water temperatures from
June until December were accompanied by a re-
treat of the GHSZ at the seafloor to more than
410-m water depth. In the subsurface, the GHSZ
retreated further until it reached its minimum in
March 2012.

The modeling shows that persistent supply of
dissolved methane from below the GHSZ in this
section of the slope would lead to the formation
of hydrate from winter until summer. The newly
formed hydrate would dissociate again during the
second half of the year and thus augment meth-
ane emissions from the seabed both by opening
pathways to gas ascending from underneath and
by releasing gas from the hydrate phase. The total
volume of sediment that was affected by seasonal
shifts of the GHSZ amounted to between 3000
and 5000 m3 per meter of the margin. Assuming
a gas hydrate concentration of 5% of the pore
space and a porosity of 50%, the seasonal GHSZ
has the potential to periodically store and release
between 9 and 15 tons of CH4 per meter of the
margin. However, these amounts represent the
upper limits of the seasonal buffering capacity,
because the latent heat of hydrate kinetics was
not included in the simulation. Depending on the
concentration and distribution of gas hydrates in
the sediment, alternating formation and dissoci-
ation would dampen the oscillation of the GHSZ
and thus reduce its volume.

Although the modeling shows that seasonal
bottom-water temperature variations are capable
of modulating the observed gas emissions, we
found no direct evidence in the heat flow data
that would suggest that the slope sediments ex-
perienced decadal-scale warming. The combined
data demonstrate that hydrate is playing a fun-
damental role in modulating gas seeps between
380- and 400-m water depth at the upper limit of
theGHSZ,whereas ascendinggaswould be trapped
or deviated up along the base of the GHSZ fur-
ther seaward. Long-term variations in seepage
may exist, but presently available data are insuf-
ficient to document annual, decadal, or centennial
changes in seepage. Our data suggest that shal-
low hydrate accumulations are sensitive to bottom-
water temperature changes and therefore that
significant anthropogenic warming will affect the
shallow parts of the hydrate system. This sensi-
tivity demonstrates the need for quantifying the
total amount of gas hydrate in the shallowest part
of the gas hydrate stability zone if climate feed-
back mechanisms are to be assessed beyond sim-
ple globalmodels (20, 21). Our observations show
that methane seepage west off Svalbard has been
ongoing formuch longer than anthropogenicwarm-
ing. Therefore, observations of large contempo-
rary emissions reported in other studies cannot be
considered proof of accelerating hydrate destabi-
lization, although neither do they prove that cata-
strophic destabilization is not accelerating.
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Conserved Class of Queen Pheromones
Stops Social Insect Workers
from Reproducing
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A major evolutionary transition to eusociality with reproductive division of labor between queens
and workers has arisen independently at least 10 times in the ants, bees, and wasps. Pheromones
produced by queens are thought to play a key role in regulating this complex social system, but
their evolutionary history remains unknown. Here, we identify the first sterility-inducing queen
pheromones in a wasp, bumblebee, and desert ant and synthesize existing data on compounds
that characterize female fecundity in 64 species of social insects. Our results show that queen
pheromones are strikingly conserved across at least three independent origins of eusociality, with
wasps, ants, and some bees all appearing to use nonvolatile, saturated hydrocarbons to advertise
fecundity and/or suppress worker reproduction. These results suggest that queen pheromones evolved
from conserved signals of solitary ancestors.

Eusocial insects exhibit a remarkable repro-
ductive division of labor between queens
and largely sterile workers.Mechanistical-

ly, pheromones emitted by the queen are thought
to play a key role in suppressing worker repro-
duction (1). However, for most species, the iden-
tity of these pheromones remains unknown. In
fact, decades of research have resulted in the suc-
cessful identification of only a few, structurally
unrelated, sterility-inducing queen pheromones
in the domestic honeybee, Lasius ants, and one
termite species (1–5). This paucity of data is un-
fortunate, because insights into the evolution of
queen pheromones could contribute greatly to
our understanding of the evolution of sociality.

In the present study, we test whether a struc-
turally related class of queen pheromones might
be biologically active across three independently
evolved eusocial lineages. We hypothesized that
long-chain hydrocarbons, which recently have
been found to act as queen pheromones in Lasius
ants (3, 4) and which are thought to advertise
fertility in diverse groups of social insects (6–10),
could play such a role. We searched for sterility-
inducing queen pheromones in representative
species of wasps, bees, and ants—namely, the
common wasp, Vespula vulgaris; the buff-tailed
bumblebee, Bombus terrestris; and the desert ant,
Cataglyphis iberica. Candidate queen phero-
mones were selected by comparing the cuticular
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chemical profiles of queens andworkers and rank-
ing the components according to their queen-caste
specificity [for details see (11) and table S1]. Sub-
sequently, synthetic samples of several putative
queen pheromones were tested for their ability
to inhibit worker reproduction in nests from which
the mother queen had been removed, after which
all workers were dissected and their ovaries clas-
sified as undeveloped, developed, or regressed.

Our results support the hypothesis that, in
all three species, long-chain linear and methyl-
branched saturated hydrocarbons are used to stop
workers from reproducing (Fig. 1 and table S2).
This reproductive inhibition occurred via two
distinct physiological processes: (i) by preventing
workers from activating their ovaries and (ii) by
causing secondary oocyte resorption (regression).
Live queens have also been shown to induce
both of these effects, with queen-induced ovary
regression being particularly well documented
in bumblebees (table S2). Hence, the applica-
tion of synthetic pheromones closely mimicked
the effect of the presence of a live queen. Three
of the same compounds that induced sterility in
the common wasp—the linear alkanes n-C27 and
n-C29 and the methylalkane 3-MeC29—also did
so in the desert ant (Fig. 1). Furthermore, the
sterility-inducing queen pheromones of all three
species were structural homologs of the previ-
ously identified queen pheromone of Lasius ants,
3-MeC31 (5, 6), and the fertility signal n-C25 iso-
lated from the ant Aphaenogaster cockerelli (8).
The linear alkane n-C25 also induced strong ovary

regression in the bumblebee, whereas four queen-
specific esters had no effect on worker ovary
development (Fig. 1). Thus, saturated hydrocar-
bons appear to act as a conserved class of queen
pheromones in bumblebees, ants, and wasps, even
though these taxa derive from separate, ancient
origins of eusociality (12). These results do not
necessarily imply that there is perfect conserva-
tion at the level of individual compounds. For ex-
ample, the linear alkane n-C29, which was active
in both Vespula wasps and Cataglyphis ants, is
most likely not biologically active in bumblebees,
given that this compound is not overproduced
in Bombus terrestris queens. In addition, we can-
not exclude the possibility that other, as-yet-
unidentified compounds act in synergy with the
pheromones identified here.

To further investigate the extent to which
sterility-inducing queen pheromones might be
conserved at the level of chemical families across
distantly related species, we conducted a sys-
tematic review of the chemicals that are over-
produced by fertile individuals (mainly queens)
relative to infertile individuals (workers) (table S3).
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Fig. 1. Queen pheromone bioassays. The results
demonstrate that long-chain cuticular hydrocarbons act
as a conserved class of sterility-inducing queen pher-
omones in three independently evolved social insect
lineages, represented by the wasp V. vulgaris (A), the
bumblebee B. terrestris (B), and the ant C. iberica (C).
Treatment of queenless worker groups with the linear
alkanes n-C27 and n-C29 and the methyl alkane 3-MeC29
caused a two- to sevenfold reduction in the odds of
workers having fully developed ovaries in the common
wasp and the Iberian ant (bar charts, red bars) relative to
a pentane-treated control (left, stacked bar charts)
(significance levels based on binomial mixed models:
*P < 0.05, **P < 0.01, and ***P < 0.001; see table S2
for detailed statistics). Furthermore, the probability of
workers having regressed ovaries (blue bars) was increased
~two- to four-fold by treating colonies with n-C27, n-C28,
n-C29, and 3-MeC29 in the common wasp, n-C25 in the
bumblebee, and n-C27 and 3-MeC29 in the Iberian ant.
Decreased worker ovary development mimicked the effect
of the presence of a live queen, as did the increased
worker ovary regression observed in the bumblebee
(table S2). By contrast, none of four queen-specific
esters tested (E1 to E4: eicosyl, docosyl, tetracosyl, and
hexacosyl oleate) significantly influenced worker ovary
development in the bumblebee. Colony size and the
number of males present were included in the model
whenever they had a significant effect (table S2).
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Based on data from 90 published studies, we re-
constructed the evolutionary history of putative
fertility or queen signals across 64 hymenopteran
species comprising five independent origins of

eusociality [ants, halictine bees, corbiculate bees,
stenogastrine wasps, and polistine and vespine
wasps (12)]. This comparative analysis demon-
strates that saturated hydrocarbons are the single

most common class of chemicals overproduced
by queens or fertile individuals (Fig. 2). In fact, our
ancestral state reconstruction shows that saturated
hydrocarbons were most likely used as fertility
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Fig. 2. The evolutionary history of queen and fertility signals across
major clades of social hymenopteran insects. Each alternately shaded clade
indicates an independent origin of eusociality (12). The pie charts show the like-
lihoods of different compound classes being used as queen or fertility signals as
inferred from amaximum likelihood ancestral state reconstruction under a single-
rate evolutionary model. Saturated hydrocarbons (linear and methyl-branched
alkanes) receive very high support for being used as conserved queen or fertility
signals across several independent origins of eusociality (red pie charts, see
likelihood values in table S5; branches with likelihood of >50%are highlighted in
red). By contrast, the use of other compound classes, such as the keto acid (E)-9-
oxo-2-decenoic acid (2) (dark green) and the esters ethyl palmitate and methyl
linoleate (19) in A. mellifera honeybees (yellow) or the alkene (Z)-9-nonacosene in

Odontomachus ants (9) (blue), appear to be either derived or highly taxon-specific
(pie charts of maximum likelihood reconstructions of particular compound classes
are shown when likelihood values are >50%). Data are based either on the
overrepresentation of particular compound classes on queens relative to workers
or on direct experimental evidence for specific pheromones being used to sup-
press worker reproduction (solid highlights indicate direct physiological inhibition;
open boxes indicate aggression-mediated inhibition) (table S3). Species tested in
the present study are marked with arrows. The main active compounds are shown
in the insets (A) V. vulgaris and (D) C. iberica: a = heptacosane, b = nonacosane,
c = 3-methylnonacosane. (B) A. mellifera: d = (E)-9-oxo-2-decenoic acid, e =
ethyl palmitate, f = (E)-b-ocimene, g = methyl linoleate. (C) B. terrestris: h =
pentacosane. (E) L. flavus and (F) L. niger: i = 3-methylhentriacontane.

www.sciencemag.org SCIENCE VOL 343 17 JANUARY 2014 289

REPORTS



cues in the common solitary ancestor of all ants,
bees, and wasps, which lived ~145 million years
ago (13). Furthermore, the use of other compound
classes as queen pheromones in all cases appears
to be derived (Fig. 2). These secondary changes
could be explained by minor biochemical alter-
ations in pheromone biosynthesis. For example,
up-regulation of desaturases could result in a shift
from the use of saturated to unsaturated hydro-
carbons (14, 15). In addition, selection for other,
more volatile, compound classes could be favored
when queen pheromones servemultiple functions.
In the honeybee, for example, the more volatile
queen pheromone blend not only stops workers
from reproducing but also induces long-range
mate attraction and worker retinue behavior (16).

In conclusion, the results of our bioassays and
comparative analyses demonstrate that structur-
ally related compounds act as queen pheromones
across several independent origins of eusociality.
This finding implies that social insect queen pher-
omones likely evolved from preexisting fertility sig-
nals directed at males, e.g., in the context of mate
choice or mate attraction (14, 15). This theory is
supported by the fact that, in both social and sol-
itary insects, specific hydrocarbons are produced
as direct or indirect by-products of ovary develop-
ment and that some of these compounds function
as mate attractants in solitary species (14, 15). In
the house fly, for example, ovary development re-

sults in the release of 20-hydroxyecdysone, which
causes the production of the cuticular hydrocarbon
sex pheromone (Z)-9-tricosene (14). Hence, our
data provide important new support for the hy-
pothesis thatmany traits in social insects are derived
directly from a preexisting ground plan of solitary
ancestors (17, 18).
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Identification of a Plant Receptor for
Extracellular ATP
Jeongmin Choi,1* Kiwamu Tanaka,1* Yangrong Cao,1 Yue Qi,2 Jing Qiu,2 Yan Liang,1
Sang Yeol Lee,3 Gary Stacey1†

Extracellular adenosine 5′-triphosphate (ATP) is an essential signaling molecule that is perceived
in mammals by plasma membrane P2-type purinoceptors. Similar ATP receptors do not exist in
plants, although extracellular ATP has been shown to play critical roles in plant growth,
development, and stress responses. Here, we identify an ATP-insensitive Arabidopsis mutant,
dorn1 (Does not Respond to Nucleotides 1), defective in lectin receptor kinase I.9 (Arabidopsis
Information Resource accession code At5g60300). DORN1 binds ATP with high affinity
(dissociation constant of 45.7 T 3.1 nanomolar) and is required for ATP-induced calcium response,
mitogen-activated protein kinase activation, and gene expression. Ectopic expression of DORN1
increased the plant response to physical wounding. We propose that DORN1 is essential for
perception of extracellular ATP and likely plays a variety of roles in plant stress resistance.

Adenosine 5′-triphosphate (ATP), the uni-
versal energy currency in all organisms,
also acts as an extracellular signaling

molecule (1). The first report that ATP could play

an extracellular signaling role was viewed with
skepticism (2). This skepticism disappeared when
the plasma membrane receptors for extracellular
ATP were identified in mammals (3, 4). These re-
ceptors are of two general types: ligand-gated ion
channel P2X andG protein–coupled P2Y receptors
(5, 6). The various members of these two receptor
classes show distinct ligand binding affinity. Spatial
and temporal expression patterns of these recep-
tors support their postulated roles in the regula-
tion of a broad range of mammalian physiology,
including neurotransmission, muscle contraction,
inflammation, and cell growth and death (5).

In contrast, relatively little is known about the
role of ATP as an extracellular signal in plants,
and some skepticism exists as to the role this
molecule may play in plants. However, a number
of papers have suggested a role for extracellular
ATP in plant growth (7, 8), development (9, 10),
and stress responses (11–13). Furthermore, the
presence of extracellular ATP was visualized at
actively growing root hair tips (7). ATP is actively
released from plant cells in response to abiotic
stresses (14), fungal elicitors (7, 15), and mech-
anical stimuli (16). Some plant cellular responses
to ATP are similar to those seen in mammals (17),
for example, cytoplasmic calcium increase, pro-
duction of reactive oxygen species and nitric ox-
ide, and the role of ecto-apyrases that regulate
extracellular ATP homeostasis. However, efforts
to identify plant ATP receptors through their ge-
nomic sequence homology to animal purinoceptors
failed to identify any suitable candidate proteins.

To identify genes involved in extracellular ATP
recognition in plants, we performed a forward
genetic screen for Arabidopsis thaliana mutants
impaired in their ability to respond to ATP treat-
ment. Exogenously applied ATP triggers cyto-
plasmic calcium influx in wild-type Arabidopsis
seedlings expressing the calcium reporter protein,
aequorin (18,19).Wescreened50,000ethylmethane-
sulfonate (EMS)–mutagenized seedlings for the
ATP-induced calcium response (fig. S1) and iden-
tified two mutants lacking a cytoplasmic calcium
response to ATP addition (Fig. 1A and fig. S2).
As described below, these mutants also failed
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to respond to a variety of other nucleotides, ex-
cept pyrimidine nucleotides, that is, cytosine tri-
phosphate (CTP) (Fig. 2 and fig. S2). The two
mutants were found to be allelic (fig. S3), and,
therefore, we named them Does not Respond to
Nucleotides 1-1 (dorn1-1) and dorn1-2. Addition
of ATP to dorn1-1 plants failed to trigger phos-
phorylation of mitogen-activated protein kinase 3
(MPK3) and MPK6 as seen in wild-type plants
(Fig. 1B).

To define the transcriptional response to ATP,
we performedmicroarray analysis inwild-type and
dorn1-1mutant seedlings after the addition ofATP.
In wild-type plants, 332 and 242 genes were sig-
nificantly up- and down-regulated in response to
ATP, respectively (Fig. 1C). However, none of these
genes responded to ATP in the dorn1-1mutant.
Quantitative reverse transcriptase–polymerase chain
reaction (qRT-PCR) confirmed the ATP-induced
gene expression of WRKY domain transcription
factor40 (WRKY40) and calcium-dependent protein
kinase 28 (CPK28) in the wild-type but not in the
mutant (fig. S4). The Gene-Ontology enrichment
test showed that stress-responsive genes and signal
transduction–related genes were overrepresented in
the list of up-regulated genes, whereas cell-wall or-
ganization geneswere specifically down-regulated
(fig. S5).

We identified the gene responsible for the
ATP-insensitive phenotype in the dorn1 mutants
by map-based cloning and whole-genome se-
quencing. Map-based cloning initially showed
genetic linkage to a 615-kb interval at the bottom
of chromosome 5 (fig. S6). We compared whole-
genome sequences in wild-type, dorn1-1, and
dorn1-2 and found independent point mutations
in the gene, At5g60300, predicted to encode a
lectin receptor kinase–I.9 (LecRK-I.9). LecRK-I.9
consists of an extracellular legume-type lectin do-
main, a single transmembrane domain, and an
intracellular kinase domain (fig. S7). The muta-

tions in dorn1-1 and dorn1-2 resulted in the con-
version of amino acid Asp572 and Asp525 to Asn
in subdomainX and in theDxWxxGmotif (where
D indicates Asp; x, any amino acid; W, Trp; and
G, Gly) in subdomain IX, respectively, each of
which is important for phosphorylation of the
activation loop or stabilization of the catalytic
loop of the kinase (20, 21). In vitro kinase assays
demonstrated that the kinase domain of dorn1-1
and dorn1-2 is completely inactive (fig. S8).
The identification of the LecRK-I.9 gene allowed
isolation of a dorn1 transferred DNA (T-DNA) in-
sertion (Arabidopsis Biological Resource Center
accession code Salk_042209; dorn1-3), which has
reduced transcript levels (fig. S9). The phenotype
of the dorn1-3 mutant was identical to that of
dorn1-1 and dorn1-2 in that the mutant did not
show an increase in intracellular calcium con-
centration or gene induction upon the addition of
ATP (Fig. 1A and fig. S10). In addition, ectopic
expression of the wild-type version of LecRK-I.9
in dorn1-2 plants reinstated normal calcium in-
flux in response to ATP (fig. S11).

If DORN1 encodes the essential receptor for
extracellular ATP, then dorn1mutants should not
show defects in signaling processes other than
the response to ATP. Indeed, the intracellular cal-
cium responses of the dorn1 mutants to various
biotic (flg22, chitin, elf26, and pep1) and abiotic
(NaCl, mannitol, and cold water) calcium elic-
itors were identical to those of wild-type plants
(Fig. 2). The T-DNA insertion line, dorn1-3, con-
sistently showed a normal response to various cal-
cium elicitors despite some variation observed in
EMS mutants, possibly because of the secondary
mutations.

Some animal P2Y receptors recognize other
nucleotides, for example, adenosine diphosphate
(ADP) and uridine triphosphate (UTP), in addi-
tion to ATP (5, 6). Therefore, we tested the cal-
cium response ofdorn1mutants to other nucleotides.

All of the dorn1mutant seedlings showed strong
defects in the calcium response to ADP and
slowly hydrolyzable forms, ATPgS and ADPbS,
and also to other purine nucleotides, guanosine
triphosphate (GTP) and UTP. In contrast, the re-
sponse to a pyrimidine nucleotide, CTP, was com-
parable to the level of wild-type plants (Fig. 2).
We also tested the nucleotide-induced calcium
responses in the DORN1 ectopic expression line
(oxDORN1). These plants showed amuch stronger
response to most of nucleotides tested, for ex-
ample, ~20-fold higher response to ATP in com-
parison towild type. The relative calcium responses
of the oxDORN1 line showed a rank order of lig-
and potency ofATP>GTP> inosine triphosphate
(ITP) > thymidine triphosphate (TTP) = UTP >
CTP (fig. S12), identical to that of wild-type plants
(18). Our observation that the dorn1 mutants re-
tain sensitivity to CTP (Fig. 2 and fig. S2) is con-
sistent with evidence for an independent recognition
system for CTP (18). Collectively, our results
suggest that DORN1 is a key player in the recog-
nition of various nucleotides with a preference for
purine nucleotides over pyrimidine nucleotides.

Localization of the LecRK-I.9 protein to the
plasma membrane (22, 23) is consistent with a
role in the recognition of an extracellular ligand.
Therefore, we measured ATP binding to the ex-
tracellular domain of the DORN1 recombinant
protein by using radiolabeled ATP (Fig. 3A). The
DORN1 protein exhibited a typical saturation
curve for ATP binding with relatively high affin-
ity [dissociation constant = 45.7 T 3.1 nM, max-
imum binding capacity = 488.0 T 6.3 pmol/mg of
protein]. If DORN1 is the receptor responsible
for the plant response to nucleotides, then the pro-
tein should also bind to those nucleotides shown
to be biologically active with the same relative
specificity as the cellular response. We assessed
the ability of various unlabeled nucleotides to
compete with binding of radiolabeled ATP. The
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Fig. 1. The dorn1mutants are insensitive to extracellular ATP. (A) The dorn1
mutants are defective in ATP-induced calcium response. The bar graph indicates the
integrated calcium response to ATP addition for 400 s. Asterisks indicate significant
differences between wild-type andmutants (means T SEs, n = 6, *P < 0.01). (B) The
dorn1-1 mutant did not phosphorylate MPK3 and MPK6 in response to 100 mM of ATP. Phosphorylation of MPK3 and MPK6 was detected by using antibody
against phospho-p44/p42 mitogen-activated protein kinase. The nonspecific band was used (*) as a loading control. (C) Microarray analysis of ATP-induced gene
expression in wild-type (Col-0) and the dorn1-1 mutant plants. Red dots show the genes significantly altered 30 min after treatment with 100 mM ATP (false
discovery rate < 0.05, fold change ≥ 1.5). The data were based on three replicates for each treatment. Normalized probe intensities (log2 scale) were compared
for ATP treatment (y axis) and buffer control (x axis). Black hatched line indicates the same intensity between two treatments, whereas black dash lines indicate
1.5-fold change.
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results showed that unlabeled ATP and ADPwere
the best competitors for binding with radiolabeled
ATP, with less competition by ITP, GTP, and UTP
and little or no competition by other nucleotides,
e.g., CTP and adenosine (Fig. 3B). This ligand
specificity reflects the order of magnitude of the

calcium response in the wild-type Arabidopsis (18)
and the substrate potency seen with the trans-
genic line ectopically expressing DORN1 (Fig. 2
and fig. S12). Collectively, our results demonstrate
that DORN1 is a nucleotide-binding protein with
preferred affinity for ATP. Next, we conducted

an in planta ATP-binding assay using Arabidopsis
protoplasts (Fig. 3C). The extracellular domain in-
cluding transmembrane domain of DORN1 was
cross-linked with biotinylated 8-azido-ATP and
was precipitated by streptavidin beads. Biotinyl-
ated 8-azido-ATP cross-linking to DORN1 was
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Fig. 2. The dorn1 mutants show defects in the calcium responses to
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Fig. 3. DORN1 binds ATP. (A) Saturation binding
assay for DORN1. The extracellular domain of DORN1
was incubated with the indicated concentrations of
radiolabeled ATP for 30 min. Bound radiolabeled ATP
was separated from free ATP by gel filtration chro-
matography. Data were plotted as a specific binding
with SE of three replicates. (B) Competitive binding
assay for DORN1. Samples containing 25 nM radio-
labeled ATP in the presence of 10 nM to 10 mM of the
unlabeled nucleotides were assayed for specific binding
of labeled ATP. Inhibition constant (Ki) values were cal-
culated after the data points were fitted by the one-
site competition model using GraphPad Prism 5,
www.graphpad.com. (C andD) DORN1 binds ATP in
planta. Protoplasts expressing hemagglutinin (HA)–
tagged extracellular domain of DORN1 with its trans-
membrane domain were ultraviolet cross-linked with
biotinylated 8-azido-ATP followed by precipitation with
streptavidin beads. DORN1was detected with antibody
against HA. Unlabeled 1 mM ATP (C) or CTP (D) was
used as a competitor.
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abolished by competition with unlabeled ATP
(Fig. 3C), whereas CTP had no effect (Fig. 3D).
Thus, DORN1 binds extracellular ATP at the cell
surface.

Lectin domains are typically associated with
proteins that bind carbohydrates or oligosaccha-
rides (24). However, the legume-type lectin do-
main found in DORN1 lacks the conserved Ca2+

and Mn2+ binding residues that are critical for
monosaccharide binding (25). Early studies of
legume lectins made note of their ability to bind
adenine, a component of ATP (26, 27). However,
adenine was not able to compete with ATP for
binding to DORN1 (Fig. 3B). Therefore, the
exact ATP binding site in DORN1 remains to be
determined.

Although ATP can be released from plant
cells by vesicle fusionwith the plasmamembrane

(7, 16), the levels released in this way appear to
be quite low, that is, nanomolar levels (16). In
contrast, ATP concentrations as high as 40 mM
were recorded in the fluid released at sites of phys-
ical wounding (13). Therefore, we compared the
transcriptional response to ATP (Fig. 1C) to the re-
sponse towounding (28). Sixty percent of theATP-
induced genes were also induced by wounding,
with 90% of these genes responding very early
to wounding (Fig. 4A). For example, out of 332
ATP-induced genes, 112were up-regulated 15min
after wounding (Fig. 4B). Expression of selected
genes after wounding was much higher in the
oxDORN1 plants and notably reduced in the
dorn1-3 plants (Fig. 4C). This is consistent with
the gene expression pattern when ATP was ap-
plied to these plants (Fig. 4D). The data suggest
that ATP is released during physical damage as a

danger signal, which is then recognized by the
DORN1 receptor.

Genomic sequence–based surveys for canon-
ical P2X and P2Y receptors in plants failed to
detect any likely candidates for an ATP receptor.
This is now explained by the fact that the ATP
receptor in Arabidopsis, DORN1, has a very dif-
ferent molecular structure from the known animal
receptors. Given this unique structure, we pro-
pose the name P2K (K for kinase) for this pre-
viously unknown family of purinoreceptors, with
DORN1 (P2K1) being the founding member. The
P2K family is likely to be plant-specific because
animals appear to lack lectin receptor kinases (29).
On the basis of the phylogenetic occurrence of
lectin receptor kinases, P2K receptors may be
found in primitive plants (e.g., mosses) through
higher plants but not in green algae. Indeed, at
least one P2X receptor–like receptor has been
identified in green algae (30). Given the variety
of roles that extracellular ATP has been shown to
play in animal systems, it is likely that further
biological functions will also be found for this
interesting signal molecule in plants.
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Fig. 4. ATP and wounding induce a common set of genes. (A and B) ATP up-regulated genes (Fig.
1C) were compared with transcriptome data from wounded rosette leaves (28). (A) Hierarchical clustering
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ATP-treated whole seedlings (D) were subjected to qRT-PCR analysis. Histograms show means with SEs as
values relative to those of untreated controls. Symbols show statistically significant differences (P < 0.05)
between wildtype (Col-0) and dorn1-3 (#) or oxDORN1 (*).
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Btk29A Promotes Wnt4 Signaling in
the Niche to Terminate Germ Cell
Proliferation in Drosophila
Noriko Hamada-Kawaguchi,1 Beston F. Nore,2,3 Yusuke Kuwada,1
C. I. Edvard Smith,2 Daisuke Yamamoto1*

Btk29A is the Drosophila ortholog of the mammalian Bruton’s tyrosine kinase (Btk), mutations of which
in humans cause a heritable immunodeficiency disease. Btk29A mutations stabilized the proliferating
cystoblast fate, leading to an ovarian tumor. This phenotype was rescued by overexpression of wild-type
Btk29A and phenocopied by the interference of Wnt4–b-catenin signaling or its putative downstream
nuclear protein Piwi in somatic escort cells. Btk29A and mammalian Btk directly phosphorylated tyrosine
residues of b-catenin, leading to the up-regulation of its transcriptional activity. Thus, we identify a
transcriptional switch involving the kinase Btk29A/Btk and its phosphorylation target, b-catenin, which
functions downstream of Wnt4 in escort cells to terminate Drosophila germ cell proliferation through
up-regulation of piwi expression. This signaling mechanism likely represents a versatile developmental switch.

Stem cell maintenance and differentiation
are not entirely autonomic, but instead are
under strict control by supporting cells that

form the “niche” (fig. S1A) (1, 2). Recent studies
in Drosophila have shown that the dynamics of
Piwi and its associated piRNAs, a protein-RNA

complex for gene silencing, are required in not
only germ cells but also distinct niche-forming
somatic cells—escort cells—for germ cell devel-
opment (3, 4); however, their regulatory mecha-
nisms remain largely unknown. Here we identify
a transcriptional switch involving the factorBruton’s
tyrosine kinase (Btk) and its phosphorylation target,
b-catenin, operating downstream of Wnt4 in escort
cells to terminateDrosophila germ cell proliferation
through modulation of piwi expression.

Drosophila Btk29A type 2 is the ortholog of
human BTK (fig. S1B) (5). The type 1 isoform is
present and the type 2 is absent in Btk29A ficPmu-
tants (fig. S1G) (5). Germ stem cells (GSCs) and
transit amplifying cystoblasts (CBs) are localized
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Tohoku University Graduate School of Life Sciences, Sendai
980-8577, Japan. 2Karolinska Institutet, Clinical Research Center,
Department of Laboratory Medicine, Karolinska University Hos-
pital Huddinge, SE-141 86 Huddinge, Sweden. 3Department of
Biochemistry, School of Medicine, Faculty of Medical Sciences,
University of Sulaimani, Post Office Box Sulaimani 438, Kurdistan
Region, Iraq.
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Fig. 1. Deficiency of Btk29A in niche cells impairs germ cell devel-
opment. (A to I) The germaria of flies of the indicated genotypes doubly
stained with anti-Vasa and monoclonal antibody (mAb) 1B1. Cells with
spectrosomes observed in (B), (E), and (H) are schematically drawn in (C),
(F), and (I). ( J and K) The number of germ cells ( J) and spectrosomes (K)
in the region anterior to region 2 (indicated in fig. S1A, bottom) of the
germaria of the indicated fly genotypes. In ( J), the number of germ cells

was estimated by counting the number of Vasa-expressing cells present on
the single optical section that gave the largest surface area among all hori-
zontal sagittal sections from a germarium. In (K), the numbers of spectrosomes
contained in a stack image of a whole germarium are shown. Values are
presented as the mean T SEM. The number of germaria examined is indi-
cated in parentheses. Statistical differences were evaluated by Student’s
t test (**P < 0.01).
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in the germarium situated at the anterior tip of an
ovariole, posteriorly flanked by region 2, in which
each CB divides twice and differentiates into
cystocytes. The 16 cystocytes originating from
a single CB remain interconnected by the fibrous
structure fusome, a derivative of the spectrosome.
GSCs andCBs both carry the spectrosome, a round,
tubulin-enriched structure. The Btk29Amutant ger-
marium contains significantly more germ cells than
does the wild-type germanium (Fig. 1, A to J, and
fig. S1, C to F). Although we observed supernu-
merary cells with spectrosomes in the Btk29A ficP

germarium (Fig. 1, A to K), many of the excess
cells appear to be cystocytes, as they were ac-
companied by a branched fusome structure (Fig.
1E). A large excess of cystocytes in grossly de-
formed ovarioles has been observed in female
Drosophila that are mutant formei-P26 (6), a gene
encoding a TRIM-NHL (tripartite motif and Ncl-1,
HT2A, and Lin-41 domain) protein that binds to
the argonaute protein Ago-1 for microRNA reg-
ulation. In mei-P26 mutants, an ovarian tumor
“cystocytoma” is formed because cystocytes regain
the ability to self-renew after they enter the dif-
ferentiation path (6). This suggests that mei-P26
normally terminates CB proliferation. Intriguing-
ly, the following phenotypes of mei-P26 were
recapitulated in Btk29A ficP. First, phospho-histone
H3–positive mitotic germline cells, which were
restricted to the anterior tip of the wild-type ger-

marium (fig. S1O), were detected throughout the
ovarioles (fig. S1P). Second, the expression of
Bam, a protein that induces differentiation of GSCs
into CBs in the wild type, was markedly increased
in CB-like GSC daughters (fig. S1, Q and R).
Third, oo18 RNA-binding protein (Orb) remained
expressed in multiple cells in a cyst (fig. S1, S and
T), contrasting to a wild-type cyst, where Orb ex-
pression becomes restricted to an oocyte.

The reduction in mei-P26 transcription in
Btk29A ficP (Fig. 2, A and B) places mei-P26
downstream of Btk29A. Notably, mei-P26 func-
tions cell-autonomously in germ cells (6, 7). How-
ever, the almost complete rescue of germcell defects
in Btk29A ficP was attained by overexpression of
Btk29A+ type 2 via bab1-Gal4 (Fig. 1, G to K),
which showed high levels of expression in ter-
minal filament cells and cap cells (TF and CPC
in fig. S1A, respectively) and lower levels of ex-
pression in escort cells (EC in fig. S1A). bab1-Gal4
was effective in inducing germ cell overproduction
when used to knockdown Btk29A (Fig. 2I and fig.
S1, J andK).Wealso usedhh-Gal4with expression
in the terminal filament cells and cap cells and
c587-Gal4with expression in escort cells to target
UAS-Btk29ARNAi expression; c587-Gal4, but not
hh-Gal4, led to the overproduction of spectrosome-
bearing cells (Fig. 2, C to F and I, and fig. S1, L and
M), and therefore, the escort cells were considered
as likely sites of Btk29A action. These observations

imply that Btk29A is required in the escort cells for
soma-to-germ signaling to control the switch from
proliferation to differentiation in germ cells, where
mei-P26 functions as a core component of the
switch (fig. S6).

Bone morphogenetic protein (BMP) signaling
and piwi-dependent signaling compose two differ-
ent pathways in the niche to control proliferation
and differentiation of GSCs and their daughters
(1, 8, 9). BMPs are secreted morphogens, and Piwi
is an argonaute protein regulating gene expression.
The Btk29A ficPmutation abrogated piwi expression
with little effect on decapentaplegic (dpp) or glass
bottom boat (gbb) expression, two BMPs operating
in the germarium (Fig. 2, A and B), and the BMP
downstreamcomponentMothers againstDpp (Mad)
was normally phosphorylated in Btk29A ficPGSCs
(fig. S1, H and I). Furthermore, somatic piwi knock-
down mimicked the Btk29A ficP ovarian pheno-
types (Fig. 2, G to J, and fig. S2, E to J).

Immunohistochemistry revealed that the
Btk29A ficP mutation or somatic Btk29A knock-
down abrogated Piwi expression in the niche, but
not in germ cells (Fig. 2K; see also fig. S1N). This
reduction in Piwi expression was reversed by the
somatic Btk29A+ overexpression (Fig. 2K). Fur-
thermore, the loss-of-function piwi allele dom-
inantly enhanced the Btk29Amutant phenotype
(Fig. 3A and fig. S2, K to T). Moreover, somatic
overexpression of piwi+ in Btk29A ficP alleviated

Fig. 2. Effect of somatic knockdown of Btk29A or piwi. (A and B) Reverse
transcriptase–polymerase chain reaction analysis of piwi, dpp,mei-P26, and gbb.
actin served as a control. The number of ovaries used for the analysis was
standardized to yield equivalent actin signals in both the wild-type flies and
mutants. (C to H) Germaria of flies of the indicated genotypes. The flies with

Btk29A type 2 RNAi (RNA interference) carried also a copy of UAS-Dcr2. (I) The
number of spectrosomes of flies of the indicated genotypes. Values represent
mean T SEM (**P < 0.01, Student’s t test); ns, not significant. (J) Bam expression
in germ cells was increased by somatic knockdown of piwi. (K and L) Localization
of Piwi (K) or Btk29A type 2 (L) as revealed by immunostaining. Scale bar: 10 mm.
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the germ cell hypertrophy (fig. S2, U and V) and
reduced Bam expression to the normal level (Fig.
3, B to D). We therefore consider that Btk29A
regulates the Piwi-dependent pathway in the niche
to control germ cell proliferation.

Piwi and piRNAs constitute amajor transposon-
silencing pathway (10–12). Somatic knockdown of
Btk29A resulted in an increase in the expression of
gypsy-lacZ (13) that monitored the activity of the
gypsy transposon (fig. S3, A and B). Also, tran-
script levels of the ZAM, DM412, and mdg1 tran-
sposons were significantly increased inBtk29A ficP

(fig. S3C). We conclude that the Piwi deficiency
due to the impairment of Btk29A results in de-
repression of transposon activities.

Genome instability associated with transpos-
on mobilization may lead to the activation of a
DNA double-strand break (DSB) checkpoint
(14,15).We found that amutation inDSB signaling,
mnk, did not ameliorate the germ cell phenotype
induced by somatic Btk29A knockdown (fig. S3, D
to H), indicating that the germ cell hypertrophy
by the Btk29A deficiency is not a consequence of
the DSB checkpoint activation.

Next, we searched for potential substrates of
Btk29A in the niche. Btk29A type 2 was enriched
in the interface between cells (Fig. 2L), where
Drosophila melanogaster epithelial (DE)–cadherin
and associated Arm, the b-catenin ortholog, are the
major structural components (16). We found no

sign of tyrosine phosphorylation of DE-cadherin
(fig. S4, F and G), whereas Arm contained a high
level of phosphotyrosine (Fig. 3, E and F), which
was almost entirely absent from Btk29A ficP ovaries
(Fig. 3E). However, Arm immunoprecipitated from
Btk29A ficPwas strongly phosphorylated in vitro by
the exposure of Arm to active Btk29A protein that
had been immunoprecipitated from wild-type ova-
ries (Fig. 3G). These results demonstrate that
Btk29Amediates the tyrosine phosphorylation of
Arm in vivo.

The anti-Arm labeling intensity of cell adhesion
sites was stronger in Btk29AficP (Fig. 3, K to M)
than in the wild type (Fig. 3, H to J). Immuno-
precipitation assays revealed that the relative
amount of Arm associated with DE-cadherin was
greater in Btk29AficP than in the wild type (Fig.
3N), suggesting that the tyrosine phosphorylation
of Arm facilitates its release from themembrane to
the cytoplasm, as in mammalian cells (17).

Mammalian b-catenin is tyrosine-phosphorylated
at residuesY86, Y142, andY654 (fig. S4A).When
transfected intomammalian Cos7 cells,Drosophila
Btk29A type 2 phosphorylated all these tyrosine
residues of b-catenin (fig. S4, B to D). Moreover,
the antibodies against phosphorylated Y142 (anti-
pY142) and anti-pY654 recognized Arm phos-
phorylated at the conserved site Y150 and Y667,
respectively, in the immunoprecipitates from ovar-
ian lysates (Fig. 4A).

Expression of unphosphorylatable Arm-Y150F
in the escort cells via c587-GAL4 or bab1-GAL4,
but not hh-Gal4, induced germ cell hypertrophy
(fig. S5I), whereas another unphosphorylatable
mutant, Y667F, or wild-type Arm exerted little
effect (Fig. 4, B to E and J, and fig. S5, E to H). In
addition, somatic arm knockdown resulted in an
increase in spectrosome-containing cells (Fig. 4J
and fig. S5, C and D), reduced piwi expression in
escort cells (Fig. 4F), and increased Bam expres-
sion in germ cells (Fig. 4G). Considering these
results together, we propose that Btk29A acts on
Arm, which in turn regulates piwi in the niche.

Arm functions in the canonical Wnt pathway
(18). We therefore examined the ovaries of wg,
Wnt2, Wnt4, and Wnt5 mutants; the germ cell
overproduction was detected only in Wnt4 (fig.
S5J). Somatic knockdown ofWnt4 aided by bab1-
GAL4 resulted in a reduction in the expression of
Piwi (Fig. 4H), accompanied by an accumulation
of germ cells carrying spectrosomes (Fig. 4J and
fig. S5, K to Q) with an increase in germline Bam
expression (Fig. 4I). These findings support the
hypothesis that Arm in the escort cells regulates
germ cell proliferation under the control of Wnt4,
which was likely derived from somatic cells other
than cap cells and terminal filament cells, as hh-
GAL4 selective for these cells was least effective
to induce germ cell overproduction when used to
driveWnt4RNAi expression (fig. S5, K to Q).

Fig. 3. Genetic interactions between Btk29A and piwi and tyrosine
phosphorylation of Arm by Btk29A. (A) The number of spectrosomes in the
indicated fly groups. Values represent mean + SEM (**P < 0.01, Student’s
t test); ns, not significant. (B to D) Bam protein expression. (E to G, N)
Western analysis of the immunoprecipitates of ovarian lysates with antibodies
(indicated as IP) was probed with the same or other antibodies (indicated
as Blot) (19). b-Tubulin served as a loading control. (G) In vitro phospho-

rylation (19) of Arm immunoprecipitated from Btk29AficP. mAB-Btk29A(COM),
which recognizes both the type 1 and type 2 isoforms of Btk29A, was used in
immunoprecipitation. (H to M) Anti-Arm staining. Escort cells are indi-
cated by arrows. Scale bar: 10 mm. [(J) and (M) are schematic drawings of the
germarium; TF: terminal filament cell, CPC: cap cell, GSC: germ stem cell, CB:
cystoblast, EC: escort cell.] (N) The amount of Arm coimmunoprecipitated with
DE-cadherin was greater in Btk29AficP than in the wild type.
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To evaluate the ability of Arm to activate
transcription, we used Tcell factor (TCF) reporter
assays with Cos7 cells transiently transfected
with human Btk (hBtk) (fig. S3L). The wild-type
hBtk alone was sufficient to induce phosphoryl-
ation at Y142 and Y654 of b-catenin (fig. S4E),
whereas the kinase-dead hBtk (Btk-K430E) was
not (fig. S4E). Tyrosine phosphorylation of b-catenin
was completely blocked by two antagonists of hBtk
(fig. S4E). Similarly, Btk29A type 2 phosphorylated
Y142 andY654 ofmammalian b-catenin (fig. S4, B
to D). Notably, the TCF reporter activity was six
times as high when hBtk was transfected into Cos7
cells (fig. S3L) compared with the mock-transfected
control, indicating that hBtk modulates the TCF-
dependent transcriptional activation mechanism,
in which Arm–b-catenin is involved as a coactiva-
tor (18).

We then examined the expression of an arm-
dependent Ubx-lacZ reporter in the embryonic
midgut. Btk29A knockdown abrogated the ex-
pression of this reporter (fig. S3, I to K), dem-
onstrating that Btk29A supports Arm-dependent
transcription in vivo.

We showed that Btk29A phosphorylates Arm–b-
catenin on conserved tyrosine residues, one of
which (Arm-Y150) is pivotal for the niche func-
tion to prevent GSC daughters from overpro-
liferating (Fig. 4, D E, and J). Notably, most
GSCs in Btk29A mutants do not express Bam
(fig. S1R). This suggests that the presumptive
Btk29A-Arm-Piwi pathway selectively regulates

the proliferation of differentiating GSC daughters
without interfering with GSC maintenance. With-
out Btk29A type 2, cystoblasts fail to exit the cell
cycle, leading to the overproduction of germ cells,
many of which are unable to complete differen-
tiation and contribute to the genesis of an ovarian
tumor. Themodel to explain how somatic Btk29A
controls the switch from proliferation to differen-
tiation in germ cells is shown in fig. S6.

b-Catenin exerts multiple functions through
its promiscuous binding abilities in cell-to-cell
interactions and transcription (18). This protein
plays critical roles in stem cell biology, and b-catenin
malfunction results in a variety of cancers (1).
Our findings add a new dimension to the study of
b-catenin by highlighting the pivotal role of the
tyrosine phosphorylation of b-catenin in the con-
trol of transcription in the nucleus, in addition to
the regulated control of the stability and motility
of cell adhesion (17).
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Fig. 4. Btk29A/Btk-dependent tyrosine phosphorylation of Arm/b-catenin.
(A) Western blotting of anti-Arm immunoprecipitates of ovarian lysates probed
with anti-pY142 or anti-pY654. (B to I) Germaria of flies of the indicated

genotypes. (F to I) Piwi expression (F and H) or Bam expression (G and I) in
germaria of flies of the indicated genotypes. (J) The number of spectrosomes.
Values represent mean + SEM (**P < 0.01, Student’s t test); ns, not significant.
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Changes in rRNA Transcription
Influence Proliferation and Cell Fate
Within a Stem Cell Lineage
Qiao Zhang, Nevine A. Shalaby, Michael Buszczak*

Ribosome biogenesis drives cell growth and proliferation, but mechanisms that modulate this
process within specific lineages remain poorly understood. Here, we identify a Drosophila RNA
polymerase I (Pol I) regulatory complex composed of Under-developed (Udd), TAF1B, and a
TAF1C-like factor. Disruption of udd or TAF1B results in reduced ovarian germline stem cell (GSC)
proliferation. Female GSCs display high levels of ribosomal RNA (rRNA) transcription, and Udd
becomes enriched in GSCs relative to their differentiating daughters. Increasing Pol I transcription
delays differentiation, whereas reducing rRNA production induces both morphological changes
that accompany multicellular cyst formation and specific decreased expression of the bone
morphogenetic protein (BMP) pathway component Mad. These findings demonstrate that
modulating rRNA synthesis fosters changes in the cell fate, growth, and proliferation of female
Drosophila GSCs and their daughters.

Lineage-specific stem cell populations help
to maintain tissues that experience high
rates of cell turnover (1). Self-renewal and

differentiation must be finely tuned to replace
cells lost under normal physiological conditions
and to rapidly compensate for acute cell loss. Al-
thoughexternal cues fromniches influence stemcell–
based homeostasis (2–4), the intrinsicmechanisms
that regulate differential growth and proliferation
within stem cell lineages remain poorly understood.

We isolated the Drosophila recessive muta-
tion under-developed1 (udd1) on the basis of its

sterile phenotype. Staining for the germline
markers Vasa and Hts (5, 6) revealed that udd1

mutants exhibit germ cell loss in ovaries and
testes (figs. S1 and S2). Noncomplementation
tests, reverse transcription–polymerase chain re-
action (RT-PCR), and cDNA rescue experiments
indicated that udd1 disrupts the expression of a
divergent geneCG18316, referred to as udd here-
after (figs. S1 to S3). uddnull homozygotes ex-
hibited embryonic lethality, which was rescued
by expression of the udd open reading frame (fig.
S2 and S3). Mosaic analysis revealed that udd1

and uddnull homozygous clones displayed egg-
chamber degeneration similar to that of udd1/udd1

and udd1/uddnullmutants (fig. S1). Over time, udd1

and uddnull mutant GSCs became less prolifera-
tive and were eventually lost from the cap cell
niche (Fig. 1).

Costaining with Modulo (Mod) (7) revealed
that Udd protein exhibits ubiquitous expression
and localizes to the nucleoli of nondividing cells
(n > 100 cells) (Fig. 2A and fig. S3). Tandem
purification and mass spectrometry (fig. S4), fol-
lowed by coimmunoprecipitation (Fig. 2B and
fig. S4), revealed that Udd associates with two
proteins, CG6241 and CG10496. CG6241 shares
homologywith humanTATAbox–binding protein–
associated factor RNA polymerase I subunit B
(TAF1B) and yeast Rrn7 (8, 9) (fig. S5), whereas
CG10496 resembles human TAF1C on the basis
of sequence and secondary-structure analyses
(fig. S6). CG6241 and CG10496 will hereafter
be referred to as TAF1B and TAF1C-like, respec-
tively. HumanTAF1BandTAF1C are components
of the selectivity factor 1 (SL1) complex, which pro-
motes RNA polymerase I (Pol I) transcription
(10–12).Drosophila TAF1B and the TAF1C-like
factor localized to nucleoli (Fig. 2, C and D, and
fig. S4), and TAF1B was required for the local-
ization and stability of Udd (fig. S7). Udd and
TAF1B associated with the Pol I–specific subunit
RpI135 (13) (fig. S4), and knockdown of TAF1B
in the germ line resulted in phenotypes similar to
that of udd1 (fig. S7).

To determine whether the Udd, TAF1B, and
TAF1C-like complex promotes ribosomal RNA
(rRNA) generation, we performed bromouridine-
triphosphate (BrUTP) in situ run-on transcription
assays to label nascent rRNA in uddnull clonal
ovaries. BrUTP pulse-labeling revealed colocal-
ization between nascent rRNA and Udd protein
in control cells, but little BrUTP incorporation in
homozygous uddnull mutant cells (Fig. 2E and
figs. S8 and S9). RNA interference (RNAi) knock-
down of TAF1B also reduced the synthesis of
rRNA (fig. S7). Northern blot analysis (14)
showed that uddmutants displayed a reduction
in both pre-rRNA and processed rRNA inter-
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Fig. 1. Disruption of udd results in reduced GSC proliferation and
loss. Negatively marked (A) control, (B) udd1 and (C) uddnull, clones
(white dotted lines) dissected 21 days after clone induction stained for
GFP (green), Hts (red), and DNA (blue). Arrowheads mark cap cells. (D)

Percentage of germaria with GSC clones over time. Error bars indicate SD.
(E) Percentage of GSC clones that produce a differentiating cyst over time.
(F) Percentage of GSCs positive for the mitotic marker phospho-histone H3
(pH3). Scale bars: 10 mm.
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mediates (Fig. 2F and fig. S9). Chromatin immu-
noprecipitation (ChIP) experiments revealed that
Udd associates with the rDNA promoter (Fig. 2G
and fig. S9). Together these data indicate that the
Udd, TAF1B, and TAF1C-like complex likely
functions in a manner analogous to that of the
human SL1 complex to promote Pol I transcrip-
tion (fig. S7). As expected, disruption of Pol I
transcription impeded ribosome production based
on the nuclear accumulation of green fluorescent
protein (GFP)–tagged RpS2 in udd1/uddnull mu-
tant cells (fig. S9).

GSCs exhibited higher levels of rRNA syn-
thesis and nucleolar Udd relative to their imme-
diate progeny (Fig. 3A and fig. S10). These
differences correlated with the expression of
Bam, a key differentiation factor (15–17) (Fig.
3B and fig. S10). Wicked, a component of the
rRNA processing U3 small nucleolar ribonucleo-
protein (snoRNP) complex, becomes enriched in
cytoplasmic particles that asymmetrically segre-
gate to presumptive GSCs during mitosis (18).
To determine whether Udd also becomes asym-
metrically enriched within GSCs, we performed
immunofluorescence analysis of endogenous Udd
and time-lapse microscopy using a rescuing GFP-
taggedUdd genomic transgene (Fig. 3C, figs. S11
and S12, and movies S1 to S8). Live imaging
showed discrete Udd-GFP localization during

prophase. Udd-GFP dispersed during metaphase
and anaphase, but a small amount of endogenous
Udd remained associated with chromosomes
through most of mitosis (fig. S11). At the end of
telophase, GFP-tagged and endogenous Udd re-
coalesce within the nucleoli of newly formed
GSCs more quickly and at higher levels relative
to their sibling cells oriented away from the cap
cells (Fig. 3C and fig. S11). By contrast, Udd ap-
peared evenly distributed in multicellular cyst
nucleoli immediately after mitosis (fig. S12).

Udd and rRNA synthesis did not decrease in
bam∆86mutant germ cells (Fig. 3D and fig. S10),
suggesting that persistently low levels of Pol I
transcription during early cyst differentiation cor-
relate with the developmental state of these cells
and not with their position relative to the niche.
To further explore this idea, we overexpressed an
inducible bam transgene in a bam∆86mutant back-
ground. Following bam expression, the germ cells
differentiated into multicellular cysts, and both
nucleolar Udd and nascent rRNA production lev-
els decreased (Fig. 3E and fig. S10).

To examine the functional significance of
reduced rRNA transcription in early differentiat-
ing cells, we crossed the udd1 mutation into a
bam∆86 mutant background. Although bam∆86

mutant cells remained as single cells with round
fusomes (Fig. 4A and fig. S13), udd1 bam∆86

double-mutant germaria (94.7%; n = 94) con-
tainedmany four- and eight-cell cystswith branched
fusomes and ring canals (Fig. 4B and fig. S13).
Mature 16-cell cysts were not observed. RNAi
knockdown of TAF1B in a bamRNAi background
also resulted in multicellular cyst formation (fig.
S13). Consistent with the idea that reduced trans-
lation promotes morphological changes that ac-
company early germline differentiation, knockdown
of an rRNA processing factor, ribosomal proteins,
and a translation initiation factor in a bam loss-of-
function background also resulted in multicellular
cyst formation (fig. S13). udd1 bam∆86 double-
mutant germ cells maintain nucleolar fibrillarin
and fail to down-regulate sex-lethal and up-regulate
A2bp1 despite forming multicellular cysts (figs.
S14 and S15).

The udd bam double-mutant phenotype sug-
gested that attenuation of Pol I activity promotes
some of the early steps of germ cell differentia-
tion.We speculated that increasing rRNA transcrip-
tion in stem cell daughters exiting the niche
might delay their ability to initiate cyst formation.
Overexpression of TIF-IA, a conserved factor
that bridges divergent Pol I regulatory factors
with the Pol I transcriptional complex, results
in greater rRNA transcription (19). Although
we could not drive robust TIF-IA expression
(fig. S16), low levels of TIF-IA overexpression

Fig. 2. Characterization of a
Drosophila SL1-like complex. (A)
w1118 germarium stained for endoge-
nous Udd (green), Mod (red), and Vasa
(blue). (B) Coimmunoprecipitation
of FLAG-tagged TAF1B and TAF1C-
like, and hemagglutinin (HA)–tagged
Udd from transfected S2 cells. S2 cells
transfectedwith constructs expressing
(C) GFP-TAF1B and (D) TAF1C-like-
GFP stained for GFP (green), Udd
(red), and DNA (blue). Arrowsmark
transfected cells, and the arrowhead
marks anontransfected cell. (E)uddnull

mosaics stained forUdd (green), BrUTP
(red), and DNA (blue). Heterozygous
nurse cells (arrowhead) exhibit Udd
expression andBrUTP incorporation,
whereas uddnull mutant cells (white-dotted line) show little BrUTP labeling. (F)
Northern blot of total ovarian RNA isolated from the indicated genotypes probed
with a fragment of internal transcribed spacer (ITS). Ethidium bromide–stained
mature 28S and 18S rRNA. 5S rRNA was used as a loading control. (G) ChIP–

quantitative PCR analysis of da>HA-udd ovaries reveals that Udd associates with spe-
cific sites within the rRNA promoter and external transcribed spacer (ETS), as indicated
by arrows and bars. Control represents anti–HA immunoprecipitation from the da-gal4
background. Error bars represent SD. Scale bars: 10 mm (A and E); 5 mm (C and D).
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resulted in amodest but significant increase in the
number of single germ cells with round fusomes
within germaria and the percentage of germaria

containing over five single undifferentiated cells
(Fig. 4, C to E). These cells continued to express
Dad-LacZ, a hallmark of bone morphogenetic

protein (BMP) signal transduction and GSC
identity (20) (Fig. 4, F to H). We compared the
levels of two downstream components of the

Fig. 4. Modulating rRNAsynthesis influences cyst
development and BMP signaling in the germ line.
(A) bam∆86and (B)udd1 bam∆86double-mutant germaria
stained for phosphotyrosine (pTyr) (green), Hts (red),
and DNA (blue). Arrows point to cysts with branched
fusomes. (C) nos-gal4 and (D) nos>Tif-IA stained for
Hts (red) and DNA (blue). (E) Quantification of the num-
ber of single cells with round fusomes per germarium
(germ) upon Tif-IA overexpression. (F) nos-gal4 and
(G) nos>TIF-IA stained for Dad-LacZ. (H) Quantification
of Dad-LacZ–positive cells upon Tif-IA overexpression.
(I) Western blots of bam∆86 and udd1 bam∆86 ovarian extracts probed forMad,Medea, and histoneH2B proteins. (C to H) Two copies ofnos-gal4were present. (E andH)
Error bars represent SEM. Scale bars: 20 mm. *P < 0.0001.

Fig. 3. GSCs and undifferentiated cells maintain high levels of Udd. (A)
Control germariumstained forUdd (green), BrUTP (red), andDNA (blue). GSCs (inset)
exhibit high levels of BrUTP labeling andUdd. (B)w1118 germarium stained for Bam
(green), BrUTP (red), and DNA (blue). (C and C′) Still images from live-cell imaging
(movies S1 and S2) showingGFP-taggedUdd (green) andmonomeric red fluorescent

protein (mRFP)–tagged histone H2Av (red) in a dividing GSC at the times indicated.
Arrows point to the dividing GSC and resulting daughters. (D) No heat-shock (no HS)
control hs-bam; bam∆86 mutant germarium and (E) heat-shocked (HS) hs-bam;
bam∆86 mutant germarium 36 hours after bam induction stained for Udd (green),
BrUTP (red) and DNA (blue). (D′ and E′) BrUTP labeling alone. Scale bars: 10 mm.
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BMP pathway, Mad and Medea (21), in bam∆86

and udd1 bam∆86 double mutants. Disruption of
udd resulted in reduced levels of Mad but not
Medea or histone H2B, indicating that modula-
tion of rRNA transcription affects the expression
of specific proteins that regulate cell-fate deci-
sions within the GSC lineage (Fig. 4I and fig.
S16). Down-regulation of Mad in response to
reduced rRNA transcription likely acts in concert
with other mechanisms that extinguish BMP
signaling in GSC daughters displaced away from
the stem cell niche (22, 23).

Besides TIF-IA and dMyc (19, 24), few reg-
ulators of Drosophila Pol I have been character-
ized. The identification of a Drosophila SL1-like
complex provides insights into the mechanisms
that regulate rRNA transcription in a developmen-
tal context (fig. S16D). Seminal work has shown
that specific cellular structures asymmetrically
segregate during stem cell divisions in Drosoph-
ila and mice (18, 25–27). Results presented here
indicate that rRNA transcriptional machinery also
partitions unevenly during certain cell divisions.
These data reveal that distinct levels of ribosome
biogenesis, once considered a generally consti-
tutive process, modulate the expression of spe-
cific proteins that direct cell fate decisions, growth,
and proliferation within an in vivo stem cell lin-
eage more rapidly or to a greater extent than
others. Notably, the direction of asymmetric en-

richment of ribosome biogenesis factors may be
reversed in other lineages, especially in those stem
cells destined to enter a quiescent state. These find-
ings may have important implications for human
ribosome-related diseases (28, 29).
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Lenalidomide Causes Selective
Degradation of IKZF1 and IKZF3 in
Multiple Myeloma Cells
Jan Krönke,1 Namrata D. Udeshi,2 Anupama Narla,1 Peter Grauman,1 Slater N. Hurst,1
Marie McConkey,1 Tanya Svinkina,2 Dirk Heckl,1 Eamon Comer,2 Xiaoyu Li,2
Christie Ciarlo,2 Emily Hartman,2 Nikhil Munshi,3 Monica Schenone,2 Stuart L. Schreiber,2
Steven A. Carr,2 Benjamin L. Ebert1,2*

Lenalidomide is a drug with clinical efficacy in multiple myeloma and other B cell neoplasms,
but its mechanism of action is unknown. Using quantitative proteomics, we found that
lenalidomide causes selective ubiquitination and degradation of two lymphoid transcription
factors, IKZF1 and IKZF3, by the CRBN-CRL4 ubiquitin ligase. IKZF1 and IKZF3 are essential
transcription factors in multiple myeloma. A single amino acid substitution of IKZF3 conferred
resistance to lenalidomide-induced degradation and rescued lenalidomide-induced inhibition of
cell growth. Similarly, we found that lenalidomide-induced interleukin-2 production in T cells is
due to depletion of IKZF1 and IKZF3. These findings reveal a previously unknown mechanism of
action for a therapeutic agent: alteration of the activity of an E3 ubiquitin ligase, leading to
selective degradation of specific targets.

Lenalidomide is a highly effective drug for
the treatment of multiple myeloma (1) and
has activity in other B cell lymphomas. In

addition, lenalidomide and its analogs thalidomide

and pomalidomide have multiple additional bio-
logical effects, including teratogenicity, stimula-
tion of interleukin-2 (IL-2) production by T cells
(2), and inhibition of tumor necrosis factor produc-
tion by monocytes (3), but the molecular basis of
these pleiotropic activities is unknown.

Using an immobilized derivative of lenalidomide
in combination with SILAC (stable isotope label-
ing of amino acids in cell culture)–based quan-

titative mass spectrometry (MS), we found that
lenalidomide bindsDDB1 andCRBN that, together
with CUL4 and ROC1, form an E3 ubiquitin ligase
(CRBN-CRL4) (fig. S1). The same target has re-
cently been reported to bind thalidomide and has
been implicated in the teratogenetic effects of tha-
lidomide (4). The finding that CRBN-DDB1 binds
both lenalidomide and thalidomide in independent
proteomic studies provides powerful evidence that
this ubiquitin ligase complex is amajor direct protein-
binding partner for this class of molecules.

We hypothesized that the pleiotropic effects
of lenalidomide might be caused by altered
ubiquitination of target proteins. Specificity of
the CRL4 ubiquitin ligase is mediated by an in-
terchangeable substrate receptor, but no targets
have been identified for CRBN, a putative sub-
strate receptor (4–6). To characterize lenalidomide-
induced modulation of CRBN-CRL4 ubiquitin
ligase activity, we used SILAC-based quantita-
tive MS studies to characterize changes in the
ubiquitinome and proteome in the MM1S multi-
ple myeloma cell line. Ubiquitination profilingwas
completed through the enrichment of formerly
ubiquitinated peptides with an antibody to K-e-
GG (Fig. 1A) (7, 8). Two proteins, Ikaros (IKZF1)
and Aiolos (IKZF3), scored at the top of the lists
of proteins regulated by lenalidomide at both the
protein and ubiquitin-site level (Fig. 1, B and C).
Lenalidomide decreased the abundance of IKZF3
(log2 ratio –2.09) and IKZF1 (log2 ratio –1.54).
Whereas increased ubiquitinationwould be expected
to be associated with decreased protein abundance,

1Brigham and Women’s Hospital, Boston, MA 02115, USA.
2Broad Institute of MIT and Harvard, Cambridge, MA 02142,
USA. 3Dana-Farber Cancer Institute, Boston, MA 02115, USA.
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we observed a decrease in ubiquitination of mul-
tiple lysine residues of IKZF1 and IKZF3 after
treating cells with lenalidomide for 12 hours be-
fore addition of the proteasome inhibitorMG132.
A likely interpretation of these results is that IKZF1
and IKZF3 are rapidly ubiquitinated, targeting
them for degradation and resulting in a decrease
in abundance of both ubiquitinated and absolute
levels of these proteins. IKZF1 and IKZF3 also
scored at the top of the list of thalidomide-regulated
proteins, which is consistent with the similar bio-
logical activity of the molecules (fig. S2).

In parallel, we examined the landscape of
lenalidomide-dependent CRBN protein interac-
tions (fig. S3). We found that binding of IKZF1
and IKZF3 to the putative CRBN substrate receptor
that was enhanced in the presence of lenalidomide
(Fig. 1D and fig. S3). As expected, we pulled down
all of the members of the CRBN-CRL4 ubiquitin
ligase and proteins known to interact with DDB1,
including subunits 1 to 8 of the COP9 signalosome
complex, in both, untreated, or lenalidomide-
treated cells. No other known substrate receptors
for DDB1 were coimmunoprecipitated, indicating
that CRBN is a substrate receptor and precludes
binding of alternative receptors toDDB1. In aggre-
gate, the proteomic data suggest that lenalidomide
increases the binding of IKZF1 and IKZF3 to
the CRBN-DDB1 ubiquitin ligase complex, lead-
ing to increased ubiquitination and consequent
degradation.

To validate this putative mechanism, we ana-
lyzed whether lenalidomide causes posttranscrip-
tional regulation of IKZF1 and IKZF3 protein
abundance. The cDNAs of candidate genes, fused
to firefly luciferase (FFluc), were expressed in
293T cells (9). IKZF1 and IKZF3 conferred a
lenalidomide-regulated decrease in luciferase ac-
tivity. In contrast, luciferase levels were not al-
tered after lenalidomide treatment when FFluc
was fused to RAB28, a protein that decreased in
abundance after lenalidomide treatment but did
not bind to CRBN. Similarly, lenalidomide did not
alter the abundance of FFluc fused to three other
transcription factors of the Ikaros family, Helios
(IKZF2), Eos (IKZF4), andPegasus (IKZF5); IRF4,
a protein implicated in lenalidomide activity (10);
or the transcription factors HOXA9 andMyc (Fig.
2A). We confirmed that in MM1S cells stably ex-
pressinghemagglutinin (HA)–IKZF1orHA-IKZF3,
lenalidomide caused a dose-dependent reduction
of both proteins (fig. S5). Taken together, these re-
sults demonstrate the selective regulation of IKZF1
and IKZF3 levels in response to lenalidomide.

We next examined endogenous protein ex-
pression in response to lenalidomide. Lenalidomide
strongly decreased the abundance of IKZF1 and
IKZF3 in a dose-dependent manner in cell lines
(Fig. 2B and fig. S4A) as well as in primary mul-
tiplemyeloma samples (Fig. 2E), as did thalidomide
and pomalidomide (fig. S4C). Depletion of these
proteins was evident in as little as 3 hours after
lenalidomide treatment (Fig. 2C). In contrast, IKZF1
and IKZF3 mRNA levels were not altered by
lenalidomide treatment (Fig. 2D and fig. S4B).

Lenalidomide induced ubiquitination of HA-
tagged IKZF1 and IKZF3 expressed in MM1S
(Fig. 2F) and 293T cells as well as endogenous
IKZF1 and IKZF3 (fig. S6). Cullin-RINGubiquitin
ligase (CRL) activity depends on NEDDylation
(11), and treatment with the Nedd8 enzyme in-
hibitor MLN-4924 prevented the lenalidomide-
induced decrease of IKZF1 and IKZF3 (fig. S5).
These experiments demonstrate that lenalidomide-
induced degradation of IKZF1 and IKZF3 involves
ubiquitination by a cullin-based E3 ubiquitin ligase.

We next sought to determine whether
lenalidomide-induced ubiquitination of IKZF1
and IKZF3 is caused by altered binding of these
proteins to CRBN, as observed in our proteomic
studies. We confirmed that more IKZF1 and IKZF3
coimmunoprecipitated with endogenous CRBN
in cells treated with lenalidomide (Fig. 3A). If
CRBN is essential for lenalidomide-induced deg-
radation of IKZF1 and IKZF3, then loss or muta-
tion of CRBN would inhibit the effect of the drug.
Knockdown of CRBN by short hairpin RNAs

(shRNAs) as well as expression of the CRBNYWAA

mutant (4) that does not bind lenalidomide
abrogated degradation of IKZF1 and IKZF3 and
conferred lenalidomide resistance to MM1S cells
(fig. S7), which is consistent with previous studies
that have shown CRBN to be essential for
lenalidomide activity in multiple myeloma (12, 13).
IKZF3 was ubiquitinated in vitro when coimmu-
noprecipitated with CRBN from 293T cells, dem-
onstrating that IKZF3 is an enzymatic substrate
of the CRBN complex (Fig. 3B). These studies
demonstrate that lenalidomide causes increased
binding of IKZF1 and IKZF3 to CRBN and pro-
motes their ubiquitination and degradation.

In order to identify a degron sequence in IKZF3
responsible for lenalidomide sensitivity, we gen-
erated a series of deletion mutants and identified
a 59–amino acid sequence that is sufficient for
lenalidomide sensitivity, of which 30 amino acids
are essential (Fig. 3, C and D, and fig. S8). The
critical amino acid sequence lies within zinc fin-
ger domain 2, which is highly homologous be-
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tween Ikaros proteins. IKZF2 and IKZF4, which
are not sensitive to lenalidomide, differ from
IKZF1 and IKZF3 at only one position within

this critical region (Fig. 3D). Substitution of Q147
in IKZF3 with a histidine residue (IKZF3Q147H),
which is present at this corresponding site in IKZF2

and IKZF4, caused resistance to lenalidomide-
induced degradation. (Single-letter abbreviations
for the amino acid residues are as follows: H, His;
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Q, Gln.) In the mutants, other amino acids were sub-
stituted at certain locations; for example, Q147H
indicates that glutamine at position 147 was re-
placed by histidine. Conversely, when the cor-
responding histidine (H188) in IKZF4was changed
to glutamine (IKZF4H188Q), IKZF4was degraded
after lenalidomide treatment (Fig. 3D). Binding
to CRBN in the presence of lenalidomide is de-
creased for IKZF3Q147H as compared with wild-
type IKZF3 (fig. S8C). This domain is therefore
necessary and sufficient for lenalidomide-induced
binding to CRBN and subsequent protein deg-
radation, and amino acid changes in this region
provide the basis for differential sensitivity to
lenalidomide between Ikaros family members.

Having demonstrated that lenalidomide regu-
lates IKZF1 and IKZF3 ubiquitination and abun-
dance, we next sought to determine whether these
proteins mediate specific biological and thera-
peutic effects of lenalidomide. IKZF1 and IKZF3
are essential transcription factors for terminal dif-
ferentiation of B and T cell lineages (14, 15).
Whereas IKZF1 is highly expressed in early lym-
phoid progenitors, IKZF3 is expressed at high
levels in more mature B cell neoplasms (16, 17),
andmouse studies have demonstrated that IKZF3
is required for the generation of plasma cells, which
are the physiologic counterparts of multiple mye-
loma cells (18). Therefore, we examined the depen-
dence of multiple myeloma cells on IKZF1 and
IKZF3 expression by genetic silencing of these
proteins usingRNA interference. IKZF1 and IKZF3
shRNAs that effectively decrease expression of

the target proteins (fig. S11) inhibited growth of
lenalidomide-sensitive multiple myeloma cell
lines, whereas lenalidomide-insensitive cell lines
were unaffected (Fig. 4A and fig. S9). Similarly,
expression of a dominant negative IKZF3 iso-
form that lacks the complete DNAbinding region
resulted in depletion ofMM1S cells (Fig. 4B). Over-
expression of IKZF3 conferred relative lenalidomide-
resistance to MM1S cells when competed with
MM1S cells infected with a control retrovirus
(fig. S9B).Moreover,MM1S cells expressing the
lenalidomide-resistant IKZF3Q147H mutation were
relatively resistant toward lenalidomidewhen com-
peted against MM1S cells expressing wild-type
IKZF3 (Fig. 4B). These studies indicate that the
antiproliferative effect of lenalidomide in multi-
ple myeloma cells is mediated by depletion of
IKZF1 and IKZF3.

The transcription factor IRF4 was previously
reported to be an essential gene inmultiplemyeloma
and was implicated in the activity of lenalidomide
in this disease (10, 19). Although IRF4 protein
levelswere only slightly decreased in our protoemic
analysis after 12 hours of treatment, we ob-
served a decrease of IRF4 mRNA and protein
when cells were treated for 24 hours and longer.
Knockdown of IKZF3 also suppressed IRF4
mRNA levels, suggesting that IRF4 is a transcrip-
tional target of IKZF3 (fig. S10).

IKZF3 binds the IL2 gene promoter and re-
presses IL2 transcription in Tcells (20, 21).We there-
fore sought to determine whether lenalidomide
regulates IL-2 levels by modulating IKZF3 expres-

sion. Both IKZF1 and IKZF3 protein levels de-
crease markedly in primary human Tcells treated
with lenalidomide (Fig. 4D). Lenalidomide induced
IL2 mRNA expression by 3.3-fold in T cells ex-
pressing a control shRNA. shRNA-mediated
knockdown of IKZF3 or IKZF1 induced IL-2
expression and repressed further response to
lenalidomide (Fig. 4E). Similarly, the effect of
lenalidomide on IL2 expression was abrogated
by shRNA knockdown of CRBN (Fig. 4F). These
studies demonstrate that induction of IL-2 is me-
diated by derepression of the IL-2 promoter by
depletion of IKZF3.

In aggregate, our studies demonstrate that
lenalidomide acts via a previously unknownmech-
anism of drug activity—enforced binding of the
substrate receptor CRBN to IKZF1 and IKZF3—
resulting in selective ubiquitination and degrada-
tion of the target proteins. IKZF1 and IKZF3 play
central roles in the biology of B and T cells, and
ablation of protein expression for these transcrip-
tion factors explains the activity of lenalidomide
in lymphoid cells. In particular, IKZF3 is critical
for plasma cell development, and our data indi-
cate that IKZF3 is essential in multiple myeloma,
a plasma cell malignancy, providing a mechanis-
tic basis for therapeutic efficacy in this disorder
(18). Moreover, the activity of lenalidomide in
other B cell neoplasms, includingmantle cell lym-
phoma (22) and chronic lymphocytic leukemia
(23), may be explained by high IKZF3 expres-
sion in these disorders (16). Somatic inactivation
of IKZF1 and IKZF3 occurs in acute lympho-

Fig. 4. Biological role of IKZF1 and IKZF3 in
multiple myeloma cell lines and T cells. (A)
Lenalidomide-sensitive and -insensitive cell lines
were infected with lentivirus-expressing IKZF1 or
IKZF3 shRNAs and green fluorescent protein (GFP).
Relative depletion was assessed by means of flow
cytometry and normalized to day 2 after infection.
(B) MM1S cells were transduced with retrovirus
expressing GFP and wild-type IKZF3 or a dominant
negative IKZF3 isoform, with deletion of the com-
plete DNA binding region. (C) MM1S cells were
infected with retrovirus expressing IKZF3Q147H/GFP
or IKZF3wt/dTomato and competed against each
other in media containing DMSO or lenalidomide.
(D) Human CD3+ T cells were stimulated with plate-
bound antibody to CD3 and antibody to CD28 and
treated with different concentrations of lenalidomide
for 24 hours. (E and F) T cells were infected with
lentiviral vectors expressing shRNAs targeting the
indicated genes. After selection with puromycin,
T cells were stimulated with antibody to CD3/CD28
Dynabeads and treated with DMSO or 1 mM
lenalidomide for 12 hours before lysis. IL-2 RNA
expression levels were analyzed by quantitative
reverse transcription polymerase chain reaction by
using glyceraldehyde-3-phosphate dehydrogenase
expression as an internal control.
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blastic leukemia, resulting in an accumulation of
immature lymphoid progenitor cells, which is con-
sistent with an essential role for these factors
in lympohid differentiation (24, 25). In T cells,
ablation of IKZF3-mediated repression of IL-2
gene expression provides a mechanism for in-
creased IL-2production in response to lenalidomide.
The teratogenicity of thalidomide and the effica-
cy of lenalidomide in myelodysplastic syndrome
may be mediated by alternative substrates in dif-
ferent cellular lineages.

RING-based E3 ubiquitin ligases are charac-
terized by a high specificity for their substrates
and therefore represent promising drug targets
(26). Our studies reveal that lenalidomide mod-
ulates the activity of the CRL4-CRBN complex
to increase ubiquitination of two transcription
factors, IKZF1 and IKZF3, which would other-
wise be considered “undruggable.” A plant hor-
mone, auxin, appears to act similarly, increasing
the interaction between a ubiquitin ligase and a
specific substrate, suggesting that this mechanism
might be operative in additional biological con-
texts (27). Selective ubiquitination and degradation
of specific targets provides a previously uniden-
tifiedmechanism of therapeutic activity for proteins
that are not otherwise amenable to small-molecule
inhibition.
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The Myeloma Drug Lenalidomide
Promotes the Cereblon-Dependent
Destruction of Ikaros Proteins
Gang Lu,1 Richard E. Middleton,1,2 Huahang Sun,1,2 MarkVic Naniong,1,2 Christopher J. Ott,1
Constantine S. Mitsiades,1 Kwok-Kin Wong,1,2 James E. Bradner,1 William G. Kaelin Jr.1,3*

Thalidomide-like drugs such as lenalidomide are clinically important treatments for multiple
myeloma and show promise for other B cell malignancies. The biochemical mechanisms
underlying their antitumor activity are unknown. Thalidomide was recently shown to bind to,
and inhibit, the cereblon ubiquitin ligase. Cereblon loss in zebrafish causes fin defects reminiscent
of the limb defects seen in children exposed to thalidomide in utero. Here we show that
lenalidomide-bound cereblon acquires the ability to target for proteasomal degradation two
specific B cell transcription factors, Ikaros family zinc finger proteins 1 and 3 (IKZF1 and IKZF3).
Analysis of myeloma cell lines revealed that loss of IKZF1 and IKZF3 is both necessary and
sufficient for lenalidomide’s therapeutic effect, suggesting that the antitumor and teratogenic
activities of thalidomide-like drugs are dissociable.

Fifty years ago, thalidomide was used for in-
somnia and morning sickness but was later
banned because of its teratogenicity, man-

ifest as profound limb defects. Thalidomide and
the related drugs lenalidomide and pomalidomide
(IMiDs) have regained interest, however, as im-

munomodulators and antineoplastics, especially
formultiplemyeloma and other B cell malignancies
(1–3). Nonetheless, the biochemical mechanisms
underlying their teratogenic and therapeutic activi-
ties, and whether they are linked, are unknown.

In this regard, thalidomidewas recently shown
to bind to cereblon, which is the substrate-
recognition component of a cullin-dependent
ubiquitin ligase, and to inhibit its autoubiquitina-
tion activity (4). Treatment of zebrafish with
cereblon morpholinos or thalidomide caused fin
defects (4), suggesting that IMiDs act by sta-
bilizing cereblon substrates. However, myeloma

cells rendered IMiDs-resistant have frequently
down-regulated cereblon (5–8). Conversely, high
cereblon concentrations in myeloma cells are as-
sociated with increased responsiveness to IMiDs
(9, 10). Collectively, these observations suggest
that IMiDs are not simply cereblon antagonists
but, instead, alter the substrate specificity of cereblon
to include proteins important in myeloma.

To look for such proteins, we made a plasmid
library encoding 15,483 open reading frames
(ORFs) fused to firefly luciferase (Fluc), know-
ing that the stabilities of such fusions are usual-
ly influenced by the ubiquitin ligase(s) for the
corresponding unfused ORF (11–13). Indeed,
Elledge and co-workers used a green fluorescence
protein (GFP)–ORF library to monitor the sta-
bilities of thousands of ORFs after specific pertur-
bations (13). Partly on the basis of their work, we
inserted a renilla luciferase (Rluc) reporter into
each ORF-luciferase cDNA for normalization
purposes and placed both reporters under internal
ribosome entry site (IRES) control (Fig. 1A and
fig. S1).

In pilot experiments 293FT embryonic kidney
cells grown in multiwell plates were transfected
with the ORF-luciferase library (one ORF per well)
and treated with the proteasome inhibitor MG132,
the hydroxylase inhibitor dimethyloxalylglycine
(DMOG), or vehicle. Fluc/Rluc values measured
36 to 48 hours later were stable over a wide range
of input plasmid concentrations (fig. S2). As ex-
pected, MG132 stabilized many proteasomal
substrates and DMOG stabilized HIF1a, which
is rapidly degraded when prolyl hydroxylated
(fig. S3).
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Next, we used this approach to identify
changes in protein stability in 293FTcells treated
with lenalidomide (Fig. 1A and fig. S4). A total
of 2113 ORF-luciferase fusions produced lucif-
erase signals that were undetectable or highly
variable (>50% SD), leaving 13,370 for analysis.
As expected, most ORFs were unaffected by
lenalidomide (Fig. 1B, fig. S5, and table S1).
The 107 ORFs that were >3 SDs from the mean
(46 ORFs plus 61 ORFs displaying decreased or
increased Fluc/Rluc ratios after lenalidomide
treatment, respectively) were retested in secondary
assays. One down-regulated ORF (IKZF3) and
one up-regulated ORF (C11orf65) retested pos-
itively (table S2).

C11orf65 was unaffected by lenalidomide
when fused to a hemagglutinin (HA) epitope
tag instead of Fluc and so was not studied
further (fig. S6). By contrast, lenalidomide down-
regulated IKZF3 and its paralog IKZF1, which
had fallen just outside the 3-SD cut-off in the
primary screen, fused to either Fluc or HA (Fig.
1, B and C, and table S1). These effects were
specific because lenalidomide did not affect ex-
ogenous IKZF2, IKZF4, IKZF5, or the B cell
transcription factor IRF4 (Fig. 1C and fig. S7).
Similar results were obtained with two common
splice variants (V1 and V2) of IKZF1 and IKZF2
(Fig. 1C and fig. S7) and with pomalidomide
(fig. S8). Down-regulation of exogenous IKZF1
was blocked by MG132 and by MLN4924,

which inhibits cullin-dependent ubiquitin ligases
(Fig. 1D) (14, 15).

Consistent with these findings, lenalidomide
down-regulated endogenous IKZF1 in U937 leu-
kemia cells (fig. S9), which do not express IKZF3,
and both IKZF1 and IKZF3 in MM1S and L363
myeloma cells (Fig. 1E) unless the cells were
pretreated with MG132 or MLN4924 (Fig. 1E
and fig. S9). Multiple IKZF1 bands were de-
tected by immunoblot analysis, presumably due
to alternative splicing. Lenalidomide did not alter
IKZF1 and IKZF3mRNA levels, consistent with
it acting posttranscriptionally (fig. S10).

Down-regulation of cereblon in 293FT cells
with a doxycycline-inducible short hairpin RNA
(shRNA) prevented the destabilization of exog-
enous,HA-tagged, IKZF1, by lenalidomide (Fig. 2A
and fig. S11). Similarly, cereblon shRNA blocked
the down-regulation of endogenous IKZF1 by
lenalidomide in U937 leukemia cells (U937) and
myeloma cells (L363 and KMS34) (fig. S12, A
to C). We also used clustered regularly inter-
spaced short palindromic repeats (CRISPR)–based
gene editing (16, 17) to generate CRBN−/− 293FT
cells, which were then transfected to produce
IKZF1 fused to Fluc (Fig. 2B, top panel, and fig.
S13) or HA (Fig. 2B, bottom panel). Exogenous
IKZF1was not down-regulated inCRBN−/− 293FT
cells (Fig. 2B and fig. S13). This defect was res-
cued bywild-type cereblon, but not a lenalidomide-
resistant cereblon mutant (YWAA) (4) (Fig. 2B).

Similar results were obtained with a second
CRBN−/− 293FT subclone, but not in subclones
with detectable amounts of cereblon (fig. S13).
Moreover, endogenous IKZF1 and IKZF3 were
not degraded by lenalidomide in two independent
CRBN−/− MM1S myeloma cell lines generated
with CRISPR (Fig. 2, C and D).

Lenalidomide enhanced the binding of IZKF1
and IKZF3, but not IKZF2 and IKZF5, to the
cereblon ubiquitin ligase in cotransfection experi-
ments usingMG132-treated 293FTcells (fig. S14,
A and B). Next, we immunoprecipitated FLAG-
tagged IKZF1 and IKZF2 from CRBN−/− cells
that were orwere not treatedwith lenalidomide. The
immobilized immunoprecipitates were then used
to capture endogenous cereblon fromCRBN+/+ cells
(Fig. 3A) or exogenous cereblon from CRBN−/−
cells transfected to produce wild-type cereblon
or the YWAAvariant (Fig. 3B). In both cases, the
cells producing cereblon were or were not treated
with lenalidomide before lysis.Wild-type cereblon,
but not the YWAA variant, bound specifically to
IKZF1provided that it was exposed to lenalidomide,
consistent with lenalidomide binding directly to
cereblon rather than to IKZF1 (Fig. 3, A and B,
and fig. S15). Lenalidomide also promoted the
binding of cereblon to exogenous IKZF1 (fig.
S16) and to endogenous IKZF1 and IKZF3 (fig.
S17) when added directly to binding assays per-
formed with cell extracts. Moreover, wild-type
cereblon, but not the YWAA variant, promoted

Fig. 1. Down-regulation of IKZF1 and IKZF3
by lenalidomide. (A) Vector schematic. (B) Dis-
tribution of fold change in Fluc/Rluc ratios after
lenalidomide (LEN) (2 mM) treatment. (C and D)
Fluc/Rluc ratios (top panels) and immunoblots (bot-
tom panels) of 293FT cells transfected to produce
the indicated IKZF proteins fused to Fluc (top panels)
or HA tag (bottompanels). Where indicated, cells were
treated with lenalidomide (2 mM), MLN4924 (1 mM),
or MG132 (10 mM) for 12 hours. Fluc/Rluc ratios were
normalized to corresponding dimethyl sulfoxide
(DMSO)–treated cells. Data are presented asmean T
SD (n = 4). (E) Immunoblot analysis of MM1S and
L363 cells treated with LEN (2 mM) and MLN4924
(1 mM), as indicated, for 12 hours.
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Fig. 2. Down-regulation of IKZF1 and IKZF3
by lenalidomide requires cereblon. (A) Immu-
noblot analysis of 293FT cells stably infected with
lentiviral vectors expressing the indicated IKZF-HA
proteins and a doxycycline-inducible CRBN shRNA.
Where indicated, LEN (2 mM) and doxcycyline (Dox)
(1 mg/ml) were added for 12 and 60 hours, respec-
tively. (B) Fluc/Rluc ratios (top panels) and immuno-
blots (bottom panels) of CRBN+/+ and CRBN− /−
293FT cells transfected to produce IKZF1 fused to
Fluc (top panel) or HA tag (bottom panels). Where
indicated cells were treated with LEN (2 mM) for
12 hours. Fluc/Rluc ratios were normalized to corre-
sponding DMSO-treated cells. Data are presented as
mean T SD (n = 4). (C and D) Immunoblot analysis
of CRBN+/+ and CRBN–/– MM1S myeloma cells.
Where indicated, cells were treated with LEN (2 mM)
for 24 hours (C) or 1 hour before the addition of
cyclohexamide (CHX) (100 mg/ml) for the indicated
periods (D).

Fig. 3. Lenalidomide promotes ubiquitylation of IKZF1 and IKZF3 by
cereblon. (A and B) FLAG-IKZF was immunoprecipitated from CRBN−/− 293FT
cells stably infected to produce the indicated IKZF proteins and used to capture
cereblon from CRBN+/+ 293FT cells (A) or CRBN−/− 293FT cells transfected to
produce the indicated CRBN variants (B). Cells were treated with LEN (2 mM) for
12 hours before lysis, as indicated. Bound proteins were detected by immunoblot
analysis. (C) Immunoblot analysis of proteins captured with nickel Sepharose from

293FT cells transfected to produce the indicated FLAG-, His-, and V5-tagged
proteins. The cells were treated with MG132 (10 mM) and, where indicated, with
LEN (2 mM) for 12 hours. (D) CRBN−/− 293FT cells were transfected to produce
IKZF1-HA and the indicated Myc-cereblon variants and lysed. The extracts were
mixed, treated with LEN (2 mM) or DMSO, and immunoprecipitated with antibodies
against HA (anti-HA) or anti-Myc. The immunoprecipitates were incubated with
recombinant E1, E2, and ubiquitin (Ub) and subjected to immunoblot analysis.
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the ubiquitylation of IKZF1 in vivo (Fig. 3C) and
in vitro (Fig. 3D) after exposure to lenalidomide.

We analyzed a series of IKZF1/2 chimeras
and determined that the region of IKZF1 corre-
sponding to residues 108 to 197 of IKZF1(V2)
mediated lenalidomide-dependent binding to
cereblon (fig. S18). Within this region, there are
only seven amino acid differences between IKZF1
and IKZF2 (fig. S19, A and B). Changing IKZF1
residue Q146 (or IKZF3 Q147) to the corre-
sponding residue in IKZF2 (histidine) abrogated
cereblon binding and lenalidomide-induced deg-
radation (figs. S19C and S20). Conversely, the re-
ciprocal change in IKZF2 rendered it partially
sensitive to lenalidomide (fig. S19D).

Next, we tested six myeloma cell lines for their
sensitivity to lenalidomide in vitro (Fig. 4, A and
B). Previous studies showed that lenalidomide,
at least indirectly, down-regulates IRF4 and
linked this to its antimyeloma activity (5–8).
MM1S, KMS34, and L363 cells were sensitive to
lenalidomide in vitro whereas KMS11, RPMI8226,
and OCImy5 cells were relatively resistant (Fig.
4B). In the three sensitive lines, IKZF1 and IKZF3
were down-regulated by lenalidomide (Fig. 4A). In
two of these lines (MM1S and KMS34), loss of
IKZF1 and IKZF3 was followed by a decrease in
IRF4, consistent with IRF4 acting downstream of
IKZF1 and/or IKZF3 in these cells (Fig. 4A and
fig. S21A). Indeed, we confirmed decreased IRF4

mRNA and decreased binding of IKZF1 to the
IRF4 locus by chromatin immunoprecipitation
(ChIP) in MM1S cells treated with lenalidomide
(fig. S21). The third sensitive cell line, L363, ex-
pressed high basal amounts of IRF4 that were
unaffected by lenalidomide, providing evidence
that the antiproliferative effects of this drug in-
volves at least one target other than IRF4 (Fig.
4A and fig. S21A).

Two of the resistant lines had relatively high
basal amounts of IKZF1 (OCImy5) or IKZF3
(KMS11) and corresponding low amounts of
cereblon compared to the sensitive lines, and down-
regulation of IKZF1 and IKZF3 by lenalidomide
was attenuated in the third (RPMI8226) (Fig. 4A).
IRF4 was not down-regulated by lenalidomide in
the three resistant lines.

Next, we performed competition experiments
with cells in which IKZF1 or IKZF3 was sup-
pressed with shRNAs or enhanced through ex-
pression of lenalidomide-resistant versions of
IKZF1or IKZF3.Down-regulation of either IKZF1
or IKZF3 in the lenalidomide-sensitive cell lines
MM1S and KMS34 markedly decreased cellular
fitness compared to cells expressing a control
shRNA andwas associatedwith down-regulation
of IRF4 (Fig. 4, C and D, and fig. S22). Notably,
down-regulation of either IKZF protein led to
loss of the other. Conversely, expression of the
stabilized versions of IKZF1(Q146H) or IKZF3

(Q147H) conferred lenalidomide resistance to
MM1S cells (Fig. 4, E and F, and fig. S23) and
KMS34 cells (fig. S24). Ectopic expression of a
T cell–specific Ikaros family member, IKZF2,
which is naturally lenalidomide resistant (Fig.
1C), had similar effects (figs. S23G and S25).
The effects of expressing IRF4 itself were much
less pronounced, again suggesting that IKZF1 and
IKZF3 have additional targets that are relevant
for lenalidomide’s antimyeloma activity (Fig. 4E
and fig. S23H). It remains to be seen whether
lenalidomide-resistance conferred by IKZF fami-
ly members is due primarily to transcriptional
activation of their target genes or to noncanonical
functions.

Our findings link lenalidomide’s antimyeloma
activity to down-regulation of IKZF1 and IKZF3,
two transcription factors that play critical roles in
B cell development and are highly expressed in B
cell malignancies, including myeloma (fig. S26)
(18–21). There are many other examples of can-
cers that become addicted to transcription factors
that specify cell lineage (22, 23). Although IKZF1
is a tumor suppressor in some other B cell ma-
lignancies (24), there is precedence for the same
gene acting as either a tumor suppressor or an
oncogene in different contexts.

Ikaros family members can serve as transcrip-
tional activators or repressors in different set-
tings. For example, IKZF1 and IKZF3 repress

Fig. 4. Antimyeloma activity of lenalidomide linked to loss of IKZF1
and IKZF3. (A and B) Immunoblot analysis (A) and proliferation (B) of
myeloma cell lines treated with LEN (2 mM) for the indicated periods. In (B),
data are presented as mean T SD (n = 4). (C) Change in % red fluorescent
protein (RFP) positivity over time in MM1S cells infected with viruses encoding
RFP and the indicated shRNAs. The day 2% RFP for each virus was normalized
to 1, and subsequent values were expressed relative to cells infected with a

virus encoding RFP and a control (CNTL) shRNA. (D) Immunoblot analysis of
MM1S cells transiently infected with lentiviruses expressing the indicated
shRNAs for 72 hours. (E) MM1S cells were infected with lentiviral vectors
encoding GFP and the indicated FLAG-tagged proteins. Shown for each protein
is the percentage of GFP positivity for cells treated with LEN (2 mM) for the
indicated duration compared to DMSO. (F) Immunoblot analysis of MM1S cells
infected as in (E) and treated with DMSO or LEN (2 mM) for 24 hours.
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interleukin-2 (IL-2) expression in T cells, thus ex-
plaining how IMiDs induce IL-2 production in vivo
(19, 25, 26).

The proteasomal inhibitor bortezomib has
antimyeloma activity, alone and in combina-
tion with lenalidomide, although the pertinent
proteasomal substrates are debated (27, 28). This
creates a paradox because proteasomal blockade
prevents the destruction of IKZF1 and IKZF3 by
lenalidomide. Proteasomal blockade by bortezomib
is incomplete with therapeutic dosing, however,
which might allow sufficient clearance of IKZF1
and IKZF3 while retaining bortezomib’s other
salutary effects. It is also possible that these two
proteins, once polyubiquitylated, are inactive or
dominant-negatives.

Earlier work suggested that thalidomide’s
teratogenic effects reflected cereblon inactivation,
whereas our findings indicate that the therapeutic
effects of the IMiDs reflect a cereblon gain of
function. Notably, cereblon might have addition-
al substrates that were not in our fusion library,
could not be recognized as luciferase fusions, or
require accessory proteins or signals absent in
293FT cells. Regardless, our findings create a
path to uncouple the therapeutic and teratogenic
activities of the IMiDs.

It is not yet clear whether lenalidomide’s
effect on cereblon is hypermorphic or neomor-
phic. Precedence for the latter is provided by
rapamycin,which converts FKBP12 into aTORC1

kinase inhibitor and cyclosporine, which converts
cyclophylin into a calcineurin antagonist (29). Per-
haps oncoproteins currently deemed undruggable,
such as c-Myc or b-catenin, could be destroyed by
drugs that, like lenalidomide, repurpose ubiquitin
ligases.
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Direct in Vivo RNAi Screen Unveils
Myosin IIa as a Tumor Suppressor of
Squamous Cell Carcinomas
Daniel Schramek,1 Ataman Sendoel,1 Jeremy P. Segal,1* Slobodan Beronja,1 Evan Heller,1
Daniel Oristian,1 Boris Reva,2 Elaine Fuchs1†

Mining modern genomics for cancer therapies is predicated on weeding out “bystander” alterations
(nonconsequential mutations) and identifying “driver” mutations responsible for tumorigenesis
and/or metastasis. We used a direct in vivo RNA interference (RNAi) strategy to screen for genes
that upon repression predispose mice to squamous cell carcinomas (SCCs). Seven of our top
hits—including Myh9, which encodes nonmuscle myosin IIa—have not been linked to tumor
development, yet tissue-specific Myh9 RNAi and Myh9 knockout trigger invasive SCC formation
on tumor-susceptible backgrounds. In human and mouse keratinocytes, myosin IIa’s function
is manifested not only in conventional actin-related processes but also in regulating
posttranscriptional p53 stabilization. Myosin IIa is diminished in human SCCs with poor survival,
which suggests that in vivo RNAi technology might be useful for identifying potent but
low-penetrance tumor suppressors.

Squamous cell carcinomas of the head and
neck (HNSCCs) are the sixth most common
human cancer worldwide, with frequent,

often aggressive recurrence and poor prognosis
(1). Established genetic and epigenetic altera-
tions include EGFR amplifications; Trp53,H-RAS,
NOTCH, PI3K/Akt, and BRCA1 mutations; and
transforming growth factor–b (TGF-b) pathway
repression (1). Recent whole-exome sequencing

efforts have revealed hundreds of additional “lower-
penetrance” HNSCC mutations with unknown
functional importance (2, 3).

To functionally test putative “drivermutations”
that confer a selective advantage and contribute
to tumor progression, researchers have used RNA
interference (RNAi) followed by allografting
of transduced cultured cancer cells. However,
orthotopic transplantations necessitate immu-

nocompromised animals and generate wound
responses, which can confound physiological
relevance. We have circumvented these difficul-
ties with noninvasive, ultrasound-guided in utero
lentiviral-mediated RNAi delivery, selectively
transducing single-layered surface ectoderm of
living mouse embryos at embryonic day (E)
9.5 (4).

We first showed that mice transduced with
Brca1 short hairpin RNAs (shRNAs) that silence
BRCA1 expression recapitulate theBrca1-knockout
phenotype and develop spontaneous skin and
oral SCCs with long latency (5) (fig. S1). We ac-
celerated tumor growth by testing hairpins in
epithelial-specific, TGFb-Receptor-II conditional
knockout (cKO) mice (K14-Cre;TbRIIfloxed/floxed),
which lose TGF-b signaling in skin, oral, and ano-
genital epithelia and display enhanced SCC sus-
ceptibility (6, 7). On this TbRII-cKO background,
Brca1 knockdowngenerated SCCswith increased
frequency and a factor of 4 decrease in latency (fig.
S1). Having validated our sensitized approach,
we devised a pooled shRNA format to carry out
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an in vivo screen for additional putative sup-
pressors of SCCs (Fig. 1A).

We selected 1762 shRNA lentiviruses targeting
347mouse genes that either (i) had humanorthologs
carrying recurringHNSCC somaticmutations (2, 3)
or (ii) were deregulated by a factor of ≥2 in tumor-
initiating stem cells purified from SCCs initiated

by oncogenicHRas (8) (table S1).We also included
positive (Brca1 shRNA) and negative (scrambled
nontargeting shRNA) controls. After infecting E9.5
epidermis, we isolated E12.5 genomic DNA and
verified by Illumina sequencing that shRNA rep-
resentations correlated nicely with their individual
abundance within our initial test pool (fig. S2).

To ensure a coverage of >500 individual
clones per shRNA, we infected 74 genotypical-
ly matched TbRII-cKO or TbRIIfl/fl control em-
bryos with our lentivirus pool and monitored
pups into adulthood. As expected (6), ~5% of the
TbRII-cKO mice developed anogenital SCCs.
Scrambled shRNA expression did not affect
these statistics, nor did transduction with a “con-
trol pool” of 1000 random shRNAs. In contrast, all
28 library-transduced TbRII-cKO mice devel-
oped lesions within skin, the oral cavity, and/or
mucocutaneous junctions at eyelids (Fig. 1B). These
findings underscore the efficacy of our approach
and document the enrichment of our test shRNA
library for SCC tumor suppressors.

Most lesions displayed histopathological fea-
tures of SCCs with varying degrees of differen-
tiation and local invasion; a few were squamous
papillomas or epidermal hyperplastic lesions
(figs. S3 to S5). Sequencing revealed that most
lesions harbored one or two shRNAs highly en-
riched relative to initial pool representation and
to surrounding healthy skin; gratifyingly, this
included the positive control Brca1 shRNA
(Fig. 1C). Eight candidate tumor suppressors
displayed highly enriched, multiple independent
shRNAs in three or more tumors (Fig. 1D). Sur-
prisingly, Trp53 was not among them. Subse-
quent analyses revealed that the Trp53 hairpins
in our pool were inefficient, and when substituted
with a more potent Trp53 shRNA, SCCs devel-
oped in our assay (fig. S6).

About 40% of tumors were enriched for four
out of five shRNAs againstMyh9, encoding non-
muscle myosin IIa heavy chain (Fig. 1, C and D).
Tested individually, Myh9 shRNAs markedly
reduced myosin IIa protein, and efficiency cor-
related strongly with tumor multiplicity (fig. S7).
Myh9 shRNA–transduced TbRII-cKO mice
displayed an “open eye at birth” phenotype and

Fig. 1. Direct in vivo shRNA screen for HNSCC tumor suppressors. (A) Schematic of pooled shRNA
screen. (B) Tumor-free survival of mice of the indicated genotype transduced at E9.5 with the shRNA library
targeting putative HNSCC genes (n = number per group; P < 0.0001, log-rank test). (C) Representative pie
charts showing percent representation of a particular shRNA within an individual tumor compared to
surrounding healthy skin. (D) Top-scoring tumor suppressor candidates and corresponding numbers
of tumors showing significant enrichment.

Fig. 2. Functional validation ofMyh9 as a bona fide tumor suppressor.
(A) Tumor-free survival of mice of the indicated genotype and shRNA trans-
duction (n> 6 for each genotype, P< 0.0001). Insert shows skin lesions (arrows)
on 4-month-old Myh9 shRNA–transduced TbRII-cKO mouse. (B) Myh9 knock-

down results in pulmonary metastases in TbRII-cKO mice. Metastatic lesions
are immunoreactive for epithelial keratin 14 and negative for myosin IIa. (C)
Tumor-free survival of Myh9/TbRII inducible knockout (iKO) as well as Myh9
heterozygous/TbRII iKO and control mice (n = 6, P < 0.001, log-rank test).
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sparse hair coat, and although initially normal,
signs of epidermal hyperproliferation appeared
with age (fig. S8).

TbRII-cKOmice transduced with any of three
differentMyh9 shRNAs developed multiple poorly
differentiated myosin IIa–deficient skin SCCs and
HNSCCs with median latencies of 3 to 7 months
(Fig. 2A). Tumors displayed hallmarks of hu-
man SCCs, including invasion into subcutane-
ous fat, underlying muscle, and salivary glands
aswell as colonization to the draining lymph nodes
(fig. S9). They even formed distant lung metastases

(Fig. 2B). Finally, ~30% of TbRIIfl/fl mice (no
Cre) transduced with Myh9 shRNAs but not
scrambled shRNAs developed skin SCCs after
1 year, indicating that Myh9 loss alone might
be sufficient to promote spontaneous tumor de-
velopment (Fig. 2A).

To further validate Myh9 as an SCC tumor
suppressor, we crossed Myh9fl/fl mice to our
epithelial-specificK14-Cre and tamoxifen-regulated
K14CreER deleter strains. Embryologically,Myh9-
cKO mice recapitulated the “open eye at birth”
and hair phenotypes (fig. S10, A to C). In adult

mice, inducible deletion of even oneMyh9 allele
concomitantly with TbRII ablation resulted in mul-
tiple invasive SCCs on the back, ears, and anal
regions (Fig. 2C and fig. S10, C to E). Control
littermates remained tumor-free during this time.

The pronounced invasion and distantmetastases
were linked toMyh9 knockdown. Indeed, epithe-
lial outgrowth from skin explants was markedly
enhancedwhen TbRIIfl/fl or TbRII-cKO embryos
were transducedwithMyh9 but not control shRNAs
(fig. S11). Similar results were obtained in vitro
with scratch-wound and transwell migration as-
says independent of TGF-b signaling status.More-
over, reducing Myh9 levels profoundly affected
invasion of cells through a Matrigel-coated filter
(fig. S12).

These results were consistent with the well-
established role for actin-myosin networks in
regulating cellular movements. More puzzling
was our discovery that, although Myh9 knock-
down accelerated tumor development and malig-
nant progression upon TbRII ablation and under
conditions favoring HRas mutations (fig. S13,
A to E), it had very little effect on tumor laten-
cy or multiplicity in mice carrying an epithelial-
specificTrp53 gain-of-functionmutation (Fig. 3A)
(9). This context dependency raised the possibil-
ity that myosin IIa deficiency and Trp53 muta-
tions may partially overlap in function—a notion
further supported by similar latencies and pene-
trance of spontaneous SCCs appearing in Myh9
knockdown, Trp53 mutant, and Trp53 mutant–
Myh9 knockdown mice (fig. S13F). Such simi-
larities were also observed whenMyh9 and Trp53
knockdowns were tested on the SCC-susceptible
TbRII-cKO background (fig. S13G).

To test for possible epistatic interactions, we
treated primary keratinocytes with doxorubicin,
which introduces double-strandDNAbreaks, there-
by triggering the DNA damage response (DDR)
pathway and p53 activation (Fig. 3B) (10). No-
tably, expression of different Myh9 shRNAs in
keratinocytes significantly delayed and reduced
p53 activation after doxorubicin treatment (Fig. 3B
and fig. S14A). This was also true for Myh9fl/fl

keratinocytes transduced in vitro with lentiviral
Cre and for epidermis from g-irradiated Myh9-
cKO and Myh9 knockdown mice (Fig. 3, C and
D, and fig. S14, B to D).

Relative to controls, Myh9-deficient kerat-
inocytes also failed to induce p53-responsive
genes such as p21, Fas, Bax,Mdm2, and 14-3-3s
(Fig. 3, B, D, and E). These effects were specific
to the p53 pathway, because control and Myh9
knockdown keratinocytes responded equally to
other stimuli such as epidermal growth factor
(EGF) (fig. S15). Moreover, such effects were
not observed with shRNAs against other non-
muscle myosin II genes [Myh10 (myosin IIb)
andMyh14 (myosin IIc)], nor were they depen-
dent on TGF-b signaling (fig. S16).

Probing deeper, we discovered that the
myosin II adenosine triphosphatase (ATPase)
inhibitor blebbistatin phenocopiedMyh9 loss-of-
function effects on DDR-induced p53 activation

Fig. 3. A noncanonical role for myosin IIa in nuclear retention of activated p53. (A) Tumor-
free survival of conditional Trp53 mutant mice transduced with the indicated shRNA (n > 6 for each
genotype; no significant survival change could be observed). (B) Myh9 knockdown (kd) but not
scrambled control shRNA (c) diminishes p53 and targets p21 (CDKN2) levels in response to the
DDR inducer doxorubicin. Myosin IIa and GAPDH levels are shown as controls. (C and D) Lack of
nuclear p53 in Myh9-cKO versus control (Ctrl) littermate skins 6 hours after g irradiation (5 Gy). (C)
Immunofluorescence (boxed regions show DAPI-stained nuclei in blue); (D) immunoblot analysis.
Myosin IIa and GAPDH levels are shown as controls. (E) Quantitative polymerase chain reaction of
p53 target genes illustrates the effects of Myh9 knockdown on the p53 pathway. (F) p53 im-
munoblot of lysates from DDR-induced keratinocytes treated with vehicle (V), blebbistatin (B), Rho
kinase inhibitor Y27632 (Y), or latrunculin B (L). GAPDH levels are shown as controls. (G) Nuclear
p53 is not retained when DDR-induced Myh9 knockdown primary keratinocytes are exposed to
blebbistatin (B). Lamin A/C, IkBa, and gH2AX are controls for nuclear fraction, cytoplasmic fraction,
and DDR, respectively. Nuclear export inhibitor leptomycin B rescues the ability of Myh9-deficient cells
to retain p53 in the nucleus.
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(Fig. 3F and fig. S17A). Consistent with a role
for myosin IIa’s ATPase function, inhibition
of Rho kinase, an upstream regulator of myo-
sin II’s ATPase activity, similarly dampened the
DNA damage–induced p53 response. However,
latrunculin-mediated inhibition of F-actin po-
lymerization did not elicit these effects, raising
the tantalizing possibility that they may be inde-
pendent of myosin IIa’s conventional role (Fig. 3F
and fig. S17B).

The initial steps of the DDR were unper-
turbed, as judged by stress-induced phosphoryl-
ation of the histone variant H2AX and activation
of DNA checkpoint kinases Chk1 and Chk2
(fig. S17B). Additionally, Myh9 ablation did not
affect Trp53 transcription (Fig. 3E). However, in
the presence of proteasome inhibitor MG132, p53
protein levels were comparably induced by DDR
in both Myh9 knockdown and control keratino-
cytes (fig. S17C).

Seeking howmyosin IIa deficiencymight affect
p53 stability, we discovered that p53’s nuclear ac-
cumulation after DNA damage did not occur upon
blebbistatin treatment (Fig. 3G). Inhibiting the
nuclear export receptor Crm1 restored nuclear p53
accumulation as well as transactivation of p53 tar-
get genes such as p21 (Fig. 3G and fig. S17D). Thus,
when myosin IIa is defective, even though the p53
pathway can be induced in response to DNA dam-
age, it fails to do so because of an inability of p53
to remain and/or accumulate in the nucleus.

Given the possible clinical relevance of nu-
clear export inhibitors as a means to overcome
p53 effects in myosin IIa–defective tumors, we
verified that p53 activation is similarly compro-
mised upon myosin IIa inhibition in primary hu-
man keratinocytes (Fig. 4A). We then surveyed
myosin IIa’s status in >350 human skin, HNSCC,
and control tissues. In contrast to normal and
hyperplastic skin, which consistently displayed
strong immunolabeling, 24% of skin SCCs and
31% of HNSCCs showed weak or no immuno-
labeling (Fig. 4B and fig. S18A). Myosin IIa was
diminished in a number of early-stage (grade I)
SCCs, which suggests that its loss may constitute
an early event in tumor progression (fig. S18B).
Additionally, when skin SCCs were analyzed ac-

cording to TbRII and P-Smad2 status (6), a sub-
stantial fraction (~83%) of myosin IIa–negative
tumors showed signs of concomitant loss of TGF-b
signaling (fig. S18C). An initial analysis of The
Cancer Genome Atlas (TCGA) showed that low
MYH9mRNA expression significantly correlated
with reduced survival of HNSCCpatients (Fig. 4C),
whereas patients with highMYH9mRNA expres-
sion or MYH9 amplifications showed no survival
changes (fig. S19, A to C). As larger patient cohorts
are analyzed, it will be interesting to see whether
this correlation proves diagnostically relevant.

Among 302 sequenced HNSCCs, 16 non-
synonymous MYH9 mutations surfaced. Com-
putational analyses of evolutionary conservation
patterns yielded a functional impact score (FIS),
which assigns a probability that a specific amino
acid mutation will alter protein function (11). In-
triguingly, 15 out of 16 of theseMYH9mutations
gave a high or medium FIS score (fig. S20), and
when all TCGAmutations were ranked accord-
ing to FIS,MYH9 ranked 16th among the ~15,000
genes mutated in HNSCCs (P = 0.000026, false
discovery rate q = 0.024) and MYH9 was found
to be mutated above background also in some
other cancers (fig. S21A and tables S2 and S3).

Although this cohort of cancer-associated
MYH9mutations is relatively small, they showed
statistically significant clustering to the highly
conserved ATPase switch II region (fig. S20A;
P = 0.0015). One conserved mutation (Ala454)
was already known to compromise ATPase ac-
tivity in Dictyostelium myosin II (12). Using
site-directed point mutagenesis, we further cor-
roborated the relevance of several other human
mutants. Notably, althoughMYH9Glu475→ Lys
and Glu530 → Lys mutants retained their ability
to localize to stress fibers, they exerted dominant-
negative effects on DDR-induced p53 activation
(fig. S22).

Given that Myh9 heterozygosity increased
SCC susceptibility in mouse epithelia (Fig. 2C),
it was also intriguing that ~15% of all HNSCCs
showed hemizygous MYH9 loss. Monoallelic
MYH9 loss was also common (~30%) in several
other cancers (table S4). That said, no significant
correlation existed betweenMYH9 hemizygosity

orMYH9mutations and poor HNSCC prognosis
(fig. S19, D and E). Hence, although provocative,
these findings await further experimental and
clinical evaluation.

Finally, contrary to our expectations, MYH9
mutations in human HNSCCs were not mutually
exclusive with Trp53 mutations (mostly gain-of-
function). Although such mutual exclusiveness
with oncogenic alteration of established p53 reg-
ulators (e.g., MDM2 amplifications) can exist
(e.g., among glioblastomas), this paradigm does
not apply to HNSCCs (fig. S23). We speculate
that in HNSCCs, p53 gain-of-function mutations
could confer additional effects beyond inactivation
of wild-type p53, such as metastasis promotion.

Like any RNAi screen, our strategy relied
on knockdown efficiency and hence invariably
missed some relevant genes (e.g., Trp53). It also
missed such genes as Notch1, which functions
nonautonomously in SCC progression (13). These
caveats aside, this methodology evaluated func-
tion within the native environment, prior to gross
perturbations in tissue architecture that invariably
accompany cancer progression. This unearthed
some lower-penetrance genes hitherto not associ-
atedwith cancer. At first glance, the inverse relation
between a well-known actin-based mechano-
sensitivemotor andmetastatic SCCswas puzzling,
as dominant active Rho kinase and/or extracellular
matrix stiffness can promote transformation in
some cell lines and animal models (14). Although
primary human cancer cells are considerably more
pliable (15), and indeed our results document
transforming potential, myosin IIa’smost striking
link to cancer appears to be in a newfound role in
regulating p53 stabilization and nuclear retention.
These findings highlight the utility of in vivo
RNAi (16) to integrate cancer genomics and
mouse modeling for rapid discovery, validation,
and functional characterization of potent but low-
penetrance tumor suppressors.
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Vaccine Activation of the Nutrient
Sensor GCN2 in Dendritic Cells
Enhances Antigen Presentation
Rajesh Ravindran,1* Nooruddin Khan,1,2* Helder I. Nakaya,1,3 Shuzhao Li,1 Jens Loebbermann,1
Mohan S. Maddur,1 Youngja Park,4 Dean P. Jones,5 Pascal Chappert,6,7 Jean Davoust,6,7
David S. Weiss,8 Herbert W. Virgin,9 David Ron,10 Bali Pulendran1,3†

The yellow fever vaccine YF-17D is one of the most successful vaccines ever developed in
humans. Despite its efficacy and widespread use in more than 600 million people, the mechanisms
by which it stimulates protective immunity remain poorly understood. Recent studies using
systems biology approaches in humans have revealed that YF-17D–induced early expression of
general control nonderepressible 2 kinase (GCN2) in the blood strongly correlates with the
magnitude of the later CD8+ T cell response. We demonstrate a key role for virus-induced
GCN2 activation in programming dendritic cells to initiate autophagy and enhanced antigen
presentation to both CD4+ and CD8+ T cells. These results reveal an unappreciated link between
virus-induced integrated stress response in dendritic cells and the adaptive immune response.

Systems biological analysis of the immune
response to the yellow fever vaccine in
humans has identified early transcriptional

signatures in the blood, which predict the magni-
tude of the later CD8+ T cell response to the vac-
cine (1). One of the genes containedwithin these
signatures is the general control nonderepress-
ible 2 kinase (GCN2)/EIF2AK4 (fig. S1), rais-
ing the possibility that GCN2 may be involved
in theCD8+Tcell responses toYF-17D (1). GCN2
is a sensor of amino acid starvation in mam-

mals and orchestrates the so-called integrated
stress response (2–4). During amino acid starva-
tion, GCN2 regulates protein synthesis through
phosphorylation of eukaryotic translation initia-
tion factor 2a (eIF2a) at Ser51 (5). The phospho-
rylation of eIF2a attenuates assembly of the active
preinitiation translational complex eIF2-GTP-
tRNAMet and polysome formation, resulting in
stress granule formation (6). Recent work has also
shown an antiviral effect of GCN2 against viruses
(7–9) and in regulating the survival and prolifer-
ation of T cells (10, 11), but whether GCN2 me-
diates innate control of adaptive immunity is not
clear. We have dissected the mechanisms through
which GCN2 controls the antigen-specific T cell
responses to YF-17D.

To determinewhether YF-17D induces a stress
response, we analyzed stress granule formation in
humanmonocyte-derived dendritic cells (hmDCs)
and baby hamster kidney (BHK) cells after YF-
17D stimulation. Stress granules formed in re-
sponse to YF-17D activation in vitro (Fig. 1, A
and B). Further, Western blot analysis after cul-
ture with YF-17D revealed phosphorylation of
eIF2a in mouse bone marrow–derived dendritic
cells (BMDCs) (Fig. 1C) and phosphorylation of
GCN2 (Fig. 1D) and eIF2a (Fig. 1D) in hmDCs
after 1 hour. This rapid activation ofGCN2 in vitro

is different from the kinetics (d7) of the tran-
scriptional signature observed in YF-17D vac-
cines (fig. S1), which is likely caused by an acute
viremia in vivo.

YF-17D–induced eIF2a phosphorylation
was largely reduced by ultraviolet or heat inacti-
vation of the virus, suggesting a requirement for
live virus (fig. S2). Further, certain Toll-like recep-
tor (TLR) ligands [CpG1826 and lipopolysac-
charide (LPS), but not polyinosinic:polycytidylic
acid] were capable of phosphorylating eIF2a
(fig. S3).Myeloid differentiation primary response
gene 88 (MyD88) is a universal adaptor for TLR
activation. Because YF-17D signals via multiple
TLRs (12), we determined whether TLR signal-
ing was necessary for phosphorylation of eIF2a
usingMyD88−/−mice. There was a partial reduc-
tion in eIF2a phosphorylation inDCs fromMyD88−/−

mice compared with wild-type mice (fig. S4),
suggesting that YF-17D induces eIF2a phospho-
rylation also independently of TLR.

Next, we analyzed whether GCN2 is neces-
sary for the antigen-specific CD8+ Tcell response
to YF-17D using mice deficient in GCN2 (10).
GCN2-deficient (GCN2−/−) animals did not have
any noticeable deficiencies in weight or appear-
ance and had similar frequencies and numbers of
immune-cell subsets (figs. S5 and S6). However,
after vaccination with YF-17D the frequencies of
interferon-g (IFN-g)–producing CD8+ T cells
were substantially reduced in the liver and lung
of GCN2−/−mice (Fig. 2, A and B). In contrast to
the robust responses in the liver and lung, re-
sponses were lower in the other organs but were
nevertheless substantially reduced in GCN2−/−

mice, as assayed by a 4-day peptide restimulation
culture (figs. S7 and S8). Furthermore, the ki-
netics of the responses was similar in wild-type
andGCN2−/−mice (fig. S8). In addition, the CD4+

T cell responses were also markedly reduced in
GCN2−/−mice (Fig. 2C and fig. S7), demonstrat-
ing a role for GCN2 in the induction of T cell
immunity to YF-17D.

To determine whether GCN2 deficiency in
the hematopoietic compartment resulted in im-
paired immune responses, we generated bone mar-
row chimeras. There was a substantial defect in
antigen-specific CD8+ T cell response in wild-
type animals reconstituted with GCN2−/− bone
marrow, as compared with those reconstituted

1Emory Vaccine Center, Yerkes National Primate Research Cen-
ter, Emory University, 954 Gatewood Road, Atlanta, GA 30329,
USA. 2Department of Biotechnology, School of Life Sciences,
University of Hyderabad, Hyderabad 500046, India. 3Depart-
ment of Pathology and Laboratory Medicine, Emory University,
Atlanta, GA 30322, USA. 4College of Pharmacy, Korea Univer-
sity, 339-700 Korea. 5Department of Medicine, Division of
Pulmonary, Allergy and Critical Care, Emory University, Atlanta,
GA 30322, USA. 6Institut National de la Santéet de la Recherche
Médicale U1013, Paris, France. 7Université Paris Descartes,
Sorbonne Paris Cité, Paris 75743 Paris Cedex 15, France. 8De-
partment of Medicine, Division of Infectious Diseases, Emory
University, Atlanta, GA 30329, USA . 9Department of Pathology
and Immunology, Washington University School of Medicine,
St. Louis, MO 63110, USA. 10University of Cambridge Metabolic
Research Laboratories and NIHR Cambridge Biomedical Research
Centre, Cambridge CB2 0QQ, UK.

*These authors contributed equally to this work.
†Corresponding author. E-mail: bpulend@emory.edu

www.sciencemag.org SCIENCE VOL 343 17 JANUARY 2014 313

REPORTS



Fig. 1. YF-17D induces activation of the
GCN2/eIF2a–mediated stress response
in DCs. (A) hmDCs or (B) BHK cells were
mock-treated or culturedwith YF-17D (24hours),
fixed, stained with TIA/TIR and 4´,6-diamidino-
2-phenylindole to visualize stress granule
formation. Mouse BMDCs (C) or hmDCs (D) were mock-treated or cultured with YF-17D for the times
indicated. “Media” represents cells not exposed to the virus. (C and D) Phosphorylation of GCN2 and
eIF2a was assessed by means of Western blotting.

Fig. 2. Lack ofGCN2 indendritic cells
leads to impaired CD8+ and CD4+ T
cell responses to YF-17D. Mice were
immunized subcutaneously with 2 × 106

plaque-forming units of YF-17D and eutha-
nized on day 7. The magnitude of YF-17D–
specific CD8 T cells was determined in the
lung and liver with flow cytometry. (A andB)
Representative fluorescence-activated cell
sorting (FACS) plots (A) and frequencies (B)
of CD8+ T cells producing IFN-g in the lung
and liver of wild-type versus GCN2−/− mice.
(C) Assessment of YF-17D–specific CD4+ T
cells producing IFN-g in culture after 4-day
ex vivo restimulation with class II restricted
peptides from YF-17D. (D and E) Representative FACS plots gated on CD8+ T cells
producing IFN-g (D) and frequencies (E) of CD8+ T cells producing IFNg in the lung
and liver of chimeric mice in which the hematopoietic compartment of wild-type
mice was reconstituted with bone marrow from either wild-type or GCN2−/−mice.
(F andG) Representative FACS plots gated on CD8+ T cells producing IFN-g in the

lung and liver of GCN2flox flox × CD11c cre versus littermate control mice. In (E), (F),
and (G), red indicates wild type, and blue indicates GCN2−/−. The graphs represent
the averages of CD8+ IFN-g–producing cells in the liver and lung in 5 mice per
group. Data are representative of four independent experiments. ***P < 0.0005;
**P < 0.005; *P < 0.05, calculated by Student’s t test. Graphs show mean T SEM.
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with wild-type bone marrow (Fig. 2, D and E, and
fig. S9). To determine whether GCN2 expression
in DCs is required for YF-17D–specific CD8+

Tcell responses, we compared immunizedGCN2fl/fl

CD11c-cre mice [in which GCN2 was ablated in
DCs (fig. S10)] and observed reduced frequen-
cies of IFN-g–producing CD8+ Tcells in the lung
and liver, as compared with that of littermate con-
trols (Fig. 2, F and G).

To investigate themechanismbywhichGCN2
expression in DCs controls T cell responses, we

compared cytokine production by DCs fromwild-
type and GCN2−/− mice, cultured in vitro with
YF-17D. Induction of the inflammatory cytokines
interleukin-6 (IL-6), tumor necrosis factor (TNF),
IL-12, IL-1b, or anti-inflammatory IL-10 (fig. S11)
or antiviral IFNa (fig. S12) was unaffected by
GCN2 deficiency. Furthermore, there was no
difference in the induction of costimulatory mol-
ecules in vivo in response to vaccination with
YF-17D (fig. S13) or in the uptake of soluble
antigens (figs. S14 and S15).

Because GCN2 is a sensor of amino acid star-
vation (4),wedeterminedwhetherYF-17D induced
an amino acid starvation response in DCs. We
used liquid chromatography/mass spectrometry
(LC/MS) to analyze the intracellular concentra-
tion of free amino acids. Culture of hmDCs with
YF-17D resulted in a rapid decrease of the intra-
cellular concentration of free arginine and several
other amino acids and a corresponding increase in
citrulline (Fig. 3A). Arginine metabolism can lead
to enhanced citrulline levels, a process catalyzed

Fig. 3. YF-17D induces autophagy in dendritic cells via a mechanism
dependent on GCN2. (A) Inverse correlation between the concentrations of
free arginine and citrulline in hmDCs stimulated with YF-17D. Mock-treated
DCs at 6 hours (without virus) are shown as controls. (Inset) Mean relative abun-
dance T SD of arginine and citrulline. (B) Culture of hmDCs with YF-17D induces
autophagy as visualized by means of confocal microscopy. (C) Comparison of
autophagy (LC3 punctate staining) in mBMDCs from wild-type or GCN2−/− mice,
cultured in vitro with YF-17D for 6 hours. (D) Counts of LC3 granules per cell. (E)
Comparison of the autophagy proteins in BMDC from wild-type or GCN2−/−mice

cultured in vitro with YF-17D. 0h represents 30 min after DCs are cultured in low
volume of low fetal bovine serummedium with YF-17D. Basal levels of Atg5 and
Atg7 in freshly isolated DC were similar in wild-type and GCN2−/−mice (fig. S20).
(F) Densitometric analysis of Western blots from three independent experiments.
(G) Autophagy flux experiments depicting p62 and LC3II accumulation by
chloroquine after culture with YF-17D. (H) Autophagy flux showing accumulation
of LC3II 6 hours after YF-17D culture after treatment with lysosomal inhibitors
(pepstatin and E64D). Data are representative of three independent experiments.
*P < 0.05; **P < 0.005, Student’s t test. Error bars indicate mean T SEM
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by nitric oxide synthase. Decreased intracellular
concentrations of free amino acids, including ar-
ginine, leads to increased concentrations of un-
charged transfer RNA molecules, which bind to
the C terminus of GCN2 and induce its activation
(13, 14). Consistent with changes in the concentra-
tions of free amino acids, enzymes that are known to
be important in amino acid metabolism were in-
duced by YF-17D in DCs (fig. S16). Heat-killed or
ultraviolet-irradiated YF-17D did not induce a no-
ticeable reduction in amino acid concentrations, sug-
gesting a requirement for live virus in this process.

Under conditions of amino acid deprivation,
cells activate a homeostatic mechanism, called
autophagy, that can effectively generate new amino
acids and redirect the cell to use its limited amino
acid supply specifically for the synthesis of es-
sential proteins (15). GCN2 is a major sensor for
amino acid deprivation in mammalian cells (4),
andGCN2-deficient yeast are defective in induced
autophagy (16). In this context, the expression of

genes encoding autophagy-related proteins in pe-
ripheral blood mononuclear cells from humans
vaccinated with YF-17D (1) correlated with the
magnitude of the later CD8+ Tcell responses (fig.
S17). Consistent with this, culture of hmDCs (Fig.
3B) or mBMDCs (Fig. 3C) with YF-17D in-
duced autophagy, as evidenced with visualization
of autophagic vesicles (punctate LC3 staining).
Furthermore, YF-17D induced autophagy in
mBMDCs from LC3-GFP mice [in which the
gene encoding green fluorescent protein (GFP) is
fused with the gene encoding LC3 autophago-
some marker, the mammalian homolog of Atg8
(17)] (fig. S18, A and B). To address whether in-
duction of autophagy was dependent on GCN2,
we examined YF-17D–induced autophagy in wild-
type versus GCN2−/− mice (Fig. 3, C to H). In
GCN2−/−mBMDCs, induction of autophagy was
reduced as compared with that in DCs fromwild-
type mice, as assessed with immunofluorescence
(Fig. 3, C andD) orWestern blot (Fig. 3, E and F).

In addition, reverse transcription polymerase chain
reaction analyses revealed a marked reduction
in the expression of genes encoding proteins in-
volved in autophagy in GCN2−/− DCs compared
with wild-type DC stimulated from YF-17D (fig.
S19). This was not due to baseline differences in
autophagy proteins because basal expression of
Atg5 and Atg7 in mBMDCs was identical in the
absence of stimulation with YF-17D (fig. S20).

p62 and LC3-II accumulation are surrogate
markers of autophagy because of their degrada-
tion after the fusion of the autophagosome to the
lysosome (18). We therefore investigated the ly-
sosomal turnover of endogenous p62 and LC3-II
during virus-induced autophagy using either chlo-
roquine (Fig. 3G) or the lysosomal protease in-
hibitors E64d plus pepstatin A, inhibitors of
autophagy degradation (Fig. 3H). We observed
greater accumulation of LC3-II (Fig. 3, G and H)
and p62 (Fig. 3G) in the presence of these inhib-
itors inwild-type cells than inGCN2−/− cells. Thus,

Fig. 4. YF-17D enhances the ability of DCs to cross-
present antigens via amechanismdependent onGCN2
and autophagy. BMDCs from wild-type mice, or GCN2−/−,
Atg5−/−, or Atg7−/− mice were cultured with lysates from
BHK cells previously infected with YF-17D-Ova for 4 hours.
The DCs were then cocultured with naïve OT-1 T cells. (A to C)
Increased thymidine uptake showing increased prolifera-
tion by OT 1+ T cells stimulated by wild-type DCs as com-
pared with (A) GCN2−/−, (B) Atg5−/−, and (C) Atg7−/− DCs.
(D to I) YF-17D–specific (D to G) CD8+ T cell responses and
(H and I) CD4+ T cell responses in Atg5flox/flox CD11c cre and
Atg7flox/flox CD11c cre mice compared with littermate con-

trols 7 days after vaccination with YF-17D. (J ) Inhibition of autophagy by chloroquine results in impaired cross-presentation. (K) MEFs from either wild-type or
GCN2−/− mice were first infected with YF-17D-Ova and then irradiated and then cocultured with either wild-type or GCN2−/− BMDCs. Then OT-1 T cells were
added, and their proliferation was evaluated 72 hours later. Representative of three individual experiments. ***P< 0.0005; **P< 0.005; *P< 0.05, calculated by
Student‘s t test. Graphs show mean T SEM.
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these data demonstrate that induction of autoph-
agy by YF-17D in DCs is controlled by GCN2.

Autophagy is known to affect antigen presen-
tation by DCs (19, 20). Effective priming of CD8+

T cells by viral antigens involves the pathways
that are active in both direct presentation of en-
dogenous antigens and cross presentation of exog-
enous antigens (21, 22). Recent reports have
implicated a role for autophagy in antigen pre-
sentation via both class II (23, 24) and class I
(19, 25, 26). We thus hypothesized that GCN2−/−

DCs that are defective in autophagy may be im-
paired in their capacity to present antigens to
T cells. In particular, viral antigens are cross-
presented byDCs to CD8+ Tcells (22), and given
the impaired CD8+ T cell immunity to YF-17D,
we determined whether cross-presentation of
YF-17D antigens was impaired inGCN2−/−mice.
For this, lysates fromYF-17D-Ova–infected BHK
cells were cultured with BMDCs (precultured for
2 hours in low amino acid medium in order to
induce the stress response) from wild-type or
GCN2−/−mice. The DCs were then washed and
cultured with naïve, antigen-specific CD8+ T cell
receptor transgenic T cells from OT-1 mice. The
proliferation of antigen-specific CD8+ T cells was
monitored by their ability to divide and incorpo-
rate thymidine. GCN2−/− DCs had a lower ability
to induce T cell proliferation in vitro, indicating a
critical role for GCN2 in cross presentation (Fig. 4A).
Antigen-specific responseswere similar when trans-
genic OT1 T cells were cultured with either wild-
type orGCN2−/−BMDCs pulsed with SIINFEKL
peptide (fig. S21), suggesting thatDCs fromGCN2−/−

DCs were not intrinsically defective at presenting
peptide antigens toCD8+Tcells. Furthermore, direct
antigen presentation of endogenous antigens was
unaffected by GCN2 deficiency in DCs (fig. S22).

Atg5 and Atg7 are essential proteins required
for autophagosome formation (27, 28). To examine
the DC intrinsic effects of Atg-5 and Atg-7 defi-
ciency, we used DC-specific conditional knock-
outs (fig. S23, A and B). BMDCs isolated from
these mice or littermate controls were initially cul-
tured for 2 hours in low amino acid medium and
then cocultured with lysates from BHK cells that
had been previously infected with YF-17D-Ova
(29). The BMDC loaded with YF-17D-Ova–
infected BHKwere then cultured with transgenic
naïve OT-1 T cells, and proliferation was moni-
tored by their ability to incorporate thymidine
(Fig. 4, B and C). DCs from Atg-5– and Atg-7–
deficient mice were impaired in their capacity to
cross-present antigens (Fig. 4, B and C). Con-
sistent with this, BMDCs from mice deficient in
beclin-1—a protein necessary for Atg-5/Atg-7–
dependent and independent–autophagy (30)—
were impaired in their capacity to cross-present
antigens from viral infected cells (fig. S24). A
previous study demonstrates that Atg5 activity
in DCs is not essential for cross-presentation of
splenocytes coatedwith ovalbumin, in the absence
of any viral stimulus or without any starvation
(23). Consistent with our results, an analysis of
theYF-17D–specific CD8+ andCD4+ T responses

in the Atg5- and Atg7-conditional knockout mice
revealed lower immune responses as compared
with that of littermate controls (Fig. 4, D to I), and
inhibiting autophagywith chloroquine resulted in
lower cross-presentation (Fig. 4J). The results
indicate that Atg5 and Atg7 expression on DCs is
critical to prime CD8+ T and CD4+ T cells under
starvation conditions.

GCN2-mediated induction of autophagy could
operate in DCs (the “cross-presenting” cells) or in
neighboring cells that were infected by YF-17D
(“donor” cells) and taken up by DCs (fig. S25).
Enhanced autophagy on dying donor cells taken
up by antigen-presenting cells can stimulate effi-
cient cross-presentation (25). To dissect the putative
roles of GCN2 in the donor versus cross-presenting
cell, wild-type or GCN2−/− DCs were cultured
with cell lysates from wild-type or GCN2−/−

mouse embryonic fibroblasts (MEFs) infected
with YF-17D-Ova and assayed for their ability to
prime OT-1 T cells (Fig. 4K). The Ova-specific
responses were the highest when both the MEFs
and DCs are of wild-type origin. These responses
were lower when either the MEFs or DCs were
from the GCN2−/− mice. The lowest proliferative
responseswere seen in the cocultures that hadMEFs
andDCs from theGCN2−/−mice indicating a key
role for GCN2 on both the dying and the phago-
cytosing cell. The results indicate that Atg5 and
Atg7 expression on DCs is critical to prime CD8
Tcells under starvation conditions. One caveat of
these experiments is the use of YF-17D encoding
a surrogate antigen rather than viral antigens.

These data suggest that GCN2-mediated ac-
tivation of autophagy programs DCs to cross-
present viral antigen to CD8+ Tcells. Components
of the autophagy machinery including Atg5 and
Atg7 have recently been implicated in recognition
and clearance of dead cells by a process known as
LC3-associated phagocytosis (LAP) (31). It is likely
that depletion of free amino acids induced by the
initiation of viral replication or an innate response
triggered by live viral entry leads to the activation
of GCN2, which then induces autophagy and an-
tigen presentation. Consistent with this, inactivated
virus was unable to induce amino acid depletion.
The question of how autophagy intersects the cross-
presentation pathway at the cell biological level
(such as through degradation of autophagosomal
cargo or LAP or both) remains to be determined.

Last, in order to determinewhether this mech-
anismwasmore generally relevant to other viruses
or microbes, we analyzed the role of GCN2 in
eliciting immune responses to other pathogens
(fig. S26). We saw a role for GCN2 in antigen-
specific CD8 T cell responses to the live atten-
uated influenza vaccine (fig. S27). We could not
detect any differences between wild-type and
GCN2−/− mice in the immune responses to var-
ious other pathogens (fig. S26).

Taken together, these results demonstrate a
role for GCN2 activation in DCs in modulating
the adaptive immune response. This may have
evolved as a mechanism of pathogen sensing that
is capable of detecting “footprints” of a pathogen,

such as depleted amino acids in a local micro-
environment in vivo. Furthermore, such amecha-
nismmay be relevant in the induction of immunity
against tumors, in which rapidly proliferating
tumor cells may cause a depletion of amino acids
in the local microenvironment. In addition, this
mechanism may affect immunity to vaccination
during amino acid malnutrition in humans. Last,
vaccine adjuvants that activate theGCN2-autophagy
pathway may be useful in inducing robust T cell
responses in humans.
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Dear Colleagues,
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renewable fuels, and a sustainable environment. Addressing these
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from the convergence of physical, life, engineering, and social sciences

in innovative ways that are most useful to society. The scientifc program

will highlight the increasing interdependence of economic progress and

advances in science and technology.
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and topical lectures by some of the world’s leading scientists and engineers,

multidisciplinary symposia, cutting-edge seminars, career development

workshops, and an international exhibition. You and your family can also

enjoy Family Science Days, a free event open to the public.

The Annual Meeting reflects tremendous eforts from the AAAS sections,

divisions, and committees. I also acknowledge the members of the Scientifc

Program Committee who selected and assembled the many excellent ideas

and proposals into this outstanding meeting.

We look forward to seeing you in Chicago.

Phillip A. Sharp

AAAS President and Program Chair

Institute Professor, Koch Institute for Integrative Cancer Research

Massachusetts Institute of Technology
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President’s Address

Thursday, 13 February

Phillip A. Sharp
Institute Professor, Koch
Institute for Integrative
Cancer Research,
Massachusetts Institute of
Technology

Dr. Sharp, a noted molecu-
lar biologist with a focus on the genetic
causes of cancer, shared the 1993 Nobel
Prize in Physiology or Medicine for his
discovery of “split genes”—the fnd-
ing that genes could be composed of
several separate segments within DNA.
His lab now focuses on the therapeutic
potential of RNA interference, small RNA
molecules that can switch genes on and
oR. He has co-founded two companies:
Biogen (now Biogen Idec) and Alnylam
Pharmaceuticals. He received a Ph.D. in
chemistry from the University of Illinois
at Urbana-Champaign and is an elected
member of the National Academy of
Sciences, the Institute of Medicine,
AAAS, the American Academy of Arts and
Sciences, the American Philosophical
Society, and a foreign fellow of the Royal
Society (U.K.).

Plenary Speakers

Friday, 14 February

Steven Chu
Professor of Physics and
Molecular and Cellular
Physiology, Stanford
University

How Discovery and Innovation CanMeet
Our Energy Challenge

Dr. Chu served as the 12th U.S. Secretary
of Energy between January 2009 and
April 2013. Prior to his post in President
Obama’s Cabinet, he was the director of

Lawrence Berkeley National Laboratory
and a professor at University of California,
Berkeley. He had previously worked at
Stanford University and Bell Laboratories.
Chu is the co-recipient of the Nobel
Prize for Physics (1997) for his contribu-
tions to the laser cooling and trapping
of atoms. His other areas of research
include tests of fundamental theories in
physics, atom interferometry, study of
polymers and biological systems at the
single molecule level, and biomedical
research. The holder of 10 patents, Chu
has published 250 scientiOc and technical
papers. Chu is a member of the National
Academy of Sciences, the American
Philosophical Society, the Royal Academy
of Engineering, the Academia Sinica,
and the Korean Academy of Sciences
and Technology, an honorary member of
the Institute of Physics and the Chinese
Academy of Sciences, and a Lifetime
Member of the Optical Society of America.
He received a bachelor’s degree in phys-
ics from the University of Rochester and
a Ph.D. in physics from the University of
California, Berkeley.

Saturday, 15 February

Alan Alda
Visiting Professor of
Journalism, Stony Brook
University

Getting Beyond a Blind Date with Science

Alan Alda is an actor, writer, director, and

visiting professor at the Alan Alda Center

for Communicating Science at Stony Brook

University, where he helps current and

future scientists learn to communicate

more clearly and vividly with the public.

In collaboration with theater arts faculty

at Stony Brook, he is pioneering the use

of improvisational theater exercises to

help scientists connect more directly with

people outside their Oeld. Alda is best

known for his award-winning work in mov-

ies, theater, and television, but he also

has a distinguished record in the public

communication of science. For 13 years he

hosted the PBS series ScientiOc American

Frontiers, which he has called “the best

thing I ever did in front of a camera.” Aaer

interviewing hundreds of scientists around

the world, he became convinced that many

researchers have wonderful stories but

need to learn how to tell them better. That

realization inspired the creation of Stony

Brook’s multidisciplinary Alan Alda Center

for Communicating Science in 2009.

Sunday, 16 February

Susan Lindquist
Professor of Biology,
Massachusetts Institute of
Technology

From Yeast Cells to Patient Neurons: A
Powerful Discovery Platform for
Parkinson’s and Alzheimer’s Diseases

Dr. Lindquist is a pioneer in understanding

protein folding, showing that these chang-

es can have profound and unexpected

influences in human disease, evolution,

and nanotechnology. She is a member

of the Whitehead Institute, where she

served as director from 2001 to 2004, and

a Howard Hughes Medical Institute inves-

tigator. Previously she was a professor of

medical sciences and molecular biology

at University of Chicago. Lindquist is an

elected fellow of the American Academy of

Arts and Sciences, the National Academy

of Sciences, the Institute of Medicine, and

the American Philosophical Society. She

is a recipient of the Novartis/Drew Award

for Biomedical Research, the Dickson

Prize in Medicine, the Sigma Xi William

Procter Prize for Academic Achievement,

the Nevada Silver Medal for ScientiOc
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Achievement, the Genetics Society of

America Medal, and the Centennial Medal

of the Harvard University Graduate School

of Arts and Sciences. In 2010, she received

the Mendel Medal from the Genetics

Society (U.K.), the Delbruck Medal from

Bayer Schering, and the National Medal of

Science. She is a member of the scientifc

advisory board of the Institute for Molecular

Biotechnology in Austria. Lindquist is a

co-founder of FoldRx Pharmaceuticals, Inc.,

a subsidiary of Pfzer, Inc.

Monday, 17 February

John A. Rogers
Swanlund Chair and
Professor of Materials
Science and Engineering,
University of Illinois,
Urbana-Champaign

Stretchy Electronics That Dissolve in
Your Body

Dr. Rogers’ research includes fundamental

and applied aspects of nano- and molecular

scale fabrication. He also studies materi-

als and patterning techniques for unusual

electronic and photonic devices, with an

emphasis on bio-integrated and bio-inspired

systems. He received a Ph.D. in physical

chemistry from Massachusetts Institute

of Technology in 2005. He has published

more than 350 papers and is an inventor on

over 80 patents and patent applications,

many of which are licensed or in active use

by large companies and startups that he

co-founded. He previously worked for Bell

Laboratories as director of its research pro-

gram in condensed matter physics. He has

received recognition including a MacArthur

Fellowship from the John D. and Catherine

T. MacArthur Foundation, the Lemelson-MIT

Prize, the National Security Science and

Engineering Faculty Fellowship from the U.S.

Department of Defense, the George Smith

Award from IEEE, the Robert Henry Thurston

Award from American Society of Mechanical

Engineers, the Mid-Career Researcher

Award from Materials Research Society, the

Leo Hendrick Baekeland Award from the

American Chemical Society, and the Daniel

Drucker Eminent Faculty Award from the

University of Illinois.

Topical Lectures

Cori Bargmann
Torsten N. Wiesel Professor,
Rockefeller University
Using Fixed Circuits to Drive
Variable Behaviors

Eli Finkel
Professor of Psychology
andManagement and
Organizations,
Northwestern University
The Sufocation of Marriage

Heinrich Jaeger
William J. Friedman and
Alicia Townsend Professor
of Physics, University of
Chicago
GranularMatter: From
Basic Questions to New
Concepts and Applications

Trevor Mundel
President, Global Health

Program, Bill andMelinda

Gates Foundation

The Surprising Complexity
of Simple Health Solutions
and the Importance of Mea-
surement in Global Health

Edward Roberts
David Sarnof Professor
of Management of Tech-
nology, Massachusetts
Institute of Technology
Entrepreneurial Impact of
Science and Technology-
Based Universities

AmySmithson
Senior Fellow, JamesMartin
Center for Nonproliferation
Studies
Scientists and (the Ultimate)
Responsibility

DianaWall
University Distinguished
Professor of Biology,
Colorado State University
Lessons from an Antarctic
Desert: Documenting
Climate Change and
Measuring Impact on
Soil Life

GEORGE SARTON MEMORIAL LECTURE IN

THE HISTORY AND PHILOSOPHY OF SCIENCE

Susan Lederer
Robert Turell Professor
ofMedical History and
Bioethics, University of
Wisconsin, Madison
The Living and the Dead:
Biomedical Science,
American Society, and
the Human Body

JOHN P. MCGOVERN AWARD LECTURE IN THE

BEHAVIORAL SCIENCES

Susan T. Fiske
Eugene Higgins Professor

of Psychology and Public

Afairs, Princeton University

Humans are Intent
Detectors: Implications
for Society

Special Sessions
International Public Science Events Conference
Wednesday, 12 February–Thursday, 13 February
Pre-registration required

Responsible Professional Practices in a Changing Research Environment
Workshop
Thursday, 13 February
Pre-registration required
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Seminars
Thursday, 13 February

Communicating Science
Scientifc and technological issues

increasingly trigger societal conflicts

whenever they intersect with personal or

political views. Today’s scientists and

engineers are challenged to communicate

and engage with the public and journalists,

particularly amid pressures on research

and development budgets and related

concerns about transparency and

accountability. This seminar will share

science communication expertise in

working with diferent types of content,

across a range of formats, for various

audiences.

Engaging with Journalists
Collaborator: Kavli Foundation and AAAS Kavli
Science Journalism Awards
Moderator: Cornelia Dean, The New York
Times and Brown University, New York City

SPEAKERS
Robert Lee Hotz, The Wall Street Journal,
New York City
Carl Zimmer, Independent Science Journalist,
Guilford, CT
Paula Apsell, NOVA, Boston, MA
David Baron, Public Radio International,
Boulder, CO

Engaging with Social Media
Moderator: Dominique Brossard, University of
Wisconsin, Madison

SPEAKERS
Kim Cobb, University of Georgia, Atlanta

Navigating the Science-Social Media Space:
Pitfalls and Opportunities

Danielle N. Lee, Cornell University, New York City
Raising STEM Awareness Among Under-
Served and Under-Represented Audiences

Maggie Koerth-Baker, BoingBoing.net,
Minneapolis, MN

What’s the Point of Social Media?

Engaging with Public Events
Collaborator: Science Festival Alliance and
the International Public Science Events
Conference
Moderator: Ben Lillie, The Story Collider, New
York City

SPEAKERS
Rabiah Mayas, Museum of Science and Industry,
Chicago, IL

Never Too Young: Museum-Based Approaches
to Connecting Youth with Scientists

Kishore Hari, Bay Area Science Festival, San
Francisco, CA

The Science Education Melting Pot

Amy Rowat, University of California, Los Angeles
Engaging General Audiences in Science
Through Interactive Events

Friday, 14 February

Innovation,
Entrepreneurship,
and the Economy
This seminar will consider opportunities
for innovation and entrepreneurship to
beneft the economy. Dynamic examples
of innovation and challenges in advanced
manufacturing and biomedical research will
be considered, and strategies to encourage
entrepreneurship activity will be explored.

New Business Models for Accelerating
Biomedical Innovation
Organized by: Andrew W. Lo, Massachusetts
Institute of Technology, Cambridge

SPEAKERS
John McKew, National Center for Advancing
Translational Science (NCATS), Rockville, MD

NCATS: Catalyzing Innovation

Pablo Legorreta, Royalty Pharma, New York City
Drug Royalty Investment Companies as
Catalysts for Innovation

Bruce Lehmann, University of California, San
Diego

Some Simple Economics for Early Stage Drug
Development

Science-Driven Entrepreneurship:
Determined Pursuit of Innovative
Success
Organized by: Anice Anderson, Private
Engineering Consulting, Carmel, IN

SPEAKERS
John M. Newsam, Tioga Research Inc., San Diego,
CA

Launching a Science-Based Enterprise with an
Organic Growth Model

Irwin Jacobs, Qualcomm, San Diego, CA
Qualcomm: From Startup to Leadership in
Technology and the Social Impact of 6.6 Billion
Wireless Connections

Han Cao, BioNano Genomics Inc., San Diego, CA
Commercializing Innovation: Applying
Nanotechnology to Genomics

Organizing the Innovation System for
Advanced Manufacturing
Organized by: Stephanie Shipp, Virginia
Tech, Arlington; William B. Bonvillian,
Massachusetts Institute of Technology,
Cambridge

SPEAKERS
Hod Lipson, Cornell University, Ithaca, NY

The Future of 3D Printing: Promise and Peril of
a Machine that Can Make (Almost) Anything

Rodney Brooks, Rethink Robotics, Boston, MA
Robotics as a Transformative Manufacturing
Technology: Status and Future

Jonas Nahm, Massachusetts Institute of
Technology, Cambridge

The Manufacturing Economies in China and
Germany: Technology and Process Systems

Suzanne Berger, Massachusetts Institute of
Technology, Cambridge

DeUning the Innovation Ecosystem for
Advanced Manufacturing

Theresa Kotancheck, Evolved Analytics Inc.,
Midland, MI

Implementing the Advanced Manufacturing
Partnership: Progress and Remaining Gaps

Jason Miller, White House National Economic
Council, Washington, DC

National Manufacturing Institutes: What Are
the Innovation Design Lessons?

Saturday, 15 February

Big Data: Applications and
Implications
Innovations in big data are providing
challenging new ways to understand large
datasets with a wide range of potential
applications from biology and medicine to
research on urban environments. Realizing
the bene:ts of big data will require an
understanding of scienti:c, legal, policy,
and societal implications.

How Big Data Supports Biomedical
Discovery
Organized by: Robert L. Grossman, University
of Chicago, IL

SPEAKERS
Brian D. Athey, University of Michigan, Ann Arbor

The tranSMART Open Data Sharing and
Analytics Cloud Platform

Lincoln Stein, Ontario Institute for Cancer
Research, Toronto, Canada

The Cancer Genome Collaboratory
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Robert L. Grossman, University of Chicago, IL
Supporting a Biomedical Commons with the
Bionimbus Protected Data Cloud

Data Availability: Making Sure the Gi:
Keeps Giving
Organized by: Cliford Spiegelman, Texas A&M

University, College Station

SPEAKERS
David Reitze, California Institute of Technology,
Pasadena

Big Science, Big Data, Big Challenges: Data
from Large-Scale Physics Experiments

Matt Ehling, Public Record Media, St. Paul, MN
Access to Government Data: Examining and
Overcoming Barriers

Catherine Grosso, Michigan State University, East
Lansing

Finding Data: The Politics and Magic of
Accessing Capital Punishment Data

A New Era for Urban Research: Open
Data and Big Computation
Organized by: Charlie Catlett, Argonne National
Laboratory, IL

SPEAKERS
Philip Enquist, Skidmore, Owings and Merrill,
Chicago, IL

Cities, Livability, and Responsibility to the
Planet

Steven E. Koonin, New York University Center for
Urban Science and Progress, Brooklyn

The Promise of Urban Science

Karen Weigert, City of Chicago, IL
Science-Driven Sustainability Policies in
Chicago

Andrew Yao, Tsinghua University, Beijing, China
Urban Sensing and Informatics

Robert Sampson, Harvard University, Cambridge,
MA

Ecometrics in the Age of Big Data: Measuring
Urban Social Processes and Inequality

Mario Small, University of Chicago, IL
Poverty and Organizational Density

Sunday, 16 February

Food Security and
Sustainability
Transformative solutions for sustainable
food production are needed as global
population approaches 9 billion by
2050 and climate change alters
environmental landscapes and resources.
The importance of undertaking agricultural
research that enables governments to meet
food demands and reduce shortages while
developing environmentally sound and
sustainable food production systems
will be discussed. Recent advances in

perennial grain crop development, from
genomic innovations to real-world results
on farms, will be conveyed.

Feeding a Growing Population While
Sustaining the Earth
Organized by: Felix Kogan and Alfred M.
Powell, National Oceanic and Atmospheric
Administration (NOAA), College Park, MD

SPEAKERS
Thomas R. Karl, NOAA, Asheville, NC

Precipitation Changes in a Warmer World for
Major Grain Growing Regions

Paul R. Ehrlich, Stanford University, CA
Feeding 9 Billion and Avoiding a Collapse of
Civilization: Science’s Main Challenge

Jonathan A. Foley, University of Minnesota, St.
Paul

Challenges to Global Food Security and
Environmental Sustainability

Felix Kogan, NOAA, College Park, MD
Overexploitation of Earth Resources, Climate
Constraints and Food Security

Research and Development for
Sustainable Agriculture and Food
Security
Organized by: Daniel Bush, Colorado State
University, Fort Collins

SPEAKERS
Jerry Hatfeld, U.S. Department of Agriculture
(USDA), Ames, IA

Natural Resources: The Overlooked Component
in Food Security and Sustainable Agriculture

Philip Pardey, University of Minnesota, St. Paul
The Changing Global Landscape for Food and
Agricultural Research and Development

Wendy Wintersteen, Iowa State University, Ames
Public-Private Partnerships to Achieve Food
Security and Sustainable Agriculture

Perennial Grains for Food Security
in a Changing World: Gene to Farm
Innovations
Organized by: Jerry Glover, U.S. Agency
for International Development (USAID),
Washington, DC; Sieglinde S. Snapp, Michigan
State University, Hickory Corners

SPEAKERS
Wezi Mhango, Lilongwe University of Agriculture
and Natural Resources, Malawi

Shrubby Pigeon Peas Transform Malawi
Farming: 1st-Generation Perennial Grain
Legumes

Sieglinde S. Snapp, Michigan State University,
Hickory Corners

Next Steps and Research Needs in Perennial
Grain Development

Andrew Paterson, University of Georgia, Athens
Genomic Innovations for Next-Generation
Perennial Grain Crops

Symposium Tracks
Agricultural, Plant,
and Food Sciences
A Changing Global Landscape: Evolving
Roles of BRIC Nations in Agricultural
Sciences
Organized by Rodney A. Hill, University of Idaho,
Moscow

Biosciences for Farming in Africa
Organized by David J. Bennett, St. Edmund’s
College, Cambridge, United Kingdom

Innovative and Integrated Approaches To
Reducing Malnutrition
Organized by Jennifer Long and Ahmed Kablan,
U.S. Agency for International Development
(USAID), Washington, DC

Securing Food, Feed, and Fuel via
Natural Diversity: Spotlight on the Maize
Genome
Organized by Patrick Regan, Ulrich Marsch, and
Barbara Wankerl, Technical University Munich,
Germany

Anthropology, Culture, and
Language
Comparative Advantage: Global
Perspectives on Human Biology and
Health
Organized by Thomas McDade and William
Leonard, Northwestern University, Evanston, IL

Neoracism and ScientiPc Racism in
“Post-Racial” Societies
Organized by Nina Jablonski, Pennsylvania State
University, University Park; Robert W. Sussman,
Washington University, St. Louis, MO

Preserving Our Cultural Heritage:
Science in the Service of Art
Organized by Leonor Sierra and Nicholas
Bigelow, University of Rochester, NY

Reconstructing and Deconstructing
Paintings: Innovations At and Below the
Surface
Organized by Francesca Casadio, The Art Institute
of Chicago, IL; Katherine Faber, Northwestern
University, Evanston, IL

Rethinking Repatriation of Human
Remains: Is It Possible to Move Beyond
Conflict?
Organized by Norman MacLeod and Margaret
Clegg, Natural History Museum, London, United
Kingdom

Talking to Kids Really Matters: Early
Language Experience Shapes Later Life
Chances
Organized by Anne Fernald, Stanford University, CA

The Large Cognitive Implications of
Small Languages
Organized by D. H. Whalen, City University of New
York
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Variability in Speech and Language in
Individuals with Autism and Associated
Traits
Organized by Alan C. Yu, University of Chicago, IL

Behavioral and Social

Sciences
Building Babies: Development, Evolution,
and Human Health
Organized by Katie Hinde, Harvard University,
Cambridge, MA

Guns and Violence: Psychological,
Economic, Political and Public Policy
Implications
Organized byMartin S. Banks, University
of California, Berkeley; Garen J. Wintemute,
University of California, Davis; Richard N. Aslin,
University of Rochester, NY

How to Rebuild Informed Trust in
Science: Insights from Social Sciences
Organized by Rainer Bromme, University of
Muenster, Germany

Learning about People and Society via
Analysis of Large-Scale Data on Human
Activities
Organized by Eric Horvitz, MicrosoS Research,
Redmond, WA

Physiological and Cultural Foundations
of Human Social Behavior
Organized by Geraldine Barry, European
Commission, Joint Research Center, Brussels,
Belgium

Project Teams and Public Expenditures
of ScientiLc Research: An International
Comparison
Organized by Julia Lane, American Institutes for
Research, Washington, DC

Rhythmic Entrainment in Non-Human
Animals: An Evolutionary Trail of Time
Perception
Organized by Patricia M. Gray, University of North
Carolina, Greensboro

The Science of Resilient Aging
Organized by Elizabeth A.L. Stine-Morrow,
University of Illinois, Urbana-Champaign

Using Social Science to Change
Decisions and Improve Health Outcomes
Organized by Arthur Lupia, University of
Michigan, Ann Arbor

Biology and Neuroscience
Addiction: Our Compulsions and Brain
Reward Systems
Organized byWilson Compton, National Institute
on Drug Abuse, Bethesda, MD; Aidan Gilligan,
SciCom–Making Sense of Science, Brussels,
Belgium

Epigenetic Control of Brain and Behavior
Organized by Joseph Coyle, Harvard Medical
School, Belmont, MA

Genetic and Epigenetic Determinants of
Susceptibility to Toxicants
Organized by Berran Yucesoy, National Institute
for Occupational Safety and Health, Morgantown,
WV; Victor J. Johnson, Burleson Research
Technologies Inc., Morrisville, NC

Intelligent Autonomous Robots:
Biologically Inspired Engineering
Organized by John G. Hildebrand, University of
Arizona, Tucson

Inventing New Ways To Understand the
Human Brain
Organized by Hillary Sanctuary and Richard
Walker, Swiss Federal Institute of Technology
(EPFL), Lausanne, Switzerland; Megan Williams,
Swissnex, San Francisco, CA

Molecular Basis of Age-Related
Susceptibility to Chemicals and
Environmental Hazards
Organized by Janice S. Lee, U.S. Environmental
Protection Agency (EPA), Research Triangle Park,
NC

New Insights into Animal Behavior: The
Role of the Microbiome
Organized by Vanessa Ezenwa, University of
Georgia, Athens; Daniel Rubenstein, Princeton
University, NJ; Joy Bergelson, University of
Chicago, IL

Non-Coding RNA in Development and
Disease
Organized by Gary Felsenfeld, National Institute
of Diabetes and Digestive and Kidney Diseases,
Bethesda, MD; Jeannie T. Lee, Massachusetts
General Hospital, Boston

Solitary ConLnement: Legal, Clinical,
and Neurobiological Perspectives
Organized byMichael J. Zigmond, University of
Pittsburgh, PA

Synthetic Biology Approaches to New
Chemistry
Organized byMichelle C. Chang and Jay D.
Keasling, University of California, Berkeley

Video Games, Brains, and Society
Organized by Daphne Bavelier and Susan Hagen,
University of Rochester, NY

Your Genome: To Share or Not To Share?
Organized by Yaniv Erlich, Whitehead Institute for
Biomedical Research, Cambridge, MA

Communication and Public
Programs
Improvisation for Scientists: Making a
Human Connection
Organized by Valeri Lantz-Gefroh and Elizabeth
Bass, Stony Brook University, NY

Innovative Vehicles for Vetted
Information in a Wiki World
Organized by Sarah Bates, Society for
Neuroscience, Washington, DC

Religious Communities, Science,
Scientists, and Perceptions: A
Comprehensive Survey
Organized by Paul Arveson and Jennifer
Wiseman, AAAS Center for Science, Policy, and
Society Programs, Washington, DC

Science Festivals as Regional
Collaborations: Extending Resources by
Working Together
Organized by Ben Wiehe, MIT Museum,
Cambridge, MA

Science, Religion, and Modern
Physicists: New Studies
Organized by Paul Arveson and Jennifer
Wiseman, AAAS Center for Science, Policy, and
Society Programs, Washington, DC

Securing the Future of Science: Using
the Higgs to Inspire the Young
Organized by Timothy Meyer, TRIUMF, Vancouver,
Canada; Terry O’Connor, Science and Technology
Facilities Council, Swindon, United Kingdom

Stakeholder Engagement in Science:
Strategies, Experiences, and
Implications
Organized by Samantha J. Jones and Louis J.
D’Amico, EPA, Washington, DC

Teen Cafés: Innovative Model for
ETective Science Communication with
Key Demographic
Organized byMichelle Hall, Science Education
Solutions Inc., Los Alamos, NM

What Do People Think about Science
and Technology? U.S. and International
Public Opinion
Organized by John C. Besley, Michigan State
University, East Lansing

Where’s My Flying Car? Science, Science
Fiction, and a Changing Vision of the
Future
Organized by Susan Wolfnbarger and Jonathan
Drake, AAAS Center for Science, Policy, and
Society Programs, Washington, DC

Computer Science,
Mathematics, and Statistics
Advances in Citizen Science: Large-Scale
Community Engagement for Sensing and
Analysis
Organized by Eric Horvitz, MicrosoS Research,
Redmond, WA

Elections Through the Lens of
Mathematics
Organized by D. Marc Kilgour, Wilfrid Laurier
University, Waterloo, Canada

Intelligent Context-Aware Systems for
Healthcare, Wellness, and Assisted
Living
Organized by Louise Byrne, European
Commission, Research Executive Agency,
Brussels, Belgium
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Outsourcing Science: Will the Cloud
Transform Research?
Organized by Ian Foster, Argonne National
Laboratory, IL

People and Computing: On Human-
Computer Collaborations for Tackling
Hard Problems
Organized by Erwin P. Gianchandani, National
Science Foundation (NSF), Arlington, VA; Eric
Horvitz, MicrosoG Research, Redmond, WA

Re-Identifcation Risk of De-Identifed
Data Sets in the Era of Big Data
Organized by Xiao Hua Andrew Zhou, University
of Washington, Seattle; Leslie Taylor, VA Puget
Sound Health Care System, Seattle, WA

Statistical Methods for Large
Environmental Datasets
Organized by Charmaine Dean, University of
Western Ontario, London, Canada

The Importance of Recreational
Mathematics in Solving Practical
Problems
Organized by Laura Taalman and Jason
Rosenhouse, James Madison University,
Harrisonburg, VA

Virtual Humans: Helping Facilitate
Breakthroughs in Medicine
Organized by Ram D. Sriram, National Institute
of Standards and Technology, Gaithersburg, MD;
Ramesh Jain, University of California, Irvine;
Donald Henson, George Washington University,
Washington, DC

Education and Human

Resources
Analogical Processes in STEM Learning
Organized by Dedre Gentner, Northwestern
University, Evanston, IL

Beyond the Pipeline: New Strategies
to Build a Competitive and Diverse
Workforce
Organized by Kenneth Gibbs, NSF, Arlington, VA

Building National Capacity in Science
Communication for STEM Graduate
Students
Organized by Erica Goldman and Elizabeth
Neeley, COMPASS, Seattle, WA

Creating an Ecosystem for Science
Learning In and Out of School
Organized by Dennis Schatz, NSF, Arlington, VA;
Martin Storksdieck, National Research Council,
Washington, DC

Leveling the Playing Field: Why Cultural
Relevance Matters in Computer Science
Organized by Legand Burge and Alicia N.
Washington, Howard University, Washington, DC

Rebooting Our Approach to Increasing
Indigenous STEM Participation: Lessons
from Hawai`i
Organized by Timothy F. Slater, University of
Wyoming, Laramie

STEM Education Policies and
Policymaking: Pushing in the Same
Direction
Organized by Catherine Middlecamp, University
of Wisconsin, Madison; Judith A. Ramaley,
Portland State University, OR

The Central Role of Energy Concepts in
K-12 Science Education
Organized by Arthur EisenkraG, University of
Massachusetts, Boston

Thinking Skills for the 21st Century:
Teaching for Transfer
Organized by Eleanor V.H. VandegriG, University
of Oregon, Eugene; Amy B. Mulnix, Earlham
College, Richmond, IN

Use of Digital Games To Support
Youth’s Engagement with Science and
Technology
Organized by Patricia L. Ward, Museum of
Science and Industry, Chicago, IL

Women Poised for Discovery and
Innovation: Resolving the Remaining
Hurdles
Organized by Lynnette D. Madsen, NSF, Arlington,
VA; Catherine Mavriplis, University of Ottawa,
Canada

Energy and Renewable
Resources
Chemistry and Materials Science of Solar
Energy Utilization
Organized by John Rogers, University of Illinois,
Urbana-Champaign

Hydraulic Fracturing: Science,
Technology, Myths, and Challenges
Organized by Christopher B. Harto and Alfred P.
Sattelberger, Argonne National Laboratory, IL

Is It Possible to Reduce 80% of
Greenhouse Gas Emissions from Energy
by 2050?
Organized by Jane C.S. Long, Lawrence
Livermore National Laboratory, Oakland, CA;
Steve Hamburg, Environmental Defense Fund,
Washington, DC; Armond Cohen, Clean Air Task
Force, Boston, MA

Making Power, Taking Power: Renewable
Microgrids in National Electricity
Strategies
Organized byMichael Isaacson, University of
California, Santa Cruz

Nanoelectronics for Renewable Energy:
How Nanoscale Innovations Address
Global Needs
Organized byWilliam Gilroy, University of Notre
Dame, IN; Hillary Sanctuary, EPFL, Lausanne,
Switzerland; Patrick Regan, Technical University
Munich, Garching, Germany

Next Generation Electrical Energy
Storage: Beyond Lithium Ion Batteries
Organized by JeW Chamberlain and George
Crabtree, Argonne National Laboratory, IL

Opportunities and Challenges for
Nuclear Small Modular Reactors
Organized by Granger Morgan, Carnegie Mellon
University, Pittsburgh, PA; Elisabeth A. Gilmore,
University of Maryland, College Park

Engineering, Industry and
Technology
Discovery and Innovation in Science and
Engineering Security Technologies
Organized by Anice Anderson, Private
Engineering Consulting, Carmel, IN; Benn
Tannenbaum, Sandia National Laboratories,
Washington, DC; Cammy Abernathy, University of
Florida, Gainesville

Emergency Response and Community
Resilience via Engineering and
Computational Advances
Organized by Eva Lee, Georgia Institute of
Technology, Atlanta

Innovation in Community Deployment of
Water Technologies
Organized by Sushanta Mitra and Thomas
Thundat, University of Alberta, Edmonton,
Canada

Innovations in Crystallography Meet
Demands in Materials Science, Energy,
and Health
Organized by Tona Kunz, Argonne National
Laboratory, IL

Integrated Cellular Systems: Building
Machines with Cells
Organized by Nicholas A. Peppas, University of
Texas, Austin; Rashid Bashir, University of Illinois,
Urbana-Champaign

Open Science: Reducing Barriers to
ScientiBc Breakthroughs
Organized by Kathryn L. Lovero, University of
California, San Francisco; Lina Nilsson and Todd
A. Duncombe, University of California, Berkeley

The Future of Cities: Dense or Dispersed?
Organized by Antony Wood, Council on Tall
Buildings and Urban Habitat, Chicago, IL; Daniel
Safarik and John Ronan, Illinois Institute of
Technology, Chicago

U.S. National User Facilities: A Major
Force for Discovery and Innovation
Organized by Susan Strasser, Argonne National
Laboratory, IL; Ben Brown, U.S. Department of
Energy, Washington, DC

Unlocking the Power of Big Data by
Integrating Physical, Engineering, and
Life Sciences
Organized by Sean E. Hanlon, National Cancer
Institute, Bethesda, MD

Environment and Ecology
Agrobiodiversity and Global Change:
New Linkages to Sustainability
Organized by Karl Zimmerer, Pennsylvania State
University, State College
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Canada’s Oil Sands: Environmental and
Economic Dimensions
Organized by Amir Mokhtari Fard, Southern
Alberta Institute of Technology, Calgary, Canada

Changing Earth and Eco Systems in the
Antarctic Peninsula
Organized by Eugene W. Domack, University
of South Florida, St. Petersburg; Jere H. Lipps,
California State University, Fullerton

Discovering Long-Term Climate
Vulnerabilities at the Nature-Society
Interface
Organized by Christopher I. Roos, Southern
Methodist University, Dallas, TX

Earth Observation Data Goes Open Access
Organized by Gilles Ollier, European Commission,
Directorate General for Research and Innovation,
Brussels, Belgium

Research Challenges in Climate Change:
What’s New and Where Are We Going?
Organized by Thomas R. Karl, NOAA, Asheville,
NC; Jerry Melillo, Marine Biology Laboratory,
Woods Hole, MA; Donald J. Wuebbles, University
of Illinois, Urbana-Champaign

Santa’s Revenge: The Impacts of Arctic
Warming on the Mid-Latitudes
Organized byMichael MacCracken, Climate
Institute, Washington, DC; Ester Sztein, U.S.
National Academies, Washington, DC

The Arctic Cocktail: Shaken, Not Stirred
Organized by Franz Immler, European
Commission, Directorate General for Research and
Innovation, Brussels, Belgium

The Big Thaw: Impacts on Health of
Marine Mammals and Indigenous People
in the Arctic
Organized by Andrew Trites, North PaciXc
Universities Marine Mammal Research
Consortium, Vancouver, Canada; Stephen A.
Raverty, British Columbia Ministry of Agriculture
and Lands, Abbotsford, Canada; Mike E. Grigg,
National Institutes of Health, Bethesda, MD

The Evolving Great Lakes: New
Techniques, Discoveries, and
Management Implications
Organized by Thomas C. Johnson, University of
Minnesota, Duluth; Robert E. Hecky, Large Lakes
Observatory, Duluth, MN

Global Perspectives
and Issues
Accelerating Innovation in the Middle
East: Lessons for the Developing World
Organized by Lara Campbell, CUBRC Center
for International Science and Technology
Advancement, Washington, DC

Building Global Partnerships: Sharing
Discovery and Innovation, Safeguarding
DiOerence
Organized by Aidan Gilligan, SciCom–Making
Sense of Science, Brussels, Belgium; Daan Du
Toit, South African Department of Science and
Technology, Brussels, Belgium

Challenges in Conducting Risk Based
Technology Assessments Globally
Organized by Umesh Thakkar, U.S. Government
Accountability Ofce, Washington, DC

Competing Universities Collaborate
on Standard Metrics for Global
Benchmarking
Organized by John Green, Snowball Metrics
Steering Committee, Cambridge, United Kingdom

Evaluating the Global Impact of Research
Investments
Organized by Shannon L. Griswold and David J.
Proctor, NSF, Arlington, VA; Kristina Wagstrom,
University of Connecticut, Storrs

Focusing the Gender Lens on Science
and Innovation: Improving Lives and
Livelihoods
Organized by Sophia Huyer, Organization for
Women in Science for the Developing World,
Brighton, Canada

Globally Shipped But What’s in the Box?
Innovation for Better Container Security
Organized by Stephan Lechner, European
Commission, Joint Research Center, Ispra, Italy

Grand Challenges: Science and
Technology Solutions for International
Development
Organized by Ku McMahan, USAID, Washington,
DC

Innovation and Collaboration at 17,500
MPH: The International Space Station
Experience
Organized by Kirt A. Costello, NASA, Houston, TX

Innovation in Global Health Research:
Bridging the Knowledge-to-Action Divide
Organized by Emma Cohen, Canadian Institutes
of Health Research (CIHR), Ottawa, Canada

Resolving Our Greatest Public Health
Challenges via Science Diplomacy
Organized byMichel Kazatchkine, United Nations,
Geneva, Switzerland; Aidan Gilligan, SciCom–
Making Sense of Science, Brussels, Belgium

Risk-Based Standards for Cybersecurity:
Global Challenges and Solutions
Organized by Elke Anklam, European
Commission, Joint Research Center, Geel,
Belgium; Igor Linkov, U.S. Army Engineer Research
and Development Center, Concord, MA

Web-Based Technologies Change
International Research Collaborations
Organized by Stefania Di Mauro-Nava, CRDF
Global, Arlington, VA

Innovation and
Entrepreneurship
Convergence Science: A Revolution for
Health Solutions
Organized by Joseph M. DeSimone, University
of North Carolina, Chapel Hill; Amanda J. Arnold
and Maggie Lloyd, Massachusetts Institute of
Technology, Cambridge

Leveraging Resources, Organization, and
Collaboration for Breakthrough Science
Organized by Philip Shapira, University of
Manchester, United Kingdom; Jerald Hage,
University of Maryland, College Park

Making the Best Use of Academic
Knowledge in Innovation Systems
Organized by Koichi Sumikura, Taro Matsubara,
and Aska Takeshiro, National Institute of Science
and Technology Policy, Tokyo, Japan

New North-South Funding for Fighting
Poverty-Related Diseases
Organized by Gianpietro Van De Goor and Line
Matthiessen, European Commission, Brussels,
Belgium; Charles S. Mgone, European and
Developing Countries Clinical Trials Partnership,
The Hague, Netherlands

Nurturing Scientifc Innovation and
Entrepreneurship within the University
Ecosystem
Organized by Phil Weilerstein, National Collegiate
Inventors and Innovators Alliance, Hadley, MA

U.S. Looks to the Global Science,
Technology, and Innovation Horizon
Organized by Elizabeth E. Lyons, U.S. Department
of State, Washington, DC

Understanding the Science Needed for
Sustainable Urban Development
Organized by Jan Riise, European Science Events
Association, Onsala, Sweden

Medical Sciences and

Public Health
48 Hours To Save the World: Challenge of
the Next Pandemic
Organized by Gianpietro Van De Goor and Line
Matthiessen, European Commission, Brussels,
Belgium

Air Pollution as a Risk Factor for Central
Nervous System Diseases and Disorders
Organized by Deborah A. Cory-Slechta, University
of Rochester , NY; Michelle L. Block, Virginia
Commonwealth University, Richmond

Approaches for Ensuring Children’s
Environmental Health Protection
Organized by Sally P. Darney, EPA, Research
Triangle Park, NC

Artifcial Tissues Engineered To Improve
Patient Well-being
Organized by Louise Byrne, European
Commission, Research Executive Agency,
Brussels, Belgium

Bio-Surveillance: The Interface of
Biological, Physical, and Information
Sciences
Organized by Basil I. Swanson, Los Alamos
National Laboratory, NM

Global Public Health Security: It Takes a
Village
Organized by David Blazes, Johns Hopkins
University, Baltimore, MD
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Harnessing the Immune System: From
Bench to Bedside and Back Again
Organized by Angela C. Colmone, AAAS/Science
Translational Medicine, Washington, DC

How Does Oral Health Fit in the
Emerging Health Care Environment?
Organized by Paul H. Krebsbach and Peter J.
Polverini, University of Michigan, Ann Arbor

Inside Out: The Impact of Gut Flora on
Diabetes and Obesity
Organized by Isabelle Kling, European Molecular
Biology Laboratory, Heidelberg, Germany

Nexus of Cell Signaling and Drug
Therapy: Oxygen, Phosphorus, Sulfur,
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Organized by Kenneth D. Tew, Medical University
of South Carolina, Charleston

Physics and Astronomy
Dark Matter Discoveries: Challenges and
Innovation
Organized byMaria Spiropulu, California Institute
of Technology, Pasadena

Exploring the Foundations of Magnetism
with New Nanoscale Probes
Organized byMichael E. Flatté, University of
Iowa, Iowa City

Extremities of the Cosmos: New
Experimental Results in Particle
Astrophysics
Organized by Craig Hogan, Fermilab and
University of Chicago, IL

From Dust and Gas to Disks and Planets
Organized byMark T. Adams, National Radio
Astronomy Observatory, Charlottesville, VA

New Millimeter-Wavelength Insights into
Galaxy Evolution in the Early Universe
Organized byMark T. Adams, National Radio
Astronomy Observatory, Charlottesville, VA

Optics and Photonics: An International
Perspective
Organized by Erik B. Svedberg, U.S. National
Academies, Washington, DC; Alan Eli Willner,
University of Southern California, Los Angeles;
Paul McManamon, Exciting Technology LLC,
Dayton, OH

Quantum Information Technologies
Organized byMartin Laforest, University of
Waterloo, Canada

Stars in the Laboratory: Fundamental
Nuclear Physics at the National Ignition
Facility
Organized by Ani Aprahamian, University of
Notre Dame, IN; Elizabeth R. Cantwell and
Christopher J. Keane, Lawrence Livermore
National Laboratory, CA

Targeting Tumors: Ion Beam Accelerators
Take Aim at Cancer
Organized by Karen McNulty Walsh and Stephen
Peggs, Brookhaven National Laboratory, Upton,
NY; James Siegrist, U.S. Department of Energy,
Washington, DC

Technological Innovations and Their
Impact on Astronomical Discovery
Organized byMargaret Meixner, Space Telescope
Science Institute, Baltimore, MD; Donald
Campbell, Cornell University, Ithaca, NY

The Physics of Information
Organized byMichel Devoret and Norman
Chonacky, Yale University, New Haven, CT

Public Policy
Air Quality and Climate Change: Science
and Policy Challenges
Organized by Julia Schmale and Erika von
Schneidemesser, Institute for Advanced
Sustainability Studies, Potsdam, Germany

Decision-Making in the Public Domain:
Boundary Processes as Catalysts for
Innovation
Organized by Steven Courtney, RESOLVE,
Washington, DC

Discovery and Innovation: What’s the
Connection and Why Does It Matter?
Organized by Jason S. Robert, Arizona State
University, Tempe

Global Excellence: New Drivers and
Innovative Solutions
Organized by Klaus Bock and David Budtz
Pedersen, ESOF 2014 Danish Ministry of Science,
Technology and Innovation, Copenhagen

Responsible Innovation in a Global
Context
Organized by David H. Guston, Arizona State
University, Tempe

Scholarly Publishing Innovations and
Evolution: Views of the Stakeholders
Organized by H. Frederick Dylla, American
Institute of Physics, College Park, MD

Science Policy-Making that Meets Social
Challenges and Motivates Scientists
Organized by Tateo Arimoto, National Graduate
School for Policy Studies, Tokyo, Japan; Chikako
Maeda, Japan Science and Technology Agency,
Tokyo

Streamlining U.S. Visa and Immigration
Policies
Organized by Albert H. Teich, George Washington
University, Washington, DC; Amy Flatten,
American Physical Society, College Park, MD

The Golden Goose Award: Highlighting
the Value of Federal Support for Basic
Research
Organized by Tobin L. Smith, Julia Smith, and
Jennifer Poulakidas, Association of Public and
Land-grant Universities, Washington, DC

Transplant Organ Shortage: Informing
National Policies Using Management
Sciences
Organized byMichael Abecassis and Sanjay
Mehrotra, Northwestern University, Evanston, IL

Will the Workplace of Tomorrow Have
Any Workers? Computing, Productivity,
and Jobs
Organized by David H. Autor, Massachusetts
Institute of Technology, Cambridge

Sustainability and Resource
Management
Challenges and Opportunities in
Transitioning Small-Scale Fisheries to
Sustainability
Organized by Elena M. Finkbeiner and Larry
Crowder, Stanford University, CA

Deep-Ocean Industrialization: A New
Stewardship Frontier
Organized by Lisa Levin, Scripps Institution of
Oceanography, La Jolla, CA; Kristina Gjerde,
International Union for Conservation of Nature,
Konstancin-Chylice, Poland

Hazards: What Do We Build For?
Organized by Julia R. Wilson, Sense About
Science, London, United Kingdom

Making Products Sustainable as
Materials Become Scarce
Organized by Erno Vandeweert and Aud Helen
Alming, European Commission, Brussels, Belgium

New Modeling Approaches to Inform
Climate Change Understanding and
Decision-Making
Organized by Thomas Dietz, Michigan State
University, East Lansing

New Scenarios for Assessing Future
Climate Change
Organized by Peter Backlund and Brian C. O’Neill,
National Center for Atmospheric Research (NCAR),
Boulder, CO

Securing Fisheries Through Novel
Approaches: Opportunities of Genetics
and Genomics
Organized by Geraldine Barry, European
Commission, Joint Research Center, Brussels,
Belgium

The Ocean Tracking Network: Global
Innovation in Technology, Science, and
Management
Organized by Frederick G. Whoriskey and Sara J.
Iverson, Dalhousie University, Halifax, Canada

The Soils of Africa: A Forgotten Resource
Organized by Luca Montanarella, European
Commission, Joint Research Center, Ispra, Italy;
Geraldine Barry, European Commission, Joint
Research Center, Brussels, Belgium
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quality [RNA], otherwise you wouldnít get good results,î says Gary 

Schroth, distinguished scientist at Illumina in San Diego, California. 

Illumina has since refined the procedure, and now offers kits for per-

forming RNA-Seq on as little as 100 ng of RNA, allowing researchers to 

sequence transcriptomes of small tissue samples. The company also offers 

reagents for removing ribosomal RNA, one of the major contaminants 

that complicated first-generation RNA-Seq. 

In an evolution of the technique called Smart-Seq, researchers have even 

managed to sequence the transcriptomes of individual cells. ìThe notion 

of being able to do single-cell [RNA sequencing] is something that a few 

years ago I wouldíve said ëno way,í but it turns out that itís actually not 

that difficult to go down to those levels ... when you have an isolated, 

free-floating cell,î says Schroth. Smart-Seq doesnít work on crude tis-

sue preparations, though, so RNA-Seq remains the preferred method for 

studying those samples.

As transcriptome sequencing continues developing and sequencing 

costs continue falling, many biologists are now using RNA-Seq for routine 

transcriptome profiling, a job previously reserved for RNA profiling chips. 

The chips work by hybridizing RNA to an array of short oligonucleotides 

to determine which transcripts are present. While that approach has been 

a workhorse of transcriptome analysis for years, it can only identify the 

RNA sequences the chipmaker predicted a cell would produce. Because 

RNA-Seq is unbiased, it often reveals alternatively spliced RNA forms and 

novel transcripts that donít show up on chips, and allows investigators to 

dig more deeply into the data. Schroth, whose company makes equipment 

for both types of analysis, argues that the chips may still have an advantage 

for some researchers processing large numbers of samples.

Regardless of the transcript profiling strategies they use, biologists are 

now keenly aware that transcription does not guarantee that a gene prod-

uct is expressed. In particular, the RNA interference (RNAi) system pro-

duces numerous short RNA pieces that bind expressed transcripts and 

target them for destruction. Researchers initially sought to study this sys-

tem by sequencing the cellís population of short RNAs and quantifying the 

relative abundance of different sequences. That proved to be tricky.

ìWhat we found doing some in vitro experiments is that some cell 

populations of small RNAs just arenít represented as well in sequencing 

libraries as others,î says Brett Robb, senior scientist at New England 

Biolabs (NEB) in Ipswich, Massachusetts. In particular, many animal and 

plant cells modify the 3í ends of their small RNAs, and standard sequencing 

ProteomicsóFebruary 21

ToxicologyóMarch 14

GenomicsóApril 11
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n the beginning there was RNA, at least according to some theorists. 

While life may have originated with self-replicating RNA molecules, 

molecular biologists have long focused on DNA. There were good 

reasons for that bias though. Besides being widely perceived as carry-

ing the definitive copy of lifeís instructions, DNA was also much easier to 

work with in the laboratory.

Now, though, both of those rationalizations are crumbling. The discov-

ery of an entire layer of gene regulation based on non-proteinñcoding 

pieces of RNA, and the simultaneous development of new tools and tech-

niques for working with those molecules, have spurred intense interest 

in understanding and exploiting the RNA world. In the past few years, 

the fieldís innovations have ranged from solving simple problems, such as 

preserving RNA preparations for future analysis, to opening entirely new 

frontiers with methods to sequence all of the RNA transcripts in a single 

cell. The latter method has become so straightforward that some research-

ers are even using it to replace transcript-profiling chips. Meanwhile, es-

tablished techniques such as silencing genes with short interfering RNA 

(siRNA) have been overhauled for improved reliability.

Decoded Messages

A fundamental advance in studying RNA came in 2008, when researchers 

described a technique for sequencing all of the transcripts in a population 

of cells. The method, RNA-Seq, entails reverse-transcribing purified mes-

senger RNA, then using next generation sequencing tools to sequence 

all of the resulting cDNA. The result is a complete sequence of the cellsí 

transcriptomes.

Sequencing entire transcriptomes is powerful, but the original versions 

of RNA-Seq had some limitations. ìIn 2009, our first RNA-Seq kit re-

quired at least a microgram of RNA, and it was preferably very high 
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The discovery of RNAi revealed an entire layer of 

previously unknown gene regulation; new tools 

are helping more scientists analyze and manipu-

late this system to probe the secret lives of cells. 

By Alan Dove

Brave New RNA World
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searching through the data may help. ìWe 

are working with researchers who are 

developing new approaches, especially 

bioinformatic approaches, to weed out 

some of the nonessential genes,î says Puri.

Researchers have also learned to keep 

their expectations for siRNA realistic. 

ìThose whoíve been in the field for 

awhile and using RNAi, theyíve come to 

understand and be much more accepting of 

its natural limitations,î says Louise Baskin, 

senior product manager at Thermo 

Fisher in Waltham, Massachusetts, 

adding that ìitís a promiscuous mechanism 

by natureówe do what we can to make 

it very specific, but thereís always a 

chance that somethingís happening thatís 

unanticipated.î

Even highly specific siRNAs against im-

portant gene products can fail to produce 

a phenotype, for reasons biologists know 

all too well. ìOne of the frustrations with 

doing gene-by-gene knockdown is that our 

cells are very smart, they have secondary 

pathways and redundant mechanisms to 

save themselves,î says Baskin. To maximize 

a siRNA screenís chances of success, she 

suggests using panels of siRNAs against 

multiple gene targets in a pathway instead 

of just one. Thermo Fisher supports that 

strategy with premade libraries of siRNAs 

to target any known gene in humans, rats, 

or mice, and the company recently added 

libraries of siRNAs against long noncoding 

RNAs as well.

For researchers who want to work with 

primary cells or intact tissues, just getting 

siRNAs to their targets can also be a prob-

lem, as these cells often C
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methods underrepresent these modified molecules. To solve 

that, Robb and his colleagues optimized a ligation-based 

technique that sticks a specially modified DNA adapter onto 

the small RNAs before sequencing.

As scientists continue looking more deeply at posttran-

scriptional gene regulation, theyíre discovering additional 

species of RNA. ìA lot of the things weíve learned as weíve 

been studying small RNAs will be pretty useful for some of 

the newer things like these long noncoding RNAs (lncRNAs) 

that have been pretty hot recently,î says Robb. 

The lncRNAs are pieces of RNA over 200 nucleotides long 

that donít encode proteins but instead appear to regulate 

transcription and translation in multiple ways. In large-scale 

sequencing projects, scientists have estimated that the human 

genome encodes at least tens of thousands of lncRNAs, sug-

gesting that these molecules represent another major layer of 

gene regulation.

The lncRNAs are double stranded and can be encoded by either 

strand of the genomic DNA. That posed a major problem for early ln-

cRNA researchers, who often had difficulty figuring out which DNA 

strand a particular lncRNA came from. In response, NEB has now 

developed a kit called NEBNext Ultra to produce strand-specific 

sequencing libraries.

���	�����	
�������

In addition to sequencing and studying noncoding RNAs, researchers have 

also been using them as tools to probe gene functions. Knocking down a 

target proteinís expression transiently with synthetic siRNA oligonucle-

otides has become a standard laboratory technique, and drug developers 

continue to explore ways to use the RNAi machinery to treat diseases.

Indeed, RNAi-based therapies have followed the same cycle as many 

other technologies adopted by the biopharmaceutical industry. ìWhen 

RNAi was discovered of course there was a lot of excitement, and then 

itís [been] the rise and the fall and then the rise of RNAi,î says Nitin Puri, 

senior product manager for RNAi technologies at Life Technologies in 

Carlsbad, California. 

The initial promise of being able to transiently shut down expres-

sion of any gene soon gave way to reality, as researchers discovered that 

their synthetic siRNAs often targeted multiple transcripts, and often 

lacked the potency of more traditional drugs. Since that initial letdown, 

the field has gradually recovered and investigators have begun to ad-

dress some of those problems. ìWe see a lot more interest [in siRNA] 

now with researchers in the last two to three years, because thereís 

this realization of how this technology is helping researchers really un-

derstand and get more insights into their high throughput screening,î 

says Puri.

Using improved oligonucleotide design algorithms and chemical modi-

fications, for example, Life Technologies can now synthesize potent and 

specific siRNAs against individual or multiple genes. By performing high 

throughput screens with these new siRNAs, scientists can quickly nar-

row the list of gene products that might be responsible for a particular 

phenotype. 

Even a good high throughput screen still generates a lot of artifacts, 

though, often highlighting numerous genes that arenít directly related 

to the phenotype the investigator wants to study. New strategies for ����������
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resist conventional transformation 

techniques. To address that, Thermo 

Fisher has developed a line of self-de-

livering siRNAs, which carry a chemi-

cal modification that allows them to 

enter cells directly. 

A Quick Knockout

While synthetic siRNAs provide a 

convenient way to knock down gene 

expression transiently, researchers 

looking for a more lasting effect 

usually turn to DNA vectors encoding 

short hairpin RNAs (shRNA). Cells 

transformed or transfected with one 

of these vectors transcribe the shRNA 

in the nucleus, where it is processed through the natural RNAi machinery 

to form siRNA against a specific transcript. The vector persists in the 

cell, permanently silencing the target gene product.

By pooling a set of shRNA vectors targeting different transcripts, in-

vestigators can produce a population of cells in which each cell has 

a different gene silenced. Isolating the cells that display a desired phe-

notype, then sequencing the vectors theyíre carrying, provides a 

quick map of the genes that are likely involved in that phenotype. This 

pooled approach has drastically reduced the cost and complexity of 

high throughput shRNA screening. ìInstead of taking one shRNA into 

one well of cells and looking at the results, you put many shRNAs, 

even thousands, into one plate of cells at a time, and if you plan and 

carry out your experiment carefully ... you can rapidly screen lots of 

genes at a much lower cost and much faster,î says Shawn Shafer, func-

tional genomics market segment manager at Sigma Life Sciences in 

St. Louis, Missouri. 

To aid those analyses, scientists in the Broad Instituteís RNAi 

Consortium have produced libraries of shRNAs targeting 15,000 human 

and 15,000 mouse genes. The shRNAs are packaged in lentiviral vectors 

that can transfect a wide range of cells. Both Sigma and Thermo Fisher 

now offer these libraries to researchers. The consortium is now trying 

to create at least two highly potent, validated RNAi-based inhibitors for 

Featured Participants

Broad Institute
www.broadinstitute.com

Illumina
www.illumina.com

Life Technologies
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New England Biolabs
www.neb.com
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see a promising future 

for the RNA world.

each human and mouse gene, as well as inhibitors for long noncoding 

RNAs. Those reagents should make high throughput genetic screens 

even easier.

As the tools improve, researchers are uncovering new complications. 

Recent data on the mechanism of RNAi suggest that a small ìseed se-

quenceî of only seven nucleotides may determine the specificity of small 

RNAs. That could help explain the promiscuous effects of many siRNA 

and shRNA inhibitors; a seven-base sequence can potentially bind many 

more transcripts than a 22-base sequence. ìWhat theyíre doing now with 

pooled screens is requiring two or three shRNAs against the same tran-

script to pop up as hits, to sort of serve as revalidation of that initial hit,î 

says Shafer.

Sigma also offers kits to apply the same approach to siRNA experi-

ments. In the companyís EasyRNA protocol, an experimenter can am-

plify a segment of a transcript and turn it into a pool of siRNAs cover-

ing the entire segment. Targeting the transcript with multiple, custom-

made siRNAs may help maximize silencing while minimizing off-target 

effects.

Designing highly potent shRNAs for long-term gene silencing has 

been a tougher problem. Originally, biologists simply borrowed the 

algorithms theyíd used to design synthetic siRNAs and applied them 

to shRNA vectors. That didnít work very well. ìIf you take a [siRNA] 

sequence and you put it in and try to express it in a vector, you get a lot 

of variability in function,î says Andy Crouse, senior product manager at 

TransOMIC in Huntsville, Alabama. 

The difference in performance between a siRNA and a shRNA with 

the same sequence probably stems from their very different pathways 

through the cell. Crouse explains that while shRNAs are transcribed 

and processed by the same cellular machinery that runs the natural 

RNAi system, synthetic siRNAs bypass much of that process and bind 

directly to their target transcripts.

For awhile, scientists worked around the problem by simply us-

ing multiple shRNA vectors against each transcript they wanted to si-

lence, in the hope that one or a combination of them would work well 

enough. The ability to do pooled shRNA screens eventually allowed 

researchers to isolate the most effective shRNAs from a large set. An-

alyzing the pool of successful shRNAs led to a new algorithm that can 

accurately predict the best shRNA sequence for silencing a given tar-

get. TransOMIC now uses that algorithm to design custom sets of shR-

NAs, and also prebuilt shRNA libraries that target particular families 

of genes. 

As the technologies for studying noncoding RNA continue to de-

velop, experts in the field see a promising future for the RNA world. 

ìHuman complexity cannot be accounted for by our proportion-

ally small number of protein-coding genes ... the complexity that 

we have is in the percentage of our genome that is transcribed into 

RNA but never actually makes a protein,î says Thermoís Baskin. She 

adds that ìitís really infinite possibilities in terms of how to study 

and what those might really mean to our understanding of biological 

systems.î 
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RNA SEQUENCING KIT

The SMARTer Universal Low Input RNA Kit extends Clontechís next 

generation sequencing (NGS) solutions to include low input samples of 

compromised RNA. It combines the patented SMART (Switching Mecha-

nism at 5í End of RNA Template) technology for double-stranded cDNA 

synthesis with random priming, which facilitates transcriptome sequenc-

ing (RNA-Seq) from degraded total RNA samples. Samples acquired via 

common sample preparation techniques, such as formaldehyde-fixed, 

paraffin-embedded tissue (FFPE) and laser capture microscopy (LCM), 

often result in a loss of overall sample quality and/or yield. This kit ex-

pands the applications of SMART technology to include cDNA synthesis 

from samples that contain degraded RNA (e.g., FFPE or LCM samples) 

or nonpolyadenylated RNA. RNA-Seq has revolutionized gene expression 

profiling, enabling researchers to characterize a cellís entire transcription-

al activity at the nucleotide level. The SMART protocol greatly reduces 

handling of the RNA sample, thereby minimizing the risk of sample loss 

and preserving the original message. 

Clontech Laboratories

For info: 800-662-2566 www.clontech.com 

RNA METHYLATION KIT 

The new EZ RNA Methylation Kit is specifically designed and optimized 

for bisulfite conversion of RNA for 5-methylcytosine detection. Zymo 

Research now makes it easy for scientists to investigate RNA methylation, 

in addition to many other epigenetic modifications, with the comprehen-

sive suite of products and services for epigenetic analysis, including ge-

nome-wide platforms for profiling DNA methylation and hydroxymeth-

ylation, and other services such as ChIP-Seq and RNA-Seq. The EZ RNA 

Methylation Kit opens the door for scientists also to look more closely at 

the modifications of RNA. Because RNA molecules perform many dif-

ferent functions in cells, ranging from protein translation to gene silenc-

ing and enzymatic activity, the potential for biologically relevant changes 

to RNA is significant. RNA methylation is only one more piece in the 

complex puzzle of epigenetics and the intricate events that comprise and 

control gene regulation. 

Zymo Research

For info: 888-882-9682 www.zymoresearch.com/epigenetics 

MICRORNA PROFILING ASSAY

The SmartRNAplex miRNA detection assay is based on proprietary Fire-

fly hydrogel technology. As microRNA-based research evolves from dis-

covery to validation, robust, multiplex methods that can be performed 

easily at the bench are necessary to continue advancements in the field. 

The SmartRNAplex assay is an important new tool for customers who are 

elucidating the role of microRNAs in a broad range of human diseases and 

need to explore multiple targets across many samples. The innovation lies 

in the unique properties of the Firefly particles which maximizes signal 

and widens the assayís dynamic range, while decreasing background noise. 

MicroRNA detection with SmartRNAplex requires just three steps: hy-

bridize, label, and report. The hybridize step binds the microRNA targets 

to the target-specific probes attached to Firefly hydrogel particles. The 

label step ligates a universal biotinylated adapter to the captured targets. A 

fluorescent reporter binds to the universal adapter during the report step. 

EMD Millipore 

For info: 978-715-4321 www.millipore.com/smartrnaplex

RNA LIBRARY PREPARATION KIT 

The SureSelect Strand-Specific RNA Library Preparation Kit is designed 

for whole transcriptome and targeted RNA sequencing. The new kit en-

ables researchers to prepare high-quality, strand-specific libraries for next 

generation sequencing. The ability to gain valuable strand-specific infor-

mation from RNA-sequencing experiments allows researchers to more 

easily discern overlapping transcripts and investigate antisense expression 

for greater understanding of gene regulation. The kit has been optimized 

to provide outstanding sequencing performance and uniform coverage of 

the entire transcript. This is achieved through greater library complexity 

and less 5í/3í bias, even with small amounts of starting material (as low 

as 50 ng). The kit has also been designed to be as complete as possible, 

including master-mixed reagents and a streamlined workflow for less 

hands-on time and faster results. Strand-specific RNA-sequencing library 

preparation is the latest addition to Agilentís next generation sequencing/

gene-regulation portfolio, which offers the most complete integrated so-

lutions from sample to analysis.

Agilent Technologies 

For info: 877-424-4536 www.agilent.com

DNA/RNA CLEAN-UP KIT

PowerClean Pro DNA and RNA Clean-Up Kits feature a fast, seven minute protocol for 

removal of amplification inhibitors including humic substances, polysaccharides, polyphe-

nolics, heme, and lipids from purified DNA or RNA. The PowerClean Pro DNA and RNA 

Clean-Up Kits are the latest products in MO BIOís Power line of kits which contain patented 

Inhibitor Removal Technology (IRT). IRT eliminates inhibitory substances often contained 

in soil, water, stool, plants, seeds, biofilm, and other sample types, resulting in pure nucleic 

acids that are ready to use in polymerase chain reaction (PCR), qPCR, and next generation 

sequencing. Features of the PowerClean Pro DNA and RNA Clean-Up Kits include: efficient 

secondary purification, removal of challenging impurities, and successful amplification.

MO BIO Laboratories

For info: 800-606-6246 www.mobio.com/powerclean-pro 
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CellTox™ Green
More Biology, Less Work

To see how easy better biology can be, request a free sample at:
www.promega.com/newcelltox

©2014 Promega Corporation. All rights reserverd. 12232840

CellTox™ Green enables real-time mechanistic toxicity monitoring with a simple

Add & Read protocol. Multiplexing with CellTiter-Glo® allows investigators

to monitor temporal changes of membrane-modulated

cytotoxicity in parallel with the key cell

viability biomarker, ATP.

Get more informative data from same-well

multiplexing of cytotoxicity and viability assays.
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We are seeking to recruit a new Director of the Arkansas

Children’s Nutrition Center (ACNC) in Little Rock, AR.

The Director will be a Professor (Tenure Track) in the

Department of Pediatrics and Chief of the Division of

Developmental Nutrition at the University of Arkansas for

Medical Sciences (UAMS) College of Medicine.

Requirements include aPhDorMDdegree and a national reputation in nutrition-related

research. He/she should have demonstrated excellence in research as evidenced by

accomplishments, such as a long-standing record of nationally competitive funding

at the R01 level through NIH; an excellent record of publications in high quality peer-

reviewed scientiPc journals; NIH Study Section Membership; and National Awards.

The successful candidate must also have proven and effective management and

interpersonal skills necessary to direct a large, interdisciplinary national human

nutrition research program.

The ACNC is one of six Human Nutrition Research Centers funded by the USDA/ARS

and is housed in a private research building on the campus of Arkansas Children’s

Hospital, which is one of the nation’s largest state-of-the-art children’s hospitals and

the primary pediatric research and teaching site of UAMS. The position carries a

competitive salary and benePts package and will remain open until February 15, 2014.

Interested parties should submit their curriculum vitae and full contact information via

email toRFJ@uams.edu or mail to:Richard Jacobs, MD, FAAP, Search Committee

Chair, 13 Children’s Way Slot 842, Little Rock, Arkansas 72202-3591.

DIRECTOR

Arkansas Children’s Nutrition Center

UAMS is an inclusive Equal Opportunity and Affrmative Action Employer

and is committed to excellence.

Texas State University-San Marcos is a member of the Texas State University System.

Endowed Chair of Water Conservation

The Department of Biology (www.bio.txstate.edu) and theMeadows Center forWater and the Environ-
ment (www.meadowscenter.txstate.edu) at Texas State University invite applications for an Endowed
Chair ofWater Conservation. The successful candidate will be expected to develop an externally funded
research program within the general field of aquatic resources, which incorporates the management and
conservation of freshwater resources in the context of ecosystem and human needs. The Chair is one of
several supported by theMeadows Center to enable a nexus for continued successful collaboration across
other academic units such as Geography, Environmental Engineering, and Social Sciences.

Applicants must have a Ph.D., an established externally-funded research program focused on some aspect
of aquatic resources, be qualified to serve at the rank of Professor in the Department of Biology, and be
an internationally-recognized expert in water conservation. Preference will be given to individuals with
some experience working with state and federal agencies, a record of interdisciplinary collaboration,
and experience supervising student research at various levels in research complementing the research
strengths of the Department. Salary and start-up package are negotiable.

Texas State University is located between two large metropolitan areas (Austin and SanAntonio), at the
conjunction of several biotic provinces, and is approximately 100 miles from the Gulf of Mexico. The
Chair will be located in the Freeman Aquatic Biology Building (FAB) which contains a wet laboratory
and raceways receiving artesian well water and houses fully-equipped analytical laboratories. The FAB
itself sits on the banks of the San Marcos River, just downstream of its headwaters. The headwaters and
River are habitat for several endangered species and the focus of multiple research and conservation
projects.

Avitae, statement of research interests, pdfs of five representative publications, and the names and contact
information of five people willing to serve as references should be sent, as a single PDF, to Conserva
tion@txstate.edu. Review of applications will beginMarch 1, 2014 and continue until the position is
filled. Questions about this position should be addressed to Dr. Michael Forstner, mf@txstate.edu,
Texas State University-San Marcos, 601 University Drive, San Marcos, TX 78666.

Texas State University is an Affirmative Action/Equal Opportunity Employer.
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Nanjing University ofAeronautics andAstronautics(NUAA) is a research-oriented national key university of “211 Project”.

It also enjoys a well-balanced development of multiple disciplines in engineering, technology, natural sciences, economy,

management and social sciences with the characteristics of aeronautics, astronautics and civil aviation. NUAA is qualified to

be “Dominant Discipline Innovation Platform of 985 Project” and to independently recruit and receive international students

who are granted the Chinese Government Scholarship. Now NUAA consists of 16 colleges with more than 3,000 staff

members and approximately 26,000 degree students.

Academia and education at NUAA represent strong capacity among all the universities in China. It has acquired national

status through the quality of its excellence research work, especially in the areas of Aerospace Engineering,

Mechanics,Electromechanics, Economy andManagement, etc.

NUAA gives a warm welcome to excellent experts, scholars and young students from both home and abroad, who are willing

to serve the country, dedicate themselves to the development of aerospace science and make contributions to the

industrialization, information technology of China. NUAA will provide teachers and researchers with a good academic

environment, satisfactory working and living conditions and a stage on which they can put their talents to good use.

Contacts

Ms. Zhao Haiyan,Mr. CaoYunxing

Personnel Division, NUAA

Address: 29#Yudao St. Nanjing, Jiangsu Province, Postcode: 210016

Tel: +86-25-84892461

Fax: +86-25-84895923

Email: zhaohaiyan@nuaa.edu.cn

Web:http://www.nuaa.edu.cn/nuaanew http://rsc.nuaa.edu.cn

About NUAA

Faculty Positions Available in Southwest

University, Chongqing, China

Southwest University is a national key university of the “211” project

directly under the Ministry of Education. It is located in Chongqing,

the youngest municipality of China. The university hosts

approximately 50,000 students, covering undergraduate, postgraduate

and other programs. For more detailed information, please visit the

website: http://www.swu.edu.cn/#

Applications for full-time professors, associate professors and

distinguished scientists arewelcome. Competitive salaries and start-up

funds will be provided to successful candidates, in line with the

national Recruitment Program ofYoung Experts.

The Recruitment Program of Young Experts (i.e. the Plan for

Recruiting 1,000 Professorship forYoung Talents): The candidates are

required to be under the age of 40 and have obtained a PhD degree in

a world-renowned university with at least 3 years of research

experience abroad, or have obtained a PhD degree inMainland China

with at least 5 years of research and teaching experience abroad.

Special offers will be granted to those who have excellent research

achievements during their doctoral study.

Further information is available at http:// renshi.swu.edu.cn/rcgzbgs/

The Talents Recruitment Office, Southwest University,Beibei,

Chongqing 400715, P. R. China. 0086-23-68254265.

Please kindly send applications or nominations in the form

of an application letter enclosing a current CV to

rencai@swu.edu.cn.

Faculty positions in solar cells and solar fuels

Openings of more than 15 tenure-track positions of Assistant

Professor, Associate Professor and Full Professor are now

available in the recently established Institute of Artificial

Photosynthesis (IAP), Dalian University of Technology (DUT),

China. The research fields of these open positions cover dye

sensitized solar cells, quantum dots sensitized solar cells,

organic polymer solar cells, organic-inorganic hybrid solar

cells, catalytic water oxidation, catalytic proton reduction,

catalytic CO2 reduction, functional devices for light driven

total water splitting, new type batteries, light to heat conversion

at molecular level. Qualified candidates for these open

positions should have obtained PhD degree, postdoc research

experience, and well documented research achievements in

related research fields. DUT will provide for the positions in

IAP competitive salaries at international levels. Applicants

should send their curriculum vitae, a statement of research plans

together with publication list by email to Xue Sun

(zhaopin@dlut.edu.cn ), indicating in the email subject with

“IAP+applicant’s name”. All applications should contain

information of related interested positions in certain research

fields mentioned above and potential reference

persons with corresponding addresses.

��������������	
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Faculty Positions in
Microbiology and Immunology

Two tenure track faculty positions at the rank of Assistant Professor or
Associate Professor are open for scientists with a Ph.D., M.D. or M.D./
Ph.D. and postdoctoral research experience. Responsibilities include
teaching graduate and medical students and directing a nationally
competitive research program in the areas of microbial pathogenesis
and/or host defense mechanisms to infection. Ideal candidates will
be those who have extramural funding and whose research integrates
molecular aspects of pathogenesis with host defense mechanisms and
the immune system. The Department faculty of 16 members directs
a training program of 40 doctoral students and postdoctoral fellows
and an NIH-funded Center for Molecular and Tumor Virology staffed
with 18 interactive principal investigators in several Departments.
Both the Department and the Center are well-equipped for molecular
research and are augmented by the LSUHSC Research Core Facility
that offers BSL-3PLUS laboratories and technologies such as flow
cytometry, confocal microscopy, laser capture microdissection, DNA
array analysis, proteomics, small animal imaging, and positron emission
tomography. Information about the Department is provided at the two
websites http://www.lsuhscmicrobiology.com and http://www.lsuhsc
microbiology.com/cmtv-overview.htm.

Applicants should send a curriculum vitae, statement of research
goals and funding, and three letters of reference to: Dr. Dennis J.
O’Callaghan, Boyd Professor & Head, Department of Microbiology

and Immunology, LSU Health Sciences Center, 1501 Kings

Highway, Shreveport, LA 71130-3932.

Louisiana State University is an
Affirmative Action/Equal Opportunity Employer.

DIRECTOR, CENTER FOR

GENOMIC MEDICINE

AND DIRECTOR, DARBY

CHILDREN’S RESEARCH

INSTITUTE

The Medical University of South Carolina College of Medicine invites
applications and nominations for the position of PROFESSOR AND

DIRECTOR of the Center for Genomic Medicine and the Charles P. Darby
Children’s Research Institute. Applicants must possess an MD and/or PhD
and have demonstrated administrative experience, strong leadership skills,
an outstanding track record of extramural funding and accomplishment
in research, and a commitment to education and academic excellence.
The selected individual will have the experience and vision to lead multi-
disciplinary genomic programs across the College of Medicine as well as
child health-related research.

The Director will promote and support basic, clinical, and translational
research and training in genetics and genomics and will coordinate genomic
resources across the College. This individual will also lead basic research in
the Department of Pediatrics. A $2M endowed chair, the Charles P. Darby
Chair for Pediatric Research, has been established for this position. More
information regarding the Center for Genomic Medicine and Charles P. Darby
Children’s Research Institute can be found at http://dev.musc.edu/com-old/
research/GenomicMedicine.pdf and http://www.musckids.org/pediatrics/
research. The selected individual will report directly to the Dean of the
College of Medicine and the Chair of the Department of Pediatrics.

The Medical University of South Carolina is in the midst of an exciting period
of growth with NCI designation for the Hollings Cancer Center, a CTSA
award, two new research buildings, and new clinical outreach facilities.
The Charles P. Darby Children’s Research Institute remains an integral part
of the institution. This is an outstanding opportunity for the right candidate
in a city known for its enviable quality of life. Nominations and inquiries
may be directed to the search committee in care of Mary McConnell at
mcconnem@musc.edu. Interested individuals should submit a letter of
interest, curriculum vitae, and the names and contact information of three
references via theMUSC employment website at http://www.jobs.musc.edu/
postings/22569.

MUSC is an Equal Opportunity Employer, promoting workplace diversity.

TUFTSUNIVERSITY SCHOOLOFMEDICINE

Chair - Department of Integrative
Physiology and Pathobiology

Tufts University School of Medicine invites applications for Professor and
Chairperson, Department of Integrative Physiology and Pathobiology.The can-
didate should have a Ph.D. or M.D. and be an internationally recognized sci-
entist with an outstanding research program and a track record of institution-
al service and leadership at all levels.

The Department of Integrative Physiology and Pathobiology is a newly formed
department of likemindedTufts investigators. Members of the Department
have an outstanding history in research and training, with expertise in tissue
damage and repair, inflammation, immunity and regeneration.A core faculty
of 20 well-funded researchers currently has $34 million in total costs for
research from the NIH, foundations and industry.The Department is based in
the Jaharis building and the Chair will be able to recruit new faculty into this
modern research space, which also houses outstanding core facilities.An NIH-
funded graduate training program in Immunology is based within the depart-
ment, and departmental members are affiliated with eight other biomedical
graduate programs.

This position provides an exciting opportunity to mold and develop the new
department.The successful candidate is expected to embrace its wide-ranging
interests and utilize new faculty recruitments to bring strength and focus in
these areas. Candidates with the ability to develop a departmental research
program in inflammation and chronic disease are of particular interest.

Please submit electronic applications including a CV, a statement of research
interests and the names and contact information of at least three references
by February 28, 2014 to:

https://academicjobsonline.org/ajo/jobs/3773.
Inquiries, but not application materials,may be directed to:

IPPChairRecruitment@tufts.edu.

Tufts University is an
Affirmative Action/Equal
Opportunity employer,
committed to increasing
the diversity of our faculty.



o
n

li
n

e
 @

sc
ie

n
ce

ca
re

e
rs

.o
rg

HOWARD HUGHES MEDICAL INSTITUTE

HHMI Investigator Competition

The Howard Hughes Medical Institute invites applications to its Investigator Program from scientists

who have demonstrated originality and substantial accomplishments in biomedical research and

who show exceptional promise for future achievement and leadership in research. The Institute

seeks to appoint 20 to 25 outstanding scientists as HHMI investigators.

Eligibility

• PhD and/or MD (or the equivalent)

• Tenured or tenure-track position as an

assistant professor or higher academic rank

(or the equivalent) at an eligible US institution

• More than 5 but no more than 15 years

of post-training, professional experience

• Principal investigator on one or more

active national peer-reviewed research

grants with a duration of at least 3 years

This competition is open to basic researchers and

physician scientists who study significant biological

problems in all biomedical disciplines, including

plant biology, as well as in adjacent fields such as

evolutionary biology, biophysics, chemical biology,

biomedical engineering, and computational biology.

Additional information www.hhmi.org/inv2015/sci

Deadline to establish eligibility May 1, 2014, 3 PM ET

Deadline to submit application June 3, 2014, 3 PM ET

The Howard Hughes Medical Institute is an equal opportunity employer.

Assistant Professor: Systems Biology of
Plant-Microbe Interactions

The Plant Pathology &Microbiology Department invites applications
for an Assistant Professor in the area of Systems Biology of Plant-
Microbe Interactions. This is one in a cluster of twelve Presidential High
Impact Hires in the field of Big Data at Iowa State University.

We seek a creative individual who utilizes multidimensional datasets
to investigate novel questions in pathogenic or symbiotic interactions
between any type of microbe and its plant or plant-associated host(s).
The incumbent will test hypotheses at multiple levels, integrating
biochemical, synthetic, computational, and omics approaches. The
successful candidate will establish an internationally recognized,
externally-funded research program, teach in her or his area of
expertise, and foster a culture of inclusion. Applications from women
and members of underrepresented groups are encouraged.

This position is in an outstanding department on a highly collaborative
campus. Iowa State University is located inAmes, Iowa, ranked as one
of the most livable small cities in the nation.

To submit an application, see faculty vacancy number 131417 at
www.iastatejobs.com. Consideration of applications will begin
February 21, 2014, and position will start in the Fall of 2014. Send
inquiries about this position to plpsysb@iastate.edu.

Iowa State University values diversity, supports work-life balance
through an array of flexible policies, and is an AA/EEO Employer.

Department Head
Position in Microbiology and Immunology

The newly merged Department of Microbiology and Immunology seeks
a distinguished and visionary academic leader with a broad background
in microbiology to be Department Head. This individual will play a key
role in maintaining and growing an internationally recognized faculty
with expertise in General Microbiology, Environmental Microbiology,
and Medical Microbiology. The position offers the exciting opportunity
for leadership for advancing established areas of excellence and in devel-
oping new strategic initiatives. There are opportunities for substantial
departmental faculty growth with 3-4 tenure track lines available and
unique programmatic grant opportunities due to Montana classification
as an IDeA eligible state. The Department Head will be responsible for
directing the Department’s undergraduate degree programs in General
Microbiology, Biomedical Microbiology, Environmental Microbiology,
Biotechnology, Pre-Veterinary program, and Medical Laboratory Sci-
ence program, as well as the department’s M.S. and Ph.D. programs. The
Department’s graduate program is interdisciplinary and coordinates with
faculty across departments, colleges, and research centers (e.g., Sciences,
Agriculture, Engineering, the Center for Biofilm Engineering, and the
Thermal Biology Institute) for graduate-level research. A competitive
institutional salary, a generous start-up package, and a renovated state-
of-the-art research facility support this position.

Full details about the position and application procedure are available
at http://www.montana.edu/jobs/faculty/14-173. Potential candidates
are encouraged to contact the Search Committee Chairpersons, Drs.
Josh Obar or Sandra Halonen, (joshua.obar@montana.edu;
shalonen@montana.edu) for more details. Screening will begin
February 1st, 2014 and will continue until a suitable applicant is hired.

ADA/EO/AA/Veterans Preference.
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To learn more, visit

aaas.org/plusyou/project2061

AAAS is here –
promoting universal science literacy.

In 1985, AAAS founded Project 2061 with the goal of

helping all Americans become literate in science,math-

ematics, and technology.With its landmark publications

Science for All Americans and Benchmarks for Science

Literacy, Project 2061 set out recommendations for what

all students should know and be able to do in science,

mathematics, and technology by the time they graduate

from high school. Today,many of the state standards in the

United States have drawn their content from Project 2061.

As a AAASmember, your dues help support Project 2061

as it works to improve science education. If you are not

yet amember, join us. Together we can make a difference.

The Wistar Institute, an NCI-designated Cancer Center and independent research
institute in Philadelphia, is seeking outstanding candidates for faculty positions in the
newly created program in Translational Tumor Immunology. We are seeking candidates
at different ranks to develop or expand their extramurally-funded research programs in
different areas of tumor immunology and tumor microenvironment.

Specific areas of interest include (but are not limited to): molecular and cellular mecha-
nisms regulating immune responses in cancer; novel approaches to therapeutic
manipulation of the immune system in cancer; the role of metabolic changes in the
function of the immune system in cancer; the impact of conventional and targeted
cancer therapeutics on the immune system; interaction between cells of the immune
system and epithelium/endothelium/stroma. Interest in translational research is desira-
ble.

The Wistar Institute, an NCI-designated Cancer Center, offers highly competitive start-
up support including salary and fringe benefits in addition to a superb and interac-
tive research environment, including a newly constructed state-of-the-art research tower
and animal facility, along with outstanding core facilities in proteomics, genomics,
microscopy, high-throughput molecular screening, bioinformatics, and flow cytometry.

Investigators have access to wide range of clinical materials through a partnership with
the Helen F. Graham Cancer Center, Newark, DE. The Institute�s location, adjacent to
the University of Pennsylvania campus, provides for academic and clinical collabora-
tions and opportunities for training graduate students from universities in the Philadel-
phia area.

Applications will be reviewed as received and will be accepted until the positions
are filled. The application should include: a curriculum vitae, a brief summary of past
and future research interests, a history of research funding support (if applicable), and
the names of three referees (submitted as a single PDF). Applications should be
sent by e-mail to: Dmitry Gabrilovich, Search Committee Chair, c/o Maria
Colelli (colelli@wistar.org), The Wistar Institute, 3601 Spruce Street, Philadelphia, PA
19104.

For more informa�on about us, visit our Web site at

www.wistar.org

Faculty Position in

Translational Tumor Immunology

University of Florida Initiative in
Neuroscience and Brain Research

TheUniversity of Florida (UF) is recruiting preeminent faculty in a wide variety
of brain and neuroscience research areas. This multidisciplinary search is in
conjunction with UF’s Top 10 Initiative, with the goal of strategic faculty hires
to further elevate our national academic and research standing to one of the top
10 public universities in the United States.

We seek 10-12 tenured and tenure-track colleagues (to be recruited at the asso-
ciate and full professor ranks) to join faculty in the Colleges of Engineering,
Liberal Arts & Sciences, Medicine, and Public Health & Health Professions,
who have expertise in one of our targeted areas:
1) neuroimaging, cognitive, functional, and molecular mapping of the
central nervous system

2) therapeutic and biomarker discovery in neurodegenerative and
neuromuscular diseases

3) neuromuscular plasticity, neurorehabilitation, and neurotechnology
4) the “adaptive brain”, including evolutionary, genetic, and epigenetic
influences on brain structure and behavior

The brain and neuroscience research environment at UF is excellent and sup-
ported in part by the following programs:
• McKnight Brain Institute
• Center for Translational Research in Neurogenerative Disease
• Center for NeuroGenetics
• VABrain Research & Rehabilitation Center
• Center for Movement Disorders & Neurorestoration
• Institute on Aging
• Center for Addiction Research & Education
• Brain and Spinal Cord Injury Program
• Nanoscience Institute for Medical and Engineering Technology
• National High Magnetic Field Laboratory

Individuals may submit a letter of interest, detailed curriculum vitae, a state-
ment of research, teaching goals and synergy with potential UF collabora-
tors, and the names and email addresses of three or more references to NBR
Search Committee c/o Ms. Lorie Martin, Phone: 352/273-6198; Email:

lomarti@phhp.ufl.edu. Applications will be reviewed and considered on an
ongoing basis until the positions are filled. The University of Florida is an Equal
Opportunity Employer. The selection process will be conducted in accordance
with Florida’s “Government in the Sunshine” and Public Records Laws.
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FACULTY POSITION

MOOD DISORDERS

CLINICIAN RESEARCHER
The Department of Neurobiology and Anatomy

at Wake Forest Medical School announces open positions for

Postdoctoral Training in Multisensory Processes

We seek strong candidates for postdoctoral training funded by an NIH
T32Training Grant. The training program provides a rich collaborative
research environment that fosters interdisciplinary approaches to under-
standing how the brain integrates information from multiple senses
to produce perception and adaptive behavior. Candidates with direct
experience as well as those in related fields are encouraged to apply.
Trainees will have access to any of 9 laboratories using human subjects
and/or a variety of animal models (rodents-primates) with approaches
spanning molecular/cellular to perceptual/behavioral. Fellowships are
awarded on a competitive basis.

Applications including a current curriculum vitae or nominations
should be sent to the Training Grant Director: Dr. Barry E. Stein
(bestein@wakehealth.edu), or to its Co-Directors: Dr. Terrence R.
Stanford (stanford@wakehealth.edu) and Dr. Dwayne Godwin
(dgodwin@wakehealth.edu). Please also submit your application
and CV to job opening 5432 at www.wakehealth.edu/jobsearch/.

A description of the faculty and the program can be accessed via
the website: http://graduate.wfu.edu/admissions/t32/training_
tpmp.html

Wake Forest School of Medicine is an Affirmative Action/Equal
Opportunity Employer and especially encourages applications from

women and minority candidates.

DIRECTOR

UNIVERSITY OF NEBRASKA

STATE MUSEUM

TheUniversity of Nebraska StateMuseum (UNSM), the natural historymuseum
located at the University of Nebraska–Lincoln, seeks a Director to provide
dynamic leadership for the UNSM.

We invite nominations and applications for Director of the University of
Nebraska State Museum, a large comprehensive museum of natural history
with a faculty and staff of 40 and research collections in paleontology, parasitol-
ogy, entomology, zoology, botany and anthropology of more than 15 million
specimens.

UNSM has an active, federally-funded education and outreach programs and
close collaborationswith university programs and school districts. It is accredited
by the American Alliance of Museums and is a Smithsonian Affiliate.

The Director provides leadership and is responsible for developing external
funding and partnerships, and enhancing facilities and collections. The Director
will also develop and implement a new strategic plan to grow the Museum’s
research, collections, and education programs.The successful applicant will have
an earned doctorate in sciencewith a strong research and funding recordmeriting
a tenured faculty position. It is expected that the Director will be tenured in an
appropriate department. The Director will have museum experience, effective
management and organizational skills, the ability to work well on collaborative
teams and excellent interpersonal and fundraising skills.

We are accepting nominations and applications for this position. To nomi-
nate someone please email UNLresearch@unl.edu. To apply, go to http:
//employment.unl.edu, search for requisition number F_130241. Click on
“Apply to this job.” Complete the application and attach a letter of interest,
an up-to-date vitae, and names/addresses of five references. Please contact
Peg Filliez at pfilliez1@unl.edu for further information. Applications will
be reviewed beginning February 17, 2014 and will remain open until filled.
For more information about this position and UNSM, please visit http:
//research.unl.edu/museumdirector.

The University of Nebraska has an active National Science Foundation
ADVANCE gender equity program, and is committed to a pluralistic campus
community through affirmative action, equal opportunity, work-life balance,

and dual careers.



AAAS is here – helping scientists achieve career success.

Every month, over 400,000 students and scientists visit ScienceCareers.org in search of the information, advice, and

opportunities they need to take the next step in their careers.

A complete career resource, free to the public, Science Careers offers a suite of tools and services developed specifically

for scientists. With hundreds of career development articles, webinars and downloadable booklets filled with practical

advice, a community forum providing answers to career questions, and thousands of job listings in academia, govern-

ment, and industry, Science Careers has helped countless individuals prepare themselves for successful careers.

As a AAAS member, your dues help AAAS make this service freely available to the scientific community. If you’re not

a member, join us. Together we can make a difference.

To learn more, visit aaas.org/plusyou/sciencecareers
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ASSISTANT PROFESSOR (TENURE TRACK),
DEPARTMENT OF BIOMEDICAL ENGINEERING,

THE GEORGE WASHINGTON
UNIVERSITY, WASHINGTON, D.C.

The George Washington University invites applications for a tenure-track assistant-professor position
in the Department of Biomedical Engineering, to begin in fall semester 2014. This is an exciting oppor-
tunity for an outstanding person to join and contribute to the development of a new BME department.
All areas of BME specialization will be considered. The Department will open formally in fall 2014
after moving the longstandingABET-accredited B.S. program, and the M.S. and Ph.D. BME programs,
from the Department of Electrical and Computer Engineering. The University is constructing a new
500,000 square-foot Science and Engineering Hall, adjacent to the University Hospital and Schools of
Medicine and of Public Health, which will house state-of-the-art clean rooms, imaging facilities, and
BME research and instructional laboratories. The School of Engineering andApplied Science will move
into the building in spring 2015. The George Washington University is located in the nation’s capital,
with close access to many federal funding agencies and government research laboratories.

Responsibilities:The successful candidate will be expected to be an enthusiastic and effective teacher of
undergraduate and graduate courses in Biomedical Engineering and, equally, to establish a strong program
of high-quality externally-funded research. BME faculty members actively contribute to an environment
that values diversity and nurtures collaboration, creativity, and innovation. The new professor will have
opportunities to actively support the Department’s efforts to attract newmultidisciplinary partners across
the University, and to advance and extend existing relationships with nearby government laboratories.

Basic Qualifications:Applicants must have an earned doctorate in Biomedical Engineering, Bioengi-
neering, or a related field, outstanding academic credentials, clear evidence of potential for developing
a strong externally-funded research program (as evidenced in part by peer-reviewed publications), and
the ability to teach effectively at both the graduate and undergraduate levels. ABD applicants will be
considered, but must complete all the requirements for the Ph.D. by expected start date.

Application Procedure: To apply, complete the online faculty application at http://www.gwu.jobs/
postings/19294 and upload a cover letter, a detailed CV or resume, a concise statement of teaching and
research interests, and full contact information for five professional references. Please also indicate
your primary area(s) of expertise and interest, and desired professorial rank. Only complete applications
will be considered. Review of applications will begin on February 17, 2014 and will continue until the
position is filled.

EEO/AA Policy: The George Washington University is an Equal Opportunity and Affirmative Action
Employer. Applications from women and under-represented minority groups are strongly encouraged.

FOUNDING CHAIR AND TENURED FULL PROFESSOR,

DEPARTMENT OF BIOMEDICAL ENGINEERING,

THE GEORGE WASHINGTON UNIVERSITY,

WASHINGTON, D.C.

The GeorgeWashington University invites applications for a tenured full-professor position as Chair of the
Department of Biomedical Engineering, to begin in fall semester 2014. This is an exciting opportunity for
an outstanding person to develop and lead a new BME department. The Department will open formally
in fall 2014 after moving the longstanding ABET-accredited B.S. program, and the M.S. and Ph.D. BME
programs, from the Department of Electrical and Computer Engineering. The University is constructing a
new 500,000 square-foot Science and Engineering Hall, adjacent to the University Hospital and the Schools
of Medicine and of Public Health, which will house state-of-the-art clean rooms, imaging facilities, and
BME research and instructional laboratories. The School of Engineering and Applied Science will move
into the building in spring 2015. The George Washington University is located in the nation’s capital, with
close access to many federal funding agencies and government research laboratories.

Responsibilities:The successful candidate will be expected to demonstrate an intense commitment to excel-
lence in teaching and research and to the success of our students. Equally, the new Chair will vigorously
catalyze and develop further the Department’s collaborations with the Schools of Medicine and of Public
Health, and the GWUHospital, attract new partners across the University, and advance and extend the exist-
ing relationships with nearby government laboratories. The new Chair will be an enthusiastic proponent
of creativity, innovation, and outreach, and be an effective advocate and spokesperson for the Department,
both within and beyond the University.

Basic Qualifications:Applicants must have an earned doctorate in Biomedical Engineering, Bioengineer-
ing, or a related field; outstanding research and academic achievements that make the candidate suitable
for appointment as a full professor; a demonstrated capability as a visionary leader, with a strong research
portfolio that evidencesmulti-disciplinary expertise, which can complement and expand existing departmental
strengths; and the proven ability to teach effectively at both the graduate and undergraduate levels.Applicants
must have evidence of substantial management ability and experience in a multi-faceted academic environ-
ment that includes success in mentoring of students and faculty, proposal writing, and grant management.

Application Procedure:To apply, complete the online faculty application at http://www.gwu.jobs/postings/
19290 and upload a cover letter, a detailed CV or resume, a concise statement of teaching and research inter-
ests, and full contact information for five professional references. Please also indicate your primary area(s) of
expertise and interest, and desired professorial rank. Only complete applications will be considered. Review
of applications will begin on February 17, 2014 and will continue until the position is filled.

EEO/AA Policy: The George Washington University is an Equal Opportunity and Affirmative Action
Employer. Applications from women and under-represented minority groups are strongly encouraged.
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For your career in science, there’s only one
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orn in 1564, Galileo Galilei once contemplated a career in the priesthood. It’s perhaps fortunate

for science that upon the urging of his father, he instead decided to enroll at the University of

Pisa. His career in science began with medicine and from there he subsequently went on to become

a philosopher, physicist, mathematician, and astronomer, for which he is perhaps best known. His

astronomical observations and subsequent improvements to telescopes built his reputation as a

leading scientist of his time, but also led him to probe subject matter counter to prevailing dogma.

His expressed views on the Earth’s movement around the sun caused him to be declared suspect

of heresy, which for some time led to a ban on the reprinting of his works.

Galileo’s career changed science for all of us and he was without doubt a leading light in the

scientific revolution, which is perhaps why Albert Einstein called him the father of modern science.

Want to challenge the status quo and make the Earth move? At Sciencewe are here to help you

in your own scientific career with expert career advice, forums, job postings, and more— all for free.

For your career in science, there’s only one Science. Visit ScienceCareers.org today.
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Human Genome Meeting 2014
27 – 30 April

CICG – Geneva – Switzerland

“Genome Variation and Human Health”

Confrmed Speakers
As of November 2013

Fowzan ALKURAYA (SA)
Karen B. AVRAHAM (IR)
Jacques S BECKMANN (CH)
Peer BORK (DE)
Carlos BUSTAMANTE (USA)
Ruth CHADWICK (UK)
Aravinda CHAKRAVARTI (USA)
Emmanouil T. DERMITZAKIS (CH)
Jacques FELLAY (CH)
Ada HAMOSH (USA)

Nicholas KATSANIS (USA)
Mary-Claire KING (USA)
Bartha KNOPPERS (CA)
Dominic KWIATKOWSKI (UK)
Partha MAJUMDER (IN)
John MULVIHILL (USA)
Debbie NICKERSON (USA)
Carmencita PADILLA (PH)
Alexandre REYMOND (CH)
Helen ROBINSON (AU)

Charles ROTIMI (USA)
Rickard SANDBERG (SE)
Dirk SCHÜBELER (CH)
Henk STUNNENBERG (NL)
Shamil SUNYAEV (USA)
Sarah TISHKOFF (USA)
Martin VINGRON (DE)
Ellen WRIGHT-CLAYTON (USA)

Abstract Submission Until : 29 January 2014

Early Registration Fee Until : 30 January 2014

www.hgm2014-geneva.org

CONFERENCE



POSITIONS OPEN

A POSTDOCTORAL POSITION is available at
the University of Maryland School of Medicine, to in-
vestigate serotonin-mediated plasticity at corticostriatal
synapses in a mouse model of dyskinesia/Parkinson_s
disease. Research in the laboratory utilizes modern
neuroscience techniques including whole-cell patch-
clamp recordings/optogenetics, cyclic voltammetry,
and behavior/optogenetic approaches. We are seeking
a highly motivated candidate with practical experience in
slice electrophysiology and/or mouse behavior. Expe-
rience with stereotaxic surgeries is desired, but not re-
quired. Interested candidates should send a cover letter,
curriculum vitae, and contact information for three ref-
erences toBrian N. Mathur, Ph.D., e-mail: bmathur@
som.umaryland.edu.

University of California, Merced School of Engi-
neering: Materials Science and Engineering tenure-track
faculty position at the ASSISTANT PROFESSOR
rank. Unique opportunity for one individual to join
the faculty in the School of Engineering at the new
University of California campus. Research focus for
this position is Biological/Bio-Materials, broadly de-
fined. Applicants with Ph.D. in Materials Science and
Engineering or closely related discipline preferred. To
apply, or for more information, please visit our website:
http://jobs.ucmerced.edu/n/academic/position.
jsf?positionId05090. Evaluation of applications will
begin February 15, 2014. Affirmative Action/Equal Op-
portunity Employer.

Your
career
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This booklet is brought to you by

the AAAS/Science Business Office

From technology specialists to patent
attorneys to policy advisers, learn more
about the types of careers that scientists
can pursue and the skills needed in order
to succeed in nonresearch careers.

Download
your free copy
today.
ScienceCareers.org/booklets
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