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Reaction-Driven Restructuring of Rh-Pd and Pt-Pd 932
Core-Shell Nanoparticles

Ffaoetal.

Reducing or oxidizing conditions seqregates rhenium or palladium
at the surface of Rh-Pd (but not Fi-Pd) nanoparticles, facilitating the
tuning of their catalytic properties.

GEQPHYSICS

Reconstructing Farallon Plate Subduction Beneath 934
North America Back to the Late Cretaceous

L. Liu, 5. Spasojevi, M. Gurnis

Aninverse model, using seismic images of teday’s mantle and
sediment thicknesses through time, tracks 100 million years ol
mantle flow beneath western North America. - Ferpe
PLANETARY SCIENCE

Lack of Exposed Ice Inside Lunar South Pole 938
Shackleton Crater

J. Haruyama et al.

Aview into the permanently shaded Shackleton crater from the
SELENE (KAGUYA) spacecralt now orbiting the Moon shows that it
lacks large visible water-ice deposits.

CLIMATE CHANGE

ATest of Climate, Sun, and Culture Relationships 940
from an 1810-Year Chinese Cave Record

P. Zhang et al.

A 1800-year-long record of the Asian Monsoon from a Chinese
stalagmite shows that its strength waned, (ausmg dmugm during
the end ol three prominent dynasties. 7
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Recycling of Graphite During Himalayan Erosion: 943
A Geological Stabilization of Carbon in the Crust

V. Galy, 0. Beyssac, C. France-Lanord, T. Eglinton

Radiocarbon dates an Himalayan sediments show that graphite is
preserved, whereas other carbon is oxidized, and that metamorphism
stabilizes carbon over geologic time.

DEVELOPMENTAL BIOLOGY

Induced Pluripotent Stem Cells Generated Without ~ 945
Viral Integration

M. Stadtfeld et al.

Transient exposure of mouse fibroblast and liver cells to adenovirus
vectors carrying factors that induce pluripotency generates stem cells
without viral elements in the genome.

DEVELOPMENTAL BIOLOGY

Generation of Mouse Induced Pluripotent Stem 949
Cells Without Viral Vectors

K. Okita et al.

Pluripotent cells can be created by introducing transcription factor
genes into mouse embryonic firoblasts on a plasmid that does not
integrate into the genome.
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Structure of RF2 Bound to the Ribosome

A. Weixthaumer et al.

The structure of a release factor bound to an RNA stop codon shows.
which amino acids form the binding site for U in the first posluon,
Aor G inthe second, and U in the third. tive
PHYSIOLOGY

Fat Metabolism Links Germline Stem Cells and 957
Longevity in C. elegans

M. C. Wang, L. J. O'Rourke, G. Ruvkun

Longevity in C etegans resulting from quiescent germline stem cells
or reduced insulin signaling is caused by induction of a lipase gene
that promotes fat mobilization. == Peropoe

NEUROSCIENCE

Spontaneous Changes of Neocortical Code for 960
Associative Memory During Consolidation

K. Takehara-Nishiuchi and B. L. McNaughton

Memory-specific firing patterns appear in the medial prefrontal cortex
when it becomes essential for memory recall, supporting a role for this
region in memary consolidation.
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Promoting Axon Regeneration in the Adult CNS 963
by Modulation of the PTEN/mTOR Pathway

K. K. Park etal.

Reactivation of a key growth contral pathway by experimentally deleting
an inhibitor can overcome the |nahiwy of severed mouse retinal
ganglion cells to regenerate. ective p. 869
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PirB Is a Functional Receptor for Myelin Inhibitors 967
of Axonal Regeneration

J. K Atwal et al.

Proteins embedded in the myelin wrappings of axons inhibit regeneration
of injured nerves, in part, by blndngto an immunoglobulin-like receptor
on growth cones. -~
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“Who" Is Saying "What"? Brain-Based Decoding 970
of Human Voice and Speech

E. Formisano, E. De Martino, M. Bonte, R. Goebel

Distinet patterns of activity elicited in auditory cortex by different
wowels and different speakers allows independent identification of

whao is speaking and what they are saying.
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soon, solar irradiation, Northern Hemispheric temperature, and glacial cycles in Europe. Shifts
in the strength of the monsoon also correlate with the succession of Chinese dynasties, under-
scoring the importance that climate can have on human societies.

< Tales of the
Asian Monsoon

The Asian Monsoon is important
for climate because it transports
large ameunts of heat and mois-
ture from the ocean to the land.
The monsoon is also important for
human settlement because agri-
culture depends on monsoon rain-
water. Using a record derived from
a Chinese stalagmite, Zhang
et al. (p. 940) present a detailed
history of the Asian Monsoon over
the past 1800 years that indicates
connections between the mon-

EDITED BY CAROLINE ASH

with surprising efficiency to graphite in the
Himalayas, and subsequently buried in marine
sediments after fluvial transport. During the
erosion cycle up to half the carbon in the rocks
was turned into graphite and sequestered in
sediments, suggesting that the process could
operate on a global scale to control carbon
and oxygen cycles,

Moving Memories

The earliest phases of memory acquisition rely
on the hippocampus, but growing evidence sug-
gests that another area in the brain called the
medial prefrontal cortex may take over in con-
salidated associative memories. Takehara-
Nishiuchi and McNaughton (p. 960) found
that following acquisition of an associative mem-

Stem Cells on Demand
Infection of adult mouse cells with viruses express-
ing genes of four transcription factors (Octd, Sox2,
c-myc, and KIf4} generates pluripotent stem cells
(iPS) that resemble embryonic stem cells. Viruses
commonly used for this procedure permanently
alter the cells” genome and can cause tumors in
animals, and thus these iPS cells cannot be used
directly for cell therapy. Stadtfeld et al. (p. 945,
published online 25 September) have produced
mause iP5 cells by transiently exposing adult skin
and liver cells to the four transcription factor
genes using adenoviruses (that generally do not
integrate into the genome). Thus, it is possible to
make iP5 cells without permanent genetic manip-
ulation and it should be possible to make patient-
specific cells nat anly to study disease but also for
the future use of iPS cells in a clinical setting.

Sheltering Excitons
in Quantum Dots

Quantum dots can exhibit long-lived fluores-
cence, but their excitonic states, which paten-
tially are useful in photo-
voltaic and infrared
detection applications,
tend to decay very rap-
idly (in less than 1
picosecond). Pandey
and Guyot-Sionnest
(p. 929} report that the
cooling of the two low-
est energy excited
states in cadmium-

selenium quantum dots can be slowed by a thick
coating of an electron insulator, in this case
zinc-selenium, By using such insulation, the
lifetimes of the excitonic states were extended
to more than a nanosecond.

Going for the Burn

Fitness classes promote the idea that burning fat
makes people healthier and perhaps live langer.
Wang et al. (p. 957; see the Perspective by Xie}
find that the Caencrhabditis elegans roundworm
also adopts a fat-burning strategy to help them
extend life. Up-requlation of a specific lipase,
K04AB.5, decreases fat storage and increases life-
span. The lipase level is low during adulthood but
can be induced 10-fold when germline stem cells
stop proliferating. In addition, the lipase con-
tributes to longevity in worms by reducing insulin
signaling. Thus, at least in C. elegans, fat metabo-
lism and life-span control are directly linked.

Himalayan Graphite

Earth has an oxygen-rich atmosphere because,
on a geological time scale, more
organic material is created by pho-
tasynthesis than is respired back to
carbon dioxide. Thus, knowing the
particulars of how organic carbon
is transformed by various gealogi-
cal processes, such as mountain-
building, is essential for under-
standing the carbon and oxygen
cycles. Galy et al. (p. 943) report
that organic carbon is converted

ory, | activity in the rat medial prefrontal
cortex became specific and necessary for the
acquired memoary. Selective activity patterns
developed sp ly during a consolidati
period of about 6 weeks even without repetitive
conditionings. Thus, a neural correlate of the
memory gradually develops in the neocortex
simultaneously with memory cansolidation.

Mantle Flow

Seismic data provide an image of Earth’s man-
tle today. Geologic data from mountain belts
or sedimentary records in basins record the
overall effects of mantle flow, but may not
reveal the actual flow patterns. Starting with
these abservations, plus estimates of mantle
properties, Liu et al. (p. 934; see the Perspec-
tive by Steinberger) have developed a model
of the evolution of western Narth America dur-
ing the past 100 million years. The model is
consistent with flat subduction of the Farallon
oceanic plate beneath the continent during
much of this time, but shallow subduction
extended over a larger area, which could
explain a broad Cretaceous unconformity in
sedimentary records.

Dry as a Bone Moon

Radar observations of the Moon from the
Clementine spacecraft indicated water ice is
present in the permanently shadowed Shackle-
ton crater at the south pole. However, this find-
ing has nat been confirmed by Earth-based
radar. Using a camera on board the SELENE
(Kaguya) spacecraft, now orbiting the moon,

Continued on page 819
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This Week in Science

Continved from page 817

Haruyama et al. (p. 938) have been able to peer into this crater, and using the faint light
reflected off the crater walls have measured the albedo and estimated surface temperatures across
the interior. Although sufficiently cold (about 90 kelvin), the crater apparently lacks any large
expanse of exposed ice, It is still possible that there are small amounts of ice beneath the surface,
or mixed in the surface dust.

More Stem Cells on Demand

To rule out any risk of viral vectors integrating into the host genome and causing tumors, Okita et al.
(p. 949, published online 9 October} used a plasmid transfection procedure to introduce transcription
factor genes into mouse embryonic fibroblasts to make pluripotent cells, These cells show many fea-
tures of embryonic stem cells, including the expression of pluripotency markers, as well as the capac-
ity to develop teratomas and chimeras when transplanted into mice. Impartantly, there was no evi-
dence of plasmid integration and, although less efficient than other methods, this method looks like
it will offer a safer way of inducing pluripotent stem cells.

Processing Speech and Voice

In everyday life, we automatically and effortlessly decode
speech into language independently of who speaks.
Similarly, we recognize a speaker’s voice independ-
ently of what he says. Formisano et al. (p. 970}

show that it is possible to decode the contents of
speech and the identity of the speaker from mea-
surements of the brain activity of a listener. They map
and decode, trial-by-trial, the spatially distributed activation
patterns evoked by listening to different vowels ar speakers
evoke in distinct patches of the listeners auditory cortex. The pat-

tern assaciated with a vowel does not change if the vowel is spoken by anather speaker and the pattern
associated with a speaker does not depend on what the person says.

Brain Repair

In mammals, a severed nerve in an arm or leg will eventually regrow and reestablish functional
connections. A similar injury in the spinal cord or within the brain will not be repaired, resulting
in permanent disability and paralysis. Paor regeneration in the central nervous system has been
attributed to proteins embedded in brain myelin (the membranes that wrap each nerve axan},
which interact with an inhibitory receptor on neurons called NgR. Two papers in this issue show
that other inhibitory receptors recognize the myelin-embedded proteins (see the Perspective
by Kim and Snider}. Atwal et al. (p. 967) identified PirB, a mouse protein related to the
immunoglobulins of the immune system, and if both PirB and NgR were blocked, regeneration
resumed. Park et al. (p. 963) found that after injury to the optic nerve, the axans of the retinal
ganglion cells in mice will regenerate if the growth-related signaling pathway mTOR is activated
in these cells. When negative regulators of the mTOR pathway were deleted in the retinas of mice,
within a few weeks, the axons of retinal ganglion cells would re-grow as far as the optic chiasm.
Thus, to pramote recovery from neural damage, a combination of therapeutic approaches is
needed to remove inhibitory processes, as well as to stimulate the intrinsic growth pathways of
the neurons.

Not Quite Sleep

Although thousands of people are made unresponsive under anesthesia, they are nat always rendered
unconscious, and stories of waking, eviscerated, on the operating table abound. Alkire et al. (p. 876)
review what little we do know about the gap between behavioral unresponsiveness and oblivion.
Although the relative role of the thalamus and cortical areas in switching consciousness on and off is
not clear, despite their different mechanisms of action it does seem that most anesthetics hit a poste-
rior corticothalamic complex centered around the inferior parietal lobe. As well as deactivating this
region, anesthesia also causes functional disconnection between subregions of the complex. Under-
standing the effects of anesthesia could thus be a useful tool to understanding the neural correlates
of cansciousness.
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The “Neuro” in Neurogenetics

THIS ISSUE OF SCIENCE FEATURES A SPECIAL SECTION (SEE PAGE 891) THAT FOCUSES ON AN

ing area of neurogenetics—the effort to link genomics and behavior. We are all intrigued
by the notion that genomics may yield “simple” explanations for complex behaviors, including
our own. The power of genomics has already revealed new insights into human disease and
development. So what lessons has this new field taught us so far about behavior, and what can
we look forward to in the coming decade?

One area of newrogenetics seeks the molecular basis for complex behaviors that range from
mate choice in flies and social status in fish, to fidelity in voles and humans. Our intuition tells
us that it should be easierto identify the mechanism underlying a simple reflex behavior (escape
from threat) than a complex one (mate selection). But recent findings suggest that apparently
simple genetic mechanisms may underlie some ostensibly complex behaviors. The field is just
beginning to identify mechanisms for adaptive behaviors that are both
parsimonious and profound. Although most research has investigated the
genetics of behaviors in model organisms such as mice and flies, the
diversity of the natural world is waiting to be mined. Behaviors that are
unique to a species may be experiments of nature that can yield impor-
tant insights into how genomic variation (inherited DNA sequence dif-
ferences) relates to behavioral adaptation.

But perhaps most important in this burgeoning field is pursuit of the
“neurc” in behavioral neurogenetics. Genes code for proteins, not for
behaviors. By identifying how genomic variation modifies circuits of
newrons, we will better understand both how and where behavior is instan-
tiated. Most of the recently discovered variations are differences in the
regulatory regions of genes that control gene expression. One important
lesson from neurogenetics is that genomic variations in regulatory regions
canaccountnot only for how much of a protein ismade, or when it is expressed, but exactly where
inthe braina protein is expressed. Because brain function is specified by precise regional circuits,
even small differences in the location of the brain cells that produce a particular receptor or an
enzyme can result in large differences in function. Importantly, the link between genomic
sequence and behavior is the brain: We cannot hope to understand how genomic variation influ-
ences behavior without understanding how genomic variation influences neural circuitry.

An early mainstay of neurogenetics was the identification of mutations inmice with abnormal
behaviors. Here, discrete brain changes could be tied to regional molecular mechanisms once the
genes were cloned. For human neurological disorders like Huntington’s and Parkinson’s disease,
such obvious structural and functional changes can indeed explain how gene defects give rise to
certain behaviors. For psychiatric diseases, where the neurobiological lesions are not known, the
challenge will be greater. But genomics now promises to be the key to unlock the neurobiology
of these complex disorders: There is real hope that genomic variation will lead us to neural mech-
anisms that can begin to explain such complex syndromes as schizophrenia or autism.

Behavioral phenotypes are the result of a complex interaction between nature (DNA) and
nurture (experience). The developing brain is the stage for this drama, but we still know little
about the details of how genes and experience interact within the developing brain to create
something as complex as the phenotype we call human nature. In the coming decades, epi-
genomics—changes in gene expression due to alterations in protein-DNA interactions
rather than DNA sequence—will be critical for understanding how experience alters the
genome, complementing the current focus on how genomic variation affects behaviors.

Already it is clear that, for the study of behavior, genomics is not destiny. Indeed, if genomic
sequence “determines” anything behaviorally, it determines diversity. It is important that we be
wary about extrapolating from model organisms to humans. We must also avoid using small
statistical associations to make grand claims about human nature. Obviously, we have much to
discover before understanding how genes influence behavior—a discovery process that will
closely involve the brain.

~Story Landis and Thomas R. Insel

10.1126/science. 1167707
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IMMUNOLOGY
Lymphocyte Identity Cards

The determination of lineage, whether in geneal-
ogy, paleontology, or cell biology, can be very dif-
ficult, Schepers et al. have developed a retroviral
tagging procedure by intraducing a “bar code” into
individual cells that persists in all of their progeny.
The authors used a library of around 5000 tags,
which can be identified by PCR amplification and
microarray analysis, to monitor the life histories of
T cells during the course of an infection.

AT cell papulation, specific for the antigen
OVA, was transformed with the bar-code library
and introduced into mice, which were subse-
quently injected with tumor cells and infected with
influenza virus, both bearing the OVA antigen. At
first, T cells in lymph nodes draining the twa sites
of invasion formed genetically distinct popula-
tions, distinguishable by their bar codes; however,
the T cell populations in lung and tumor tissues
had similar bar-code distributions, showing that
they had originated from several lymph nodes.
Over time, both lymph nede T cell populations
became similar as the infections stimulated the
migration of T cells throughout the mouse, This
technology has the potential to unravel lineage

“Helen Pickersgill ang Chris Surridge are locum editars in
Science’s editorial department.

EDITED BY GILBERT CHIN AND ]JAKE YESTON

DEVELOPMENT

relationships in a wide range of cells, and the
authors have already created a lentivirus library
for use with quiescent cell types resistant ta retro-
viral infection. — (5%

J. Exp. Med. 205, 2309 {2008).

MATERIALS SCIENCE
Sizing Up the Foam

Bulk metallic glasses have high plastic yield
strengths, and thus have the potential for

making ultrastrong foams. However, the foam
will only inherit the strength of the parent

Metallic-glass foam.

glassy material if it fails by plastic yielding,
rather than by brittle fracture (which is associ-
ated with the solid fracture stress} or by elastic
buckling (associated with the solid modulus).
Demetriou et al. look at a number of critical

Healing a Broken Heart

The ability to regenerate damaged tissues and organs varies widely across ani-
mals. While mammals are able to repair ruptured muscles and to regrow fin-
gertips, amphibia and fish have the more resilient tissues, being able to regen-
erate tails, fins, and even hearts. Although heart regeneration was thought to
be restricted to a few species of amphibia, it is of particular interest to humans,
because coronary heart disease remains a leading cause of death. Drenckhahn et al.
have found that the fetal mouse heart is able to replace damaged tissue. The
enzyme holocytochrome ¢ synthase (Hccs) is involved in mitochendrial energy
generation, and the authors inactivated the X-linked Hees gene in female mice. At
mid-gestation, heterozygous female hearts contained equal numbers of healthy
and damaged cells; by the time of birth, these mice had fully functioning hearts,
with less than 10% damaged cells. Thus, the mouse fetal heart appears to be regen-
erated predominantly from differentiated cardiac cells, suggesting that differentiated
cells in the adult might retain an intrinsic capacity to expand and replace damaged tis-
sue. Further studies aimed at understanding the molecular mechanisms invelved could
lead to ways of stimulating the regeneration of adult diseased hearts. — HP*

Dev. Cell 15, 521 (2008).

structural scales that influence the failure
mode and find that they can make ultrastrong
glassy foams from a Pd ,Ni, Cu,,P, alloy with
up to 92% porasity. The foams were engi-
neered against buckling and fracture though a
pracess that limited membrane thickness and
promoted cellular periodicity. Evaluation of
compressed, collapsed specimens showed both
crushed cells and shear banding, indicating
that although the failure was due to fracture,
the initial response of the foam invalved plas-
tic deformation. Thus, the foams inherited the
best praperties of the parent glassy material,
The compressive strength of the glassy foams
rivaled those obtained for highly engineered
Ti-6Al-4V or ferrous metal foams. — MSL

Phys. Rev. Lelf. 101, 145702 {2008).

YSTEMS BIOL

Network Failure

Itodels of metabolic and signalling networks have
been characterized, perhaps unfairly, as reannota-
tions of previously discovered interactions. To
counter this concern {and the statistical issue of
sorting through hundreds of correlatians), Janes et
al. describe an approach called “"model breakpaint
analysis” that stresses the network by using non-
physiological inputs in @ manner similar to that of
Continved on page 825
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Continued from page 823

engineers performing failure analysis of bridges or
cars. They began with their model of cytokine-
induced apoptasis and proceeded to introduce
implausible data that stretched the dynamic range
of the cell (defined as the responsiveness of cell
outcomes to incremental changes in cell activa-
tion). Surprisingly, network function did not
degrade in parallel, but worked perfectly well until
athreshold (or breakpaint) was reached, at whi
point the predictions were no longer useful.
painting the signals and stimuli that were respon-
sible for the system failure enabled them to distin-
guish epiphenomena from causal factors and to
make predictions about the dynamic roles of three
kinases (Akt, ERK, and Mk2} in cytokine-induced
apoptosis. These predictions were then confirmed
in inhibitor- and mutant-based experiments, sug-
gesting that differences in dynamic range can be
mare important to cellular function than the
strength of a particular signal. — B]

Cell 135, 343 (2008).

Depotentiating via Dopamine

The capacity to associate events, in a neuronal con-
text, is thought to rely on long-term potentiation
(LTP), a mechanism that strengthens glutamatergic
(excitatory) synaptic connections. Strang navel
stimuli can selectively reverse or overwrite LTP by a
mechanism known as depatentiation, which is
thaught ta keep synapses from becoming satu-
rated and thereby to maintain them in a dynami-
cally respansive range. Neuregulin-1is a factor
expressed in brain and can effectively depotentiate
LTP in the hippocampus.
Kwon ef al. found that
neuregulin depotenti-
ates LTP by recruiting a
dopaminergic signaling
pathway invalving the
dopamine D4 receptor
(D4R), which is a target
of the antipsychotic
clozapine. Neuregulin
acutely triggers
dopamine release in the
hippocampus, which in
turn depotentiates LTP
by activating D4Rs. The
direct activation of D4Rs by selective agonists
mimics the action of neuregulin in remaving
AMPA-type glutamate receptors from synapses.
Mutant mice lacking D4Rs fail to depotentiate TP
in response either to neuregulin or to electrical
stimuli. These observations thus functionally assa-
ciate three signaling pathways (dopamine, gluta-
mate, and neuregulin) in the regulation of synap-
tic plasticity. — PRS

Proc. Noil, Acad. So. U.S.A. 105, 15587 (2008).

Dopaminergic (green)
neurons in the ventral
tegmental area.

EDITORS'CHOICE

Warming Vapors

Water vapor is the atmospheric gas that collec-
tively has the greatest greenhouse effect on cli-
mate, although it does not directly instigate
warming or cooling trends, because the amount
of water vapor in the atmosphere varies only in
respanse to temperature change. Instead, water
vapor only amplifies temperature trends being
caused by other factors such as atmospheric CO,
concentration or Earth’s albedo. The extent to
which humidity changes in response to tempera-
ture variation is therefore a key parameter in
global climate models, because that quantity
determines the strength of the associated warm-
ing ar cooling. Dessler et al. present satellite
data from 2003 to 2008 which show that models
have gotten that relationship correct, and that
relative humidity is effectively constant at any
given temperature. Thus, the temperature
increases predicted by global models are virtu-
ally guaranteed ta be several degrees Celsius by
the year 2100. Knowing the water vapor content
of a warmer atmasphere is also important for
predicting rainfall and storminess. — H]S
Geophys. Res. Lett. 35, 120704 (2008).

Curing Disease in Yeast

Batten disease is a neurodegenerative disorder
linked to the pathological accumulation of
materal in lysosomes. In yeast the [URE3] phe-
notype is a prion (infectious protein) generated
by the self-propagating amyloid
form of the Ure2 protein, which
regulates nitragen catabolism.
Yeast prions can arise and disappear
spontaneously within populations,
reflecting in part changes in the
protein folding milieu, Kryndushkin
et al. show that increased produc-
tion of Btn2 protein or its homolog
Curl can cure [URE3]. Conversely,
deletion of BINZ and CURT genes
stabilizes the [URE3] phenotype. In
cells expressing a fluorescently tagged version
of Btn2p, fluorescence accumulated at a single
point close to the nucleus and vacuole, where
aggregates of Ure2p also accumulated. This
accumulation of protein aggregates reduced
the ability of the Ure2p amyloid seeds to enter
budding daughter cells, explaining the cure of
daughter cells. This accumulation of protein
aggregates mirrors aggresome formation
observed in mammalian cells, which may also
function to remove potentially harmful protein
aggregates. — SMH

EMBO ). 27, 2725 (2008).
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Eyeing Balls

Useful news for tennis pros: Umpires are much
more likely to make mistakes when calling balls
out rather than in.

Scientists at the University of California,
Davis, analyzed 4457 points from tennis
matches played during the 2007 Wimbledon
tournament in the U.K, including all challenges
submitted by players. Of 83 recorded blunders,
70 were wrangly called out and only 13 wrangly
called in. The skew is due to a perceptual bias
toward the direction of movement of a bouncing
ball, the authors reported in the 28 Octaber
issue of Current Bialogy. On tap of that, says
lead author David Whitney, umpires are more
likely to “mislocalize” balls that are traveling
toward them,

Tennis players can take advantage of this
bias, he says, by concentrating their challenges
on rulings that their own balls are “out"—rather
than on rulings of “in” for an opponent.

Psychalogist Alan Johnston of University
College London says this perception bias “might
have implications for other sports, such as soccer
or rugby,” for which player positions are at issue.

Gender and the Brain

The largest ever genetic study of male-to-
female transsexuals has provided a hint—albeit
a faint one—as to how gender is embedded in
the brain. Ateam led by molecular geneticist
Vincent Harley of the Monash Medical Centre in
Melbourne, Australia, analyzed versions of

Fommermale
e Ridl

rds.

three hormone-related genes in 112 white
male-to-female transsexuals recruited in
Melbourne and Los Angeles, Califarnia. The
findings were compared with DNA samples from
258 nontranssexual males. Categorizing the
alleles as either "shart” or “long,” they found
that the transsexuals had more long alleles for
the androgen receptor gene, they reported
online last week in Biolagical Psychiatry.
Longer alleles, they explain, inhibit receptor
activity, leading to less effective prenatal
testosterone signaling. Although the effect is
weak—55% of the transsexuals had the long
allele, compared with 47% of the controls—

www.sciencemag.org SCIENCE  VOL 322
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L Codex Redux

The 500-year-old Codex Atlanticus, a compilation of notes and drawings by Leonardo da Vinci,
may be disassembled for better conservation, officials at Ambrasiana library in Milan, Haly,
announced last week.

The Codex dates fram the late 16th century, when an Italian sculptor gathered some 1120
pages of notes and drawings into a 402-page volume. In the early 1970s, restorers glued the
notes onto blank sheets and split them into 12 books—a move that experts now say weakened
the paper, altered edges, and made the pages awkward to display.

The Codex drew renewed attention last year when scholars noticed black stains on the sup-
port pages that they feared were from mold. After a year of research conducted at the Istituto
Centrale di Patalogia del Libra (ICPL), epidemialogist Gianfranco Tarsitani of the University of
Rome “La Sapienza” announced last month that the stains were due not to mald but to mercury
salts added as a preservative.

Leading da Vinci expert Carlo Pedretti, a professor emeritus at the University of California,
Los Angeles, has given his blessing to the plan, which he says will help tailor conservation to the
needs of individual pages. “Each time we have to study or display ane drawing, we have to

manipulate the whole volume,” notes ICPL conservator Armida Batori.

the researchers suggest it could play a role in
incomplete masculinization of the brain during
early development.

Psychalogist Kenneth Zucker, head of the
Gender Identity Service at the Centre for
Addiction and Mental Health in Toronto, Canada,
says it's hard to see how prenatal hormones
could affect brain development in that way with-
out altering the sex organs as well. That's why
“everybady is looking for some [ather] type of
marker,” he says. Nonetheless, behaviaral neuro-
endacrinologist Marc Breedlove of Michigan
State University in East Lansing says “it will be
exciting” if the finding is replicated.

Running Out of
Glacier Time

An iconic feature of the Swiss landscape may
vanish within the century, Swiss researchers have
developed a model simulating the retreat of the
Rhéne Glacier in southern Switzerland since
1874 that predicts the glacier’s possible dis-
appearance by 2100.

7 NOVEMBER 2008

Mathematician Guillaume Jouvet of the
Federal Polytechnic Institute in Lausanne,
Switzerland, and colleagues tweaked a classic
fluid-dynamics model to account for the vis-
cosity of ice and accumulation of snow on the
glacier, they report in an upcoming issue of
the journal of Glacialogy. They also fed in
more than a century of detailed temperature
and precipitation data
obtained from the Swiss TE,
Federal Institute of 'b
Technalogy Zurich (ETH).

If average global
temperature goes up by
1°C by 2100, the glacier
will lose about 35% of its
volume, says ETH glaciolo-
gist Matthias Huss. Under
the warst-case scenario, a
nearly 4°C increase, the
glacier will disappear com-
pletely by then. “In all
passibilities, we have retreat,” Huss says, with
enormous consequences for water supplies
and power generation as well as for ecalogy.
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Acclaimed mathematician, best-selling
auther, newspaper columnist, and host
of the current BBC television series
The Story of Maths, Marcus du Sautoy
has been appointed to the Simonyi Pro-
fessorship Chair for the Public Under-
standing of Science at the University of’
Oxford in the UK. He will succeed evo-
lutionary biologist Richard Dawkins,
who retired from the chair last month.

Q: Dawkins was a very high-profile
holder of this professorship. What might
you do differently?

I want to steer the position back to sci-
ence rather than talking about religion,
which is what [ think it’s been slightly
concentrated on the past few years.

Q: Is communicating mathematics to
the public more challenging than com-
municating evolution?

It is, partly because many of the things
we study just exist in the mind and don’t
have a physical reality. But mathematics
is fundamental to all the sciences. [tisthe
language of nature.

Q: “Public understanding” is a difficult
thing to quantify. How will you measure
the success of your efforts?

Some indications [might be that] on
[BBC] Radio 1, theyre now quite happy to
mention what a prime number is without
batting an eye. That would not have been
true 15 years ago. Once you see mathemat-
ics getting embedded into the public psy-
che and popular culture, that will be an
indication that we're getting the message
through. If we see fewer people saying I
hate maths™ and actually choosing maths
as a university subject, that will also be
considered a success.

Got & tip for this page? E-mail peaple@aaas.org
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MOVERS

NEW DIRECTION. DESY, Germany's particle
physics lab near Hamburg, this week tapped a
prominent solid-state physicist, Helmut Dosch
of the Max Planck Institute for Metals Research
in Stuttgart, to be its new director-general
beginning in March 2009. This mismatch of
disciplines reflects a shift in the lab itsell.
DESY's main accelerator, HERA, shut down in
2007, and the lab’s main focus is now XFEL, an
x-ray—free electron laser for studying the struc-
ture of matter that will be completed by 2013.
“DESY will shed light on so-far-unexplored
dimensions in nanospace,” says Dosch.

WARM CASH. Lured by $15.7 million from
the Alberta, Canada, government and the
University of Lethbridge (UL), neuroscientist
Bruce McNaughton is reestablishing his
Canadian roots. Last month, the 60-year-old
researcher at the University of Arizona,
Tucson, joined UL's Canadian Centre for
Behavioural Neuroscience and brought with
him a talented former postdoc, David Euston,
also from UA. More will follow, says
McNaughton, who expects to provide a “kind
of theoretical and computational perspective”
for the center while steering younger scien-
tists along promising avenues of research.

McNaughton,
whe left Canada in
1982 to do a post-
doc in Norway,
says he was
attracted by the
lack of strings
attached to the
prize, the first of
three Polaris
Investigator
Awards that the
province is offering to top-flight scientists from
around the world (Science, 6 April 2007, p. 29).

McNaughton's only lament is the climate.
“Ideally, one would live in Arizona at this time
of year and come up here in the summer-
time,” he says.

BACK TO THE LAB. ]. Michael Bishop will
step down in June 2009 as chancellor of the
University of California, San Francisco
(UCSF). The 72-year-old Nobelist will remain
on the faculty as a professor of microbiology
and immunology.

In his decade-long tenure as chancellor,
Bishop oversaw both the construction of a sec-
ond campus that will become ene of the coun-
try's largest biomedical research centers and

EDITED BY YUDHI)IT BHATTACHAR]LE

GUCKED. How often does a geologist have to
be whisked off by helicopter in the middle of
fieldwork? It happened to Greg Stock last
month.

The staff geologist at Yosemite National Park
in northern California was halfway into a 6-day
climb to map the rock
types on the face of
the El Capitan moun-
tain when he heard a
loud rumble over his
radio. A few kilometers
away, a rockfall had
sent nearly 6000 m? of
stone tumbling down
to Curry Village, a col-
lection of rustic cabins
and tent sites.

The rockfall had
slightly injured three
people, and park man-
agers wanted Stock to come over immediately
to assess the chance of another incident. But he
was several hundred meters up in the air, cling-
ing to the world's most famous stone wall. So a
rescue team landed a helicopter on top of the
cliff, hauled Stock up with a long rope, and flew
him to the accident site.

Ironically, Stock was climbing to learn more
about why rockfalls happen. The previous
night, he had heard of a much smaller rockfall
at the acddent site that "unsettled” him. Had
he been able te check it out, it might have pro-
vided clues that the larger one was coming. I
wish that | wasn't up [on El Capitan] at the
time,” he says. The mapping effort, which
Stock's guides completed, will help him locate
the source of a mysterious 2.7-million-m? rock-

the establishment of an institute for research
on stem cells and regenerative medicine.
There were also some rough patches, among
them lingering financial fallout from a failed
hospital merger with Stanford University in
Palo Alto in 1997 and the dismissal last year
of medical school dean David Kessler over a
dispute about the university's finances
(Science, 21 December 2007, p. 1855).
Harold Varmus, who shared the 1989
Nobel Prize in physiology or medicine with
Bishop, says Bishop has had a successful run
as chancellor. “He enjoyed raising money and
was enormously good at it at a time when
UCSF was growing at a dramatic pace,” says
Varmus, adding that the university's reputa-

tion “just continues to improve.”

7 NOVEMBER 2008
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Climate and society
in a Chinese cave
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Zerhouni's Parting Message:
Make Room for Young Scientists

An intractable problem faced Elias Zerhouni
when he became director of the National Insti-
tutes of Health (NIH) 6 years ago: The agency’s
corps of more than 20,000 independent investi-
gators was getting old. The average age at
which researchers receive their first NIH
research grant had been creeping up for
decades. (It is now 42.) Zerhouni saw this as a
crisis and tackled it head on. After probing the
data, he launched an experiment. Instead of
relying solely on peer review to apportion
grants, he set a floor—a numerical quomfl'or
the number of awards made to new investiga-
tors in 2007 and 2008.

Last week on his final day as director,
Zerhouni made this a formal NIH policy. He
hopes his successors will keep it: “I think
anybody who thinks this is not the number-
one issue in American science probably
doesn’tunderstand the long-term issues,” he
says. The notice states that NIH “intends to
support new investigators at success rates
comparable to those for established investi-
gators submitting new applications.” In
2009, that will mean at least 1650 awards to
new investigators for ROLs, NIH’s most
common research grant.

The quotas have meant pain for some
institutes in a time when NIH's budget isn’t
growing. Many are trying to steer money to
new grantees by setting funding cutoff points
in peer-review scores at more
generous levels for new investiga-
tors than for established ones.
Although some scientists may see
this as a kind of affirmative
action, Zerhouni says it is not. To
him, it is simply “leveling the
playing field” by correcting peer
reviewers bias against the young.

In 1980, the average age of a
first-time NIH grant recipient

2000

1500

Number of Awardees

Transfusion.
Departing NIH
R 5

where they begin independent careers. In
2003, when NIH's budget stopped growing,
the situation “collapsed.” Zerhouni says: The
number of RO1-like research grants (known
asRO1 equivalents) going to first-time inves-
tigators slipped to 1354 in 2006, the lowest
level in 9 years.

This is “detrimental for all sorts of rea-
sons,” says Jeremy Berg, director of the
National Institute of General Medical Sci-
ences. One concern is that scientists are not
getting enough support when theyre young,

NIH First-Time RO1 Equivalent Awardees
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Science and the
meltdown

during their most creative years. Another is
that the well may run dry. When Zerhouni
asked his staff to model the age distribution
of NIH-funded scientists over time, the
results were startling. If trends continue, by
2020 there will be more investigators over
68 than under 38 (see p. 848). “If we don’t
fund the pipeline now, we will pay for it
20 years from now,” Zerhouni says.

Zerhouni created special awards for
young scientists but concluded that wasn’t
enough. In 2007, he set a target of funding
1500 new-investigator RO1s, based on the
previous 3 years” average. Some institutes
struggled to reach their targets, NIH offi-
cials say. At the National Institute of Neuro-
logical Disorders and Stroke, for example,
the shift to new grants meant that only
9% to 10% of established investigators
with strong peer-review scores received
funding, whereas 25% of comparable new
investigators did, says NINDS Director
Story Landis. She maintains, however, that
“it’s not as though a huge number of inves-
tigators lost out.”

Some program directors grumbled at
first, NIH officials say, but came on board
when NIH noticed a change in behavior by
peer reviewers. Told about the quotas, study
sections began “punishing the young inves-
tigators with bad scores,” says Zerhouni.
That is, a previous slight gap in review
scores for new grant applications from first-
time and seasoned investigators widened in
2007 and 2008, Berg says. [t revealed a bias
against new investigators, Zerhouni says.

The 2007 target had an immediate effect:
For the first time since 1993, new investiga-
tors and established ones submit-
ting new grant applications had
nearly the same success rate,
about 19%. (Investigators renew-
ing existing grants still do much
better, however.) From now on,
NIH will set award targets
designed to equalize new grant
success rates for the two groups.

NIH will also fine-tune its
policy to tilt it in favor of early-

was 37. The 5-year rise in average
age since then, observers say, can
be blamed on longer time spent in
training, including in postdocs,
and the older age at which faculty
are first hired at medical schools,
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A leg up. After NIH set a numerical target for grants to first-time investigators
in 2007, the number of awardees grew. Their success rates matched those of
established investigators seeking new grants.

career scientists. The goal is to
adjust for the recently discovered
fact that only about 55% of
investigators who receive their
first NIH grants are at an early
stage of their career. The rest »
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2008
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are scientists who had been funded by other
agencies or came from NIH’s intramural
program or from Europe after being forced
to retire there. “Tt was embarrassing” to real-
ize, for example, that the new investigators
included two department chairs with Veter-
ans Administration funding, Landis says.
The targets will favor “early stage investiga-
tors,” defined as researchers within 10 years
of finishing their Ph.D. or residency.

Those outside NIH are generally sup-

CLIMATE CHANGE

Rules for Ocean Fertilization Could Repel Companies

e

An international body has for the first time
placed restrictions onexperiments designed to
fertilize large swaths of the world’s oceans
with a view to combating global warming.
Meeting last week in London, delegates from
85 nations noted that such experiments “may
offer a potential strategy for removing carbon
dioxide from the atmosphere” by producing
algal blooms that would absorb CO, and sink
to the ocean floor. But they limited the experi-
ments to “legitimate scientific research,” a
phrase not yet defined that could complicate
plans to commercialize the approach.

Created in 1972 under the auspices of the
United Nations” [nternational Maritime Orga-
nization, the London Convention Treaty is
supposed to regulate pollution in international
waters. Members of the convention and the
related London Protocol had been silent on
ocean fertilization until several companies
announced plans last year to carry out large-
scale tests, setting off concern about environ-
mental effects. The companies hope the tech-
nology will allow them to sell carbon credits
on domestic and international markets.

On 31 October, delegates agreed unani-
mously to set scientific guidelines for pro-
posed fertilization experiments, taking into
account their expected carbon flux, impacts
on oxygen levels and food webs, and the pos-
sibility that they will promote the growth of
toxic species. Scientific bodies affiliated with
the treaty will meet in May to hash out details.

“There was a widespread recognition
among the delegates that there shouldnot be a
ban on legitimate research,” says Henrik
Enevoldsen, who observed the 5-day negotia-
tions as a scientific staff member of

An intriguing
stretch of DNA

portive of the new-investigator targets,
which were also endorsed earlier this year
by an advisory committee reviewing NIHs
peer-review policies (Science, 29 February,
p. 1169). But at the same time, some scien-
tists may be uneasy about the cost, says
Howard Garrison, spokesperson for the
Federation of American Societies for
Experimental Biology in Bethesda, Mary-
land: “Every time you give a leg up to a
young investigator, you're pushing some-

»

Not ironed out. New global quidelines are being drawn up to govern
expariments like this 2002 release of iron in the Seuthern Ocean,

UNESCO’s International Oceanographic
Commission. But the reference to “legiti-
mate” studies was intended by some nations to
exclude for-profit fertilization efforts, he says.
“Most countries are looking to oppose some-
thing that’s commercial research with an eye
toward obtaining carbon eredits”

The experiments dump elements such as
iron or nitrogen into the open ocean to stimu-
late the growth of plankton blooms (Science,
30 November 2007, p. 1368). Up to 3 tons of
iron at a time have been released in a dozen
small-scale fertilization experiments since
1993, and prominent scientists believe the
technique, if scaled up, could sequester up to
1 billion tons of carbon dioxide per year as the
blooms grow and die. But there are no inter-
national rules to regulate the practice, and
researchers have identified myriad possible

Productive after
allthese years

one off the edge of the ¢liff” Some
observers say the real test will come when
early stage investigators try to renew their
grants: They may have trouble, and gains in
creating a more youthful corps of investiga-
tors could be lost (Science, 26 September,
p. 1776). NIH officials say they've looked
atthe data, and so far it seems that first-time
investigators do just as well as established
investigators who are renewing a new grant.

~JOCELYN KAISER

side effects, including
local disruption of marine
ecosystems or emissions
of nitrous oxide, a potent
greenhouse gas.

To quantify both the
promise and perils of
ocean fertilization, scien-
tists want to launch experi-
ments 10 to 30 times larger
than earlier tests. Last
week 5 vote implicitly sup-
ports such work, says geo-
chemist Ken Buesseler
of Woods Hole Oceano-
graphic Institute in Massa-
chusetts. But Buesseler
worries that the upcoming
rules, which will form the
basis for permits to be issued by individual
countries, “could preclude even legitimate
science, if the [environmental] assessment
needs to include measurement of all impacts
on all time [and] space scales”

On the other hand, Greenpeace and other
environmental activist groups are concerned
about possible bias in reporting results
among commercial companies looking to
fight global warming by exploiting ocean
fertilization for profit. But Dan Whaley,
CEO of Climos, a San Francisco, California—
based ocean fertilization start-up, defends
his company’s ethics and notes that the text
of the resolution doesn’t explicitly bar com-
mercial projects. Climos still hopes to abide
by the treaties and obtain permits for opera-
tions previously scheduled in 2010.

—ELI KINTISCH
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Chinese Cave Speaks of a Fickle Sun
Bringing Down Ancient Dynasties
A 1.2-meter-long chunk of stalagmite froma  of [northern] China over the past 1800
cave in northern China recorded the waning  years,” says Haug.
of Asian monsoon rains that helped bring Comparing their rain record with Chinese
down the Tang dynasty in 907 CE., historical records, Zhang and colleagues found
researchers report on page 940. A . that three of the five multicentury dynasties
possible culprit, they conclude: a .~ during that time—the Tang, the Yuan,
temporary weakening of the and the Ming—ended after several
sun, which also seems to have decades of abruptly weaker and
contributed to the collapse of drier summer monsoons,
Maya civilization in Meso- possibly poor rice harvests,
america and the advance of and social turmoil. In turn,
glaciers in the Alps. T 5 7 decades that included the
think it’s one of the coolest = strongest, wettest monsoon
papers ['ve seeninalong time.” E .. ™ of the past millennium coin-
says paleoclimatologist Gerald Haug s e cided with the Northern
of the Swiss Federal Institute of Tech- Song Dynasty’s golden age of
nology in Zurich. This latest cave record also  rich harvests, exploding population, and social
points to the potentially devastating effects ~ stability. “Our results really match the histori-
that climate change—even change thats mild ~ cal record.” says Edwards. “You can’t figure
when averaged around the globe—can have  itsall climate, but when you see these nice cor-
on vulnerable local populations. relations, you see that climate probably played

Although hardly the final word in such  an importantrole”
controversial fields, the cave record—which The group then looked farther afield. Crit-
other hers describe as "“fab-  ical parts of their monsoon rainfall record—
ulous,” and “phenomenal”—provides the  in particular the dryness of the late Tang
strongest evidence yet for a link among sun,  dynasty—match neatly with a previously
climate, and culture. The key to obtaining it published climate record from a lake on the
was “a really, really clean sample.” says paleo-  southern coast of China, with the advances
climatologist Lawrence Edwards of the Uni-  and retreats of Swiss alpine glaciers, and with
versity of Minnesota (UM), Twin Cities. Paleo-  records from within and near Central Amer-
climatologists Pingzhong Zhang of Lanzhou  ica. Most striking is the correlation between
University in China, Hai Cheng of UM,  the Asianmonsoon and the collapse at the end
Edwards, and colleagues collected a stalag-  of the Maya Classic period under severe
mite (a mound composed mostly of caleium  drought duress around 900 CE. (Science,
carbonate slowly precipitated from dripping 18 May 2001, p. 1293), near the end of the
groundwater) from Wanxiang Cave in north- ~ drought-stricken Tang dynasty.
ern China at the far reach of the rains of the Previous research had linked changes in »
summer Asian monseon.

Relatively high amounts
of uranium and exception-
ally low clay-borne tho-
rium in this stalagmite
enabled them to conduct
uranium-thorium radio-
metric dating of the layered
deposits to within an aver-
age of just 2.5 years. Asa
result, they could calcu-
late precise dates for sub-
tle variations in the stalag-
mite’s oxygen isotope
composition that reflect
variations in rainfall near
the cave. “They absolutely
nailed the rainfall history

Good times. Monsoon rains were plentiful early in the Narthern Song
Dynasty of China, according to the isclepic record in a cave stalagmite (fop).
A cave-wall painting from the same province (sbove) recorded the bounty.
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Call to Resume Nutrition Program
PARIS—After manths of quiet diplomacy,
Médécins Sans Frontiéres (MSF) has issued a
public call to President Tandja Mamadou of
Niger ta let the humanitarian organization
resume its nutrition programs in the country.
The suspension by the Nigerien government
“endangers the lives of thousands of chil-
dren,” MSF said in a statement last week. The
French section of MSF operated a massive pro-
gram in Niger’s central region of Maradi,
where malnourished children were given new,
peanut-based products said to have revolu-
tionized malnutrition treatment (Science, 3 Octo-
ber, p. 36). But the Nigerien government
ended the program in mid-July, accusing MSF
of breaking rules for nongovernmental organi-
zations and insufficient coordination with the
national health care system. Negotiations
have been fruitless.

The suspension has also interrupted research
into the efficacy of the peanut pastes and a
large-scale study of infectious diseases in mal-
nourished children for which subjects were
recruited from an MSF haspital. Scientists are
hoping they can resume the latter study by
recruiting patients from a local hospital instead,
says MSF's Philippe Guérin,

—MARTIN ENSERINK

Stalking Killers in Africa

BEIJING—Virus hunters in West Africa are
banding together to better cope with emerg-
ing threats and old foes. At the International
Consortium on Anti-Virals (ICAV) meeting here
this week, researchers from Nigeria, Ghana,
and other countries in the region agreed to
establish a West African Viral Surveillance Net-
work. “This is a neglected area of the world,”
says |CAV co-founder Jeremy Carver, a malecu-
lar biologist and professor emeritus at the
University of Toronto in Canada.

Organizers have not decided on goals for
fundraising, which has just begun, so the focus
for naw is on forging connections. “Scientists in
the region weren't talking with each other,” says
ICAV Africa directar Oyekanmi Nashiru of the
National Biotechnology Development Agency in
Abuja, Nigeria. There is plenty to share. Nigeria
has virology expertise but poor infrastructure,
Nashiru says, whereas nearby Ghana has top-
notch labs at the Noguchi Memarial Institute for
Medical Research at the University of Ghana in
Legon. Key quarry include bird flu, HIV, and
polio, which has yet to be eradicated from West
Africa. When it comes to emerging viruses, says
Noguchi Institute molecular biologist James
Brandful, “nowwe'll be better prepared.”

~RICHARD STONE

VOL 322 7 NOVEMBER 2008



I NEWS OF THE WEEK

838

both the Asian monsoon and Meseamerican
climate to variations in the brightness of the
sun (Science, 6 May 2005, p. 787). Checking
their record, the group found an 11-year cycle
in rainfall—the length of the shortest cycle of
solar variability. In their record, rain tracked
centuries-long trends in solar activity as
measured in records of carbon and beryllium
isotopes. And a climate model driven in part
by solar variations broadly tracked the mon-
soon trends. “Solar variation is a player, but
the sun is not everything.” Edwards con-

PERSONAL GENOMICS

cludes. Internal jostlings of the climate sys-
tem must also play a role, he says.

Climate modeler David Rind of NASA’s
Goddard Institute for Space Studies in New
York City agrees. In amodeling study in press
in the Jownal of Geophysical Research, Rind
and colleagues found that “the solar influence
on the monsoon was more like a ‘weighting
of the dice’—it influenced the net result, but
did not dominate,” he writes in an e-mail.

De’er Zhang, chief scientist of the
National Climate Center in Beijing, stresses

that both climate and culture are too complex
to be reduced to a simple cause-and-effect
relationship. A single spot cannot properly
represent such a vast area as encompassed by
the monsoon, she writes in an e-mail, and
numerous political factors influenced the
Tang dynasty. “Climate might have played a
role.” she writes, but it was “far from playing
‘a key role” as stated by [Pingzhong] Zhang
et al.” Sorting out what “key” or “important”
meant a millennium ago could require a lot
more spelunking. ~RICHARD A. KERR

Number of Sequenced Human Genomes Doubles

Less than a decade ago, it took hundreds of
millions of dollars and a large international
community to sequence a single human
genome. This week, three reports in the
6 November issue of Nature describe three
more human genomes—the first African, the
first Asian, and the first cancer patient to have
their entire DNA deciphered. The
sequences provide clues about
genome variation and disease; they
also demonstrate the potential of a
relatively new sequencing tech-
nique to mass-produce human
genomes. “The methods are ex-
tremely powerful,” says geneticist =
James Lupski of Baylor College of
Medicine in Houston, Texas. = =
“Reading these papers, I think
the personal genomes field is mov-
ing even faster than [ anticipated.”

Until now, four human geno-
mes have been published: the refer-
ence human genome, derived from
sequencing DNA from several
anonymous individuals; one by
Celera Genomics; and those of genome stars
I. Craig Venter and James Watson. Efforts to
date to identify differences among individuals
have relied not on entire genome sequences
but on surveys of single-base changes called
SNPs and of structural variations in dupli-
cated pieces of DNA (Science, 21 December
2007, p. 1842).

Even the broadest SNP surveys look at just
a few million SNPs out of the 3 billion bases in
the genome, leaving researchers in the dark
about how much individual variation there is
and how specific differences correlate with
disease risks. Hence the push to drive down
the cost of sequencing to $1000 per genome
(Science, 17 March 2006, p. 1544). The newly
published genomes came in with price tags of
$250,000 to $500,000 each but would cost half
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that or less if done today. The three groups all
used a technology developed by Solexa, now
part of [hmmina Inc. in San Diego, California,
to speed and slash the cost of sequencing. It
generates smaller pieces of sequence fasterand
cheaper than previous technologies. Such small
pieces used to be difficult to stitch together, but

New genome on the block. The first genome sequence from a Chi-
nese was on display last year at a technology fair in Shenzhen, China

this approach can work well now because the
reference genome helps guide their assembly.
To explore the genetic underpinnings of
cancer, Richard Wilson and colleagues at the
Washington University School of Medicine in
St. Louis, Missouri, sequenced genomes from
both normal skin tissue and tumor tissue of a
middle-aged woman who died of acute myel-
ogenous leukemia (AML). They compared the
DNA to determine what was different about the
cancer cells. About 97% of the 2.65 million
SNPs found in the tumor cells also existed in
the normal skin cell, suggesting they were not
critical to the cancer process. The researchers
also eliminated SNPs that had been previously
identified elsewhere as well as those that did
not change the coding of a gene, ending up with
10 SNPs unique to the tumor cells. “T don’t

think we missed anything.” says Wilson.

Two occurred in genes previously linked to
this leukemia. Eight led the researchers to new
candidate AML genes, including several
tumor suppressor genes and genes possibly
linked to cell immortality. By sequencing the
whole cancer genome, “we capture what we
don’t know as well as what we do know [about
cancer genes],” says [llumina’s David Bentley.
“That can really transform our ability to
understand cancer”

Bentley and colleagues sequenced the
genome of a Yoruba man from Nigeria
whose DNA has already been extensively
studied, enabling them to check the accuracy
of their technology. In the third Nature
paper, Jiang Wang of the Beijing Genomics
Institute in Shenzhen, China, and colleagues
sequenced the genome of a Han Chinese
male. The Yoruba analysis uncovered almost
4 million SNPs, including 1 million novel
ones. The Chinese genome had about 3 mil-
lion, including 417,000 novel SNPs. As
anticipated, the African genome had greater
variation per kilobase than either the Chi-
nese or sequenced Caucasian genomes,
indicative of its ancestral status.

These new genomes were already signifi-
cantly cheaper than their predecessors were;
next year, [llumina expects the cost to drop to
about $10,000. Other companies are promis-
ing even lower prices per genome. Nonethe-
less, geneticist Aravinda Chakravarti of Johns
Hopkins University School of Medicine in
Baltimore, Maryland, is cautious about how
quickly genome sequencing should enter the
clinie: “We still don’t know how to interpret
[the data],” he notes. Bentley agrees. Because 3
of the uncertain applicability and utility of £
sequence data, “and possibly ethical barriers,”
he notes, saying the technology is poised to
enter the clinic anytime soon is “pushing it”

—ELIZABETH PENNIS|
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The Touchy Subject of ‘Race’

Nothing makes scientists more nervous than
the topic of “race,” so much so that they'd like
to find a way not to talk about it at all. That
was the core issue last week at a meeting” at
the National Human Genome Research Insti-
tute (NHGRI) in Rockville, Maryland, where
about 40 scientists and ethicists debated how
to present the torrent of new findings from
human gene sequencing studies to the public.

In different parts of the world, different
gene mutations become advantageous and
spread quickly through a population, mak-
ing seme variants mere prevalent in partic-
ular ancestral groups. Some are innocuous
enough—such as the emergence of lactose
tolerance in farming populations. But
there’s already much debate over the use in
medicine of findings of racial differences
in the prevalence of genes associated with
certain diseases. Many scientists predict
that it won’t be long before they have solid
leads on much more controversial genes:
genes that influence behavior—possibly
including intelligence.

Everyone at the meeting agreed on the
need for non-“fraught” terminology—"geo-
graphic ancestry,” for example, instead of
“race.” But specifying such ancestries is also
a minefield. “Amerindian,” for example, is
offensive to Native Americans, according to
one speaker. “Caucasian” is also unaccept-
able because it implies racial rather than geo-
graphic ancestry. Some speakers even
advised that it is inappropriate to refer to a
“European allele” for lactose tolerance,
because it also occurs in other groups.

Participants acknowledged that however
they characterize their findings, they can’t
control what the public makes of them.
“When translated into popular culture, soci-
ety reads whatever term we pick as ‘race,””
said Timothy Caulfield, a health law profes-
sor at the University of Alberta in Edmon-
ton, Canada. Carlos Bustamante, a popula-
tion geneticist at Cornell University, said
that when his group published a study in
Nature this year indicating that European-
Americans had more deleterious gene muta-
tions than African-Americans, some publi-
cations touted the report as suggesting that
blacks are fitter than whites.

Some tense moments came during a dis-
cussion of a paper on brain genes. [n 2005,

 geneticist Bruce Lahn and colleagues at the

*Warkshop on Ethical, Legal, and Social Issues in
Natural Selection Research.
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Ancestry, not race. Researchers are grappling with
how to communicate genetic data on differences
amang populations.

University of Chicago in Illinois reported
evidence for selection in mutations of two
genes regulating brain development that are
more common in Eurasians than in Africans
(Science, 9 September 2005, pp. 1717 and
1720). They hypothesized that these muta-
tions were related to the human cultural explo-
sion some 40,000 years ago (Science, 22 Dec-
ember 2006, p. 1871). Celeste Condit, a
professor of speech communication at the
University of Georgia, Athens, criticized the
way the papers were written, saying they
could be seen as having a “political message
embedded” in them: that the genes might con-
tribute to racial differences in brain size and
therefore perhaps to racial differences in Q.
Lahn denied any political message, telling her
she was “putting words in [my] mouth.”

Later, Lahn commented that some scien-
tists “are almost like creationists™ in their
unwillingness to acknowledge that the brain
is not exempt from selection pressures.

At the end of the day, Allen Buchanan, a
philosophy professor at Duke University in
Durham, North Carolina, warned the group
against going overboard. “A visible, con-
certed effort to change vocabulary for
moral reasons is likely to trigger a back-
lash,” he said. There’s “risk of ... stifling
freedom of expression in the name of polit-
ical correctness,” he said, and losing credi-
bility in the process.

—C E HOLDEN

ESCOPE

A Graduate Appetizer

The National Academies’ eagerly awaited
assessment of U.S, doctoral programs won't be
released for another few months. But for the
university administrators, faculty members,
and graduate students whose lives are influ-
enced by this mammoth undertaking, a
description of what's new since the 1995 edi-
tion should be available in a few weeks. One
wrinkle will be multiple ratings: In addition ta a
score from peers on overall quality, each of the
5000-plus programs at 212 universities will be
ranked according to dimensions such as faculty
productivity, diversity, and student outcomes,
“They include factars the schouls can influence
and those that they can't really control,” says
study director Charlotte Kuh of the National
Research Council. —JEFFREY MERVIS

Backing Up Hubble

The good news for NASA's Hubble Space Tele-
scope is that controllers last week finally got a
balky backup system to take over the job of
sending images to Earth after the main system
malfunctioned. The bad news is that managers
have tacked on several months to the sched-
uled launch of a mission intended, among
other things, to replace the faulty data system
and avoid dependence on the backup. In a
31 Octaber press conference, NASA officials
said that preparing a replacement data system
for launch and installation by astronauts will
delay the repair mission, Hubble’s last upgrade,
until at least May 2009.  ~ANDREW LAWLER

A Basic Change for Korea

South Korea's academic researchers are smiling
in anticipation of next year’s budget. The Min-
istry of Education, Science, and Technology is
seeking a 9.5% rise in its 2009 budget to
$3.2 billion. “Korea has concentrated on
applied science until now, but governmental
policy is changing to increase support far basic
research” to produce fundamental break-
throughs for technological development,
explains Hang Sik Park, director of the min-
istry’s Science and Technology Policy Planning
Bureau. He says the proportion of governmental
funding going to fundamental research could
fise to roughly 28% of the total, up from about
25.6% this year. Other areas in line for big
funding baosts include international collabora-
tions, rising 75% to $34 million, and green
technologies, with a 92% increase to $53 mil-
lion. Cther ministries have not yet announced
their R&D requests, but the budget will go
befare the national assembly in December.

~DENNIS NORMILE
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Economic Woes Threaten to Deflate Plans for 2009

Uncertainty has become the new norm for
economic forecasters. But scientists plan-
ning next year’s experiments want to know
how the stock market turmoil, a credit
crunch, and a recession will affect their
research. Its an urgent question, especially
with the U.S. government facing a yawning
deficit and a likely squeeze on domestic
spending. Among the first to feel the slow-
down are charitable foundations and other
philanthropies, which provide billions of
dollars in funding to scientists each year,
including support for innovative, risky
research that the government may be reluc-
tant to back. Some are scaling back; some
say theyre holding steady. Others say they
cannot plan far ahead—not even to predict
what the next 2 months, normally flush
fundraising time, will bring.

“I've been in this business 30 years, and
I've never seen an environment™ like this,
says Richard Mattingly, executive vice pres-
ident and chief operating officer of the Cys-
tic Fibrosis Foundation, which in 2008 gave
out $199 million in research money. The
foundation relies exclusively on
fundraising. Mattingly, emerging
from a board meeting last week, said
he expects funding to drop next year,
though he can’t yet say how much.

One of the hardest-hit organiza-
tions so far is the Dr. Miriam and
Sheldon G. Adelson Medical Research
Foundation in Needham, Massachu-
setts, which has delayed $65 million
in research funding to dozens of
investigators for the second half of
2008 and 2009. Projects in mela-
noma, lymphoma, neurodegenerative
diseases, inflammatory bowel disease,
and others were ready to go, says Bruce
Dobkin, the group’s executive director and
a neurologist at the University of California,
Los Angeles. “Now, we're going to have to
wait and see what happens” DobKin says he
doesn’t know what, precisely, prompted
such drastic action, and the foundation
declined to comment further.

The Nature Conservancy, with more than
600 scientists on staff, decided 3 weeks ago
to cut its current research budget by 10%
and laid off some scientists. Peter Kareiva,
the group’s chief scientist, says international
 programs will be especially hard hit. The
group is drawing up contingency plans in
case further cuts are necessary.

Groups that rely mainly on contribu-

PETERHOEY
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tions are nervously entering their peak
fundraising season. Last week, the Multi-
ple Myeloma Research Foundation
{MMRF) in Norwalk, Connecticut, held its
biggest gala of the year, at the Hyatt
Regency Greenwich Hotel in Connecticut,
with supermodel] Cindy Crawford. Nine
hundred people accepted; the event was
expected to raise $1 million—impressive,
but below the §1.5 million originally hoped
for, says Scott Santarella, the group’s chief
operating officer. MMRF scaled back its
research funding several months ago for
2008, cutting it from $17 million to $15 mil-
lion, but expects to bring it back up to
$17 million in 2009. The group, like many
charities, typically raises 40% of its money
in the last quarter of the year.

Similarly, the Michael J. Fox Foundation
for Parkinson’s Research held its star-
studded gala this week in economically

battered New York City, with the English
rock band The Who performing. Leaders
hope to raise a bit over $4 million from that
event, down from last year’s $§3 million,
says co-founder Debi Brooks.

For organizations that live off endow-
ment income, the drop in their value can be
dizzying: The Burroughs Wellcome Fund
fell from nearly $700 million at the end of
July to $540 million last Friday, and the Bill

and Melinda Gates Foundation lost
$3.6 billion between the beginning of this
year and the end of September, to end with
$35.1 billion. The Howard Hughes Medical
Institute’s (HHMI's) worth fell from
$18.7 billion in August 2007 to $17 4 bil-
lion at the end of August this year—and
that was before the big drop in the stock
market. (Neither the Gates Foundation nor
HHMI would release current figures.)
“Sometimes you go into a meeting and by
the time you come out the endowment’s
gained $10 millien, and by the end of the
day it’s lost $20 million,” says Burroughs
‘Wellcome spokesperson Russ Campbell,
describing the wild gyrations in the market.
HHMI is required by law to distribute
3.5% of its assets each year, and founda-
tions like Burroughs Wellcome must give
out 5%. This is normally not a problem
because these groups offset the outflow
with investment gains, keeping their princi-
pal intact. Not all may be able to manage
that this year.
A mid-September survey by the Associ-
ation of Small Foundations (ASF), whose
members have an average endowment of
$20 million and give away $1 million
each year, found that 84% said their
endowments had dropped this year.
But, responding days after the
investment bank Lehman Brothers
collapsed, 64% said they plan to
maintain or increase grant budgets
in 2009. That said, “[ do get e-mails
that say, *Oh my gosh, we’re down
30%,"” admits Tim Walter, ASF's CEO.
Fundraisers, meanwhile, are consider-
ing how to persuade donors to keep giving.
Although many will continue to send checks,
those checks may be smaller than before. To
prevent that, and to stem the departure of
donors altogether, many groups are re-
doubling their communication efforts. At the
American Cancer Society, chief medical
officer and oncologist Otis Brawley recently
disseminated a list of 10 scientific discover-
ies funded with ACS dollars. *“We have not
made any plans right now to decrease our
funding for cancer research,” says Brawley,
and in fact he says research funding is
up about 5% this fiscal year, which began
in September, over last. But although he
doesn’t work closely with ACS fundraisers,
“I see those guys on the elevator, and they're
not happy.” —JENNIFER COUZIN
With reporting by Jon Cohen.
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17921.31: Not Your Average
Genomic Address

This one region of chromosome 17 has had a storied history, with
changes in its DNA of import to human evolution and disease

For most of us, 17g21.31 is a meaningless
alphanumeric. For geneticists, it's a genomic
postal code identifying a region of chromo-
some 17. But for Tjitske Dansen, a Dutch
mother of three, its an answer for which she
waited 17 years. From birth, her oldest daugh-
ter, Anne Zandee, had trouble. “She kept lag-
ging in many respects: walking, talking, grow-
ing,” Dansen recalls. For a while, the toddler
had epileptic seizures. Weak jaw muscles cause
Zandee to drool; weak back muscles may have
contributed to her scoliosis. “But we never
knew what was wrong with her”

Four years ago, an orthopedics doctor
referred Zandee to Bert de Vries, a clinical
geneticist at Radboud University Nijmegen
Medical Centre (RUNMC) in the Netherlands,
to try to find a genetic explanation for the scol-
iosis. “There had been so many studies, and
they never found anything, so we didn’t think
anything would come of it.” says Dansen. “We

7 NOVEWMBER 2008 VOL322 SCIENCE

didn’t hear anything from De Vries for a year
and a half, when suddenly he called us.” He told
them Zandee was missing a piece of chromo-
some 17; to be exact, a piece of 17q21.31.
Zandee is now one of 22 documented casesof a
new genemic disorder. “We were happy to find
out,” says Dansen. But, “‘of course we had never
heard of 17q21.31 before™

Among geneticists, however, 17921.31 has
been gaining notoriety for almost 20 years. Its
half-dozen genes include one controversially
implicated in Alzheimer’s disease and firmly

CHROMOSOME 17
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tied to other dementias. More
recently, researchers excavating
this single chromosomal address,
located about 19 million bases
down the “q,” or longer arm, of
chromosome 17, have uncovered
a tumultuous past. Here, vulnera-
ble DNA has gone astray to cause mental
retardation, learning disabilities, and even
cancer. Genes hide within genes, and variation
in this sequence even suggests to a few
researchers that our species interbred with
Neandertals. “It’s probably one of the most
bizarre and fascinating regions of the human
genome,” says Evan Eichler, a geneticist at the
University of Washington, Seattle.

Zoom, zoom

The most famous gene that lives at this address
is MAPT (microtubule-associated protein tav).
‘Tau first drew neuroscientists here because it is
the protein that gets jumbled together to form
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DNA locater. Under a microscape, gene-rich and gene-poor regions stain differently, creating readily
defined and labeled genomic addresses. 17q21.31 is in red.
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Short on DNA. From birth, Anne Zandee's development
lagged. A deleted piece of chromosome 17 is to blame.

neurofibrillary tangles in the brains of patients
with Alzheimer’s disease. But even though
Athena Andreadis, now at the University of
Massachusetts Medical School’s Eunice
Kennedy Shriver Center in Waltham, and her
colleagues cloned MAPT in humans in 1992,
neither they nor others have
been able to find mutations that
could explain Alzheimer’s.
Most considered further inves-
tigations a waste of time and
lostinterest in 17q21.31.

But John van Swieten of
Erasmus University Medical
Center in Rotterdam, the
Netherlands, was eyeing that
gene region with another dis-
order in mind: Pick’s disease,
a neurodegenerative condition in which
individuals become increasingly bored, list-
less, and incapable of relating to others. Per-
sonal hygiene fails, emotions falter, and
symptoms become progressively worse until
full-time care and supervision are required.
In this disease, also called frontotemporal
dementia (FTD), the frontal lobe of the brain
shrinks and tangles form.

In 1994, Kirk Wilhelmsen and Timothy
Lynch of Columbia-Presbyterian Medical
Center in New York City established a link
between FTD and 17q21.31 by evaluating
how the disease was inherited in one large
family. Four years later, Van Swieten, Eras-
mus geneticist Peter Heutink, and Michael
Hutton, now at Merck Research Laborato-
ries in Boston, pinpointed mutations in
MAPT responsible for 10% of the cases of
this disease

Suddenly, the gene had sex appeal. “It pro-
vided a rationale for why tan was important in
Alzheimer’s,” and it became possible to
develop mouse models to study tau’s effects,
recalls Hutton. As a result, “a lot of people
moved to the field” says Van Swieten.

Hutton, who now devotes his career to
looking for potential Alzheimer’s disease
therapies that target tau tangles, was investi-
pating yet another tau-related disease. In
1999, while sequencing the MAPT gene from
patients with progressive supranuclear palsy,
he and his colleagues noticed something odd.
“We got interested in it almost as a piece of
DDNA rather than its relationship with the tan-
gles,” recalls Hutton’s collaborator, John
Hardy of University College London.

Most chromosomes undergo recombina-
tion: During cell division, bits of one chromo-
some swap places with comparable bits of the

genome.”

“It's probably one of
the most bizarre and
fascinating regions
of the human

WASHINGTON, SEATTLE

matching chromosome, introducing small dif-
ferences in the DNA sequence from one gener-
ation to the next and between one individual
and another. The pattern of those differences is
called the haplotype. What struck Hutton,
Hardy, and their colleagues was that there
seemed to be two very distinct haplotypes in the
MAPT region. One, dubbed H1, seemed to be
slightly variable, indicative of some recombi-
nation. But the sequence of the
other, H2, was nearly identical
across about 1.3 million bases
in everyone with that haplo-
type, at least at all of the bases
they examined. “It was inher-

ited as one long lump of DNA,”

Hardy explains.
—EVAN EICHLER, Hutton and Hardy realized
UNIVERSITY oF there was something very odd

about H2. “There were clearly
unusual structures in or close to
the boundary of the haplotype block.” Hutton
recalls. Researchers in [celand were coming to
a similar realization, and eventually they
scooped the British group inmaking a startling
determination: Almost a million bases in H2
were pointed in the wrong direction.

Kari Stefinsson and his colleagues at
deCODE Genetics in Reykjavik, [celand,
had also noticed the lack of variability
along 17q21.31 in some individuals. When
Stefinsson’s group took a close look at the ref-
erence human genome sequence at this loca-
tion, they realized that the sequence, which
had involved deciphering DNA from multiple
individuals to come up with a consensus

NEWSFOCUS I

genome, contained bits of both H1 and H2.
So, they went back to the drawing board to
sort out the differences between the two.

A comparison of separate H1 and H2
sequences revealed that H2 has a 900,000-
base stretch of 17g21.31 that is inverted rela-
tive to H1, the deCODE group reported in
2005. The boundaries, or breakpoints, of the
inverted region consist of low-copy repeats,
blocks of DNA duplicated multiple times.
Based on a comparison with chimpanzee
DNA from the same region, the researchers
concluded that the second haplotype emerged
at least 2 million years ago.

The haplotypes were not evenly distrib-
uted, however. Most people are H1. Stefans-
son and, independently, Hardy’s group found
H2 almost exclusively in Europeans, at a fre-
quency of about one in five. “Since the inver-
sion is largely restricted to Caucasians, we all
thought the ancestral state would be the H1
orientation,” says Eichler. Indeed, the
deCODE data suggest that once the inversion
oceurred, H2 spread because it provided a
reproductive edge, says Stefinsson: Women
with H2 had more children than women with
HI, they reported in 2005. They saw a similar,
but less clear-cut, trend for men. These results
implied that H2 was under positive selection
and should be on the rise.

There was a problem with this scenario,
though: Some data indicated that H2 pre-
dated H1. [n August, Eichler and his col-
leagues showed that was indeed the case.
Eichler’s group sequenced both H1 and H2
and carried out a detailed comparison among,
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Unusual distribution. A survey of different populations around the world reveals

that the inverted version of 17¢21.31 (H2) is largely confined 1o Europeans.

the two human versions of the region and the
same stretch of DNA in chimpanzees,
macaques, and orangutans. All three
macaque species they examined and the
Sumatran orangutan carried only the inverted
version. The two chimp species carried a mix
of inverted and non-inverted copies, with the
inverted version predominating, and the
Bornean orangutan has both as well. H2 is the
more ancient haplotype, Eichler and his col-
leagues concluded in a paper published
online by Nature Genetics on 10 August. “Its
an amazing result,” says Hutton.

The sequence comparisons also reveal that
independently in humans, chimps, and orang-
utans, this 900,000-base region has reoriented
itself into the H1 orientation, which explains
why Eichler found both orientations in these
primates. “This bit of DNA has been flip-
flopping up and down. There must be an
evolutionary reason for that, but we don’t
know what it is,” says Hardy.

Eichler suspects that when H1 appeared, it
somehow provided a strong fitness bonus
and became much more conunon over time at
the expense of H2. In Africans, H2 almost
disappeared, except in the relatively few
people who migrated to Europe 50,000 to
100,000 years ago. Then, for as-yet-unknown
reasons, H2 provided its own advantage in
the European population—as Stefinsson’s
data show—and the pendulum has begun to
swing in the other direction.

Hardy and, to a Jesser extent, Stefansson
give credence to a more extreme explanation
for the distribution of H2. Hardy thinks that
H2 had disappeared from the modern
humans moving out of Africa to populate the

844

7 NOVEMBER 2008 VOL322 SCIENCE

Northern Hemisphere but not from Neander-
tals, who reintroduced the inversion into the
European gene pool through interbreeding
with Homo sapiens 28,000 to 40,000 years
ago. This view is not supported by the
genetic evidence emerging from sequencing
Neandertal DNA, and “I realize it’s an off-
the-wall idea,” says Hardy. But he nonethe-
less thinks it’s plausible

Whatever happened, about 30,000 years
ago, H2 went haywire, with duplicated regions
begetting ever more duplicated regions. Low-
copy repeats can destabilize a chromosome by
confusing the DNA recombination machinery
and causing the repeat regions to be copied
extra times. Repeats can also cause skips,
resulting in DNA between repeats getting left
out. This had happened in H2 but not as much
in H1. H2 has 441,000 bases’ worth of repeats
at the boundaries of the inverted DNA, com-

- Inversion

pared with 169,000 bases in H1. H2 also carries
extra duplications within its boundaries and is
organized in such a way as to predispose the
sequence to further rearrangement.

Lost DNA

As Dansen and her daughter Zandee know
all too well, those extra duplications can
spell trouble. They were the tip-off, not just
for De Vries but also for other researchers
trying to understand mental retardation, that
drew them to the microdeletion responsible
for Zandee’s syndrome.

In 2002, Eichler and his colleagues were
cruising the genome in search of repeats, or
segmental duplications—nearly identical
stretches of genome at least 10,000 bases long,
each separated by 50,000 to 10 million
bases—thinking they might mark places
where the genome was in disarray and causing
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Which came first? Readily distinguishable red and green tags merge and look yellow in chromesome 17
centaining inverted DNA. Labeled macaque, chimp, orangutan, and human chromesomes reveal that the
inversion dates deeper in the primate tree than the noninverted version,
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disease. They came up with 130 possible prob-
lematic spots, then investigated those spots in
290 people with mental retardation. They
found 16 rearrangements, including four peo-
ple with a piece of 17q21.31 missing. Using
microarrays, they figured out that when the
missing DNA dropped out, it took a half-dozen
genes with it, including MAPT. The break-
points are two 38,000-base low-copy repeats
flanking the DNA deleted in these individuals.

Parents have the inversion, which is neces-
sary to set up the repeats in such a way that
deletions become more likely. “Some think it’s
the inversion itself that’s the culprit, but its
not,” says Eichler. It’s the large number of
repeats and their orientation that make
17q21.31 vulnerable.

De Vries came to this micro-
deletion by a different route.
Eager to help parents understand
the basis of unexplained mental
retardation in their children,
De Vries and his colleagues ini-
tially screened 340 patients using a
technique called microarray-based
comparative genomic hybridiza-
tion to detect genomic rearrange-
ments too small to see by simply
staining the chromosomes. [n one,
they detected a missing piece of 17g21.31.

Because the missing piece was flanked by
low-copy repeats that might give rise to dele-
tions in other individuals, De Vries and his
colleagues designed a probe to test for that
missing piece and screened an additional
840 mentally retarded individuals. They found
two more people with the same deletion—one
was Zandee—and the same set of symptoms.
“We went first to the genotype and then to the
phenotype,” says De Vries. “This was some-
thing new, but it will become more common.”

Nigel Carter of the Wellcome Trust Sanger
Institute in Hinxton, UK., independently came
across this microdeletion syndrome through
queries to a database called DECIPHER.
Entries include comparative genomic
hybridization results, along with clinical
descriptions of the symptoms of the people
tested. “Many of us as clinicians may see one
of these kids in our lives, but [these
researchers] got the same descriptions with the
same array findings from three [entries].” says
James Lupski, a geneticistat Baylor College of
Medicine in Houston, Texas.

The three teams published independent
reports back to back in 2006 in Nanure Genet-
ics. Now they have joined forces to describe 22
patients in molecular and clinical detail in a
paper published online 15 July by the Jownal
of Medical Genetics. They caleulate the preva-
lence of this new genomic disorder to be 1 in
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16,000 newboms, and it may account for up to
0.64% of unexplained mental retardation in
Europeans. “This is the first novel microdele-
tion syndrome identified and one of the most
frequent ones,” says collaborator Joris
Veltman, a molecular geneticistat RUNMC.

The deleted region contains six genes,
and at this point, they don’t know which loss
matters the most. Even so, “we’ve gone from
2 years ago not even knowing the syndrome
existed to having [dozens of] kids [diag-
nosed].” says Lupski. “We're going to see that
more and more and more” Last year, Danish
clinical geneticists came across a patient with
unexplained mental retardation whose ab-
normality was an extra copy of what was
deleted in De Vries’s patients.

‘Commeon cause. These individuals share facial features
indicative of a DNA celetion, visualized by the absence
ofa red tag in a patient’s stained chromosomes.

Still a puzzler
Despite this quick success, 17q21.31 is still
slow to give up its secrets. It is clear that both
haplotypes have their pitfalls: H1 increases
the risk of progressive supranuclear palsy and
other neurodegenerative diseases, likely by
increasing the production of MAPT, and H2
increases the chances that offspring will have
mental retardation because of a microdele-
tion. But at every tumn, this genomic address
proves a little more complicated.

Consider the elusive Alzheimer’s connec-
tion, where no causative MAPT mutations
have yet been found. Frustrated. Christopher
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Conrad, a neurogeneticist at Columbia Uni-
versity, began looking for other undiscovered
genes in that region. [n 2001, he found a very
tiny one inside MAPT that bears no resem-
blance to any known gene. “It’s one of the
few examples of a gene within a gene.” says
Conrad. He named it Saitohin, after the
deceased adviser who helped get him started
on the project, and has spent the past several
years trying to figure out its role. The gene
seems to have appeared first in primates, and
Andreadis, who is collaborating with Conrad,
has determined that it interacts with a protein
involved in antioxidation. It seems to lead to
alternative splicing of MAPT, which may
result ina version of tau that is more likely to
aggregate into tangles. “Given the appear-
ance only in primates, it’s tempting
to say the gene could have some-
thing to do with brain develop-
ment,” says Conrad.

Likewise, Stefinsson is frus-
trated by 17q21.31% enigmatic con-
nection to psychiatric disorders.
“We've done a lot of work to see

what the risk [of the inversion] is
to schizophrenia, but we have not
succeeded yet.” says Stefansson.
De Vries is continuing to
search for more individuals with the
microdeletion syndrome and to characterize
the disorder. Before comparative genomic
hybridization, about half the cases of mental
retardation went unexplained. Now, this new
technology is making sense of about 10% of
those enigmatic cases.

That makes a big difference to the parents.
Dansen says her family was just glad to have
aname for their daughter’s disorderand to see
that there were others just like her with the
same problems. For at least one mother, the
diagnosis brought good news. Her toddler
was still not walking, but De Vries could
reassure her that the others hadalso beenslow
to walk but did so eventually. “When |
explained that to the mother, she was very
relieved” says De Vries.

Now almost 20, Zandee plays n a special
band, works in a canteen, and paints. Eventu-
ally, she will move from her parents’ home to
a group house with others with mental handi-
caps. “Lwill keep following the research.” says
‘her mother, although she’s not sure what more
it will tell her. But she knows that by tracking
Zandee’s progress, De Vries will learn a lot
about adult diseases associated with the syn-
drome and even about life expectancy. “My
son recently asked, ‘How long can she live
anyway?’” says Dansen. “We have no idea.
Nobody does” —ELIZABETH PENNISI
With reporting by Martin Enserink.
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NEUROTECHNOLOGY

Engineering a Fix for Broken

Nervous Systems

A recent meeting on neural prosthetics provided an update on progress and some

interesting digressions

PALO ALTO, CALIFORNIA— “T believe we're
at the beginning of a new age of neuro-
technology,” Brown University neuroscientist
John Donoghue told researchers who gathered
here recently to discuss the state of the art in
neural prosthetics, surgically implanted
devices designed to restore sight to the blind,
hearing to the deaf, and movement to para-
Iyzed people. The idea of engineering a fix for
nervous systems that can’t heal themselves
continues to spur both hope and hype;
the meeting here at Bio-X,
Stanford University’s inter-
disciplinary research center,
provided a glimpse of where the
technology really stands. It also
prompted frank discussions of
current challenges and some
fascinating, if slightly tangen-
tial, dinner conversations.

If the age of neurotech is
indeed upon us, Donoghue is
one of those ushering it in.
In 2001, he co-founded a
company (Cyberkinetics) to
develop and commercialize
brain-computer interfaces. He
and colleagues made headlines
with a 2006 Nature report
describing their work with
Matthew Nagel, a young man
paralyzed by a knife attack that
severed his spinal cord. Sur-
geons implanted a4  4-millimeter chip stud-
ded with 100 hair-thin electredes into the part
of Nagel’s motor cortex responsible for plan-
ning arm movements. Now, as Nagel imagines
moving his arm, a computer infers his inten-
tions from the neural chatter: Videos accompa-
nying the paper showed Nagel moving a cursor
to operate an e-mail program and moving the

i8 plodding and wobbly. When Nagel attempts
to draw a circle onscreen, the result is subpar.
“We're asking him to draw a circle with 24 neu-
rons,” Donoghue explains. “When we do
something like that, we're using millions.”
Brown computer scientist Michael Black has
developed algorithms to reduce the wobble—
but so far the tradeoff is an even slower cursor.

Other presenters described the potential for
prosthetic devices for people deprived of hear-
ing or sight. Stanford University Medical

Think about it. Researchers are testing neural prosthetics that would enable paralyzed
people like this man with ALS to control a cursor with their thoughts.

School otolaryngologist and surgeon Nikolas
Blevins gave a brief history of research on
cochlear implants, beginning with a seminal, if
ill-advised, experiment by [talian physiologist
Alessandro Volta circa 1790. Volta connected
two metal rods to a battery and stuck them into
his ear canals. Apparently unharmed, he
reported hearing something like water boiling,

fingers of a prosthetic arm. Natwe app ly
bleeped out Nagel's candid reaction when he
first saw the hand respond to his thoughts:
“Whoa, holy shit!” he says in an uncensored
version Donoghue played at the meeting.
Three more patients, including one suffer-
ing from amyotrophic lateral sclerosis, have
now received implants. All have been able to
use the thought-controlled cursor without any
training, Donoghue said. But video clips of
their efforts showed that the cursor’s movement

thereby dern ing that electrical stimula-
tion could produce the sensation of sound.
Today’s cochlear implants have restored
hearing to tens of thousands of people but still
have drawbacks. One of Blevins’s patients, an
articulate middle-aged woman with a trace of
a British accent, said her implant “gave me
back my life” But she still struggles to follow
a ion in a noisy r and can’t
appreciate music. “It’s just terrible, like
honky-tonk piano or just bass and no
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melody.” she said. The likely problem,
Blevins said, is that individual nerve fibers in
the cochlea normally respond to a narrow
range of frequencies, but the electrodes in the
implants stimulate many fibers at once.

Even so, cochlear implants are far ahead
of retinal prosthetics, neuro-ophthalmologist
Joseph Rizzo of Harvard Medical Scheol in
Boston told the audience. So far, about 50
people have received retinal implants, which
transmit signals from a tiny camera to an
array of electrodes attached to the retina.
Patients tolerate the implants well, but exactly
what theyre able to see is difficult to know
because the companies making the implants
have been reluctant to release their data.

One of the most surprising exchanges
occurred over dinner. Vilayanur Ramachan-
dran of the University of California, San
Diego, who had captivated the audience ear-
lier with case studies of neuro-
logical curiosities, was about
to tuck into his salad when he
‘was interrupted by a tap on the
shoulder. “Are you the guy
who did that transgender
study?” asked Stanford neuro-
biologist Ben Barres. He was.
In a paper last year,
Ramachandran hypothesized
that transgendered people who
have reassignment surgery
might be immune to the
“phantom penis” phenome-
non. Just as many people who
have had an arm amputated
retain a vivid sense that the
arm is still there, he explained,
about 60% of men who have
their penis amputated for can-
cer experience a phantom
penis. He believes such sensa-
tions arise because the brain’s representation
of the body still has a place for the missing
appendage. But does the brain’s body repre-
sentation include a penis for a woman born
into a man’s body? Ramachandran thought
not, and a preliminary survey backed himup:
Transgendered people were far less likely to
report phantom penises (or breasts, in the case
of female-to-male operations).

“That fits my experience exactly,” said
Barres, who is transgendered, adding that he'd
heard similar stories from other transgendered
people. Ramachandran seemed relieved. He
said he'd gotten flak from some psychologist
colleagues who didn’t like his suggestion that
some aspects of transsexuality could be
explained by innate differences in the brain’s
body map. “I have a name for that,” he said. “I
call it neuron envy.” —GREG MILLER
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BIOMEDICAL RESEARCH

The Graying of NIH Research

Many scientists who got their first grant in the 1950s or 1960s are still going strong.
How do they view affirmative action for first-time grantees?

Roger Unger found himself drawn to research
as a young internal medicine resident some-
time around 1950, when he was treating dia-
betes patients in New York City. He had a con-
troversial idea—that glucagon, a biomolecule
then thought to be a contaminant in insulin
made from ground-up beef and pork pan-
creases, might actually be a key hormone
affecting blood sugar. Unger and colleagues
in Texas had no direct evidence for this, but
“we had the tools to answer the question, and
we needed some money,” Unger says, So at
age 32, Unger applied for and won a research
grant from the U.S. National [nstitutes of
Health (NIH).

It didn’t seem hard, “because [ didn’t know
what I was doing back then,” says Unger, now
at the University of Texas (UT) Southwestern
Medical Center in Dallas. Several years later,
Unger's group published a landmark paper pin-
ning down glucagon’s role as a counter to
insulin in regulating blood glucose levels:
Glucagon tells cells to make more glucose,
whereas insulin brings excess amounts down.

Today, at 84, Unger still runs a lab that
enjoys NIH support. Now he’s motivated by a
new public health problem—the “meltdown™
in Americans’ health due to rising rates of obe-
sity, he says. He's deep into exploring a concept
his lab put forward: that a surfeit of lipids in
obese people contributes to diabetes and heart
disease. “I always decided [ would retire when
[ ran out of ideas. But [ didn’t. The ideas got
more exciting,” says Unger.

That researchers such as Unger are still
going strong in their 70s and 80s—and pulling
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down grants—would have been unheard of
3 decades ago. Because the biomedical enter-
prise was young and most universities had
mandatory faculty retirement until 1994, there
were few NIH-funded principal investigators
older than 70 in 1980. But in 2007, there were
at least 400 of them, according to NIH data.
Indeed, NIH projections indicate that grantees
over 68 could outnumber scientists under 38
by 2020 (see graph). The average age for
obtaining a first NIH research grant is now 42.
These data worry some research leaders, who
have called on the community to reverse the
trend. They have also contributed to a sense of
crisis at NIH, which is taking steps to bolster
the mumber of new investigators and slow the
rising age of the average NIH-funded scien-
tist, now 51 (see p. 834).

NIH officials say they do not mean to dis-
courage very senior investigators from contin-
uing in research. “It’s not young against old”
says NIH Director Elias Zerhouni. The number
of investigators over 70 among those funded by
NIH is a tiny fraction of the total, and some of
them are incredibly productive into their later
years—for example, Nobel laureates Eric
Kandel and Paul Greengard are both around
80. Furthermore, peer review is supposed to
winnow out any whose productivity has
decreased. Scientists who have served on study
sections generally say they haven’t noticed a
bias in favor of keeping older scientists” labs
munning, even if many of the reviewers are the
applicants’ former students and postdocs.

At the same time, concerns about the aging
biomedical work force have prompted NIH to

deploy what amounts to an affirmative action
plan, setting numerical targets at each mstitute
for grants to newcomers. To sample the com-
munity s views of this plan, particularly among
those who won’t benefit from the initiative,
Science interviewed a score of researchers
70orolder. Most were drawn froma list of NIH
investigators who have had the same basic NIH
research grant, known as an RO1, for at least
35 years, nearly all of them men. We asked:
How does a very senior scientist decide when
to shut down his or her lab? And does the cur-
rent plight of young investigators influence
their thinking? Most praised the idea of intro-
ducing fresh blood, butonly about half said that
they're ready to relinquish their own lab.

No time to quit
One strong theme—a sense that the review
process was more interested in originality in
the past—emerged in comments from this gen-
eration of scientists who applied for their first
grants in the 1960s or earlier, often in their 20s
or early 30s. It was a different game, they say.
Not only did NIH have plenty of money to go
around, but peer reviewers wanted ideas, not
preliminary data. Microbiologist Samuel
Kaplan, 74, of the University of Texas Medical
School in Houston says he proposed studying a
“newish” bacteriurn that he had never cultured.
“If I submitted a proposal like that now, the
study session couldn’t stop laughing,” he says.
Peter von Hippel, 77, who earned a Ph.D. from
the Massachusetts Institute of Technology in
Cambridge at age 24 and then moved on to a
postdoc there, found his grant waiting for him
when he joined the Dartmouth Medical School
faculty at age 28 “There was less to learn, and
if you got on to a good project, things moved
along pretty fast” says Von Hippel, now a pro-
fessor emeritus and researcher at the University
of Oregon, Eugene

Some of these scientists were part of a
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Lifelong passion. Hareld Scheraga, 87, Phillips
Robbins, 78, and Roger Unger, 84, are active
researchers with NIK funding.

cadre who created the field of molecular biol-
ogy. Others were pioneers in areas such as
spectroscopy and protein chemistry. Forty or
more years later, most have published hun-
dreds of papers and trained scores of graduate
students and postdocs. Many are members of
the National Academy of Sciences. Some of
those interviewed edit journals. (NIH intramu-
ral researcher Herbert Tabor, the editor of the
Jowrnal of Biological Chemistry, is nearly 90.)
And many are still publishing in high-profile
journals such as the Proceedings of the
National Academy of Sciences and Science.
Most of those over 75 said they have cut
back their research in recent years and stopped
taking graduate students, who might be left in
the larch if their mentor developed health
problems. Some have retired and are now
emeriti, so theiruniversity no longer pays their
salaries. Most say they are sympathetic to the
funding difficulties faced by young investiga-
tors and support NIH’s plans to target more
grants to this group. “T couldn’t
agree more that we have to

bring down the age of investi- S
gators,” says Unger. %
Representative of the nonre-
tiring group is Cornell Univer- ik
sity protein chemist Harold
Scheraga, 87, who may be the ; %
oldest NIH investigator. Since 2
1947, he has published more & 3%
than 1200 papers, 20 of them in E
2008. Scheraga is winding 2%
down an NIH grant for experi-
mental work that expires in 1%
March 2009, which will free up
lab space for a new faculty

member, he points out. But he
plans to continue with 10 work-
ers on another NIH grant, the
one that funds his theoretical
study of protein folding, which
hes had for 52 years.

“I'm very productive and making good
progress,” Scheraga says. “I'll keep going as
long as ['m sane and my health is holding up.
Only when somebody—my peers or myself—
says that my science is washed up will [ quit™”

Some say that, like Unger, they’re moti-
vated by finding new research directions.
The University of Pennsylvania’s Robin
Hochstrasser, 77, has a 14-person lab that is
using lasers to study how protein structures
change with time. “These techniques were only
created 8 years ago. Close to 100 people are
using them, and they started here.” he says. But

he praises NIH's new grants for young investi-
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his lab for the past 2 years, the difficulties

gators and thinks setting targets for
ROIs is “reasonable ... to ensure the future of
medicalresearch” John Dietschy of UT South-
western, 76, says he has no plans to give up his
RO1 of 44 years on cholestero]l metabolism,
which ranked in the top 1% of proposals when
it was last reviewed. “We're ahead of every-
body in our field at the moment,” says
Dietschy. “As long as ['m having fun in the lab,
well probably keep going ”

The passion for doing research doesn’t cor-
relate with youth, some point out. I think the
people who are my age and continue to work
in science have a certain amount of tenacity
and they have a passion for it. [ see the flame
extinguishing in people in their 40s or 50s as
mugch as people in their 70s,” says molecular
biologist E. Peter Geiduschek, 80, of the Uni-
versity of California (UC), San Diego. He says

young investigators face were foremost in his
thoughts. “If T and other old birds continue to
land the grants, the [young scientists] are not
going to get them.” he says. He worries that the
budget won't be able to support the 100 people
“T've trained ... to replace me.” He will stay
involved in science through advocacy.

Boston University biochemist Phillips
Robbins, 78, has mixed feelings about his
plans not to seek renewal of his grant when it
ends in 3 years. He recently teamed up with a
parasitologist to study glycosylation patterns
in human parasites such as Giardia. “It's
almost as though I've opened up a brand-new
career,” he says. But it’s time, he says. “I think
the folks who want to go out the door feet first,
that that mindset is wrong, Once [ reach 81, 82,
it would be a poor decision for myself, for my
university, and for sdents.”

he will “keep doing h until somebod

“It depends on what you're working on,”

stops me from doing it.” Like many others
interviewed by Science, he says he can't imag-
ine doing anything else.

Biochemist Carl Frieden, 79, of Washing-
ton University in St. Louis, Missouri, also says

AGE PROFILE OF NIH INVESTIGATORS

Graying work force. NIK investigaters are aging, and these over 68 could outnumber
those under 38 by 2020,

he will let peer reviewers tell him when it’s time
1o close his lab. He says that although he’s sym-
pathetic to the struggles of young scientists,
funding should be based strictly on scientific
merit, not age. “Were the only profession
judged by our peers every 3 to 5 years, If older
scientists can pass that trial, ['m comfortable
with that,” he says.

Moving on

Others have decided to wind down. For molec-
ular geneticist Robert Wells of Texas A&M
University in College Station, who is just 70
but gave up his NIH grant and has been closing

suggests UC Berkeley biochemist Howard
Schachman, 89, famous for fighting forced
retirement at UC schools (Science, 14 Septem-
ber 1990, p. 1235). He says he let his last RO1
lapse a few years ago only because his work

studying a bacterial enzyme is

out of date. *“To what extent do

you keep working and depriving

young faculty of space in your

1980 department? [ asked myself that
question at 80 and decided [

12007 should keep going. But I could-

n’t do that today.” he says. But
Schachman, now emeritus,
teaches the main biomedical
research ethics course at Berke-
ley. “It’s something that was
interesting and important to
me,” he says.

For those researchers who do
decide to leave the lab, the tran-
sition should be easier, says Har-

vard University molecular biol-
ogist Richard Losick, 65. He
wishes there was more recogni-
tion for teaching and mentoring
Junior faculty members. “I don’t think the cul-
ture of science fosters a graceful transition for
aging scientists,” says Losick, who says his
own thoughts are to teach more ina few years.
Others support the idea of giving retired faculty
a small Jab and encouraging them to keep up
other activities.

Whatever their individual choices, the
dilemma of how and when aging scientists
should hang up their lab coats is only going to
become more urgent. As Frieden points out,
“It's rare to be as old as [, but there are going to
be more of us” —JOCELYN KAISER
With reporting by Rachel Zelkowitz.
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Epigenomics: A Roadmap

to Chromatin

IN THEIR LETTER “EPIGENOMICS: A ROADMAP, BUT TO WHERE?"
(3 October, p. 43), H. D. Madhani ef al. applaud the NIH for directing
funds towards chromatin research, but argue that the Epigenomics
Roadmap initiative (/) is ill-conceived and diverts funds from investiga-
tor-initiated proposals. However, their criticisms are more semantic
than scientific, and they ignore the role that technology development
has played in driving chromatin research. As recipients of grants
awarded in this program, we would like to set the record straight.

‘We agree with Madhani ef al. that
epigenetic regulation is driven by tran-
seription factor binding. However,
studies of such regulatory processes
have traditionally received strong
NIH support, whereas the Epigenoms-
ics Roadmap aims to characterize the
chromatin landscape that transcription
factors act upon. Unlike transcription
factors, which are diverse and often
differ between eukaryotic taxa, chromatin components include histone
variants and modifications that are essentially universal. Ultimately,
transcription factors must act upon DNA packaged by histones, and
essentially all eukaryotes use a common set of histone and DNA

modifying enzymes, nucleosome remodelers, histone chaperones, and
chromatin-binding proteins to facilitate transeription factor and poly-
merase action. We think that the NIH is justified in limiting this initiative
to chromatin, and had some other term than “epigenomics™ been used,
there would be no basis for this complaint.

A more substantive concern is that this initiative diverts funds from
investigator-initiated grants, corralling individual scientists “to work
together under amore rigid, directed framework ™ However, 17 of the 22
grantees aim to develop novel tools and markers for chromatin research.
Our three grants are high-risk, high-gain R21s; at $175,000 to $200,000
per year for 2 years, they are among the smallest NIH awards. Although
we recognize that these funds might have been diverted from traditional
programs of the NIH institutes that fund us {the National Institute on
Drug Abuse, the National Institute of Diabetes and Digestive and
Kidney Diseases, and the National Institute of Environmental Health
Sciences), we believe that they deserve credit, not criticism, for investing
in novel technologies for understanding chromatin.

STEVEN HENIKOFF,'* BRIAN D. STRAHL,? PETER E. WARBURTON?
'Basic Sciences Divisian, Fred Hutchinson Cancer Research Center, Seattle, WA95109, LSA.
*Department af Biochemistry and Biophysics, University af Morth Carolina School of
Medicne, Chapel Hill, NC 27599, USA. *Department of Genetics and Genomic Sciences,
Mount Sinai School of Medicine, New York, NY 10629, USA
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Bacteria by the Book

THE NEWS STORY “THE BACTERIA FIGHT
back” (Special Section on Drug Resistance, G.
Taubes, 18 Iuly, p. 356) clearly describes the
current resistance of bacteria to antibiotics and
the diminishing pipeline of new products to
treat them. However, Louis Rice mistakenly
attributes the canse of the problem to physicians
in past decades treating patients for 7 days, 10
days, 21 days, with no real reason other than
making the doctor more comfortable,” when the
pneumonias “get better after 2 or 3 days”

In fact, physicians who treated pneumonias
for longer periods were following established
good medical practice. Medical textbooks
from 30 years ago (/) recommended treatment
of pnewnonias for up to 3 to 4 weeks. Even
today’s medical textbooks (2) emphasize the
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need to treat patients with most bacterial pneu-
monias for 2 to 3 weeks. Streptococcus pneu-
moniae pneumonia should be treated for 1o 2

(Saunders, Philadelphia, ed. 22, 2004), pp. 1768, 1773,
1776.

weeks, Mycoplasma p pneumonia
for up to 3 weeks to avoid relapse, and Gram-
negative bacilli pneumonia for “a minimum of
1102 weeks™ (2).

Inaddition, it was standard teaching in past
decades that the administration of an antibi-
ofic for fewer days than the full course would
lead to the development of antibiotic resist-
ance, since the surviving organisms of a par-
tially treated infection would be selected for
the presence of resistance. EDWARD TABOR

Quintiles, 1801 Rockville Pike, Rockville, MD 20852, USA.
£-mail: edward tabor @guintiles.com
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p
TABOR CITES RECOMMENDATIONS IN RESPECTED
texthooks of medicine and pediatrics regarding
durations of antimicrobial therapy for common
infections. There is no dispute regarding the
existence of the recommendations. The issue is
the evidence upon which these recommenda-
tions are based. In the News story, “The bac-
teria fight back™ {Special Section on Drug
Resistance, G. Taubes, 18 July, p. 356), [ in-
tended to point out that the available evidence
actually supports the administration of short
courses of antimicrobial agents for the treat-
ment of pneumonia. Studies in the 1940s docu-
mented the excellent response of pneumococ-
cal pneumonia to 2 to 3 days of therapy (1. 2).
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More recently, a Furopean study compared 3
days with 8 days of amoxicillin therapy for
community-acquired pneumonia and found
that the results were excellent and equivalent
for the two treatment durations (3).

Many current recommendations on therapy
durations for common illnesses arose without
experimental basis and during a time when
antimicrobial agents were considered, at worst,
a therapeutically neutral choice. We now rec-
ognize that there is no fiee lunch—administra-
tion of antimicrobial agents always comes at
a cost of increased resistance and super-
infections with serious pathogens such as
Clostridium difficile. Given the ample data
indicating that the risk of resistance increases
with the duration of therapy (4, 5), we as scien-
tific and medical communities have an obliga-
tion to determine, in a scientifically credible
way, minimal durations of therapy for common
illnesses. The National Institutes of Healthhas
acknowledged this reality by issuing a Broad
Agency Announcement to support studies to
look at optimal antimicrobial use (6).

The concept that shortened courses of ther-
apy promote the emergence of resistance is
a curious one. In vitro, susceptible organisms

almost always out-compete resistant ones when
there are no antibiotics arownd to provide a
selective advantage (7). I suspect that this con-
cept became established early in the antimicro-
bial era, as an explanation for relapses of resist-
ant tuberculosis after short-course streptomycin
therapy. The reality of the relapses was clear.
The cause, however, was not the short duration
of streptomycin therapy, but rather the existence
of streptomycin-resistant subpopulations at the
start of therapy that became the predominant
population (8). We acknowledge this reality
today by our use of combinations of antimicro-
bial agents, rather than longer courses of single
agents, to treat tuberculosis. The concept that
continued administration of an antibiotic will
prevent emergenceof a pathogen that is resistant
to it simply makes no sense. LOUIS B. RICE
Chief, Medical Service, Louis Stokes Cleveland VA Medical

Center, 10701 ast Boulevard, Cleveland, OH 44106, USA.
E-mail: louis.rice@med va.gov
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Environmental Agencies:

Lessons Learned

PREVIOUS ATTEMPTS TO ESTABLISH AN INDEPEN-
dent, science-based, environmentally focused
federal research agency. including the National
Biological Survey and the National Institute for
the Environment, have ended in failure. Now
we are treated to calls for “An Earth systems
science agency” (M. Schaefer ef al., Policy
Forum, 4 July, p. 44). Not surprisingly, the same
objectives are being discussed: the need for a
response-driven, flexible, interdisciplinary
agency and the current poor organization, col-
laboration, and funding among existing agen-
cies. This is undoubtedly true, but creating
an umbrella superagency will not fix federal
research programs.
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In the U.S. Geological Survey (USGS),
biological research has been treated as a poor
stepchild to the earth sciences, and there is lit-
tle doubt this will continue in the Earth
Systems Science Agency (ESSA). Funding
has been cut or shunted to administration; tal-
ented researchers have been drowned in
paperwork, micromanaged, politicized, and
subject to inept and incompetent leadership;
and collaboration has become more difficult.
[t is ironic that some authors of the ESSA pro-
posal oversaw procedures that have crippled
biological research in USGS.

Changing the name and organization will
not correct problems in federal natural science
and environmental research. Unless the com-
mand and control mindset is lifted to free the
creative energies of its scientists, federal sci-
ence agencies will continue to lose their most
valuable assets, scientists, as frustration and
lack of support take a toll. Until scientists are
recognized as valuable assets rather than full-
time equivalents, the ESSA will be outmoded
before the 10 years it takes to quell the admin-
istrative bickering, C. KENNETH DODD JR.

wildlife Ecology and Canservation, University of Florida,
Gainesville, FL32611, USA. E-mail: caretta@ufl.edy

Response

THERE MAY BE SOME TRUTH IN WHAT C. K. DODD
‘writes, but history gives us important counter-
examples. The creation of the National Oceanic
and Atmospheric Administration (NOAA) in
1970 from existing agencies has led to better
and stronger oceanic and atmospheric sci-
ence, more applications, the sharing of a
Nobel Prize, and numerous scientific awards.
Today, there is a much stronger public and
congressional awareness of environmental
issues than at the time of the reorganizations
he mentions.

Of course, not all of the bureaucracy, micro-
management, and command and control issues
can be solved at once, and it is important to note
that biology has been an equal partner in the
problem faced by the entire U.S, Geological
Survey (USGS)—a science organization in a
budget-challenged management organization
that has priorities other than science. We prefer
to look on the positive side. The creation of an
Earth Systems Science Agency (ESSA) pro-
vides the context to bring together synergistic
subjects and researchers in an agency with a
mission to provide societal benefits. We believe
that this new context allows many, if not all, of

LETTERS I

the issues Dodd raises to be dealt with in an
effective way so that researchers can prosper.

‘We have also emphasized the need for at
least 25% of the agency’s budget to be pro-
vided to grants, contracts, and cooperative
agreements with academic and nonprofit
institutions, in coordination with the National
Science Foundation. It will be important that
grant funding decisions are made in a forum
‘where considerations from all parts of earth
system science can be balanced. Outreach and
links with outside institutions should also help
the internal structure.

‘With respect to the biological sciences,
ESSA would allow biodiversity and related
issues to be examined in the context of both
terrestrial and marine systems. Furthermore,
ecosystem-based research and monitoring
would be advanced by integrating atmos-
pheric, oceanic, terrestrial, and freshwater
biological and physical science programs.

Finally, although Dodd focuses on re-
search, we note that our Policy Forum pro-
posed a broader range for the new institu-
tion, reflecting the missions of both NOAA
and USGS in research, monitoring, commu-
nication, and decision support systems that
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www.pipetman.com
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inform policy-making and guide implemen-

tation. This broader mission benefits from

the proposed reorganization and gives a

framework in which research can be more
easily facilitated (7).

D.JAMES BAKER,'™ MARK SCHAEFER,”

CHARLES F. KENNEL,* JOHN H. GIBBONS,*

CHARLES G. GROAT,” DONALD KENNEDY,*

DAVID REJESKI”

emast.nel; fmarkschaeler24@msn.cam;

3 sd.edu; il hughes.net; Scgroat@

mail.utexas. edu; ‘kmnmyﬂ@smnmd edu; Tdavid.rejeski@

wilsancenter.org

*“Ta whom correspondence should be addressed

Note

1. Eachof the coauthors has held senior Earth and environ-
mental science positions in the federal government,
including M. Schaefer: Deputy Assistant Secretary of the
Interior, Acting Director of the LS. Geolagical Survey;
D.]. Baker: Adninistrator, National Oceanic and
Atmospheric Association; ). H. Gibbons: Director, White
House Office of Science and Technology Policy, Science
Adviser to the President; C. G. Groat: Director, U.S.
Gealogical Survey: D. Kennedy: Commissioner, Food and
Drug Administration; C. F. Kennek: Associate
Administrator, Nafional Aeronautics and Space
Administration, Director of Mission o Planet Earth; D.
Rejeski: Served at the Office of Science and Technology
Policy and Council on Environmental Quality from 1594
to 2000.

Homing In on a SIDS Model

IN THEIR REPORT “SPORADIC AUTONOMIC

lationand death iated with exces-
sive serotonin autoinhibition™ (4 July, p. 130),
E. Audero ef al. concluded that serotonin
abnormalities play a role in sudden infant
death syndrome (SIDS). However, the author
omitted important discrepancies.

Although serotonin is ubiquitous in the
autonomic system, and removing it would
likely be catastrophic, studies have repeatedly
shown that SIDS is not genetic, inherited, or
even congenital (J). Furthermore, although
there is adequate evidence of postmortem
alterations in serotonin neurons in the brain
stem, it is impossible to know whether these
abnormal neurons were the cause or the result
of SIDS (2). Audero ef al. stated that mice
expressing high levels of the serotonin re-
ceptor exhibited sporadic bradycardia and
hypothermia. However, this claim is inconsis-
tent with SIDS data. Bradycardia in SIDS is
terminal, not just sporadic; bradycardia in
SIDS has been shown to be associated with
hypoxia (the study cited by Audero et al. exam-
ined only four infants and did not record

oximetry) (3); and SIDS victims typically
suffer from hyperthermia, not hypothermia
(4). Finally, Audero et al. did not include pub-
lished objections. WARREN G. GUNTHEROTH
Department of Pediatrics {Cardiologyl, University of
Washington, Seattle, WA 98195, USA. E-mail: wog@
uwashington.edu

References
L W.G. Guntheroth, P S, Spiers, Pediatrics 110, e64 2002},
2. Wi, G. Guntheroth, P. S. Spiers, JAMA 297, 1190 R007).
3. R G. Weny et al, Pediatrics 93, 44 (1994),
4. R). fleming et al., B Med. J. 313, 191(1996).

Response

WE AGREE WITH GUNTHEROTH THAT IT IS PRE-
mature to call our HirJa*” line a mouse model
of SIDS. However, we do think that our find-
ings can contribute to research on SIDS. As
Guntheroth points out, there is substantial evi-
dence that changes in the medullary serotonin
system are common in the brains of infants
who died of SIDS, and may even be present in
the majority of such infants. These findings
have led to the hypothesis that changes in sero-
tonin neurotransmission in the human medulla
represent an underlying developmental defect
that contributes to SIDS. However, despite the
fact that the medullary serotonin system is well
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known to play a role in autonomic physiology,
until now no manipulations of the serotonin
system, whether pharmacological or genetic,
have been shown to precipitate death. In our
opinion, the significance of our work lies in
our discovering that a particular change in
serotonin homeostasis, namely, increased auto-
inhibition, is linked to sporadic death. This
finding suggests that further investigations
into a possible role of altered serotonin auto-
inhibition in SIDS may be warranted.

Our data in no way endorse a purely genetic
etiology for SIDS; potential changes in sero-
tonin autoinhibition in at-risk infants are as
likely to be genetic as environmental or sto-
chastic. Neither do such changes have to derive
from overexpression of Hirla. As we mention
in the Report, several other feedback circuits
critical for serotonin homeostasis are known.
Guntheroth is correct to point out that several
features of our mice appear to be at odds with
the clinical literature on SIDS. Our mice have

ing the Hirla*® mice as a model of SIDS.
Nevertheless, we believe that our mice offer a
tool to understand how deficits in serotonin
homeostasis can lead to death.

CORNELIUS GROSS* AND ENRICA AUDERO

Mouse Biolagy Unit, EMBL, Via Ramarini 32, 00015
Monterotondo, Italy.

*Ta whom correspondence should be addressed. E-mail:
grass@embLit

TECHNICAL COMMENT ABSTRACTS

Comment on “Whole-Genome
Shotgun Sequencing of Mitochondria
from Ancient Hair Shafts™

Regis Debruyne, Carsten Schwarz,
Hendrik Poinar

Gilbert ef af. {Reports, 28 September 2007, p. 1927)
reparted that “hair shalts surpass comparably stored
bone as an aDNA source [...] in regard to preservation
and concentration of mtDNA.” When experimental

are carelully lled for, including ade-

excess Hirla binding in the medulla, while
SIDS brains have less; our mice show hypo-
thermia and bradycardia before death, while
existing data in infants is equivocal. In light of
these discrepancies, we advise caution in treat-

quate sampling, quantitative polymerase chain reaction
analysis, and modeling the decay of DNA, the general
importance ol this claim is nof supported.

Full text at www.sciencemag.org/cgifcontent/full/322/
5903/857a

LETTERS

ResPoNSE To CoMMENT oN “Whale-
Genome Shotgun Sequencing
of Mitochondria from Ancient
Hair Shafts™

M. Thomas P. Gilbert, Webb Miller,
Stephan C. Schuster

Debruyne ef ai. challenge the lindings of our study and
imply that we argue that hair shafts are an overall supe-
rior source of ancient DNA than bone. However, the
authors are misreading and misinterpreting the conclu-
sions of our study; we claim nothing further than that
hair shaft represents an excellent source material for the
shotgun sequencing of mitochondrial DNA genomes.
Full text at www.sciencemag.org/cgi/content/full/322/
5903/857b
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The Great American Pantheist

Jared Farmer

negger selected the design of the Cali-

fornia quarter in the U.S. Mint’s current
commemorative series. He chose an image of
John Muir—identifiable by the biblical beard,
walking stick, and rumpled suit—gazing at
Yosemite Valley’s Half Dome. According
to the Austrian-born governor, the Scottish-
bom naturalist “has been a model for genera-
tions of Californians and conservationists
around the world.”

Yes, but a model of what? Muir’s life was
multilayered. Depending on which
stratum one reads, Muir can be
characterized as a model of
amateur science, agrarian
capitalism, or simple wan-
derlust. Today he is best
known as the founding
father of American envi-
ronmentalism and most
remembered for two peri-
ods of his life—the late
1860s and early 1870s, when
he worked and wandered in
the Sierra Nevada, and the 1890s
and 1900s, when, as honorary presi-
dent of the Sierra Club, he advocated for
the protection and enlargement of Yosemite
National Park.

In his comprehensive biography 4 Passion
Jor Nature, Donald Worster shows Muir at
every stage of life—a man in full, warts and
all. We meet the draft-dodger who went to
Canada during the Civil War and the domes-
ticity-dodger who went to Alaska on season-
long field trips during his daughters’ child-
hood years, Like any good biographer, Worster
(a professor of history at the University of
Kansas) corrects the simplifications of popu-
lar memory. Readers may be surprised by cer-
tain details. For example, Muir was more gre-
garious than solitary. He made a small fortune
managing an orchard staffed with Chinese
laborers, about whom Muir felt race-based
wariness. His writing career was facilitated by
a series of wealthy benefactors, including
Edward Harriman, a railroad magnate of the
Gilded Age.

Worster also discusses Muir’s contribution

In 2004, Governor Arnold Schwarze-

The reviewer is at the Department of History, State
University of New York, Stany Brook, NY 11794-4348,
USA. E-mall: jared farmer @stenybrook.edu

A Passion for Nature
The Life of John Muir

by Danald Worster

to geology. Muir lived in the
proto-professional era of sci-
ence. As a young man, he
dreamed of following the foot-
steps of Alexander von Hum-
boldt, combining personal dis-
covery and scientific discovery
while traveling to exotic tropi-
cal locales. In 1867, Muir embarked on a
Humboldtian journey to South America. When
a bout with malaria waylaid him in Cuba, he
decided to go to California instead. There inthe
Sierra Nevada, during his off-hours as
a sheepherder and sawmill opera-
tor, Muir joined the great sci-
entific conversation of the
day—breaking the biblical
limits of time with geol-
ogy and evolutionary the-
ory. Without any institu-
tional affiliation, Muir
published in the proceed-
ings of AAAS and corre-
sponded with Louis Agassiz.
Through his fieldwork, Muir
made the case that the slow, unifor-
mitarian work of glaciers—not some
sudden, catastrophic event—created the sheer
cliffs of Yosemite Valley.

Despite his ken for science, Muir lacked a
scientific temperament. He was the opposite
of disciplined and dispassionate. This came
out when in 1877 Asa Gray and Joseph
Hooker, two prominent champions of Darwin,
climbed Mount Shasta with Muir. The august
scientists wanted to talk pure science; they
declined Muir’s invitation to dance and shout,
“Look at the glory! Look at the glory!” Gray
and Hooker commented that “Muir is so eter-
nally enthusiastic, we like to tease him.”
‘Whereas Gray famously tried to reconcile
Darwinism with his belief in a Christian
God—an earlier, more intelligent version of
intelligent design—Muir advocated a more
sacred yet less Christian position. After aban-
doning the Calvinism of his father, Muir
developed a concept of “God” synonymous
with beauty and harmony—universal princi-
ples of nature. In a clever turn, Worster
employs Linnaean taxonomy to describe
Muir’s belief system: Pantheism muirii var.
sierm. In today’s world when science so often
gets dragged into bipolar debates between the-
ists and atheists, Muir offers a historical

example of a third way. He felt equally com-
fortable with the Janguage of science and the
language of religion. For him, holism was a
spiritual as well as a scientific pursuit.

It is ironic, then, that Muir's
ecological sensibility—his hol-
istic view of biological sys-
tems—was stunted. As Worster
points out, Muir fixation on
mountain geology and moun-
tain scenery blinded him to
the ecological importance of
unspectacular lowland envi-
ronments like wetlands. Muir
privileged faraway wilder-
ness areas over local inhabited spaces. After
Yosemite, his favorite landscapes were the
glacial bays and fjords of Alaska. Similarly,
he focused his botanical enthusiasm on indi-
vidual sublime species like the giant sequoia
(Sequoiadendron gigantewm) and the coast
redwood (Sequoia sempervirens). Late in life,
when he traveled across the globe, he went
locking for other champion trees such as
Australias mountain ash (Evcalypius regnans)
and Africa’s baobab (Adansonia digitara). It
has taken the environmental movement a long
time to overcome the Muirian bias for extra-
ordinary nature. Without faulting Muir person-
ally, it seems fair to say that biodiversity would
have been better served had the Sierra Club
been complemented by a Marsh Club, a Prairie
Club, and a Desert Club—not to mention an
Urban Nature League.

‘Worster clearly admires his subject and
even speculates that Muir’s life may demon-
strate E. O. Wilson’s biophilia hypothesis.
Perhaps. (If we need prophets like Muir to
remind us of our innate passion for nature,
how innate can it be?) It is remarkable that
‘Worster, an environmental historian who has
been typed as a “declensionist”—someone
who focuses unremittingly on how humans
have degraded nature—displays such Muir-
like faith in the transformative power of nature
worship. He insists that we still have much to
learn from the great American pantheist. A
radical egalitarian, Muir argued for the natural
rights of other living things. A radical opti-
mist, Muir believed that industrial capitalism
and nature preservation could be reconciled.

In one of his most quoted passages, Muir
condemned those who would—and did—build
a dam inside Yosemite National Park: “These
temple destroyers, devotees of ravaging com-
mercialism, seem to have a perfect contempt
for Nature, and, instead of lifting their eyes to
the God of the mowuntains, lift them to the
Almighty Dollar?” Compared to most of Muir’s
‘writing, that passage is unusually political and
priggish. Muir’s full life demands a different
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kind of epitaph—something more impure and
for that reason more uplifting. One suspects
that Muir might actually agree with Schwar-
zenegger, who, standing beside the quarter-
dollar image of the apostle of nature, said,
“Here in California, growth, progress, wilder-
ness protection and the protection of the envi-
ronment go hand in hand, even though some
people believe that you can only have one or the
other, we want to be committed to make it go
hand in hand””

10.1126/5cience. 1166796
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The Kingdom of Plants

John C. Waller

hen Joseph Dalton Hooker re-

turned to England in 1843 from a

Royal Navy expedition sent to the
South Magnetic Pole, he could only lament
the state of British botany. Leading scientists
were talking of the decline of science as a
result of state parsimony, but the outlook for
aspiring botanists like Hooker
was particularly bleak. The dis-
cipline to which he wished to
devote his life remained a poor
relation of the physical sci-
ences or zoology. Its practition-
ers had made few of the bold
and brilliant generalizations
that marked out a science as
being truly “philosophical,”
while gardeners and amateur
collectors sporting trowels,
bags, and prettily illustrated
handbooks laid as much claim to the title
“botanist” as did the head of a vast herbarium
like Kew Gardens in west London. In fact,
even Kew was still making the transition from
royal park to a state-funded center of botani-
cal research.

Hooker deplored the lowly status of
botany, and he had strong personal reasons to
want to hurry it into a state of maturity.
Intelligent, educated, and well-traveled,
Hooker was also out of pocket. Even when he
had gained a salaried position at Kew, the
rewards for his labors were only modest.
And, to make matters worse, he realized that
many of his contemporaries considered the
pursuit of pure knowledge to be sullied by
earning a wage.

Science

5, £18.

The reviewer is at the Department of History, 201 Morrill
Hall, Michigan State University, East Lansing, M| 43824,
USA E-mall: waller|1@msu.edu

Imperial Nature
Joseph Hooker and the
Practices of Victorian

by Jim Endersby
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hicago, 2008
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In finperial Nature, Iim Endersby
shows how the person who was to
become Britain’s foremost botanist and
Darwin’s right-hand man strove to get
botany invited to the high table of
Victorian science. In doing so, Endersby
focuses on the practical dimensions of
Hooker’s drive to establish the repu-
tation of Victorian botany: how he
obtained properly preserved specimens
from far-flung regions of the globe,
reconciled his gentlemanly status with
drawing a wage from doing science,
and sought to make botany economi-
cally useful to his nation by having
trees and plants (such as rubber and
sisal) shipped from one part of the
empire to another.

Endersby’s story is as much about the
exercise of power as the acquisition of
legitimate expertise: scientific advance
and self-interest went hand in hand as
Hooker and his allies elevated botany
to a higher plane. Accordingly, several
chapters follow Hooker in his dogged attempts
to assert the primacy of metropolitan botanists
like himself over a multitude of amateur enthu-
siasts and colonial collectors.
To this end, isolated colonial
collectors, many of them incor-
rigible taxonomic “splitters,”
were told that they lacked the
broader perspective needed to
say where one species ended
and another began; only metro-
politan experts hadaccessto the
extensive herbaria and lib-
raries necessary for conducting
proper systematics. Similarly
Hooker and company claimed
sole authority to name the empire’s plants, to
the disappointment of collectors like William
Colenso in New Zealand, who would have pre-
ferred to use Latinized versions of Maeri terms
for the specimens he sent to Hooker at Kew.
Collectors had to be kept sweet, but they were
still taught to see themselves as “worker bees””
Hooker keenly resisted the attempts of some of
his collectors to indulge in theorizing, arguing
that those armed with only local knowledge
were unfitted to grapple with the bigger,
abstract issues. And it was theorizing, for
Hooker, that would make botany into a recog-
nizably scientific endeavor, allowing the metro-
politan expert to move beyond dry lists of
species and genera,

Endersby (a historian of science at the
University of Sussex) astutely reveals the diffi-
culties of the relationship between metropoli-
tan botanist and colonial collector. And his
book usefully reminds us that underpinning

|

Fashion setter. Hooker's Rhododendrons of Sikkim Himataya
(1849) led many British gardeners to grow the genus for its
colorful blossoms.

many of the advances in theory made by natu-
ralists of the 1800s were the efforts of vast net-
works of these collectors. Without the often-
unpaid work of those who labored in jungles,
forests, and marshes; on mountains; and along,
shores in search of rare examples of faima and
flora, neither Hooker nor Charles Darwin
could have made the breakthroughs they did.

Endersby also argues that the directors of
herbaria, like Kew, were inclined to be taxo-
nomic “lumpers” rather than splitters in part
because they would otherwise have been over-
‘whelmed by the sheer number of plants to
classify. This brings us to Hooker’s relation-
ship with Darwin. One of the reasons that
Hooker became a Darwinian, says Endersby,
is that the theory of natural selection chimed
with his own preference for lumping.
Darwin’s emphasis on variability allowed
Hooker to insist that naturalists must not let
slight differences between one plant and
another mislead them into erecting more and
more species categories.

Imperial Nature is not a conventional sci-
entific biography. The usual fare of birth, love,
and death is Jargely absent. Instead, Endersby
give us a detailed, scholarly account with a
deeper point: that science is about more than
the grand battles of competing ideas. In doing
50, he provides a richly textured account of a
period in which the status of natural science
was far more precarious than it is today. And
the book will hopefully stand as a reminder,
during next year’s Darwin celebrations, of just
how many unsung individuals contributed to
the scientific progress of the age.

10.1126/sclence. 1165855
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The Human Variome Project
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causing inherited disease was defined at

the protein level. Currently, at least one
such mutation is known to have occurred in
3000 of the 20,000 recognized human genes. In
the next few years, the number of genes in
which disease-causing mutations are recog-
nized will increase dramatically. Despite good
intentions, efforts to develop and build data-
bases have failed to keep up with this pace.

Thus, clinicians and diag-
nostic laboratories must waste
their time trawling through
many publications and data-
bases to determine whether a
mutation found in a patient
has been previously character-
ized. Availability of previous
characterizations of all muta-
tions and their effects would
allow them to base their diag-
noses and prognoses on evi-
dence rather than guesswork
and conjecture. For inherited
diseases, rapid access to curated information on
allmutations inall genes from all populations is
needed. Note that those who gain most by the
availability of up-to-date gene variant data are
usually downloading information only and are
failing to add their findings to further improve
the quality of the data collected. Changing this
attitude and collecting all data seem to be mam-
moth tasks, but they are essential.

It has been 60 years since the first variation

IDiscussion leaders for the Human Variome Project
Planning Meeting 2008. Genomic Disorders Research
Centre, Howard Florey Institute, Melbourne, Australia.
ICochair of the HVP Planning Meeting. “Epilepsy Research
Centre. *University of Melboume, Austin Health West
Heidelberg, Australia. *UCLA Center for Neurabehavioral
Genetics, Semel Institute for Neuroscience and Human
Behaviar, Los Angeles, CA, USA. *Fundacian Publica
Galega de Medicina Xenomica, Santiago de Compostela,
Spain, and Center for Network Biomedical Research an
Rare Diseases (CIBERER), Institute of Health Carlos 11,
Madrid, Spain. "Harvard Medical School & Genetics and
Aging Research Unit, MassGeneral Institute for

ive Disease, husetts General
Hospital, Charlestown, MA, USA. Complete affiliations
are listed in the supperting online material.

The Human Variome Project (www.human-
variomeproject.org), initiated in 2006 (/-3) is
the global commumity’s effort to collect, curate,
and make accessible information on all genetic
variations affecting human health. The specific
objectives are to encourage the development
and adoption of standards; define, reach con-
sensus on, and implement ethical requirements
(including informed consent forms and
approaches for protecting patient confidential-

Dravet Syndrome and SCN1A

ity); develop systems for automated data sub-
mission; develop community education and
communication programs; enable participation
by developing countries; support curation pro-
cesses; promote evidence-based genetic medi-
cine; and create usable systems for contribu-
tion, curation, search, and retrieval.

The Human Variome Project is comple-
mentary to the massive resequencing projects
that contribute on a daily basis to variation
databases such as dbSNP and the increasing
information from genomewide association
studies. These large data sets provide excellent
population data on all variations compatible
with life and also variations associated with
common diseases. But ascertainment of muta-
tions through observation of rare phenotypes
provides a quality of information that will not
otherwise be captured.

Proofs of Principle

Recent progress indicates that the collection of
mutations in all genes worldwide is possible.
For the International Society for
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Gastromntestinal Hereditary Tumours (InSiGHT;

An ambitious plan to collect, curate, and make
accessible information on genetic variations
affecting human health is beginning to be
realized.

wwiw.insight-group.org), since February 2007,
has embarked on developing a pipeline to col-
lect legacy and new data, to place all data from
disparate databases on the Leiden Open
(source) Variation Database (4) (LOVD; www.
lovd.nl) with freely available software and
to develop submissions to National Center
for Biotechnology Information (NCBI, U.S.
National I[nstitutes of Health); European
Bioinformatics [nstitute (EBI); and University

Over 300 mutations in SCN1A, encoeding the large pore-forming subunit of a neuronal
sodium channel gene, are associated with this severe epilepsy of childhood.

of California at Santa Cruz (UCSC) Genome
Browser. InSiGHT has begun a pilot project for
the collection of all mutations from all coun-
tries in four mismatch repair genes that are
altered in colon cancer patients. Strategies need
to be developed and appropriate software cre-
atedand put in place in the next 3 years that will
enable the seamless, effortless, and low-cost
collection of data from laboratories, clinics,
and hospital records and their delivery to
appropriate databases.

One project that has just begun represents a
creativeapproach to finding for supporting data
curation. This cost varies depending on the
extent of work involved and the number of
mutations per gene, but estimates range from
$1000 to $200,000 per year. The Adopt-a-Gene
Program through the Human Variome Project is
encouraging industry and patient support
groups to sponsor the curation of specific genes.
The fistof these partnerships is already under
way, with CMO Global Services supporting
the Familial Hemiplegic Migraine Variation
Database (http://lovd.nl/FHM).

‘When a variation is found in a patient, the
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clinician or diagnostician has to decide
whether it is causing the disease. Numerous
algorithms have been developed that predict
pathogenicity on the basis of such features as
evolutionary conservation, frequency, nature
of missense change, and protein structural
changes. Ideally, an algorithm should incor-
porate all of these features to give a probabil-
ity of pathogenicity. International efforts to
create such an algorithm are ongoing. Below,
we describe efforts to create the next genera-
tion of databases for one group of disorders.

Neurological Disorders

The brain has the largest number of expressed
transeripts of all organ systems, and this is
reflected in the very large number of neuroge-
netic disorders. Over 30% of Mendelian dis-
eases have neurological manifestations (5).
When the molecular lesion is singular and eas-
ily detected, such as the triplet repeat expansion
in Huntington disease, molecular testing has
revolutionized clinical practice. Accurate diag-
nosis and genetic counseling can now be given.

However, the situation is more compli-
cated in most neurogenetic diseases. Neuro-
genetics is full of examples of genetic hetero-
geneity (e.g., Charcot-Marie-Tooth disease);
allelic disorders (e.g., hemiplegic migraine
and episodic ataxia); variable expressivity
(e.g., synucleinopathies); incomplete pene-
trance {¢.g., dopa-responsive dystonia); antic-
ipation (e.g., spastic paraparesis); pheno-
copies (e.g., familial epilepsies); and imprint-
ing (e.g., Angelman and Prader-Willi syn-
dromes), all of which are biological phenom-
ena that entangle genotype-phenotype rela-
tionships. To further complicate matters,
mitochondrial mutations add their particular
inheritance mechanism and heterogeneous
phenotypic expression [e.g., Leigh syndrome
and Neuropathy, Ataxia, and Retinitis Pig-
mentosa (NARP)].

Neurological phenotypes are extremely var-
ied and often complex and can evolve over time
in a given patient. Two individuals with the
same genetic and pathologic process may show
different phenotypes, whereas the same pheno-
type (e.g., lack of fine motor coordination) may
be manifested in totally different pathogenic
events and disorders.

A particularly good example in which a
complete catalog of variation would be invalu-
able is in a severe epilepsy, Dravet syndrome
(see figure on page 861). It begins at 6 months
of life with febrile seizures, followed by later
intellectual decline and a somber prognosis.
Some evidence suggests that early aggressive
treatment may improve outcome, making early
diagnosis imperative. The disease is associated
in~B0% of cases with variation in the neuronal
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sodium channel subunit gene SCNJA; a large
gene with 26 exons. Half the cases have muta-
tions predicting truncation of the protein, but
half are missense. However, there is a milder
epilepsy syndrome [generalized epilepsy with
febrile seizures + (GEFS+)] that begins at the
same time (with febrile seizures) for which
treatment is often not required, the outcome is
good, and missense mutations in SCN/A are
found in about 10% of cases. Our knowledge
base is insufficient to predict the phenotype
associated with particular missense mutations
in SCNIA.

A number of public neurological data-
bases already exist, such as the Alzheimer
Disease and Frontotemporal Dementia
Mutation Database (www.melgen.ua.ac.be/
ADMutations) and the Inherited Neuro-
pathies Database (www.molgen.ua.ac.be/
CMTMutations). However, they generally
contain limited data on the phenotype and
on the evidence of pathogenicity. Pheno-
type-based databases, on the other hand,
such as the London Neurogenetics Database

(AAN), or the Furopean Federation of Neuro-
logical Societies (EFNS). However, these pan-
els are generally small, run by neurologists
with an interest in genetics, and with very lim-
ited participation of geneticists and basic
researchers. Associations for human genetics
generally lack specific neurogenetics com-
mittees, plus clinical neurologists are absent
or minimally represented in these genetic
forums. (One exception is the German
Society for Neurogenetics.)

An example of the difficulties can be found
in Spain, where nine large networking national
centers for research have recently been created
by the Spanish Health Institute Carlos III
(CIBERs), and are responsible for coordinating
translational biomedical research in specific
areas. Among the CIBERs, the Center for
Research on Rare Diseases (CIBERER) has
established a neurogenetics committee, but
virtually no clinical neurologists, neurophysi-
ologists, or neurosurgeons belong to the
CIBERER. Another CIBER on neurodegener-
ative disorders (CIBERNED) includes basic

(6) or GeneReviews (www.ger org/)
are detailed in disease description but usually
not in the interpretation of specific mutations
and variations in a particular gene.

Among the challenges to meet for neuroge-
netic databases is that of finding appropriate
forums and funding policies that allow the
confluence of “genotypers™ and “phenotypers.”
i.e, multidisciplinary teams that include
molecular geneticists, cell physiologists, and
biochemists, as well as clinicians (adult and
pediatric newrologists, clinical neurophysiolo-
gists, and newroswrgeons).

What organizations are best suited to call
for convocation of such multidisciplinary
teams? International networks for neurological
disorders such as spinocerebellar ataxias,
Charcot-Marie-Tooth disease, or spastic para-
paresis could facilitate collection of genetic and
clinical information from basic science and
clinical research groups. However, the in-
formation generated by these consortia often
remains available only to members, with
important legal and ethical questions emerging
from the use of these large patient data sets and
sample collections. Additional limitations of
disease-centered consortia are their depen-
dence on financial suppert for a specific time-
frame, marked by funding or mission views.

Alternative forums might be neurogenet-
ics societies; however, the current landscape
of neurogenetics meetings still needs to
evolve to face the multidisciplinary effort
involved. There are neurogenetics study
groups within some neurological societies,
such as the Spanish Society for Neurology
(SEN), the American Academy of Neurology

ists, pathologists, and clinical neu-
rologists, but only one or two clinical diagnos-
tic geneticists. Any initiative aimed at organiz-
ing the data on genetic neurclogical disorders
in Spain would have to bring these groups
together. There is currently an initiative to
launch a Neurogenetics Association in Spain.
A strategy for the development of neurolog-
ical locus-specific databases could start with
international, multidisciplinary, disease-cen-
tered networks. These would be organized into
a multidisciplinary neurogenetics society or
network with representatives of each disease
consortium and/or locus-specific database.
They would integrate the information, propose
common guidelines, discuss common coding
issues, and facilitate navigation from one data-
‘base to another. The role of the Human Variome
Project will be to foster such a strategy, to get
disease-centered networks involved, and to pro-
mote or host coordination forums.
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Getting Close to Termination

Anders Liljas

ibosomes are complexes of RNA and
Rpmteins that constitute the sites of

protein synthesis in cells. Messenger
RNA (mRNA), transcribed from genomic
DNA, is translated into protein through a
decoding process that involves ribosomes,
transfer RNAs (tRNAs) that carry amino
acids, and other parts of the cellular machin-
ery. Amino acids are thus assembled into a
polypeptide chain according to a sequence
that is encoded by the corresponding gene.
Two papers—one by Weixlbaumer ef al. on
page 953 of this issue (/), and the other by
Laurberg et al in Nature (2)—now report
crystal structures that shed light on how trans-
lation is terminated and how the finished pro-
tein is released from the ribosome. The stdies
investigate two closely related proteins called
release factors that respond to different stop
codons (nucleotide sequences in mRNA that
signal termination of translation) in bacteria.

Translation of mRNA into protein by ribo-
somes proceeds through initiation and elonga-
tion of the polypeptide chain until a stop
codon in the mRNA arrives at the decoding
site {or A site) of the ribosome. Usually, there
is no tRNA that binds to the stop codon and
ribosome at this point. However, either of two
release factors can hydrolyze the nascent
polypeptide from the tRNA that it is bound to
the P site of the ribosome (adjacent to the A
site) with high acouracy (3). These two release
factors, called RF1 and RF2, both respond to
the stop codon encoded by the nucleotides
UAA. RF1 also uniquely interacts with UAG
and RF2 with UGA. The release factors both
identify stop codons on the small subunit of
the ribosome, as well as hydrolyze the peptide
offfrom the tRNA in the peptidy] transfer cen-
ter on the large subunit of the ribosome. Thus,
the release factors span the same distance,
about 75 A, as the tRNAs do on the ribosome
(see the figure).

Studies of the release factors have identi-
fied a region in these proteins that switches
their stop codon specificities. Thus, exchange
of the tripeptide Pro-Xxx-Thr (where Xxx is
any amino acid) of RF1 for the tripeptide Ser-
Pro-Phe of RF2 flips their codon specificities
(4). The structure of the release factors alone
showed a closed form of the proteins, with a
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distance of only 23 A from the Gly-Gly-Gln
sequence (essential for the hydrolysis reaction
that frees the polypeptide from the tRNA] to
the part of the factor that is important for
codon specificity (3). Cryo-electron micro-
scopy and crystallographic investigations
showed that the release factors undergo Jarge
conformational changes upon binding to the
stop codons on the ribosome (6-8).

The current papers provide the crystal
structures of Thermus thermophilus RF1 (/1)
and RF2 (2) bound to ribosomes () from the
same species, at 3.2 and 3.45 A resolution,
respectively. RF1 interacts with the stop
codon UAA and RF2 with UGA. Part of
each release factor occupies essentially the
position of a tRNA in the A site of the ribo-
some. The key guestions are how the two
factors decode the stop codons and how the
Gly-Gly-Gln sequence participates in intro-
ducing a water molecule into the peptidyl
transfer center to release the polypeptide

505

Peptidyl transfer

center

Decoding

center mRNA

305

Release from the ribosome. The 1. thermaphiius 705 rive-
some is shown with mRNA (green) and two tRNA molecules
bound to the E site {red) and P site (orange) of the ribasome,
respectively. Due to the presence of a stop codon in the
decoding center, a release lactor of class 1 (RF1 or RF2)
binds 1o the A site. The release factor has an open conforma-
tion. Interaction between the stop codon in the mRNA and
the release factor Iripeplide al the decoding center of the
ribosome is now clarified (I, 2). At the opposite end of the
release factor, the universally conserved Gly-Gly-Gln matif
parlicipates in hydrolyzing the peplide from the peplidyl-
tRNA in the P site. This process accurs in the peptidyl trans-

fer canter of the ribosomal large subunit.

The action of release factors on ribosomes has
now been clarified by crystallography.

chain from the tRNA through hydrolysis.

The universally conserved nucleotides
(G530, A1492, and A1493; Escherichia coli
numbering) in the 165 RNA, which is part of
the small ribosome subunit, undergo codon-
anticodon interactions. This stabilizing con-
formation would prevent release factors from
binding. Instead, a different arrangement of
these nucleotides is observed.

The stop codons begin with a U (Ul),
which interacts with two conserved glycines
on the release factor. Nucleotides A and G,
(which are larger than U and C) in this first
position of the stop codon would clash with a
release factor. A C nucleotide (the same size
as U) could not make hydrogen bonds with a
release factor. For RF1, the threonine of its
Pro-Xxx-Thr motif does hydrogen bond with
Ul Furthermore, both the proline and threc-
nine interact with A in the second position of
the stop codon (A2). The threonine side chain
in the release factor motif that donates its
hydrogen to Ul can only function as a
hydrogen bond acceptor for A2. This
may explain why RF1 does not bind to
a G in this position. In RF2, the second
nucleotide base can be A or G. The ser-
ine of the Ser-Pro-Phe motif can
hydrogen bond to either G2 or A2,
RF1 and RF2 could not form direct
hydrogen bonds with the nucleotides U
and C. The third base of the stop codon
does not “stack” on the nucleotides in
position 1 and 2, but on G330 of the
165 RNA. Nucleotides A and G are
selected by the release factors. The
stacking of A or G on G530 is more
favorable than for C and U. In addition,
hydrogen bonds participate in the
selection of A or G. Thus, the tripeptide
motifs of the release factors are impor-
tant for decoding stop codons, but are
not solely responsible for the speci-
ficity of the interactions.

The two crystal structures describe
the state after the peptide has been
released from the ribosome. Never-
theless, attempts to describe the cat-
alytic mechanism can be made. The
conserved Gly-Gly-Gln motif in the
release factor involved in peptide
release is located in a loop of the pro-
teinand when in complex with the ribo-
some, it is positioned in the peptidyl
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transfer center. The two glycines adopt con-
formations that are not possible for other
amino acids, which may explain why they are
conserved; if they are mutated to other
residues, the activity is dramatically decreased
(10, 11). If other residues replace the gluta-
mine, the factor does not function in vivo, but
in vitro the effects are less dramatic. Also, the
amino group of the glutamine is methylated,
which increases the rate of termination.

The Gly-Gly-Gln loop would clash with
ribosomal RNA nucleotides that protect the
ester bond between the tRNA and the nascent
peptide. When ribosomal RNA nucleotides
are pushed away by the release factor, the ester
bond is exposed to nucleephilic attack by a
water molecule. The main-chain amide of the

glutamine makes a hydrogen bond with the
tRNA that sits at the P site of the ribosome.
The glutamine side chain may coordinate the
water molecule involved in peptide hydroly-
sis. A molecular dynamics study also suggests
such a location (/2). Furthermore, the func-
tional importance of the methylation may sug-
gest that the glutamine interacts directly with
the water molecule {/3).

Characterization of the roles of the two
tripeptides in release factors that decode stop
codons in mRNA brings us closer to under-
standing termination of protein synthesis. As
well, we now have a converging picture of the
role of the universal Gly-Gly-Glyn peptide in
hydrolysis of the ester bond between tRNA and
the growing polypeptide in protein synthesis.

PERSPECTIVES I
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Burn Fat, Live Longer

Ting Xie

enetic factors and reproductive
Gand nutritional status influence

aging. Most of the progress
toward understanding the underlying
molecular mechanisms comes from
genetic studies on model organisms
such as the worm Caenorhabditis ele-
gans and the fly Drosophila melano-
gaster. These studies have revealed
importantroles for reproduction, dietary
{caloric) restriction, stress, and the hor-
mone insulin in regulating aging (/).
Recently, germline stem cells—those in
the gonad that can renew and also differ-
entiate into gametes—in the worm and
fly have been shown to produce a signal
that enhances aging, whereas somatic
cells of the gonad produce a signal that
retards aging (3, 6). This coupling of
reproduction and aging may have maxi-
mized the use of natural resources for
reproduction during evolution. Although
dietary restriction is an important means for
extending life span in many species (2), it
remains unclear whether aging is directly
attributable to altered fat metabolism that is
induced by a restricted diet. The study by Wang,
etal. (7) on page 957 of this issue may provide
some insights into this question, as it reveals
fat metabolism as an unexpected link between
reprocuction and aging.

Stowers Institute for Medical Research, 1000 East 56th
Street, Kansas City, MO 64110, USA. E-mail: tgx@stowers-
institute.org
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Endocrine signals from germline stem cells
control fat metabolism in the worm, thus
affecting the animal’s life span.

A model for longevity. In C. elegans,
somatic cells in the gonad send signals
{currently unknewn) to intestinal cells
that reduce fat storage through pathways
involving KRI-1-DAF-16 and DAF-12.
The result is increased longevity.
Germline stem cells inhibit these path-
ways. Signaling through the insulin re-
ceptor also controls longevity by regulat-
ing expression of a Iriglyceride lipase,

Pasterior

\ and thus fat storage, through a DAF-16—

! . 16 {Fatstorage  dependent pathway. This pathway might
} f R alsa be involved in the regulation of
| = 4 Longevity longevity in respanse ta germline stem
4 } s i cell depletion,

MEsTINAL CELL

In organisms ranging from worm to
human, the insulin/insulin-like growth factor
signaling (IIS) pathway is highly conserved
and controls longevity (8). [n C. elegans, a
defective [IS pathway due to mutations in
daf"2 (which encodes an insulin receptor) and
in other pathway components leads to nuclear
Jocalization of the transcription factor FOXO/
DAF-16 and to longevity. By contrast, consti-
tutive signaling by this pathway prevents
nuclear localization and shortens life span
(9, 10). Germline stem cells in C. elegans
directly control aging: Animals depleted of

these cells are long-lived. whereas
their overproliferation results in short-
lived worms (3). Genetic screens
of the worm have identified kri-J
(which encodes an ankyrin-repeat
protein), daf-12 (which encodes
a nuclear hormone receptor), and
daf-16 as required for extending life span in
response to germline stem cell depletion,
suggesting that a signal (likely hormonal)
released from cells of the reproductive system
controls longevity (/1). A defective IIS
pathway causes the nuclear localization of
FOXO/DAF-16 inmultiple cell types, whereas
the depletion of germline stem cells causes
nuclear location primarily in intestinal cells
(11). Thus, intestinal cells are the likely targets
of the reproductive signals. Wang ef al. further
identified molecular targets of the reproduc-
tive signals in intestinal cells (7).
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Previous studies have implicated adipose
tissue and the reproductive system in the regu-
lation of longevity in the fly and the mouse
(3, 4, 12-14). Contrary to the prediction that
germline stem cell proliferation is expected to
consume most of the energy and to reduce fat
storage in C. elegans, Wang et al. observed
that germline stem cell depletion—either by
laser ablation of germline stem cell precursors
or by a mutation that blocks a pathway that
supports stem cell self-renewal (involving
the signaling molecule Notch-like receptor
GLP-1)—caused the reduction of lipid
droplets in intestinal cells where fat normally
is stored. On the other hand, overproliferation
of germline stem cells—by blocking their dif-
ferentiation through constitutive GLP-1 sig-
naling—increased fat storage in intestinal
cells. This indicates that the germline stem
cells directly control fat storage.

Using RNA interference in screens that
reduce gene expression, Wang ef al. identi-
fied a triglyceride lipase that, when elimi-
nated, reversed the reduction of fat storage
and longevity caused by germline stem cell
depletion. Overexpression of the lipase
reduced fat storage and extended life span.
Further analysis indicated that the lipase reg-
ulates fat storage in intestinal cells. These
findings indicate that fat metabolism is the
missing link between the status of the repro-
ductive system and longevity in the worm.
Thus, in response to germline stem cell
depletion, the authors propose that somatic
cells of the gonad send a signal to reduce fat
storage, thereby extending life span.

Previous studies in the worm have also
shown that the effects of both the 1IS pathway
and germline stem cells on longevity require
FOXO/DAF-16 (9, 11). As expected, Wang
et al. observed that disrupting the IIS path-
way increased lipase expression in intestinal
cells, reduced fat storage, and thus increased
worm life span. By contrast, reducing lipase
expression partially suppressed longevity
caused by a defective IIS pathway. In addition,
inactivating FOXO/DAF- 16 did not decrease
lipase expression nor increase fat storage, but
it restored fat storage caused by germline
stem cell depletion. Furthermore, although
kri-1 and daf-12 are impertant in intestinal
cells for activating FOXO/DAF-16 in
response to germline stem cell depletion, kri-/
is required for, whereas daf“12 is dispensable
for, increasing lipase expression and reduc-
ing fat storage. These findings indicate that
germline stem cell depletion promotes lipid
metabolism in intestinal cells by activating a
KRI-1-DAF-16 signaling pathway but not
the hormone pathway that involves DAF-12.
Therefore, the [IS pathway and reproductive

signaling converge on FOXO/DAF-16 to
control fat metabolism and longevity.

A recent genetic study in C. elegans indi-
cates that under the condition of reducing sig-
naling from the [IS pathway below a critical
threshold level, the somatic gonad is nolonger
needed for germline stem cell depletion to
extend life span, which suggests that the sig-
nals from the reproductive system somehow
also impinge on the IIS pathway (/5). The
findings of Wang et al. and other studies sup-
port a2 model in which somatic cells of the
gonad send signals that impinge on intestinal
cells and control two pathways—the KRI-
1-DAF-16 pathway and the DAF-12 path-
way—to increase longevity (see the figure).
The IIS pathway also functions through DAF-
16 to control fat metabolism and life span.
Signals from germline stem cells block these
pathways and shorten life span.

In C. efegans, it will be critical to identify
the life span—extending signals produced by
the reproductive system that act on intestinal
cells to control longevity, and to elucidate the
molecular details of their effect. Germline
stem cell depletion also extends life span in
Drosophila (6), so it is of interest to investi-
gate whether this also involves fat metabo-
lism. Finally, it will be exciting to determine

whether germline stem cell depletion can
extend life span by regulating fat metabolism
in mammals. If fat metabolism is the con-
served link between reproduction and aging,
we may discover more about how life span is
controlled in humans and perhaps find better
treatments for age-related diseases.
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GEOPHYSICS

Reconstructing Earth History
in Three Dimensions

Bernhard Steinberger

An inverse model elucidates the connection between plate tectonics at Earth's surface and the

dynamics of the underlying mantle.

late motions at Earth’s surface are inti-

mately linked to convective flow in the

underlying mantle. These links are
becoming more evident through subsurface
tomographic images, advances in mineral
physics, and improved models of plate
motion. Yet, there is still no generally accepted
mechanism that consistently explains plate
tectonics in the framework of mantle convec-
tion. A key obstacle to a better understanding
is the fact that, although the configuration of
plates at Farth’s surface can be reconstructed
with some confidence at Jeast back to the
Cretaceous, knowledge about the deep inte-

The Center for Gendynamics, Geolagical Survey of Narway,
7491 Trondheim, Norway. E-mail: bernhard steinberger@
ngu.no

rior has been largely limited to the present day.
On page 934 of this issue, Liu ef al. (I) point
the way to more reliable reconstructions of
Earth’s past in three dimensions.

The theory of plate tectonics describes
how plates move away from each other at
spreading ridges, past each other at transform
faults, and toward each other at convergent
boundaries. In the latter case, one of the
plates may get subducted back into Earth’s
interior. Seismic tomography, which uses
travel times between earthquakes and seis-
mographs to construct three-dimensional
models of seismic wavespeed distribution of
Earth’s interior, has yielded images of such
subducted “slabs” in ever-increasing detail
(2). Using subduction inferred from plate
reconstructions as input, present-day mantle
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temperature structure can be numerically for-
ward-modeled and the model results com-
pared with the inferred temperature structure
based on seismic tomography and mineral
physics. By medifying medel assumptions,
the agreement can be optimized. [n this way,
forward models have yielded important
insights into plate reconstructions
and mantle properties (3, 4).

Yet, an obvious drawback of
this appreach is that it cannot
achieve an exact fit between pre-
dicted and observed present-day
mantle structure. Hence, an alter-
native approach has been to begin
with present-day structure inferred
from tomography and compute
mantle structure backward in time
(5). But past mantle structure can-
not be completely recovered in this
way because information has been
lost due to thermal diffusion.
At least in the thermal boundary
layers at the top and bottom of the
mantle, heat transport through ther-
mal diffusion cannot be neglected.
However, time-reversing thermal
diffusion makes—Dbackward in
time—hot material become hot-
ter and cold material colder. Even-
tually, this effect is bound to create
numerical instabilities.

To overcome this problem,
inverse approaches to mantle con-
vection have been developed
(6, 7), which essentially aim at
finding the initial condition, start-
ing from which the forward model
optimally recovers the present-day
state of the mantle. Solving this
problem requires multiple itera-
tions and is computationally in-
tensive. Liu ef al. now use this
approach to obtain a realistic re-
construction of past mantle struc-
ture {see the figure).

Plate reconstructions (§) pro-
vide the surface boundary condi-
tion of mantle flow. However, that
alone does not guarantee that the
reconstruction is geologically
reasonable. This is in fact one
main problem that Liu ef al. face:
Without modification, the past
location of slabs is reconstructed
too far east to be compatible with
plate reconstructions. The authors
overcome this problem by intro-
ducing a “stress guide,” which
essentially allows the Farallon
plate {the oceanic plate subducted

under the west coast of North America dur-
ing the past 100 million years) (see the fig-
ure) to stuff material sideways under North
America. However, it remains unclear how,
in the real Earth, such a stress guide could
be accomplished, and more generally, how
meodels of the past mantle can be made com-

Present day
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patible with plate tectonic reconstructions.

One important aspect of this goal is to
devise a common reference frame for plate
motions and mantle dynamics (9), in particu-
lar to distinguish between plate motions rela-
tive to the mantle and coherent rotations of
the entire Earth relative to its spin axis (true
polar wander). Through optimiz-
ing agreement between plate tec-
tonic reconstructions of subduc-
tion and mantle dynamic recon-
structions of slabs, models such
as that of Liu ef al. will be instru-
mental in finding a common ref-
erence frame.

‘What is all this modeling use-
ful for? Liu ef al. show one main
application: predicting vertical
surface motions. Dense material
in the mantle causes downward
flow and thus pulls down Farth’s
surface. Hence, when a continent
moves over the remnants of a sub-
ducted slab, parts of it may get
flooded (J0). Knowing when and
where continental flooding has
occurred is not merely of aca-
demic interest, because the flood-
ing history also influences where
sediments and related natural
resources may form. Knowledge
of uplift and subsidence is also
necessary for extracting informa-
tion about past sea-level change
from the geologic record (35) and
understanding which part of it is
cansed by ocean basin volume
change. It is thus essential for
understanding past climates
and ultimately helpful for better
understanding causes and effects
of present climate change.

Many challenges remain. Liu
et al. avoid unnecessary com-
plexity, using simple models of

Geing down. Mantle temperature
is shown at the front, continental
dynamic topegraphy at the top. Ocean
floor is subducted along a trench
{black line with triangles) at the west-
ern edge of North America. The sub-
ducted slab {in “cold” colors on the
temperalure cross section) causes
negative topography (green and blue
colors on top). The North American
plate overrides this topography low,
which becomes less pronounced as the
slab sinks toward the base of the man-
tle. All data provided by L. Liu (). The
figure was prepared using the GMT
{11} software.
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mantle rheology for relating seismic wave-
speed variations to temperature. Future
studies will aim at making models gradually
more Earth-like. A key aspect of this will be
to develop more realistic models of litho-
spheric strength, which controls the amount
of deflection that can develop due to buoy-
ant mantle loads, and drag of the flowing
mantle at the base of the lithosphere, which
can lead to lithospheric deformation. Im-

must link mantle dynamics to these more
realistic lithosphere models. Toward this
goal, the work of Liu er al. is a major step in
linking plate tectonics and mantle dynamics.
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APPLIED PHYSICS

Plasmonics Applied

Albert Polman

he ability to engineer metal surfaces
depanicles at the nanoscale has led to
the rapid development of the field of
“plasmonics,” the optical properties of metal
structures at the nanoscale. Surface plasmons
are optically induced oscillations of the free
electrons at the surface of a metal. Electron
beam lithography, focused ion beam milling,
and self-assembly have provided routes to
engineer complex arrays of metal nanostruc-
tures in which plasmons can be excited,
directed, and manipulated. The attractiveness
of plasmons is that they can effectively con-
fine the optical excitation in a nanoscale vol-
ume and thus mediate strong optical interac-
tions within this volume. Also, the wavelength
at which these phenomena are observed can
be tuned by varying the metal shape and
dielectric environment, thereby providing a
broad palette from which to choose the
desired optical properties for an application.
Early work in plasmonics focused on the
study of resonances and electromagnetic field
enhancements in individual metal nanoparti-
cles and particle assemblies. The plasmon
coupling within arrays of metal nanoparticles
can lead to the formation of nanoscale hot
spots in which the intensity of light from an
incident beam can be concentrated by more
than four orders of magnitude. This leads toa
large improvement in sensing techniques that
use optical radiation, such as Raman spec-
troscopy, with potential applications in med-
ical diagnostics. The effect of light concentra-
tion via plasmons is most apparent in phe-
nomena that are nonlinear in light intensity, as
demonstrated recently by the on-chip genera-
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Kruislaan 407, 1698 5) Amsterdam, Netherlands. E-mail:
palman@amatf.nl

tion of extreme-ultraviolet light by pulsed-
laser high harmonic generation (7). This
opens a wealth of prospects in lithography or
imaging at the nanoscale through the use of
soft x-rays (see the figure, left panel).

Because the plasmonic interaction be-
tween metal nanoparticles is very sensitive to
their separation, precise measurements of the
plasmon resonance wavelength of metal parti-
cle assemblies functionalized with biomole-
cules can be used as a molecular-scale ruler
that operates over a length scale much larger
than that in the fluorescence energy transfer
metrology that isroutinely used in biology (2).
Practical applications of this concept in sys-
tems biology, such as imaging of the motion of
molecular motors, are being pursued. Already,
measurement of plasmonic resonance shifis is
used in the detection of biomolecules (see the
figure, middle left panel), and indeed standard
commercial pregnancy tests are based on this
principle. A potentially far-reaching applica-
tion is the use of particles composed of a
dielectric core and a metallic shell (3) in can-
cer treatment. These particles, when injected
into the human body, are selectively bound to
malicious cells, whereupon laser irradiation at
a precisely engineered plasmon resonance
wavelength is used to heat the particles and
thereby destroy the cells. Clinical studies are
showing promising results (4).

Suitably engineered metal nanostructures
can also act as antennas in which the resonant
coupling between the particles concentrates
light into well-defined hot spots (), enabling
ultrasmall, wavelength-sensitive directional
sensors or detectors. The same metal particle
arrays, when coupled to optical emitters, can
also act as directional emitters. Indeed, the
enhanced optical density of states near the sur-
face of metal nanoparticles can provide con-

Surface plasmons, light-induced excitations
of electrons on metal surfaces, may provide
integration of electrenics and optics en

the nanoscale.

trol over the color, directionality, and polariza-
tion of light-emitting diodes. This concept
may find large-scale applications in the areas
of solid-state lighting and photovoltaics (see
the figure, middle right panel). Calculations
and experiments () show that light scattering
from metal nanoparticle arrays placed on top
of a thin-film semiconductor layer can effec-
tively fold the path of sunlight into the layer,
strongly enhancing its effective absorption.

Parallel to the development of plasmonic
structures based on metal nanoparticles, the
propagation of plasmons along metal wave-
guides is also being investigated. Here too,
precise control over material and geometry
allows the wave-guiding properties to be
controlled in ways that cannot be achieved
with regular dielectric waveguides. In partic-
ular, extremely short wavelengths can be
achieved at optical frequencies. It has been
shown that light with a free-space wave-
length of 651 nm, squeezed in a metal-insu-
lator-metal plasmonic waveguide, has its
wavelength shrunk to only 58 nm (7). The
next challenge will be to shrink it further,
into the soft x-ray wavelength regime.
Similar to the coupling within nanoparticle
assemblies, this effect is due to the coupling
between plasmons propagating at the two
metal-insulator interfaces. By further tailor-
ing plasmenic waveguide structures, the
propagation speed of plasmons can be
reduced well below the speed of light (8).
More complex geometries, in which arrays
of nanoholes are integrated in a metal film,
act as efficient color filters (9). Interestingly,
in some geometries, plasmon waveguides
exhibit a negative refractive index for the
guided plasmon, and indeed two-dimen-
sional negative refraction has been observed
in these plasmonic waveguides (/7).
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metal nanoparticles leads to efficient sensing. (Middl

These studies on planar plasmon propaga-
tion will lead to the design of plasmonic inte-
grated circuits (see the figure, right panel)
in which optical information is generated,
switched, amplified, and detected within
dimensions much smaller than the (free-
space) wavelength of light. This will enable
the integration of optics with nanoscale semi-
conductor integrated circuit technology,
which so far has proven impossible because of
the different length scales of optics and elec-
tronics. Although plasmons decay as they
propagate, it should be realized that the rela-
tively small propagation lengths can be toler-
ated in devices with nanoscale dimensions.
The eagerly awaited demonstration of a plas-
mon laser or amplifier would be a further
enabler of this plasmo-electronic technology.

A recent development in plasmonics is the
study of metallic nanoresonators in two- and
three-dimensional arrangements, to form optical
“metamaterials” with artificially engineered

Light scatters back and lorth

within the salar cell

metal nanaparticles enhani
integrated circuit with sub
e right) Scattering from

permittivity and permeability. Negative re-
fraction of near-infrared light has been demon-
strated in a stack of metallic “fishnet” struc-
tures (11). Because of the peculiar way light is
refracted in a material with negative index, itis
possible to achieve subwavelength optical
imaging (/2). Suitably engineered negative-
index geometries may even act as invisibility
cloaks for wavelengths in the visible regime.

In only a few years, plasmonics has grown
from a field in which fundamental insights
were developed to an area that demonstrates
important applications. Many new fundamen-
tal research topics are currently being pur-
sued, including attosecond dynamics and
coherent control of plasmons (/3), lasing
spasers (/4), cloaking using novel geometries
(15),and quantum mechanical effects at the
subnanoscale level. These studies, which are
very exploratory and rich in new science, will
very likely lead to new exciting applications
of plasmonics as well.
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Overcoming Inhibi
Woo-Yang Kim and William D. Snider

logical diseases often result in loss

Nof sensation and paralysis that are

irreversible. This is in part because neurons
in the central nervous system are unable to
regrow long cellular processes (axons)
after they are damaged. Thus, neurons lose
the interconnections that are vital for nerv-
ous system function. On page 967 and 963
of this issue, Atwal ef al. (1) and Park et
al. (2) reveal two molecular mechanisms
that contribute to this failure to regenerate,

ervous system injuries and neuro-
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william_snider@med .unc.edu

tions

pointing to new potential therapeutics.
Until the early 1980s, there was little
progress in understanding axon regeneration.
One of the first breakthroughs came from
Aguayo and colleagues, who showed that sev-
ered axons of mammalian central nervous
system neurons could be induced to grow
when placed next to a transplanted peripheral
nerve, which was presumed to provide a
favorable growth environment (3). Subse-
quently, Schwab and colleagues showed that
glial cells (oligodendrocytes) that envelop
axons with myelin inhibit axon growth, and
that an antibody against myelin could reverse
this effect (4). The glial scar that forms at the
site of injury is also known to be highly

Two reasons why injured neurons of the central
nervous system fail to regenerate are inhibitien
by myelin proteins and a signaling pathway
that blocks axon growth.

inhibitory (5). Finally, we now know that even
though axons can be induced to grow in a
favorable environment, intrinsic developmental
changes limit their growth capacity. Com-
pared to neurons in the peripheral nervous
system, those in the central nervous system
drastically reduce their growth capacity dur-
ing development (6).

Several groups have characterized spe-
cific components of myelin that block axon
growth, including myelin-associated glyco-
protein (MAG), Nogo-A, and oligodendro-
cyte myelin glycoprotein (OMgp) (7). A
receptor for Nogo-A {(NgR), expressed
on neurons, was identified (8) and found to
also bind MAG and OMgp (7). However, the
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mechanisms by which these proteins block
axon growth appear complex. The neu-
rotrophin receptor p75, a tumor necrosis fac-
tor receptor superfamily member, interacts
with NgR and is required for the inhibitory
effects of NgR in vitro (9, /0). The identifica-
tion of p75 suggested a plausible link between
the inhibition of regeneration and the neuronal
actin eytoskeleton because p75 can activate
the small guanosine triphosphatase RhoA, a
regulator of the actin dynamics. Lingo-1 is yet
another co-receptor that is involved in Rho
activation by the p75-NgR complex (/7).
Finally, TROY, another turnor necrosis factor
receptor superfamily member, forms a com-
plex with NgR and Lingo-1 and is thought to
mediate the inhibitory effects of myelin in
neurons that lack p75 (12, 13). Although
MAG, Nogo, and OMgp inhibit axon growth
in vitro, mutant mice that lack these proteins,
as well as mice that lack NgR, exhibit only
modest axon regeneration and functional
recovery after injury (/4). Additional in-
hibitery components in myelin, and their cog-
nate receptors on neurons, are thus thought to
be involved in controlling axon regeneration.

Atwal et al. indeed identify another
receptor for myelin-inhibitory proteins,
leukoeyte immunoglobulin-like receptor B2
{LILRB2), which has five homologous fam-
ily members in humans. Mice have a single
ortholog of LILRB2 called Paired immuno-
globulin-like receptor B (PirB), which is also
areceptor for myelin-inhibitory proteins (see
the figure). Genetic ablation of PirB or inhi-
bition of PirB with a specific antibody par-
tially blocked the effects of myelin inhibitors
onaxon growth in cultured mouse cerebellar
granule neurons. [nterestingly, PirB binds to
SHP phosphatases in neurons (15}, enzymes
involved in modulating the cytoskeleton,
suggesting a possible signaling pathway that
blocks axon growth.

Inhibiting PirB in NgR-deficient cerebel-
lar granule neurons almost completely res-
cued axon growth on myelin extracts, but only
partially rescued the axon growth inhibition
by Nogo. The former effect demonstrates that
PirBand NgR function cooperatively to medi-
ate the effects of myelin, whereas the latter
result indicates that unknown additional
receptors may transmit Nogos inhibitory
effects in certain types of neurons.

Both PirB and NgR define a critical per-
iod during mammalian development when
marked plasticity is evident in the visual
system (13, 16). Myelin-inhibitory proteins
may thus help constrain the short-range axon
growth and sprouting that underlie the con-
tinual rearrangement of neuron-neuron con-
nections (synapses). Indeed, the evidence that

myelin-inhibitory proteins are involved in
neural plasticity is stronger than the evidence
that they block long-range axon regeneration
after mjury.

Despite considerable efforts to increase the
intrinsic regenerative capability of mature
central nervous system neurons, treatment
with neuronal growth factors produces only
medest effects in most experimental para-
digms. Park et al. provide an important ad-
vance related to the reduction in intrinsic
growth potential of central
NErvous system neurons.
The authors reasoned that

=
the molecular machinery f;“f h
underlying the growth and ( ‘ y
proliferative capacity of | 4
tumeors might be harnessed -

to enhance growth of cen-

tral nervous system neu- —_

rons, and that the actions
of tumor suppressor genes
might constrain regenera-
tive capacity in mature
neurons. To test these ideas,
Park ef al. exploited the
optic nerve crush para-
digm in mice to assess
regeneration efficacy. This
paradigm is appealing be-
cause normally very few
axons of retinal ganglion
cells cross the site of injury
{crush site), and most gan-
glion cells diewithin2to 3
weeks after the procedure.

Park er al. used a con-
ditional gene “knockout”
approach in which a par-
ticular tumor suppressor
gene was targeted for dele-
tion by injecting a specific
agent into the retina. In
this case, the agent was
a virus that expressed a
DNA recombinase (Cre),
which can remove a speci-
fied gene in a mouse if the animal has been
genetically engineered to express Cre binding
sites that flank the targeted gene (the Cre-Lox
system). The retina is ideal for this technique
because virus can be directly injected into the
eyeand infect almost all retinal ganglion cells.
Park er al. found that eliminating the gene
encoding the tumor suppressor p53 enhanced
the survival of retinal ganglion cells, but not
axon regeneration. However, eliminating the
gene encoding the tumor suppressor PTEN
not only prevented apoptosis {programmed
cell death) of retinal ganglion cells, but also
promoted robust axon extension. Approxi-

=
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mately 10% of the injured axons regenerated,
and some retinal ganglion cells extended very
long axons. This regrowth is comparable to
that of retinal ganglion cell axon regeneration
after optic nerve crush in rats induced by lens
injury (which stimulates release of a novel
growth factor, oncomodulin) plus administra-
tion of a Rho inhibitor (17, /8). Given that
mature retinal ganglion cells lose intrinsic
axon growth capacity and that the mature
optic nerve is a strongly inhibitory environ-

PTEN active in

mIOR

Protein synthesis and
axon regeneration blocked

Myelin inhibitors bind to neuronal receptors
and impair axon regeneration

Regeneration in the central nervous system. When PTEN is present, pro-
tein synthesis that is stimulated by the mTOR signaling pathway is blocked.
PTEN may also elicit growth-promoting effects through other pathways, such
as the one that controls GSK-3, PirB, NgR, and ather recaptors yel to be iden-
tified mediate the inhibitory effects of myelin proteins on axon regeneration.

ment, the robust axon regeneration of retinal
ganglion cells observed by eliminating PTEN
alone is surprising and exciting.

Park et al. further determined that axon
regeneration induced by PTEN deletion is
partly mediated by the mTOR signaling path-
way (see the figure). This pathway controls
protein synthesis by regulating the activity of
ribosomal $6 kinase and eukaryotic initiation
factor 4E binding protein. The authors found
that mTOR signaling decreased in most
retinal ganglion cells during development.
Treatment of retinal ganglion cells with
rapamycin, an inhibitor of mTOR, abolished
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the regenerative effect of PTEN deficiency.
Genetic ablation of a negative mTOR regula-
tor, tuberous sclerosis complex 1 {TSC1), par-
tially but not completely mimicked the effects
of PTEN deficiency on axen regeneration,
indicating that other PTEN-regulated path-
ways such as glycogen synthesis kinase-3
(GSK-3) could be involved in controlling
axon growth.

It is uncertain whether the intrinsic regen-
erative mechanism observed by Park ef al.
is vigorous enough to overcome a hostile
extrinsic environment. For example, an optic
nerve crush produces much less inflamma-
tion and glial scarring than a contusion
injury that damages the spinal cord. It will be
important to determine the extent to which
the findings of Park ef /. generalize to other
neuronal populations such as corticospinal
axons and to understand why mTOR activity

is reduced during development and after
axon injury.

Will the studies by Atwal ef al. and Park
et al. lead to advances in treating human
spinal cord injuries? Prior work with
myelin-inhibitory proteins has initiated
exploratory clinical trials. The identifica-
tion of LILRB2 as a human receptor for
myelin-inhibitory proteins should stimu-
late new thinking in this area. However,
work with primates, which more adequ-
ately model human injuries than rodents, is
Just beginning (/9). It is unclear whether
therapeutic approaches centered around
PTEN inhibition could be developed, and
whether PTEN inhibitors can mimic the
positive effects of deleting the PTEN gene
on axon regeneration. Nevertheless, the
idea of enhancing protein synthesis to pro-
mote long-distance axon growth after

injury is an appealing possibility.
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CELL BIOLOGY

Going Global on Ubiquitin

Caroline Grabbe' and Ivan Dikic'?*

ur vision of protein control has for

‘many years been viewed from a tran-

seriptional or activity-based perspec-
tive. More recently, protein stability and regu-
lated degradation have emerged as equally
important issues to address. On pages 918 and
923 of this issue, Elledge and colleagues
describe a new technology to analyze global
protein stability (GPS). The studies introduce
the new approach (/) and illustrate how it can
be applied to identify substrates of a specific
enzyme (ubiquitin ligase) (2).

In addition to protein degradation that
occurs in the lysosomal compartment of cells,
degradation by a cellular shredding machine
known as the proteasome is another major
route to eliminate proteins. Targeting to the
proteasome is preceded by the addition of
ubiquitin chains to the selected substrates, an
event catalyzed by the sequential action of
activating, conjugating, and ligating enzymes
(ElL, E2, and E3, respectively). The speci-
ficity of substrate recognition is mediated
mainly by divergent use of the estimated
~617 ubiquitin ligases encoded by the human
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genome (3). E3 ligases fall into different
classes, based on structural composition and
mechanism of action. In some cases, a group
of proteins comes together to form multisub-
unit ubiquitin ligases, as is the case for the
SCF (Skpl-cullin-F-box) complex where
Skpl, Cull, Rbx1, and an F-box protein form
the core of the ligase (4).

Despite extensive efforts to map sub-
strate targeting by individual ligases, the
methods used have been laborious and the
results far from complete. Most studies have
used direct substrate-ligase interaction as a
basis for substrate identification and have
thus been biased toward strongly interacting
targets (5). The GPS approach offers a new
made to navigate the ubiquitin-proteasome
system and identify substrates for a given E3
ligase or, in general, to investigate how a
chemical or physical stimulus affects the
stability of a given protein. The system eval-
uates protein abundance at a global level in
living cells, with accuracy comparable to
conventional time-consuming experiments
that analyze only a few proteins at a time.
Eight thousand distinet complementary
DNAs were used to generate a library of
cultured human cells in which each cell
expresses a common stable red fluorescent
protein (DsRed) together with a variable
fusion protein composed of enhanced green
fluorescent protein (EGFP) and a unique

A new technique that profiles protein stability
provides a powerful platform in which high-
throughput screening can be performed in real
time with single-cell resolution,

open reading frame (ORF), produced from
the same transcript.

The turnover of the EGFP-ORF fusion
proteins can thus be monitored by flow
cytometry (which counts, examines, and sorts
whole cells) as a ratio of red to green fluores-
cence in each cell (see the figure). Cells in
which the fluorescence ratio changes in
response to a gene perturbation or stimulus
can be sorted by the degree of change, and the
identity of the ORFs they express can be eas-
ily identified by a polymerase chain reac-
tion—based microarray approach. During the
development of GPS profiling, a comparative
analysis of all ORFs tested was used to assign
each ORF a protein stability index value that
roughly categorizes each corresponding pro-
tein as having a short, medium, long, or extra-
long life span. An impressive power of the
GPS method is the capacity of single-cell
resolution, which is in contrast to other estab-
lished methods that frequently generate popu-
lation-averaged readouts. In addition, meas-
urements can take place in live cells, in real
time, and can be integrated with systems for
automation to enable high-throughput studies.

The GPS approach is a major advance in
the quest to gaina comprehensive understand-
ing of protein turnover in cells and will be a
valuable complement to the biophysical meth-
ods that have emerged in the past 5 years to
analyze substrate ubiquitination (6). Large-
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the ratio between a constant factor (DsRed) and a variable factor (EGFP-X) is
measured by a combinatorial approach of Hlow cytometry (FACS analysis) and
microarray technology. This serves as a readout of protein abundance and stabil-

scale analysis of ubiquitinated proteins has
relied mainly on a combination of affinity
purification and mass spectrometry analysis
of proteins in yeast (7), human cell lines (8),
and transgenic mice (). To more specifically
analyze ubiquitinated targets downstream of
individual E3 ligases, Ota ef al. used SILAC
(stable isotope labeling with amino acids in
cell culture) to quantify the overall change in
protein ubiquitination after alterating E3 lig-
ase activity (/0). Substrates of the E3 ligase
Rsp3 were recently identified in a high-
throughput assay in which all proteins ex-
pressed in yeast were spotted onto a nitrocel-
lulose chip and directly tested for ubiquitina-
tion by Rsp3 in vitro (7).

The GPS technology moves the field
closer toward global in vivo mapping of lig-
ase-substrate pairs. [llustrating the feasibility
of the system, Yen and Elledge used GPS pro-
filing to identify substrates of the SCF ubiqui-
tin ligase complex (2). Broadly outlined, in the
background of the described GPS library,
SCF function was abrogated by the expression
of a dominant negative Cull, whereupon the
perturbed cells were analyzed by GPS profil-
ing. An impressive number of 359 targets
were postulated as putative SCF substrates,
among which 66 were tested and 31 verified.
In a majority of cases, verification of a spe-
cific protein was accomplished by analyzing
individual samples by flow cytometry [fluo-
rescence-activated cell sorting (FACS) analy-
sis] as well as by biochemical detection in cell
extracts with antibodies (immunoblotting). In
the future, combining a GPS-based ORF
library with methods that perturb gene expres-
sion on a global scale, such as genome-wide

In GPS profiling,

RNA interference, leaves few limitations to
the amount of knowledge that may be
acquired with this innovative method.

A feature that is both a strengthand a limita-
tion is that the GP'S technique does not monitor
E3 substrates directly but rather the outcome of
E3 activity. Thus, there is no discrimination
between the direct and indirect effects of an E3
ligase. However, this could be resolved by fol-
lowing the kinetics of protein degradation. GPS
profiling isalso biased toward identifying ubig-
uitinated substrates that are destined for either
degradation or stabilization. This excludes pro-
teins that are functionally affected by the modi-
fication with regard to their enzymatic activity,
localization in the cell, and ability to form com-
plexes with other cellular constituents. Never-
theless, together with conventional proteomic
approaches, the GPS system will provide a
powerful means to distinguish the consequen-
ces of different types of ubiquitination, sorting
the proteolytic events from those of regulatory
nature (12).

In addition to assigning ligase-substrate
pairs, GPS profiling has the potential to eluci-
date the essence of differential ubiquitin chain
linkages, in particular how linkage affects the
efficiency of proteasomal targeting. It may
also help to identify degradation signals
{degrons) encoded by amino acid sequences,
to associate specific lysine residues that are
medified by ubiquitin to functionality, and to
explain why some proteins are directly routed
to the proteasome whereas others require
shuttle factors to ensure proper targeting.
There is also the potential to transfer GPS
profiling into model organisms such as
Drosophilamelanog and C habditi

ity. By challenging the system with internal modifications or external stimuli, the
responses can be monitored on a global scale. Many questions concerning the
process of protein degradation, including E3 ligase specificity, routes to destruc-
tion, and importance of ubiquitin linkage, can be addressed.

elegans, creating ORF libraries that will en-
able substrate screening in vivo.

Given the importance of the ubiquitin-
proteasome system for cellular functions, dys-
functions of the involved players clearly have
the capacity to cause disease. Indeed, defec-
tive ubiguitination and protein d lation is
implicated in the etiology of cancer and neuro-
degenerative disorders, among others (/3,
14). In this context, the GPS method could be
used to screen for compounds that counteract
such deficiencies. Another interesting aspect
would be to investigate how protein degrada-
tion is altered when cells are exposed to infec-
tious agents or various stress situations.
Overall, the GPS approach will likely become
an important component of the integrated
approaches needed to systematically map the
mechanisms of regulated protein degradation.
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Switching Memories ON and OFF

Mauro Costa-Mattioli

in Jorge Luis Borges’ short story “Funes

el Memorioso,” could remember in vivid
detail every day of his life after he was thrown
from a wild horse at a ranch in Fray Bentos,
Uruguay. He had acquired a prodigious abil-
ity to store new information without any prac-
tice. Unlike Funes [and real “autistic savants”™
(], who could store information with a
glance, most people learn new things only
after many attempts.

Psychologists have identified two cormespond-
ing processes: short-term memory, which lasts
from seconds to minutes; and long-term mem-
ory, which lasts for days, months, or evena life-
time (2, 3). It is now well accepted that making
long-lasting memories is dependent on the abil-
ity of brain cells (neurons) to synthesize new
proteins {2-7). Indeed, animals treated with a
drug that blocks the preduction of new proteins
cannot form long-term memories, yet their
short-term memory is preserved (§). But how
are memories stored? [t is hypothesized that
information is stored in the brain as changes in
strength of the connections (synapses) between
neurons (9, /f). Such changes in synaptic
strength are observed when neuronal activity is
recorded in the brain with microelectrodes:
Relatively weak or infrequent stimulation elic-
its a short-lasting effect [early long-term poten-
tiation (E-LTP)], whereas stronger or repeated
stimulation elicits a sustained effect [late long-
term potentiation (L-LTP)], lasting many hours
instead of minutes. Similar to long-term mem-
ories, long-lasting changes in synaptic strength
(L-LTP) are prevented by blocking protein
synthesis (2, 5-7, 11, 12).

If making new proteins is the rate-limiting
step required to store new long-lasting memo-
ries, how is this process turned on? [f one were
able to identify the triggering mechanism and
switch iton, then stimulation normally eliciting
short-lasting changes should evoke Jong-last-
ing ones. Could an increase in the ability to
make new proteins explain extraordinarily
long-lasting memories?

Our work on the translation injtiation factor
elF2c suggests that this could be the case (13):
elF2a regulates two fundamental processes
that are essential for the generation of long-
lasting memories. Chemical modification

I reneo Funes, the fictional main character

Department of Neuroscience, Baylar College of Medicine,
Houston, Texas, 77030. E-mall: costamat@ban.edu

Control of new protein synthesis regulates
whether an experience is translated into a
long-term memeory.

(phosphorylation) enhances
the activity of elF2c and sup-
presses general protein syn-
thesis (74, 15). Paradoxically,

Eppendorf and Science are pleased to pre-
sent the prize-winning essay by Mauro Costa-
Mattioli, the 2008 winner of the Eppendorf
and Sdence Prize for Neurobiology.

(elF2ar'/S51A mice)
(13). Orienting oneself”
in a particular space

it also selectively stimulates
the synthesis of a specific pro-
tein, ATF4 (CREB2) (16), a
well-known memory repres-
sor that blocks the new ex-
pression of genes needed for
memeries (2, 17, 18). In
agreement with our idea, the
activity of elF 2t is reduced in nearons exposed
to L-LTP-inducing repeated stimulation, both
increasing new protein synthesis and decreas-
ing levels of the repressor (13, 19).

We predicted that if we reduced elF2u
activity (phosphorylation), animals would be
able to generate long-term memories from
stimuli that normally generate only a short-
term change. Thus, we studied mice in which
the activity of elF2a is reduced genetically

Decreased elF2c: activity

is a function of the
hippocampus, a brain

eppendo'f region that is crucial

Science  especially for spatial
FRIZE FOR leaming and memory.
NEURDBIOLOGY Thespatial memory of

the e[F20"554 mice

was assessed in the
Morris water maze (20). In this task, mice
swimming ina pool of opaque water search for
a submerged platform. To this end, they use
visual cues that are placed on the wall of the
testing room to remember the location of the
hidden platform. Remarkably, we found that
after initial training in the pool, elF20 /554
mice found the platform faster, indicating that
their spatial memory was enhanced (see the

figure, panel A). Moreover, the e[F2¢*/5!14

Increased elF 2a activity
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Control of elF2u activity is critical for making long-term memories. (A) elF2a*/*** mice exhibit
enhanced long-term spatial memory in the Morris water maze, (B) Aweak synaplic stimulation elicits a long-
lasting response in hippacampal slices from elF2ac*5*4 mice, (C) Injection of $al0G3 into the hippocampus
immediately after training blocks long-term spatial memary. Dark syringes refer to either vehicle or SalD03
infusions across groups. (D) The induction of L-LTP is blocked by Sal003, Latency is the time required for the
mice to find the submerged platform. FEPSP (field excitatory postsynaptic potential) measures changes in
synaplic strength. [Figure reprinted from (13) with permission frem Elsevier]
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mice exhibited enhanced learning and memory Would an increase in the activity of e[F20.  impaired ability to induce a sustained LTP was
in other behavioral tests, such as the ability to  have an opposite effect, that is, prevent long-  due to an increase in ATF4 protein levels, since
learn that an auditory or visual stimulus pre-  lasting synaptic changes and memory storage?  L-LTP evoked in slices from mice lacking
dicts a foot shock and that a specific taste pre-  We tested this idea with Sal003, a drug that ~ ATF4 was resistant to Sal003.
cedes nansea (/1 3). stimulates the activity of e[F2e by blocking The ability to enhance memory formation
We next asked whether these mice alsohad  elF20 phosphatases (/3). The Sal003-induced by increasing new protein synthesis appears to
a greater ability to generate long-lasting increase in elF2e activity not only resulted in  be a widely conserved mechanism from sea
changes in synaptic strength. Indeed, weak  the mhibition of general protein synthesis but ~ slugs to mammals. Decreasing the activity of
synaptic stimulation in hippocampal slices  also increased the expression of ATF4 protein. ~ ATF4 in mice or ApCREB2 (the ortholog of
from elF2¢'/5* mice, which usually induces ~ Remarkably, animals injected with Sal003 in ~ ATF4) in the sea slug Apivsia lowers the
short-lasting changes in synaptic strength, the hippocampus were unable to find the threshold for long-lasting changes and mem-
generated L-LTP (see the figure, panel B). platform in the Morris water maze (see the  ory(/7, 18).
Accordingly, in another study we found that ~ figure, panel C) and they lost the ability to By combining cellular, molecular, neuro-
mice lacking the enzyme that activates e[F2qt,  freeze inresponseto fear {/3), clear indications  physiological, and behavioral methods, our
GCN2, exhibit a similar phenotype (/9). These  that their memory was impaired. In addition,  experiments reveal a crucial step in memory
data strongly support the idea that a reduction  Sal003 blocked the long-lasting changes elicited ~ processing: The activity of elF2o. “decides™
in the activity of e[F2c. enhances LTP and by repeated synaptic activation whether a leng-term memory is made

MNEMONIc Processes. {see the figure, panel D), The from an experience. It therefore re-
mains essential to identify the genes

- - regulated by elF2c. and determine if

2008 Grand Prize Winner de novo mutations in these genes

underlie eidetic and other enhanced
forms of memory.

As “Ireneo Funes died in 1889
(21), we shall never know whether
elF 2o activity was exceptionally low in
his brain; however, it remains a possibility.
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Consciousness and Anesthesia

Michael T. Alkire,* Anthony G. Hudetz,?

Giulio Tononi®

When we are anesthetized, we expect consciuusness to vanish. But does it always? Although

e o

al ly induces

and amnesia, the extent to which it causes

unconsciousness is harder to establish. For instance, cerram anesthetics act on areas of the brain's

cortex near the midline and abolish behavioral

but not consciousness.

Unconsciousness is likely to ensue when a complex of brain regions in the posterior parietal area is
inactivated. Consciousness vanishes when anesthetics produce functional disconnection in this
posterior complex, interrupting cortical communication and causing a loss of integration; or when

they lead to bistable, stereotypic responses, causing a loss of information capacity. Thus,

convenient, has drawbacks. For instance, unre-
sponsiveness can occur without unconsciousness.
‘When we dream, we have vivid conscious expe-
riences, but are unresponsive because inhibition
by the brainstem induces muscle paralysis (/3).
Similarly, paralyzing agents used to prevent un-
wanted movements during anesthesia do not re-
‘move consciousness (J4).

Certain anesthetics may impair a person’s
willfulness to respond by affecting brain regions
where executive decisions are made. This is not
an issue for anesthetics that globally deactivate
the brain, but it may be problematic for disso-
cwuvc anw!hcucs like ketamine. Low doses of

seem to cause unconsciousness when they block the brain’s ability to integrate information.

ow consciousness arises in the brain re-
mains unknown. Yet, for nearly two cen-
turies our ignorance has not hampered
the use of general anesthesia for routinely ex-
tinguishing consciousness during surgery. Un-
fortunately, once in every 1000 to 2000 operations
a patient may temporarily regain consciousness or
even remain conscious during surgery (/). Such
intraoperative awareness arises in part because our
ability to evaluate levels of consciousness remains
limited. Nevertheless, progress is being made in
dcnufymg general principles that underlie how
I bring about i (2-6)and
how, occasionally, they may fail to do so.

Cellular Actions of Anesthetics

The cellular and molecular pharmacology of
anesthetics has been reviewed extensively (6-8).
General anesthetics fall into two main classes:
intravenous agents used to induce anesthesia,
generally administered together with sedatives or
narcotics; and volatile agents, generally used for
anesthesia maintenance (Table 1). Anesthetics
are thought to work by interacting with ion chan-
nels that regulate synaptic transmission and mem-
brane potentials in key regions of the brain and
spinal cord. These ion-channel targets are dif-
ferentially sensitive to various anesthetic agenis
(Table 1).

Anesthetics hyperpolarize neurons by increas-
ing inhibition or decreasing excitation (¥) and alter
neuronal activity: The sustained firing typical of
the aroused brain changes to a bistable burst-pause
patiern (J0) that is also observed in non-rapid-
eye-movement (NREM) sleep. At intermediate
anesthetic concentrations, neurons begin oscillat-
ing, roughly once a second, between a depolar-
ized up-state and a hyperpolarized down-state (7).
The up-state is similar to the sustained depolar-

ization of wakefulness. The down-state shows
complete cessation of synaptic activity for a tenth
of a second or more, after which neurons revert to
another up-state. As anesthetic doses increase, the
up-state tums 1o a short burst and the down-state
‘becomes progressively longer. These changes in
neuronal firing pattems are reflected in the elec-
troencephalogram (EEG) (electrical recording
from the scalp) as a transition from the low-
voltage, high-frequency pattem of wakefulness
(known as activated EEG), to the slow-wave
EEG of deecp NREM sleep, and finally to an
EEG burst-suppression pattern (£ 2).

The Anesthetized Patient: Unconscious

or Unresponsive?

Clinically, at low-sedative doses anesthetics cause
astate similar to dnmkenness, with analgesia, am-
nesia, distorted time perception, depersonalization,
and increased sleepiness. At slightly higher doses,
a patlent fails to move in response to a command
and is considered unconscious. This behavioral
definition of unconsciousness, which was intro-
duced with anesthesia over 160 years ago, while

*Depariment of Anesthesilogy and the Center for the Neu-
robiology of Leaming and Memory, University of California,
Invine, CA 92868, USA. “Department of Anesthesiology, Medi-
cal College of Wisconsin, Milwaukee, Wi 53226, USA.
*Department of Psychiatry, University of Wisconsin, Madisan,
Wi 53719, USA.

“To whom comrespondence should be addressed. E-mail:
gtanoni@wisc edu
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cause i out-of-body ex-
periences, forgetfulness, and loss of motivation to
follow commands (15). At higher doses, ketamine
causes a characteristic state in which the eyes are
open and the face takes on a disconnected blank
stare. Neuroimaging data show a complex pattern
of regional metabolic changes (/6), including a
deactivation of executive circuits in anterior
cingulate cortex and basal ganglia (Fig. 1) (/7).
A similar open-eyed unresponsiveness is seen in
akinetic mutism afier bilateral lesions around the
anterior cingulate cortex (/8). In at least some
of these cases, patients understand questions, but
‘may fail to respond. Indeed, a woman with large
frontal lesions who was clinically unresponsive
was asked to imagine playing tennis or 1o navi-
gate her room, and she showed cortical activation
pattemns indistinguishable from those of healthy
subjects (/9). Thus, clinical unresponsiveness is nat
necessarily synonymous with unconsciousness
At doses near the unconsciousness threshold,
some anesthetics block working memory {20).
Thus, patients may fail to respond because they
immediately forget what to do. At much lower
doses, anesthetics cause profound ammesia. Studies
with the isolated forearm technique, in which a
tourniquet is applied to the ann before paralysis is
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Table 1. lonic mechanisms and targets of current clinical anesthetics (5, 8). Ahhrwiamns Ach,
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induced (to allow the hand to

move while the rest of the body Antarior
is paralyzed), show that patients uggxgls

under general anesthesia can
sometimes carry on a conversa-
tion using hand signals, but post-
operatively deny ever being awake
(21). Thus, retrospective oblivion
is no proof of unconsciousness.

Nevertheless, at some level of
anesthesta between behavioral un-
responsiveness and the induction
of a flat EFG [indicating the ces-
sation of the brain’s electrical ac-
tivity, one of the criteria for brain
death (22}], consciousness must
vanish. Therefore, the use of brain-function mon-
itors could improve consciousness assessment
during anesthesia (23). For insiance, bispectral
index monitors record the EEG signal over the
forehead and reduce the complex signal into a
single number that tracks a patient’s depth of
anesthesta over time (/7). Such devices help guide
anesthetic delivery and may reduce cases of in-
traoperative awareness (24), but they remain lim-
ited at directly indicating the presence or absence
of consciousness, especially around the transition
point. The isolated forearm technique has shown
that individual patients can be aware and respon-
sive during surgery even though their bispectral
index value suggests they are not (25). Either the
EEG is not sensitive enough to the neural pro-
cesses underlying consciousness, or we still do
not yet fully understand what to look for.

The Thalamus—Switch or Readout?

The most consistent regional effect produced by
anesthetics at (or near) loss of consciousness is a
reduction of thalamic metabolism and blood flow
(Fig. l),sugmung that the thalamus may scrvc as

Posterior ;. .
Mesial paristal
::gg'ulata cortex, precuneus

Frontal

lobe \-

Fig. 1. Brain areas associated with anesthetic effects [see text and (2)].

thalamus may be largely indirect (6, 3/, 32). Span-
taneous thalamic fiing during anesthesia is largely
driven by feedback from cortical neurons (33),
especially anesthetic-sensitive layer V cells {34).
Many of these cells also project onto brainstem
arousal centers, so cortical deactivation can re-
duce both thalamic activity and arousal (35). Also,
the metabolic and electrophysiological effects of
anesthetics on the thalamus in animals are abol-
ished by removal of the cortex (33, 34, 36). By
contrast, afier thalamic ablation, the cortex still
produces an activated EEG (37), suggesting that
the thalamus is not the sole mediator of cortical
arousal, nor perhaps is it the mast d:.racl one. In

patients with imp! | brain

asecond surgery to place a deep brain stimulator,
the cortical FEG changed dramatically the instant
the patients lost consciousness (38). However, there
was litlle change in thalamic EEG activity until
10 min later. Conversely, in epileptic patients, dur-
ing REM sleep (usually associated with dreaming)
the cartical EEG was activated as if patients were
awake, but the thalamic EEG showed slow wave
activity, as if patients were asleep (39). Thus, the

a consciousness switch (7). Indeed, switchlik

have been fcundmﬂmanmﬂbu‘ofd‘la]mnmmmnp-
ulations. For example, y-aminobutyric acid (GABA)
agonists (mimicking anesthetic action) mjected into
the intralaminar nuclei cause rats to rapidly fall
asleep, with a cormesponding slowing of the EEG (26).
Conversely, rats under anesthetic concentrations of
sevoflurane can be awakened by a minute injection
of nicotine into the intralaminar thalarms (27). In
humans, midline thalamic damage can result in a
vegetative state (/8). Conversely, recovery from the
vegetative stale is heralded by the restoration of func-
tional connectivity between thalamus and cingulate
cortex (28). Also, deep bmmclccmcalsumu]auonof

effects of hetics on the thal may
represent a readout of global cortical activity rather
than a consciousness switch, and thalamic activity
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anesthetics? Evoked responses
in primary sensory cortices—the
first relay for incoming stimuli—
are often unchanged during an-
esthesia, deep sleep, and in veg-
etative patients. Also, activity in
primary sensory areas often does
not carrelate with perceptual ex-
perience (43). Frontal cortex too
may not be essential for anesthet-
ic unconsciousness, because dif-

parieto- ferent anesthetics have variable
accipital effects on this area. For instance,
junction

at equivalent hypnatic doses, both
propofol and thiopental deactivate
posterior brain areas, but only pro-
pofol deactivates frontal cortex (44). Furthenmore,
large lesions of the frontal cortex do not by them-
selves produce unconsciousness (45).
Anesthetic-induced unconsciousness is usually
associated with deactivation of mesial parietal cor-
1ex, posterior cingulate cortex, and precuneus (Fig. 1)
(46). These same areas are deactivated in vegetative
patients but are the first to reactivate in those who
recover (28). Moreover, neural activity in these
areas is altered during seizures associated with an
impairment of consciousness (47) and in sleep
(48). These mesial cortical areas are strategical-
Iy located at the main hub of the brain’s connec-
tional core (49). They are also part of a default
network that is especially active at rest and may
be involved in global monitoring of the internal
environment and several functions related to the
self (50). Nevertheless, mesial cortical areas are
deactivated in REM sleep (48), when subjects
experience vivid dreams. Intriguingly, at inferme-
diate doses, certain anesthetics, such as nitrous
oxide, produce a fairly selective deactivation of
posterior mesial cortex (57), yet when these areas
start to turn off, subjects report dreamlike feelings
with depersonalization and out-of-body experi-
ences, rather than unconsciousness.
In addition to mesial cortical areas, many
hetics also deactivate or disconnect a lai-

may not be a sufficient basis for

Nonetheless, it is premature to write off the
thalamus altogether. Perhaps efficient communi-
cation among cortical areas requires a thalamic
relay (407), in which case thalamic lesions would
lead to a functional disconnection despite an acti-
vated cortex. A functional thalamic disconnection
during anesthesia has been found with neuroim-
aging (41). Subthreshold depolarization to many
cortical areas may be provided by calbindin-positive
matrix u:lls, wh1d1a1c especially concentrated within

the central thalamus improved behavioral

thalamic nuclei and project dif-

ness in a patient who was minimally conscious (29).
Nevertheless, thalamic activity does not de-
crease with all anesthetics. Ketamine increases
global metabolism, especially in the thalamus
(16). Other anesthetics can substantially reduce
dwlarmc activity at doses that cause scdauon, not
For instance, seda-

tion causes a 23% reduction of relative thalamic
metabolism when subjects are still awake and
responsive (30). Indeed, anesthetic effects on the

ﬁJstﬂy 1o superficial layers of cortex (42), Cells in
intralaminar nuclei can fire at high frequencies,
thus providing a coherent oscillatory bias that may
facilitate long-range cortico-cortical interactions.
Therefore, whereas cortical arousal may occur
without the thalamus, consciousness may not.

Cortical Effects of Anesthetics

Are some cortical areas more important than
others for the induction of unconsciousness by

eral temporo-parieto-oceipital complex of mul-
timodal associative areas centered on the inferior
parietal cortex (Fig. 1). In this case, lesion and an-
esthesia data are mutually supportive: Patients with
bilateral lesions at the temporo-parieto-occipital
Jjunction show no sign of perceptual experience,
despite a flurry of undirected motor activity, a
condition called hyperkinetic mutism (18). Thus,
a complex of posterior brain areas comprising
the lateral temporo-parieto-occipital junction and
perhaps a mesial cortical core are most likely
the final common target for anesthetic-induced
unconsciousness.

Disruption of Cortical Integration

Lass of consciousness may not necessarily require
that neurons in these posterior brain areas be in-
activated. Instead, it may be sufficient that dy-
namic aspects of neural activity change, especially
if these affect the brain’s ability to integrate in-
formation (Fig. 2) (3, 5).

www.sciencemag.org SCIENCE VOL 322 7 NOVEMBER 2008

WSI

877



I REVIEWS

878

Consider first large-scale integration, loosely
defined as the ahility of different cortical regions
to interact effectively (52). When i

(56). Also, anesthesia suppresses the late compo-
nent (>100 ms) of visual responses, possibly by
inhibiting feedback connections (57), but not the

fades during anesthesia, there is a drop in EEG
coherence in the y-frequency range (20 to 80 Hz)
between rght and left frontal cortices and be-
tween frontal and occipital regions (+). Anesthetics
also suppress fronto-occipital ¥ coherence in ani-
'mals, both under visual stinulation and at rest (33).
The effect is gradual and much stronger for long-
range than for local (53). Anesth

early feedforward components. Moreover, anes-
thesia abolishes contextual and attentional modula-
tion of firing, presumably mediated by feedback
connections {58). The corticothalamic system may
be especially vulnerable to hetics due to its
small-world organization. Small-world networks
have mostly local mnnmuvny with comparatively
few long-rang d with hubs,

may disrupt cortical integration (5) by acting on
structures that facilitate long-range cortico-cortical
interactions, such as the posterior cortical connec-
tional hub (49), certain thalamic nuclei (42), or
possibly the claustrum (54). Anesthetics may also
disrupt synchronization among distant areas by
slowing neural responses (55).

The loss of feedback interactions in the cortex
may be especially critical. When rats become un-
responsive under anesthesia, information transfer
first decreases in the feedback direction (Fig. 2B)

such networks maximize mlcmcnomwhlle mini-

activity patiens. When the repertoire of discrimi-
nable firing patiems available to the corticothalamic
system shrinks, neural activity becomes less infor-
‘mative, even though it may be glabally integrated
(52). As described above, at high enough dﬂm
several heti pruduc: a burst-supp
pattern in which a near-flat EEG is interrupted
every few seconds by brief, quasi-periodic bursts
of global activation—a stereotypic, global on-off
pattern. Such stereotypic burst-suppression can also
be elicited by visual, auditory, and mechanical
stimuli (Fig. 3B) (60, 61). Thus, during deep an-

mizing wiring. By the same token, thetics need
only disrupt a few long-range connections o pro-
duce a set of disconnected components. Indeed,
computer simulations demonstrate a rapid state
transition at a critical anesthetic dose (59), con-
sistent with a breakdown in network integration.

Disruption of Cortical Information Capacity
Consider next how anesthetics affect information,
defined loosely as the number of discriminable

esthetic uncor the corticothalamic sys-
tem can still be active—in fact, hyperexcitable—
and can produce global responses. However, the
tepertoire of responses has shrunk to a stereotyp-
ic burst-suppression patiern, with a corresponding
loss of information, essentially creating a sys-
tem having only two possible states (on or off).
Generalized convulsive seizures provide another
example in which consciousness can be lost even
though neural activity remains high and highly

A iegrated information Loss of corticalintegration
—_—
B Rat Awake Anesthetized
1.1% Isoflurane
Fr——-\ ==
—d Pu—j
Frontal (Fr) = Occipital (Oc) == Parietal (Par)
=
3 020
2 0.15
§' 010
E 0os
& o
200 100 0 100 200 300 200 -0 O 100 200
f Time (ms) +

Fig. 2. Unconsciousness is associated with a loss of cortical integration.
(A) The corticothalamic system is represented metaphorically as a large
die having many faces, each corresponding to a different brain firing
pattern. During conscious waking, the die rolls on a particular face, rul-
ing out all the others and thus generating integrated informatien. If
integration is lost (as in anesthesia or sleep), the die disintegrates into
many two-faced dice, each generating 1 bit of information. (B} Anesthesia
reduces cortical integration in the rat. (Top) During waking, transfer entropy,
a measure of directional interactions among brain areas, is balanced in the
feedforward (green) and feedback (red) directions. During anesthesia,
feedback transfer entropy (red) is reduced, implying a decrease in front-to-
back interactions. (Bottom) Responses to a flashing light delivered at 0.2 Hz
(arrow) from a representative rat when awake and under 1.1% isoflurane
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C  Human Premotor cortex
Awake

12 p\f

15ms s0ms 100ms

0.002

250 ms.

15ms 50ms 100 ms 150 ms.

anesthesia (56). When the rat is awake, each flash evokes a sustained y-
frequency (20 to 60 Hz} response in visual occipital cortex (blue) and a later
response in parietal association cortex (red). During anesthesia, the occipital
response is preserved, although it is shorter (blue), and the parietal response
is attenuated, indicating that anesthesia reduces cortical interactions and thus
reduces integration. (C} Sleeping reduces cortical integration in humans. EEG
voltages and current densities are shown from a representative subject in
which the premotor cortex was stimulated with transcranial magnetic stimu-
lation (TMS) (black arrow). During waking (top), stimulation evokes EEG re-
sponses first near the stimulation site (black circle; the white cross is the site of
maximum evoked current) and then in sequence at other cortical locations.
During deep sleep (bottom), the stimulus-evoked response remains local,
indicating a loss of cortical integration.

wwhw.sciencemag.org



synchronized: A large portion of the corticotha-
lamic complex is engaged in strong, hypersyn-
chronous activity, but this activity is stereotypic
(60, 61).

A Bit Like Sleep

Sleep is the only time when healthy humans reg-
ularly lose consciousness. Subjects awakened dur-
ing slow wave sleep early in the night may report
short, thoughtlike fragments of experience, or ofien
nothing at all (13). Although anesthesia is not the
same as natural sleep, brain-arousal systems are
similarly deactivated (6, 62). Also, as under an-
esthesia, during slow wave sleep, cortical and
thalamic neurons become bistable and undergo
slow oscillations {1 Hz or less) between up- and
down-states. Like animal studies during anesthe-
sia (Fig. 2B and 3B), human studies during slow
wave sleep suggest that the bistability of cortical
neurons has consequences for the brain’s capacity
1o integrate information (Figs. 2C and 3C). Dur-
ing wakefulness, ranscranial magnetic stimulation

(TMS) applied to premotor cortex and other cor-
tical areas induces a sustained response (300 ms)
involving the sequential activation of specific brain
areas, the identity of which depends upon the pre-
cise site of stimulation (63, 64). During carly
NREM sleep, possibly due to the inducton of a
local down-state, TMS pulses produce instead a
short (<150 ms) local response (64), suggesting
a loss of integration. Intriguingly, TMS pulses to
mesial parietal regions, overlying the main hub in
the cortical connectional core (49), trigger a stereo-
typic, high-amplinude slow wave closely resem-
‘bling spontaneous slow waves (63). This stereotypic
TESPONSE, P ibly due to the simul ac-
tivation of the cortical connectional core and to the
mduction of a global down-state, reflects a limited
repertoire of activity pattems and thus a loss of
information.

Consciousness and Integrated Information
The evidence from anesthesia and sleep states
(Fig. 2 and 3) converges to suggest that loss of
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consciousness is associated with a breakdown
of cortical connectivity and thus of integration, or
with a collapse of the repertoire of cortical ac-
tivity pattemns and thus of information (Figs. 2
and 3). Why should this be the case? A recent
theory suggests a principled reason: Information
and integration may be the very essence of con-
sciousness (52). Classically, information is the re-
duction of uncertainty among altematives: When
a coin falls on one of its two sides, it provides
1 bit of information, whereas a die falling on one
of six faces provides ~2.6 bits. But then having
any conscious experience, even one of pure dark-
ness, must be extraordinarily informative, because
we could have had countless other experiences
mstead (think of all the frames of every possible
movie). Having any experience is like throwing a
die with a trillion faces and identifying which
number came up (Figs. 2A and 3A). On the other
hand, every experience is an integrated whole that
cannot be subdivided into independent compo-
nents. For example, with an intact brain you cannot

A . : Loss of € Human Mesial parietal cortex
Integrated information information capacity ) Awake
204V
—_— TMB/ ! 50ms
S | \\X\_
~
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Awake 1.8% Isoflurane K % G:‘_'} <
Fr ST ——— Ry ‘/ - 0.002
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T
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Fig. 3. Unconsciousness is associated with a loss of information capacity.
(A) As in Fig 2, the corticothalamic system is represented metaphorically
as a large die having many faces, each corresponding to a different brain
firing pattern. During conscious waking, the die rolls on a particular face,
ruling out all the others and thus generating integrated information. If
information is lost (as in anesthesia or sleeping), the die is flattened so
that it has only two faces (firing patterns). Due to the loss of repertoire, it
generates only 1 bit of information. (B) Anesthesia reduces information
capacity in rat cortex. (Tep) Field potentials recorded before and during
light flashes (marks below each trace). During waking (left), flash-evoked
field potentials (blue) (light flashes indicated by marks below each trace)
are small and variable, being masked by spontaneous neuronal activity.

During deep anesthesia (right), bursts of activity eccur spontaneocusly and
after each light flash. (Bottom) During anesthesia, the y-burst response is
uniform across all three brain regions. Thus, responses are stereotypic
and lack regional specificity, indicating a loss of information capacity. (C)
Sleeping reduces cortical information carrying capacity in humans. (Top}
During waking, stimulation over the mesial parietal cortex produces a
specific, sequential pattern of activation. (Bottom) During sleep, stimula-
tion produces a global, stereotypic response that spreads from the stimu-
lation site to most of the cortex, indicating a loss of information capacity.
Black traces represent averaged voltage potentials recorded at all electrodes
and superimposed, while estimated current density is displayed in absolute
scale (63, 64).
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experience the left half of the visual field inde-
pendently of the right half, or visual shapes inde-
pendently of their color. In other words, the die
of experience is a single one—throwing multiple
dice and combining the numbers will not do.

Less metaphorically, the theory claims that
the leve! of consciousness of a physical system is
related to the repertoire of different states (infor-
mation) that can be discriminated by the system
as a whole (integration). A measure of integrated
information, called phi (), can be used to quan-
tify the information generated when a system en-
ters one particular state of its repertoire, above
and beyond the information generated indepen-
dently by its parts (52, 65). In practice, ® can
only be measured rigorously for small, simulated
systems. However, empirical measures could be
devised to evaluate integrated information on the
basis of EEG data, resting functional connectivity,
or TMS-evoked responses. This approach could
allow the development of consciousness monitors
that evaluate both loss of integration, as revealed
by reduced functional or effective connectivity, and
loss of information, as evidenced by stereotypic
Tesponses.

This theory has some interesting implications
for anesthesia. For example, it explains why a cor-
ticothalamic complex is essential for conscious-

component is more important, and whether anterior
cortical regions are critical primarily for execu-
tive ions and perhaps self , remain
questions for future work. Second, anesthetics can
cause unconsciousness not just by deactivating
this posterior corticothalamic cumpir:x but also
by producing a functional di between
subregions of this complex. Third, although as-
sessing loss of consciousness with verbal commands
may usually be adequate, it may occasionally be
misleading. Finally, one theoretical framework
that seems 1o fit well with current :mp!.ncal data
suggests that 1 requires an |
system with a large repertoire of discriminable
states. According to this framework, anesthetics
would produce unconsciousness either by prevent-
ing integration (blocking the interactions among
specialized brain regions) or by reducing infor-
mation (shrinking the number of activity patiems
available to cortical networks). Other frameworks
for consciousness, emphasizing access o a global
workspace (66, 67), or the formation of large co-
alitions of neurons (43), are also consistent with
many of the findings described here, especially
those concerning the role of cortical integration.
Together, these ideas should help in developing
agents with more specific actions, in better moni-
toring their effects on consciousness, and in using

ness and is thus the proper target for hesia:
By conjoining functional specialization (each cor-
ucal area arld neuronal group within :anh area ls
‘alized) with fictional

(thanks to :xt:nswc corticocortical and cortico-
thalamocortical connectivity), a corticothalamic
complex is well suited to behave as a single dy-
namic entty endowed with a large number of dis-
criminable states. By contrast, parts of the brain
made up of small, quasi-independent modules,
such as the cerebellum, and paralle! loops through
the hasal ganglia, are not sufficiently integrated,
‘which is perhaps why they can be lesioned without
loss of consciousness (18, 52). The theory suggests
that one should not interpret individual motor re-
sponses, or localized activations, as signs of con-
sciousness, and conversely, should not interpret
the absence of motor responses as a sure sign of
unconsciousness. Finally, from this theoretical
perspective, consciousness is not an all-or-none
property, but it is graded: Specifically, it increases
in proportion to a system’s repertoire of discrim-
inable states. The shrinking or dimming of the
field of consciousness during sedation is con-
sistent with this idea. On the other hand, the
abrupt loss of consciousness at a critical concen-
tration of anesthetics suggests that the integrated
repertoire of neural states underlying conscious-
ness may collapse nonlinearly.

Conclusions

Despite different mechanisms and sites of action,
most anesthetic agents appear o cause uncon-
sciousness by targeting, directly or indirectly, a
posterior lateral corticothalamic complex centered
around the inferior parietal lobe, and perhaps a
medial cortical core. Whether the medial or lateral
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hesia as a tool for ch izing the neural
substrates of consciousness.
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Genetic Mapping in Human Disease

David Altshuler,*345+ mark ]. Daly,“*** Eric 5. Lander™%7#+

Genetic mapping provides a powerful approach to identify genes and biological processes
underlying any trait influenced by inheritance, including human diseases. We discuss the
intellectual foundations of genetic mapping of Mendelian and complex traits in humans, examine

lessons emerging from linkage analysis of M

dali

ide association

diseases and g

studies of commen diseases, and discuss questions and challenges that lie ahead.

by § for fruit flies in 1913 (/). Linkage

v the early 1900s, g d od

that Mende!’s laws of inheritance underlie

the transmission of genes in diploid orga-
nisms. They noted that some ftraits are inherited
acconding to Mendel’s ratios, as a result of altera-
tions in single genes, and they developed methods
to map the genes responsible. They also recognized
that most naturally occurring trait variation, while
showing strong correlation among relatives, involves
the action of multiple genes and nongenetic factors.

Although it was clear that these insights applied
to umans as much as to fruit flies, it took most of
the century to tum these concepts into practical
tools for discovering genes contributing to human
diseases, Starting in the 1980s, the use of naturally
occurting DNA variation as markers to trace inher-
itance in families led to the discovery of thousands
of genes for rare Mendelian diseases. Despite great
hopes, the approach proved unsuccessful for com-
mon forms of human diseases—such as diabetes,
heart disease, and cancer—that show complex in-
heritance in the general populaton.

Over the past year, a new approach to genetic
mapping has yielded the first general progress
toward mapping loci that influence susceptibility
to common human diseases. Still, most of the
genes and mutations underlying these findings
remain 1o be defined, let alone understood, and it
remains unclear how much of the heritability of
common disease they explain. Below, we discuss
the intellectual foundations of genetic mapping,
examine emerging lessons, and discuss questions
and challenges that lie ahead.

Genetic Mapping by Linkage

and Association

(enetic mapping is the localization of genes un-
derlying phenotypes on the basis of correlation
with DNA variation, without the need for prior
hypotheses about biological finction. The sim-
plest form, called Enkage analysis, was conceived
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analysis nvolves crosses between parents that vary
at a Mendelian trait and at many polymorphic
wvarants (“markers”); because of meiotic recom-
‘bination, any marker showing correlated segre-
gation (“linkage™) with the trait must lie nearby
i the genome.

In the 1970s, the ability to clone and sequence
DNA made it possible o tie genetic linkage maps in
‘mode] organisms to the underlying DNA sequence,
and thereby 10 molecularly clone the genes nespon-
sible for any Mendelian trait solely on the basis of
their genomic position (2, 3). Such studies typically
imvolved three sieps: {f) identifying the locus respon-
sible through a genome-wide search: (i) sequencing
the region in cases and controls 1o define causal
mutation(s); and (iii) studying the molecular and
cellular functions of the genes discovered. So-
called “positional cloning” became a mainstay
of experimental genetics, identifying pathways
that are crucial in development and physiology.

Linkage analysis in humans. For most of
the 20th century, genome-wide linkage mapping
was impractical in humans: Family sizes are small,
crosses are not by design, and there were too
few classical genetic markers to systematically
trace inheritance. Progress in identifying the genes
confributing to human traits was initially limited
1o studies of biological candidates such as blood-
type antigens (4) and hemoglobin B protein in
sickle-cell anemia (5).

In 1980, Botstein and colleagues, building on
their use of DNA polymorphisms to study linkage
in yeast (6) and the finding of DNA polymorphism
at the globin locus in humans (7, §), proposed the
use of nawrally occurring DNA sequence poly-
‘morphisms as generic markers 1o create a human
genetic map and systematically trace the trans-
mission of chromosomal regions in families (9).
The feasibility of genetic mapping in humans was
soon demonstrated with the localization of Hun-
tington disease in 1983 (/0). A rudimentary ge-
netic linkage map with ~400 DNA markers was
generated by 1987 (/1) and was fleshed out to
~5000 markers by 1996 (/2). Physical maps pro-
viding access to linked chromosomal regions were
developed by 1995 (13), With these tools, posi-
tiona! cloning became possible in humans, and the
number of disorders ted 10 a specific gene grew
from ~100 in the late 1980s to >2200 today (/4).

Several lessons emerged from studies of Men-
delian disease genes: (i) The “candidate gene”
approach was woefully inadequate; most disease
genes were completely unsuspected on the basis
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of previous knowledge. (if) Disease-causing mu-
tations ofien cause major changes in encoded
proteins. (jii) Loci typically harbor many disease-
causing alleles, mostly rare in the population. (iv)
Mendelian diseases often revealed great com-
plexity, such as locus heterogeneity, incomplete
penetrance, and variable expressivity.

Geneticists were eager to apply genetic map-
ping to common diseases, which also show familial
clustering. Mendelian subtypes of common diseases
[such as breast cancer (/5), hypertension (/6), and
diabetes (/7)) were elucidated, but mutations in
these genes explained few cases in the population.
In common forms of common disease, risk to re-
latives is lower than in Mendelian cases, and linkage
studies with excellent power to detect a single causal
gene vielded equivocal results.

These features were consistent with, but did
not prove, a polygenic model. The idea that com-
‘monly varying traits might be polygenic in nature
was offered by East in 1910 (/8). By 1920, linkage
mapping was used to identify multiple unlinked
factors influencing truncate wings in Drosophila
(19), and Fisher had developed a mathematical
framework for relating Mendelian factors and
Quantitative traits (26). In the late 1980s, linkage
mapping of complex traits was made feasible
for experimental organisms through the use of
genetic mapping in large crosses (2/). But there
was litile success in humans.

Genetic association in populations. A possible
path forward emerged from population genetics
and genomics. Instead of mapping disease genes
by tracing transmission in families, one might
localize them through association studies—that
is, comparisons of frequencies of genetic vari-
ants among affected and unaffected individuals.

Genetic association studies were not a new
idea. In the 1950s, such studies revealed correla-
tions between blood-group antigens and peptic
ulcer disease (4); in the 1960s and 1970s, com-
mon variation at the human leukocyte antigen
(HLA) locus was associated with autoimmune
and infectious diseases (22); and in the 1980s,
apolipoprotein E was implicated in the etiology
of Alzheimer’s disease (23). Still, only about a
dozen extensively reproduced associations of com-
‘mon variants (outside the HLA locus) were iden-
tified in the 20th century (24).

A central problem was that association studies
of candidate genes were a shot in the dark: They
were limiled to specific variants in biological can-
didate genes, each with a tiny a priori probability
of being disease-causing. Moreover, association
studies were susceptible to false positives due to
population structure, because there was no way 1o
assess differences in the penetic background of
cases and controls. Although many claims of as-
sociations were published, the statistical support
tended to be weak and few were subsequently
replicated (25).

In the mid-1990s, a systematic genome-wide
approach 1o association studies was proposed
(26-28): to develop a catalog of common human
genetic variants and test the variants for associa-
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tion to disease risk. The focus on common vari-
ants as a mapping tool was a matter of practicality,
grounded in population genetics. The human pop-
ulation has recently grown exponentially from a
small size. As predicted by classical theory (29),
humans have limited genetic variation: The het-
erozygosity rate for single-nucleotide polymor-
phisms (SNPs) is ~1 in 1000 bases (30-32).
Moreover, perhaps 90% of heterozygous sites
in each individual are common variants, typically
shared among continental populations (33).

If most genetic variation in an individual is
common, then why are mutations responsible
for Mendelian discases typically rare? One

answer is natural selection: Mutations that cause
strongly deleterious phenotypes—as most Men-
delian diseases appear to be—are lost to purify-
ing selection. But if deleterious mutations are
typically rare, how could common variants play
a role in disease? Common diseases often have
late onset, with modest or no obvious impact on
reproductive fitness. Mildly deleterious alleles
can nsc to moderate frequency, parm:a.dar‘y in
popul that have und recent

(34). Moreover, some alleles that were adwm‘ra-
geous or neutral during human evohtion might
now confer susceptibility to disease because of
changes in living conditions accompanying civi-
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lization. Finally, disease-causing alleles could be
‘maintained at high frequency if they were under
‘balancing selection, with disease burden offset by
a beneficial phenotype (as in sickle-cell disease
and malaria resistance)

These lines of reasoning led to the so-called
“common disease—common varant” (CD-CV)
hypothesis: the proposal that common polymor-
phisms (classically defined as having a minor
allele frequency of >1%) might contribuie to sus-
ceptibility to common diseases (26-28). If so,
genome-wide association studies (GWASs) of
common variants might be used to map loci
contributing to common diseases. The concept

Fig. 1. DNA sequence variation in the human ge-
nome. (A) Common and rare genetic variation in 10
individuals, carrying 20 distinct copies of the hu-
man genome. The amount of variation shown here
is typical for a 5-kb stretch of genome and i cen-
tered on a strong recombination hotspot. The 12
common variations include 10 SNPs, an insertion-
deletion polymorphism (indel), and a tetranucleotide
repeat polymorphism. The six common polymor-
phisms on the left side are strongly correlated. Al-
though these six polymorphisms could theoretically
occur in 2¢ possible patterns, only three patterns are
observed (indicated by pink, orange, and green).
These patterns are called haplotypes. Similarly, the six
common polymorphisms on the right side are strong-
ly correlated and reside on only two haplotypes (in-
dicated by blue and purple). The haplotypes occur
because there has not been much genetic recombi-
nation between the sites. By contrast, there is little
correlation between the two groups of polymor-
phisms, because a hotspot of genetic recombination
lies between them. The pairwise correlation between
the common sites is shown by the red and white
boxes below, with red indicating strong correlation
and white indicating weak correlation. In addition to
the common polymorphisms, lower-frequency poly-
morphisms alse occur in the human genome. Five
rare SNPs are shown, with the varant nucleotide
marked in red and the reference nucleotide not shown.
In addition, on the second to last chromosome, a larger
deletion variant i observed that removes several
kilobases of DNA. Such larger deletion or duplication
events {i.e., CNVs) may be common and segregate as
other DNA variants. (B) Small regions such as in (A)
are often embedded in genomic regions with much
greater extents of LD. The diagram shows actual data
from the International HapMap Project, showing 420
genetic variants in a region of 500 kb on human
chromosome 5q31. Positions of the variants and the
pairwise correlations are shown below. Blocks of
strong correlation are indicated by the black outlines.
Longer-range pattems are often more complex than
shown in (A} because weaker recombination hotspots
may reduce, but not completely eliminate, marker-to-
marker correlation.
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was not that all causal mutations at these genes
should be common (to the contrary, a full spec-
trum of alleles is expected), only that some
common varianis exist and could be used to
pinpoint loci for detailed study.

It took a decade to develop the tools and meth-
ods required to test the CD-CV hypothesis: (i)
catalogs of millions of common variants in the
human population, (if) techniques to genotype
these variants in studies with thousands of pa-
tients, and (iif) an analytical framework to distin-
guish true associations from noise and artifacts.

Cataloging SNPs and linkage disequifibrium.
Pilot projects in the late 1990s showed that it was
possible to identify thousands of SNPs and to
perform highly multiplexed genotyping by means
of DNA microarrays (35). A public-private part-
nership, the SNP Consortium, built an initial map of
1.4 million SNPs (32); this has grown to more than
10 million SNPs (36) and is estimated to contain
80% of all SNPs with frequencies of >10% (37).

As the SNP catalog grew, a critical question
loomed: Would GWASs require directly testing
each of the ~10 million common variants for
association to disease? That is, if only 5% of var-
iants were tested, would 95% of associations be
missed? Or could a subset serve as reliable proxies
for their neighbors? Experience from Mendelian
diseases suggested that substantial efficiencies
might be possible, Fach disease-causing mutation
arises on a particular copy of the human genome
and bears a specific set of common alleles in cis
at nearby loci, termed a haplotype. Because the re-
combination rate is low [~] crossover per 100
megabases (Mb) per generation], disease alleles in
the population typically show association with near-
by marker alleles for many generations, a phenom-
enon tenmed linkage disequilibrium (L) (Fig. 1).

Early studies had demonstrated LD of nearby
polymorphisms at the globin locus (38), which
proved useful in tracking sickle-cell mutation. In
the mid-1980s, it was proposed that a genome-
wide search might be performed in genetically
isolated populations, scanning the genome for a
haplotype shared among unrelated patients carry-
ing the same founder mutation (39). Such “LD
mapping” in essence treated the entire population
as a very large and very old extended family. This
method soon proved useful in fine-mapping the
founder AS08 mutation in the transmembrane
conductance regulator CFTR as a cause of cystic
fibrosis (40) and in screening the entire genome
in isolated populations such as Finland (47).

The key question was whether the same ap-
proach could be used more generally to study
common alleles in large human populations,
where recombination had more time to whittle
down haplotypes. A simulation study suggested
that LD might typically be too short to be use-
ful, with a SNP every 5 kb (500,000 SNPs across
the genome) providing very weak LD (average
correlation # = 0.1) (42). Studies of individual
loci showed great heterogeneity in local LD (43).

As denser genetic maps became available,
a clear picture emerged. Nearby variants were

observed to form a block-like structure consist-
ing of regions characterized by litlle evidence
for historical recombination and limited haplo-
type diversity (44, 45). Within such regions, which
soon proved general (46), genotypes of common
SNPs could be inferred from knowledge of only
a few empirically determined tag SNPs (45-47).
These patterns were shaped by hot and cold spots
of recombination in the human genome (48-507),
as well as historical population bottlenecks (51).
The International HapMap Project was launched
in 2002, with the goal of characterizing SNP fre-
quencies and local LD patterns across the human
genome in 270 samples from Furope, Asia, and
West Africa. The project genotyped ~1 million
SNPs by 2005 (37) and more than 3 million by
2007 (52). Sequence data collected by the project
confirmed that the vast majonty of common SNPs
are strongly correlated to one or more nearby
proxies: 500,000 SNPs provide excellent power
1o test >90% of common SNP variation in out-
of-Africa populations, with roughly twice that
number required in African populations (37).
Massively parallel genotyping. SNP geno-
typing was initially performed one SNP at a time,
ata cost of ~§1 per measurement. Multiplex geno-
typing of hundreds of SNPs on DNA microamays
was demonstrated in 1998 (35), and capacity per
array grew from 10,000 to 100,000 SNPs in 2002
10 500,000 to 1 million SNPs in 2007, In parallel,
cost fell to $0.001 per genotype, or less than $1000
per sample for a whole-genome analysis. By 2006,
several technologies could simultaneously geno-
type hundreds of thousands of SNPs at >99%
completeness and >99% accuracy.
Copy-number variation. SNPs are only one
type of genetic varation (Fig. 1). Using microar-
ray technology, two groups in 2004 observed that
individual copies of the human genome contain
large regions (tens to hundreds of kilobases in
size) that are deleted, duplicated, or inverted rela-
tive to the reference sequence (53, 54). Structural
variants had been previously associated with de-
velopmental disorders and were often assumed to
be pathogenic; the presence of so many segregat-
ing copy-number variations (CNVs) in the peneral
population was surprising. The generality of CNVs
‘was soon established (55-59). Many CNVs display
tight LD with nearby SNPs (56, 57) and thus can
be proxied by nearby SNPs in GWASs. Others oc-
cur in regions that are difficult to follow with SNPs,
are highly mutable, or are rare (58, 59). Hybrd
genotyping platforms have recently been developed
10 genotype SNPs and CNVs simultancously (6).
Statistical analysis, Recognizing causal loci amid
a genome’s warth of random fluctuation required
advances in statistical design, analysis, and interpre-
tation. The risk of false negatives was illustrated by a
study of type 2 diabetes (T2D) and the Pro' — Ala
polymorphism in peraxisome proliferator-activated
receptor y. Whereas an initial positive report (6/)had
not been confirmed in four modest-sized replication
studies, larger studies produced strong and consistent
evidence of increased nisk by a factor of 1.2 (62, 63).
The negative studies were actually consistent with
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the level of increased risk, but simply lacked
adequate power to detect it.

Conversely, stringent thresholds for statistical
significance are needed to avoid false positives
due to multiple hypothesis testing. Sirmlations in-
dicated that a dense genome-wide scan of com-
mon variants involves the equivalent of ~1 million
independent hypotheses (64). A significance lev-
el of P= 5 % 107 thus represents a finding ex-
pected by chance once in 20 GWASs. Large
sample sizes would be needed to reach such a
stringent threshold (Fig. 2).

Systematic biases could also cause false posi-
tives. Differences in ancestry between cases and
controls would vield spurious associations (65),
suggesting the need for family-based controls (66).
It was later recognized that genome-wide studies
provide their own intemal control: Mismatched
ancestry is readily detectable because it produces
frequency differences at thousands of SNPs, which
could not all reflect causal associations. Methods
were developed to detect and adjust for such biases
(67-69) as well as unexpected relatedness between
subjects. Technical artifacts, which are particularly
problematic if cases and controls are not genotyped
in parallel (7(7), were overcome by improved geno-
typing methods, quality control, and stringent fil-
tering. To maximize efficiency and power, several
groups developed methods of selecting tag SNPs
(47, 71-73) from empirical 1D daia and using
them to impute genotypes at other SNPs not geno-
typed in clinical samples (74) on the basis of LD
relationships in the HapMap.

Genome-Wide Associations: Lessons

By early 2006, the tools were in place and studies
were under way in many laboratories to resolve
the hotly debated issue (75, 76) of whether genetic
‘mapping of common SNPs would shed light on
common disease. Since then, scores of publications
have reported the localization of common SNPs
associated with a wide range of common diseases
and clinical conditions (age-related macular de-
generation, type 1 and type 2 diabetes, obesity, in-
flammatory bowel disease, prostate cancer, breast
cancer, colorectal cancer, theumatoid arthritis, sys-
temic lupus erythematosus, celiac disease, multiple
sclerosis, amal fibrillation, coronary disease, glauco-
ma, gallstones, asthma, and restless leg syndrome)
as well as vanious individual traits (hefght, hair colar,
eye color, freckles, and HIV viral set point). Figure
3 illustrates data from a paradigmatic genome-wide
association study of Crohn’s disease performed by
the Wellcome Trust Case Control Consortium.

‘Various lessons have already emerged about
genelic mapping by GWAS:

1) GWASs work. Before 2006, only about two
dozen reprocuucible associations outside the HLA
locus had been discovered (25). By early 2008,
more than 150 relationships were identified between
common SNPs and disease traits (table S1). In most
diseases studied, GWASs have revealed multiple
independent loci, although some traits have not yet
yielded associations that meet stringent thresholds
(e.g., hypertension). It is not clear whether this
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reflects inadequate sample size, phenotypic defini-
tion, or a different genetic architecture.

2) Effect sizes for common variants are typ-
ically modest. In a few cases, common variants
with effects of a factor of =2 per allele have been
found: APOE4 in Alzheimer’s disease (23), CFH
in age-related macular degeneration (77-79), and
LOXLI in exfoliative glaucoma (8. In the vast
majority of cases, however, the estimated effects
are much smaller—mostly increases in risk by a
factor of 1.1 1o 1.5 per associated allele.

3) The power 1o detect associations has been
low. Given the effect sizes now known to exist,
and the need o exceed stringent statistical thresh-
olds, the first wave of GWASs provided low power

and height (87-90). Across these four traits and
diseases, individual GWASs together documented
29 associations. Increasing the power by pooling
the samples to perform meta-analysis and replica-
tion genotyping has increased this yield to more
than 100 replicated loci for these four conditions.

4) Association signals have identified small re-
gions for study but have not yet identified causal
genes and nutations. Genetic mapping is a double-
edged swond: Local correlation of genetic varianis fa-
cilitates the initial identification of a region but makes
it difficult to distinguish causal mutation(s). Lucki-
ly, whereas family-based linkage methods typically
vield regions of 2 to 10 Mb in span, GWASs typi-
cally yield more manageable regions of 10 to 100 kb.

Sample size

0Odds ratio

Fig. 2. Sample sizes required for genetic association studies. The graphs show the total number & of samples (consisting of
required to map a genetic variant as a function of the increased risk due to the disease-causing
allele {x axis) and the frequency of the disease-causing allele (various curves). The required sample size is shown in the table
on the right for various different kinds of assodation studies. The first three columns pertain to GWASs using common
variants across the entire genome; the columns correspond to different levels of statistical power to achieve a significant
result at P < 1072, The fourth column pertains to a search for rare variants where the frequency listed is the collective
frequency of rare variants in controls, and the adds ratie is the excess in cases as compared to controls. Sample sizes assume
correction for a genome-wide search of ~20,000 protein-coding genesin the genome (aiming to achieve P < 10™° with one
test performed per gene). The fifth column pertains to a test of a single hypothesis (e.g., testing assodiation with a single
SNP). For example, in a GWAS, 1000 samples provide 90%s statistical power to detect a 30% allele with a factor of 2 effect.
In a genome-wide search via exon sequencing, 660 samples provide 90% power to detect a gene in which rare variants
have aggregate population frequency 1% and convey a factor of ~8 increase in risk. Note that the sample size to test

NP2 cases and N/2 controls)

GWAS

90% 50% 10%  90%

100,000 66,790 40,260 66,040

L 30000 20,087 12078 18812

L 10000 6679 4026 6604

L 3000 2004 1208 1981

L 1000 668 403 660

F 80 200 121 198
L

— 100 67 40 66
il i 1.1

essentially all common SNPs in the human genome is only 5 times the sample size to test a single SNP.

to discover disease-causing loci (81, 82). For exam-
ple, achieving 90% power 1o detect an allele with
20% frequency and a factor of 1.2 effect at a sta-
tistical significance of 107® requires 8600 samples
(Fig. 2). Thus, although it is unlikely that com-
mon alleles of large effect have been missed,
GWASs of hundreds to several thousand cases have
necessarily identified only a fraction of the loci that
can be found with larger sample sizes. This pre-
diction has been empincally confirmed in T2D
(83), serum lipids (84, 85), Crohn’s disease (86),
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These regions have yet to be scrutinized by
fine-mapping and resequencing to identify the
specific gene and varants responsible. Even when
a locus is identified by SNP association, the causal
‘mutation itself need not be a SNP. For example, the
TRGM gene was associated with Crohn’s disease on
the basis of GWAS, Subsequent study suggests that
the causal mutation is a deletion upstream of the
pramoter affecting tssue-specific expression (97).

5) A single locus can contain muitiple inde-
pendent common risk varianis. Intensive study has

Rare
variant Nominal

already identified seven independent alleles at
8q24 for prostate cancer (92), three at complement
factor H (CFH) for age-related macular degeneration
93, 94), three at IRFS for systemic lupus ery-
thematosus (95), and two at [T23R for Crohn’s
disease (96). Multiple distinct alleles with different
frequencies and risk ratios may well be the rule.

6) A single locus can harbor both common
variants of weak effect and rare variants of large
effect. In recent GWASs, studies of common
SNPs enabled the identification of 19 loci as
influencing low- or high-density lipoprotein (LDL,
HDL) or triglycerides (84, 85). Nine of these 19
were already known to camy rare Mendelian
mutations with large effects, such as the loci for
the LDL receptor (LDLR) and farnilial
hypercholesterolemia (FH). Similarly,
the genes encoding Kir6.2, WFSI,
and TCF2 are all known fo cause
as well as common SNPs with mod-
est effects.

7) Because allele frequencies vary
across human populations, the rela-
tive roles of common susceptibility
genes can vary among ethnic groups
One example is the association of
prostate cancer at 8q24: SNPs in the
region play a role in all ethnic groups,
but the contribution is greater in
Afiican Americans. This is not be-
cause the sk alleles yet found confer
greater susceptibility in African Amer-
icans, but because they occur at higher
frequencies (92), contributing to the
ican men than among men of Furo-
pean ancestry.

Lessons have also emerged about
the functions and phenotypic associ-
ations of genes related to common
diseases:

1) A subset of associations in-
volve genes previously related to the
disease. Of 19 loci meeting genome-
wide significance in a recent GWAS
of LDL, HDL, or tiglyceride levels,
12 contained genes with known func-
tions in lipid biology (84, 85). The
gene for 3-hydroxy-3-methy! glutaryl-
coenzyme A reductase (HMGCR),
encoding the rate-limiting enzyme in
cholesterol biosynthesis and the target
of statin medications, was found by
GWAS to carry common genetic variation influ-
encing LDL levels (84, 85). Similarly, SNPs in the
p-cell zine transporter encoded by SLC30A8 were
associated with risk of T2D (97).

2) Most associations do not involve previous
candidate genes. In some cases, GWAS resulis im-
mediately suggest new biological hypotheses—
for example, the role of complement factor H in
age-related macular degeneration (77-79), FGFR2
in breast cancer (98), and CDKN2A and CDKN2B
in T2D (99-I01). In many other cases, such as
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LOC387715/HTRA1 with age related macular degen-
eration (102), nmrbygmas hw:nulmuwn fi.lncum.
3) Many prot

5%, but its coverage declines rapidly for lower-
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Ihata h:ghly penetrant, recurrent microdeletion and

frequency alleles (37). Such lower fre alleles
may be particularly important: Alleles with strong

coding regions. Although somc 1 non-

del effects are d by natural se-

coding SNPs may ultimately prove atiributable
to LD with nearby coding mutations, many are
sufficiently far from nearby exons to make this
outcome unlikely. Examples include the region at
8q24 associated with prostate, breast, and colon
cancer, 300 kb from the nearest gene (103, 104),
and the region at 9q21 associated with myo-
cardial infarction and T2D, 150 kb from the
nearest genes encoding CDKN2A and CDKN2B
(99-101, 105-107).

A role for noncoding sequence in disease
risk iz not surprising: Comparative genome anal-
ysis has shown that 5% of the human genome is
evolutionarily conserved and thus functional; less
than one-third of this 5% consists of genes that
encode proteins (/08). Noncoding mutations with
roles in disease susceptibility will likely open
new doors 1o understanding genome biology and
gene regulation. Regulatory variation also sug-
gests different therapeutic strategies: Modulating
levels of gene expression may prove more trac-
table than replacing a fully defective protein or
tuming off a gain-of-function allele.

4) Some regions contain expected associa-
tions across diseases and traits. Crohn’s discase,
psoriasis, and ankylosing spondylitis have long
been recognized to share clinical features; the asso-
clation of the same common polymorphisms in
IL23R in all three diseases points to a shared mo-
lecular cause (96, 109, 110). SNPs in STAT4 (signal
transducer and activator of transcription 4) are
associated with rheumnatoid arthritis and systemic
lupus, two diseases that share clinical features. Mul-
tiple varants associated with T2D are associated
with insulin secretion defects in nondiabetic indi-
viduals (101, 111-116), highlighting the role of
B-cell failure in the pathogenesis of T2D.

5) Some regions reveal m'pnsmg msoannms
For example, unexp
among T2D, inflammatory diseases (two loci), a:l.d
cancer (four loci). A single intron of CDKALI
was found o contain a SNP associated with T2D
and insulin secretion defects (99101, 116), and
another with Crohn’s disease and psoriasis (/7).
A coding variant in glucokinase regulatory pro-
tein is associated with triglyceride levels and
fasting glucose (JOI) but also with C reactive pro-
tein levels (118, 119) and Crohn’s disease (86). A
SNP in TCF2 is associated with protection from
T2D, as expected on the basis of Mendelian mu-
tations at the same gene (/20f). Unexpectedly, the
same association signal umed up in a GWAS for
prostate cancer (121). Similarly, JAZF1 was iden-
tified as containing SNPs associated with T2D (83)
and prostate cancer (/22), and TCF7L2 with T2D
(123) and colon cancer (124, 125).

d

From Comman SNPs to the Full

Allelic Spectrum

The current HapMap provides reliable proxies for
the vast majority of SNPs at frequencies ahove

lection from becoming too common, We divide
these alleles into two conceptually distinet classes:

1) Commaon variants with frequencies below
5%. By “common,” we refer to variants that occur
at sufficient frequency to be cataloged in studies of
the general population and measured (directly, or
indirectly through LD) in association studies. In
practice, this class may include allele frequencies
in the range of 0.5% and above. A GWAS of 2000
cases and 2000 controls provides good power for a
1% allele causing a factor of 4 increase in risk
(even at P< 10°%) (Fig. 2).

The value of lower-frequency common variants
is lustrated by PCSK9 (proprotein convertase
subtilisinkexin type 9). The gene encoding PCSK9
contains very rare rmutations causing autosomal
dominant hypercholesterolemia (discovered by link-
age analysis), as well as high-frequency common
vanants with modest effects. The former are too rare
and the latter 100 weak to enable effective clinical
study of PCSK9 with respect to coronary ariery dis-
ease risk. Hobbs and Cohen sequenced the gene
(126, 127) and identified low-frequency common
variants (0.5 to 1%), which allowed epidemiological
research ing a protective effect on myo-
candial infrction (128).

2) Rare variants. Most Mendelian diseases in-
volve rare mmutations that are essentially never ob-
served in the general population. Rare mutations
likely also play an important role m common dis-
eases. Because they are numerous and individually
rare, it is not possible to create a complete catalog
in the general population. Instead, they must be
identified by sequencing in cases and controls in
each study. Mareover, because each variant is too
rare 1o prove statistical evidence of association, the
mutations must be aggregated as a class to compare
the overall frequency of cases versus controls.

A few examples are known through candidate
gene studies. Rare nonsynonymous rmutations in
MCA4R are found in patients with extreme early-
anset obesity (129). Rare Mous muta-

of a 593kb region in 16pl12
explains 1% of cases (/32). Moreover, several recent
studies repart that patients with autism and schiz-
ophreniamay have an excess of rare deletions
the genome relative o unaffected controls (133, 134).
Although these studies did not identify specific loci
(none of the novel loci were observed more than
once), they suggest that the universe of rare struc-
tural changes contributing to each discase may be
as large and diverse as that of commmon SNPs.

The Genetic Architecture of

Common Disease

Varlants so far identified by GWASs together
explain only a small fraction of the overall in-
herited risk of each disease (for example, ~10%
of the variance for Crohn’s and ~5% for T2D).
‘Where is the remaining genetic variance to be
found? There are several answers:

1) At disease lodi already identified by GWAS,
the locus-attributable risk will ofien be higher than
currently estimated. This is because marker SNPs
used in GWASs will typically be imperfect proxies
for the actual causal mutation that led to the asso-
ciation signal. The causal gene will often contain
additional mutations not tagged by the initial
marker SNPs, both common and rare. Determin-
ing the contrbution of each gene will require
intensive studies of varianis at each locus.

2) Many more disease loci remain to be iden-
tified by GWAS. Asnoted above, GWASs to date
have had low statistical power and thus necessarily
‘missed many loci with common variants of similar
and smaller effects. The first studies did not have
proxies for common structural variants and have
failed to capture lower-frequency commen variants
{05 to 5%). Mareover, the vast majority of studies
have been perfomed only in samples of Furopean
ancestry. Larger, more comprehensive, and more
diverse GWASs will reveal many more loci.

3) Some disease loci will contain only rare
vaniants. Such loci (if not already found by Mende-
lian genetics) cannot be identified by study of
common variants alone. They will require systematic
ng of all genes in larpe samples (Fig. 2).

tions in ABCAI are more common in patients with
extremely low HDL than in those with high HDL
(130). An excess of rare mutations in renal salt-
handling genes has been associated with lower blood
pressure and protection against hypertension (/31).

The sample size required to perform a genome-

4) Current estimates of the variance explained
are based on simplifying assumptions. Because
the genotype-phenotype correlation has vet to be
well characterized, the estimates assume that the
variants interact in a sa.mple addn_we manner, Yet

and ger ions play

gene-g

wide search based on coding depends
on the background frequency (u) of mmutations that
confer disease risk and the level (@) of increased
risk for each such mutation. ABCAI is a favorable
case because p and @ are high (the gene has an
unusually large coding region of ~7 kb, and muta-
tions confer a factor of ~6 increase in risk). Achiev-
ing genome-wide significance will likely require
resequencing studies of thousands of cases and
controls, similar to GWASs (Fig. 2).

(GWASs of rare variants are already under way
for large structural variants through the use of micro-
amay analysis. A recent GWAS of autism revealed

roles in disease risk. Although searches
havc not yet found much evidence for epistasis
[eg., (93, 94, 135)], this may simply reflect limited
power 10 assess the many possible modes of inter-
action, including pairwise interactions and threshold
effects. Once patters of association and interaction
are understood, effects of specific gene and enviran-
‘mental exposures on each phenotype may be larger
For these reasons, it is premature to make in-
ferences about the overall genetic architecture of
common disease. Only by systematically explor-
ing each of these directions over the coming years
will a general picture emerge—with the likely
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Fig. 3. GWAS for Crohn's disease. The panels show
data from the study of Crohn’s disease by the
Wellcome Trust Case Control Consortium. (A) Sig-
nificance level (P value on logy, scale} for each of
the 500,000 SNPs tested across the genome. SNP
locations reflect their positions across the 23 human
chromosomes. SNPs with significance levels exceed-
ing 107 (corresponding to 5 on the y axis} are col-
ored red; the remaining SNPs are in blue. Ten regions
with multiple significant SNPs are shown, labeled by
their location or by the likely disease-related gene
(e.q., 23R on chromosome 1). (B) The fact that the
SNPs in red are extreme outliers is made clear from
a so-called Q-Q plot. A Q-Q plot is made as fol-
lows: The SNPs are ordered (from 1 to n) according
to their observed P values; observed and expected
P values are plotted for each SNP. Under the null
distribution, the expected P value for the ith SNP is
iln. If there are ne significant associations, the Q-Q
plot will lie along the 45° line; the gray region
corresponds to a 95% confidence region around
this null expectation. Black points correspond to all
500,000 SNPs studied that passed strict quality con-
trol; they diverge strongly from the null expectation.
Blue points reflect the P values that remain when the
SNPs in the 10 most significant regions are removed;
there is still some excess of significant P values, indi-
cating the presence of additional loci of more modest
effect. (C) Close-up of the region around the IL23R
locus on chromosome 1. The first part shows the sig-
nificance levels for SNPs in a region of ~400 kb, with
colors as in (A). The highest significance level occurs
at a SNP in the coding region of the /L23R gene
(causing an Arg®™ -» Gln change). The light blue curve
shows the inferred local rate of recombination across
the region. There are two clear hotspots of recombi-
nation, with SNPs lying between these hotspots being
strongly correlated in a few haplotypes. The second
part shows that the IL23R locus harbors at least two
independent, highly significant disease-associated
alleles. The first site is the Arg®*"  Gln polymorphism,
which has a single disease-assodiated haplotype
(shaded in blue) with frequency of 6.7%. The second
site is in the intron between exons 7 and 8; it tags
two disease-associated haplotypes with frequencies
of 27.5% and 19.2%.

outcome being that different diseases will each be
characterized by a different balance of allele fre-
quencies, interactions, and types. Although the
proportion of genetic variance explained is certain
1o grow in the coming years, it is unlikely to ap-
proach 100% because of practical limitations, such
as the difficulty of detecting common variants with
extremely small effects, genes harboring rare var-
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iants at very low frequency, and complex inter-
actions among genes and with the environment.

Disease Risk Versus Disease Mechanism

The primary value of genetic mapping is not risk
prediction, but providing nove! insights about mech-
anisms of disease. Knowledge of disease pathways
{not limited to the causal genes and mutations) can

suggest strategies for prevention, diagnosis, and ther-
apy. From this perspective, the frequency of a genetic
vanant is not related to the magnitude of its effect, nor
10 the potential clinical value that may be obtained.

The classic example is Brown and Goldstein’s
studies of FH, which affects ~0.2% of the population
and accounts for a tiny fraction of the heritability of
IDL and myocandial infarction. Studies of FH led
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to the discovery of the LDL receptor and
supported the development of HMGCR. inhib-
itors (statins) for lowering LDL, the use of which
is ot limited to FH carriers.

More recently, GWASs have shown that com-
mon genetic varation in LDLR and HMGCR in-
fluences LDL levels (84, 85). Although SNPs in
HMGCR have only a small effect (~5%) on LDL
levels, drugs targeting the encoded protein decrease
LDL levels by a much greater extent (~30%).
This is because the effect of an inherited variant
is limited by natural selection and pleiotropy,
whereas the effect of a drug treatment is not.

The Path Ahead
Given the long-standing success of genetic map-
ping in providing new insights into biology and
disease etiology, and the recent proof that sys-
tematic association studies can identify novel
loci, our aim should be nothing less than iden-
tifying all pathways at which penetic varation
contributes to common diseases. We sketch key
steps in achieving this goal.

Expanding clinical studies. Current studies
are underpowered for the types of SNP alleles
that we now know exist, and available evid

each is measured. The ability to measure genotype
now far exceeds our ability to measure phenotype.
Continuous ambulatory monitoring, imaging meth-
ods, and comprehenive (“-omic™) approaches to
biological samples all have promise in improving
the accuracy of phenotype measurement.

Environmental exposures play a larger role
in human phenotypic variation than does genetic
variation, but environmental exposures are fun-
damentally more difficult to measure. DNA is
stable throughout life, with a single physical
chemistry that enables generic approaches to
measurement. Environmental exposures are het-
crogencous and may be fleeting, Improved meth-
ods for measuring environmental exposures,
perhaps based on epigenetic marks they leave,
are sorely needed.

Expanding the range of genetic variation.
The lowest-hanging fruit will be to resequence
loci that have been definitively implicated in
disease by Mendelian genetics or by GWAS.
Because the prior probability of a true associa-
tion is higher, such regions will be the best set-
ting to develop methods for understanding the
statistical significance and biological importance
of rare Initially, ing of cod-

indicates that increasing sample size will yield
substantial returns. A study of 1000 cases and
1000 controls provides only 1% power to detect
a 20% variant that increases risk by a factor of
1.3, but a study of 5000 cases and 5000 controls
provides 98% power (Fig. 2). Moreover, carly data
on rare single-nucleotide (130, /37) and struc-
tural varants (133, 134, 136) indicate that sim-
ilarly large samples will be needed to achieve
the levels of statistical significance required to
detect rare events in a genome-wide search.
Nearly all GWASs to date have been perfonmed
in populations of Furopean ancestry. Even if a
variant has the same effect in all ancestry groups,

ing exons will be easiest to interpret. Rare cod-
ing mutations with large effect will be especially
valuable, because physiological studies of mu-
tation carriers can help illuminate the biological
basis of the disease, and because coding mu-
tations of large effect are more straightforwardly
transferred to cellular and animal models for
mechanistic studies.

Extending GWASs to include structural var-
iants and lower-frequency common variants will
require comprehensive catalogs of genomic varia-
tion, as well as charactenization of LD relation-
ships. With new massively parallel sequencing
technologies, an accurate map of all 1% alleles

it may be more readily detected in one pop
simply because it happens to have higher fre-
quency. Genetic effects will lkely vary across
groups because of modification by environment
and behavior, which may vary more across groups
than does genatype.

Many important diseases remain to be studied
by GWAS. Disease related intermediate traits
can also offer substantial insight, particularly in
conjunction with clinical endpoints. For exam-
ple, newly described variants on ch
1 (near SORT1) are associated both with levels
of LDL cholesterol (84, 85) and with nsk of
myocardial infarction (/06); this provides not
only increased statistical confidence, but also a
biomarker for gene function and pathophysiolog-
ical insight. Genetic variants that influence gene
expression [e.g., (137)] hold promise for elucidat-
ing regulatory pathways. Mapping of modifiers
of Mendelian mutations—for example, genes that
influence the age of onset in carriers of BRCAI
and BRCA2 mutations—may suggest ways lo
reverse high risk due to mutatons.

Correlations between genetic variants and
phenotypes are limited by the accuracy with which

(both sing] leotide and 1) should be
achievable. A 1000 Genomes Project” was re-
cently launched toward this end (£38).

Some loci may harbor neither common var-
iants nor rare structural variants, and thus will be
‘missed by array and LD-based approaches. Dis-
covering such genes will require sequencing in
thousands of cases and controls. Initial sudies
will likely focus on exons, where functional mu-
tations are enriched to the greatest exient. Highly
parallel methods to capture hundreds of thou-
sands of exons, and other targets of interest, are
under development (139).

Multiple instances of de novo coding muta-
tions at a locus (by comparing affected individuals
with parents) could provide particularly powerful
assoctation information, because the human mu-
tation rate is so low (in the range of 107%). But
identifying de novo mutations without being over-
whelmed by false positives will require extraordi-
nary sequencing accuracy (far better than finished
genome sequence). Because such studies will be
expensive at first, priority should go to disorders
with high heritability, where there is an unmet
medical need, and for which other approaches
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have met with limited success. Psychiatric dis-
orders might represent one such target.

Eventually, it will become practical to rese-
quence entire genames from thousands of cases
and controls. The problem of interpretation will be
much harder for noncoding functional elements, be-
cause it is unclear either how to aggregate elements
1o achieve a large enough target size, or to develop
ways to recognize function-altering changes.

Routine genome sequencing of deeply pheno-
typed cohorts will fundamentally change the na-
ture of genetic mapping: from the current serial
process (in which initial localization by linkage
or GWAS is followed by scrutiny of DNA varia-
tion and phenotypes) to a joint estimation proce-
dure combining variation information of all types,
frequencies, and phenotypes to discover and char-
acterize genotype-phenotype carrelations. New
statistical methods will be required to combine
evidence from rare and common alleles ata locus
and across multiple loci, phenotypes, and non-
genetic exposures. A particular challenge will be
to identify mutations in regions without known
function or evolutionary conservation.

There may be inherent limits to our ability to
To the extent that disease is influenced by tiny ef:
fects at hundreds of loci or highly heterogeneous rare
‘mutations, it may be impractical to assemble suffi-
ciently large samples to give a complete accounting

Implications for Biology,

Medicine, and Sodiety

Genetic mapping is only a first step toward
biological understanding and clinical application.
Useful tools will include maps of evolutionary
conservation (/08) and chromatin state (/40), as
well as databases of cell-state signatures, such as
genome-wide expression patterns, that may inte-
grate aspects of cell biology under resting and
provoked conditions (/4f). Creation of disease
‘models, both in human cell culture and nonhwman
animals, will be key. Physiological studies in
patients classified by genotype may inform disease
processes and lead to useful nongenetic bio-
markers. Given the limits of human clinical re-
search, rare alleles of strong effect may be more
useful than commeon alleles of weak effect.

The high failure rate of clinical trials testifies
to the limited predictive value of cumrent ap-
proaches. By focusing attention on genes and pro-
cesses, human genetics has the potential to yield
productive targets and predictive animal models.
In clinical wals, the ability to strtify patients by
genotype or biclogical pathway may reveal differ-
ences in therapeutic response. Genetics may also
increase the efficiency of outcome trials by focus-
ing on patients at higher-than-average risk.

The extent to which genetic information will
figure in “personalized medicine” will depend
on whether predictive accuracy beyond conven-
tional measures can be attained, and whether
there are interventions whose effectiveness is
improved by knowledge of a genetic test. Knowl-
edge of a common variant that increases T2D
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risk by 20% may eventually lead to new under-
standing and therapeutic strategies, but whether
an increase in absolute risk (from 8% to 10%) is
useful for patients remains to be seen. Although
it is tempting to think that knowledge of in-
dividual risk might promote greater adherence to
a healthy lifestyle, human behavior is complex
and nisk estimates are challenging to interpret.
Even where genotype can predict response to a
drug with a narrow therapeutic window, it cannot
be assumed that genetic testing will necessarily
lead to improved clinical outcomes

Our understanding of complex disease will be
in constant flux over the coming years. The pace
of discovery, while scientifically exhilarating, poses
daunting challenges. Direct-to-consumer market-
ing of genetic information is already under way. It
will be a challenge far the public to understand the
difference between relative and absolute risk, and o
figure in their thinking the larger component of
genetic and environmental factors not yet captured
by today’s technologies. Rigorous assessment of
health benefit and cost are needed, including costs of
testing and treatment that may flow from an altered
sense of fisk. As genetic information is shown to be
useful, equitable access will be crifical

Finally, we must ensure that the promise of
research on genetic factors in complex disease
does not encourage a mistaken sense of genetic
determinism. This is especially important for be-
havioral traits, which are especially prone to
misinterpretation and misguided policy. We must
constantly remind the public—and ourselves—
that although genes play a role (and can lead us to
new biological insight), our traits are powerfully
shaped by the environment, and the solutions ©
important problems will often lie outside our genes.
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INTRODUCTION

WHEN IT COMES TO BEHAVIOR, WE HAVE MOVED BEYOND GENETIC DETERMINISRA.
Our genes do not lock us into certain ways of acting; rather, genetic influences
are complicated and mutable and are only one of many factors affecting behav-
ior. In their editorial, Landis and Insel (p. 821) elaborate on this idea, explain-
ing that proteins encoded by genes direct the formation of multicomponent
neural circuits, which are the true substrates of behavior, as these circuits
respond to internal and outside stimuli.

Why do we study the genetic underpinnings of behavior? One reason is to
understand how certain behaviors evolve. Conserved neural pathways can be tied
to the evolution of social behaviors (Robinson er al., p. 896), and the conserved
peptides oxytocin and vasopressin regulate social cognition and reproductive
‘behaviors in many species (Donaldson and Young, p. 900). In a News story, Pennisi
focuses on a region of chromosome 17 that has a complicated pattern of evolution
in humans and other primates and is linked in unexpected ways to various dis-
orders, including mental retardation, learning disabilities, and dementias.

Genetics can help us understand why identical circumstances can elicit different
behavioral responses among individuals. Genetic differences are reflected in vari-
ations in behavior; activation of distinct versions of a hormone receptor gene, an
example Donaldson and Young present, results in monogamous behavior in one
species of vole but not in another. Conversely, as Robinson ef al. describe, insights
from recent work show that perceiving social information—such as bird songs or
dominance behavior from cichlid fish—from another individual of the same
species can itself alter gene expression in the brain, with downstream effects on
physiology and behavior.

The potent genetic tools available for Drosophila have uncovered many genes
that, when deleted, disrupt behaviors. This, in turn, has allowed dissection of the
neural circuits that control essential behaviors. One of the best understood is a
social activity necessary for reproduction—stereotypical mating behavior—as
outlined by Dickson (p. 904). Genetic methods have also led to the understanding
ofanother class of behaviors: those driven by the circadian clock. The genetic basis
of the clock was elegantly worked out in Drosaphila, followed by a similar achieve-
‘ment in mice. The reasons for these successes are outlined by Takahashi in his Per-
spective (p. 909), in which he also explains what tools will be needed to attain sim-
ilar advances for other behaviors in mice.

Humans are not as genetically tractable as mice or flies, and human behavior
is not as stereotypical. Holden’s News story on the strengths and shortcomings
of genetic studies of personality illustrates this point (p. 892). So do Cotton and
some members of the Human Variome Project community in a Policy Forum
{p. 861) that describes how the genes and loci associated with disorders of the
nervous system are a particular challenge to geneticists and clinical neurologists
in need of reliable diagnostic tests. And in a Perspective on a critical human
social activity—politics—Fowler and Schreiber (p. 912) argue that genetics and
neurobiology have much to teach us about how our leaders are chosen.

Some believe that psychology is the last frontier of genetic analysis. This special
section provides a sampling of our early explorations.

—BARBARA R. JASNY, KATRINA L KELNER, ELIZABETH PENNISI
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NEWS

Parsing the

Genetics of Behavior

It takes more than one gene, or even a few genes, to make a personality trait. But which ones?

SOME YEARS AGO, A SCIENTIST-EDUCATOR
told Science she would never be convinced of
a biological basis for sex differences in math
performance until someone showed her a
“math gene.” The comment rests on a com-
monly held misconception: that simple one-
to-one links exist between a gene and each
facet of our personalities. Headlines such as
* ‘Ruthlessness’ Gene Discovered” or
“ ‘Divorce Gene’ Linked to Relationship
Troubles” feed that impression.

For some of us, it’s satisfying to attribute
social awkwardness to anxiety genes or to
think that the driver who cuts off other cars
as he zips across lanes is pumped up by the
“warrior” gene. Was it a bad dopamine
receptor gene that made author Ernest
Hemingway prone to depression? Can varia-
tions in a vasopressin receptor gene—a key
to monogamy in voles—help explain adul-
terous behavior?

h

But as scientists are d ing, nailing
down the genes that underlie our unique
personalities has proven exceedingly diffi-
cult. That genes strongly influence how we
act is beyond question. Several decades of
twin, family, and adoption studies have
demonstrated that roughly half of the varia-
tion in most behavioral traits can be chalked
up to genetics. But identifying the causal
chain in single-gene disorders such as
Huntington’s disease is child’s play com-
pared with the challenges of tracking genes
contributing to, say, verbal fluency, out-
goingness, or spiritual leanings. In fact,
says Wendy Johnson, a psychologist at the
University of Edinburgh, UK., understanding
genetic mechanisms for personality traits
“is one of the biggest mysteries facing the
behavioral sciences.”

All we really know so far is that behavioral
genes are not solo players; it takes many to

each trait. Complicating matters
ﬁi.n.her any single gene may play a role in sev-
eral seemingly disparate functions. For exam-
ple, the same gene may influence propensities
toward depression, overeating, and impulsive
behavior, making it difficult to tease out
underlying mechanisms.

Each gene comes in a variety of flavors, or
alleles, with varying degrees of sequence
variation. One allele might contribute to a
winning personality whereas another may
raise the risk of mental illness. Environment
plays a strong hand, bringing out, neutraliz-
ing, or even negating a gene’s influence. And
genes interact with one another in unpre-
dictable ways.

Science took a Jook at a few genes that
have been in the news, with an eye toward
understanding just what we do—and can—
know about genes behind individual variation
in temperament and personality.
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Loves me, loves me not ...

A genetic screen for mari-

tal success? It sounds like

a Saturday Night Live

skit, but one Canadian
company is actually offer-

ing just that sort of test.

For $99, Genesis Biolabs

in St. John's, Newfoundland,

will examine your—or your
partner’s—vasopressin la recep-
tor (AVPRIa) gene, which this year
grabbed headlines once as the “ruthless-

ness gene” and again as a “divorce gene.” But
is the test really any more predictive than
pulling petals offa daisy?

Vasopressin is a hormone involved in
attachment to mates and offspring. Among
voles, prairie voles are true to their mates.
Meadow and montane voles prefer to play the
field. Prairie voles have a few extra bases in
the DNA in front of this gene, which influ-
ences how much and where vasopressin is
released in the brain. This difference matters:
Extra AVPRIa in the brain makes promiscu-
ous meadow voles act more like monogamous
prairie voles, spending more time with part-
ners and grooming offspring (see p. 900).

Subsequent research has disproved any
simple relationship between this gene and ani-
mal mating patterns. Nonetheless, scientists
have now observed hints that variation in the
human A¥PRJa gene may influence the far
more complex arena of human behavior.

A team led by Hasse Walum of the
Karolinska Institute in Stockholm looked at
the DNA preceding the AVPRIa gene in
about 500 pairs of adult same-sex Swedish
twins, all of them married or cohabiting for at
least 5 years, and their partners. One short
variant of a stretch of DNA in this region—
there are several variants—was associated
with less stable relationships. Answers to
questions such as “How often do you kiss
your mate?” and “How often are you and your
partner involved in common interests outside
the family?” reflected slightly lower feelings
of attachment on the part of men with this
variant, researchers reported in the 16 Sep-
tember issue of the Proceedings of the
National Academy of Sciences. These men
were less likely to be married and, among
those in relationships, more likely to have
experienced recent marital strife.

A gene worth testing to be assured of mar-
ital bliss? Not quite. “This is a brand-new
study for which replication has not been
atternpted.” Johnson points out.

Another paper published last spring

showed a different
link between AVPRIa
and how people
treat others. Richard
Ebstein and col-
leagues at Hebrew
University in Jeru-
salem reported that
the length of the vari-
ant predicted how
human subjects would
respond in the “dictator
game,” a way to assess altruism.
The researchers divided 200 velunteers into
groups “A” and “B.” The “A’s” received $14
each and were told to share as much as they
wished with a “B” whom they had never met.
About 18% kept all the money, and 6% gave
it all away, with the rest somewhere in
the middle. The people who behaved more
selfishly—or, as the headlines proclaimed,
more ruthlessly—had the same variant as
the people with the less stable relationships
in the study mentioned earlier. Ebstein
speculates that in these people, vasopressin
receptors were distributed in such a way
that they provided less of a sense of reward
from the act of giving (or loving). He and
other scientists suspect that short variants
of this gene will be implicated in autism
and related disorders, because a core fea-
ture of autism is the inability to make con-
nections with other people.

Although such theories are intellectually
appealing, there are few replicated studies
to give them heft, notes psychologist Simon
Easteal of Australian National University in
Canberra. Too often, the subjects assessed
are too different—How does one com-
pare adolescents with married
couples?—and the effect of
environment too difficult to
control for. So, getting
reliable replications of
studies involving behav-
ior is, he says, “much
harder than for studies
of medical conditions.”

A “bounce-back” gene 5
Some people are like
Woody Allen characters ©
who melt down in the face of
the smallest obstacles. Others
seem to have a thick hide against lifes
slings and arrows. The roots of such re-
silience may lie in a gene for a protein that
regulates serotonin, a brain messenger that
has been associated with emotional ups and

SPECIALSECTION

downs. The gene is called SERT for sero-
tonin transporter.

In a classic paper published in Science in
1996, Klaus-Peter Lesch of the University of
‘Wiirzburg, Germany, and colleagues at the
U.S. Naticnal Institutes of Health reported
that the Jength of the regulatory DNA at the
beginning of SERT affected human behavior.
Lesch’s team found that among 505 adults,
those scoring high on various tests measuring
“neuroticism”—depression and anxiety—
tended to have one or two copies of a short
variant whereas those who were more laid
back had only the long form. The short ver-
sion translates into more serotonin in the
synapse, and too much serotonin leads to anx-
iety, in both animals and humans.

The short version accounted for up to 4%
of the increase in anxiety and negative emo-
tions in this group. Four percent doesn’t sound
like much, but it’s huge for any personality
trait, says psychologist Turhan Canli of Stony
Brook University in New York state. In fact, he
says, scientists have beenable to find “no gene
in the intervening years that has accounted for
that much variability”

In another landmark study published in
2003, researchers showed that the effect of
the gene depends on life experiences. In
Dunedin, New Zealand, researchers led by
Avshalom Caspi of the Institute of Psychia-
try in Londen tracked 847 people over
more than 20 years from the age of 3. The
researchers counted stressful life events
occurring between the ages of 21 and 26 and
asked subjects if they had been depressed in
the past year.

Among people who had not reported any

major life stresses, the probability of
depression was low regardless
of their SERT alleles. But
among people who had
been through four or
more stressful ex-
periences, 43% of
those with two short
alleles reported a
major depressive
episode—more than
double the propor-
tion of subjects with
two long alleles. The
study also showed that
almost two-thirds of people
with a history of abuse as children
experienced major depression as adults if they
had two short alleles. But child abuse didn’t
raise the risk of adult depression in people
with two long alleles.
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Wanted: Math Gene

Last year, researchers at Washington University in
St. Louis, Missouri, reported in the journal Behavior
Genetics that certain aspects of 1Q seemed to be
related to CHRMZ (cholinergic muscarinic 2 recep-
tor}, a gene whose protein is involved in pathways
related to learning, memory, and problem-solving.

There, a team led by psychiatric geneticist Danielle
Dick analyzed DNA and IQ test results from members of
200 families, 2150 individuals in all, as part of the Collab-
orative Study on the Genetics of Alcoholism. The team found a
madest correlation between spatial and logical reasoning skills and cer-
tain variations in this gene.

But this study is one of very few to find any connection between genes
and 1Q—and it has yet to be replicated. This situation reflects a major par-
adax. Cognitive abilities are among the most genetically influenced of
human behavioral traits: In studies over the years, scientists have estimated
that somewhere between 40% to 80% of the variation in individual
1Q scores in a given population is attributable to individual genetic differ-
ences. This is comparable to the genetic influence on height. Yet 1Q genes

Psychologist Robert Plomin of the Institute of
Psychiatry in Londan has spent years scauring
genomes for signs of loci associated with high 1Q.
The largest study yet was a genome-wide scan of
DNA from 6000 children using 500,000 markers
that could help pinpoint relevant DNA. The study
compared groups of low-1Q children with groups of

high-1Q children in hopes of teasing out markers
linked to intelligence.

Ahandful of markers had a significant association with
the aspects of 1Q deemed most heritable, such as verbal abil-
ity. But none accounted for more than 0.4% of the variance. In

other words, if the IQs of the population in question ranged from 80 to
130 points, the biggest gene effect the researchers could find would account
for less than one-quarter of an IQ point.

It seems to be much easier to identify genes far disabilities than for abili-
ties. “The only genes we have identified so far for cognitive ability are for
mental retardation, and there are about 300 of them,” some of which have
quite severe repercussions, says Wendy Johnsan of the University of Edin-
burgh, U.K. Many are also associated with other types of disabilities. But cor-
responding genius-type alleles, particularly for specific skills such as math

have sa far been impossible to nail down.

Unfortunately, however, the picture is still
unclear. Psychologists at the University of
Bristol in the United Kingdom published a
meta-analysis of studies of this gene in July in
Biological Psychiatry. They concluded that
the published studies weren't based on large
enough samples and that the interaction effect
between the gene and stressful life events is
probably “negligible.”

The more researchers look into this gene,
the more widespread its associations appear to
be, adding to the confusion. “The serotonin
transporter is implicated in everything from
heart disease to sleep disorders and irritable
bowel syndrome [as well as] schizophrenia,
depression, attention deficit hyperactivity
disorder, autism, and sensation-
seeking, to name just a few,”
says Johnson. With such a
broad scope, its effects
on behavior must be
“extremely general,”
she notes. Sotocallita
resilience gene doesn’t
really fit.

Warrior gene

In 2006, a New Zealand
researcher, Rod Lea, stir-

red up a political storm when

he reported that a variant of a
gene for monoamine oxidase-A
(MAO-A)—which breaks down neuro-
transmitters—could be behind risk-taking and
aggressive behavior in Maori, the indigenous

ability, don’t seem to exist.

people of New Zealand. The Maori have a
warlike heritage, and a large proportion of this
ethnic group carry a version of the gene
shown in animal studies to be connected to
aggressive behavior. Lea, a genetic epidemiol-
ogist at the Institute of Environmental Science
and Research in Wellington, suggested that
the gene could help explain Maori social and
health problems such as fighting, gambling,
and addictions. Although it’s true that 60% of
Asians (including Maori) carry the “warrior”

-CH.

as fearful faces. Monitoring activity in key
brain regions such as the amygdala, the seat
of fear, they found that the amygdalas of sub-
jects with the “warrior” variant were hyper-
responsive to such images. This sensitivity
suggests that these individuals had problems
regulating their emotions, which would also
make them more likely to act on aggressive
impulses, Meyer-Lindenberg reported.

But the gene variant isn’t all that matters,
Caspi’s Dunedin study has shown that the

variant (compared with 40% of C: ).
Lea’s critics quickly pointed out that it was
too big a leap to ascribe Miori social prob-
lems toa single gene.

Yet brain-imaging studies “under-
score the role of MAO-A [quite]
specifically” in male ag-
gressiveness, says neuro-

scientist Nelly Alia-
Klein of Brookhaven
National Laboratory
in Upton, New York:
Researchers have not
detected connections
between brain MAO-A
and any other personal-
ity trait, she notes. In
one study using functional
magnetic resonance imaging,
Andreas Meyer-Lindenberg
and colleagues at the National Insti-

tute of Mental Health (NIMH) in Bethesda,
Maryland, presented normal subjects with
neutral or “emotionally aversive” images such

environment the form of traumatic life
events—plays a critical role in how this gene
is expressed. Caspis group reported in 2002
that the warrior MAOA variant is associated
with viclent and antisocial behavior but only
in peeple with a history of abuse as children.
These men were 2.8 times as likely as
nonabused males with this genotype to
develop behavioral problems that are often the
precursor to a life of erime and drug abuse.
Children with a different variant were less
likely to develop antisocial problems in
response to maltreatment (Science, 2 August
2002, p. 851).

Earlier this year, researchers drew similar
conclusions based on the University of North
Carolina’s (UNC’s) long-running National
Longitudinal Study of Adolescent Health
(NLSAH). Guang Guo of UNC Chapel Hill
and colleagues analyzed genetic and social
data from 1100 males and found that the
undesirable effects from the “warrior” allele
were only manifested when “social con-
trols"—the steadying influence of a healthy
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CREDIT: VAN SKOOK



family and social environment—were
absent. They reported these results in the
August 2008 issue of the American Socio-
logical Review.

Testosterone seems to add toxicity to the
mix. Rickard Sjéberg of Uppsala University
in Sweden and David Goldman of the
National Institute on Alcohol Abuse and Alco-
holism (NIAAA) in Bethesda compared the
genes and testosterone levels of 95 male alco-
holics who have criminal records with those of
45 nonalcoholic, law-abiding controls. They
reported that the combination of low MAO-A
and high testosterone spells antisocial behav-
ior, as revealed by answers on an aggression
scale. If these findings are replicated, Goldman
says, they might help clear up the relationship
of testosterone to aggression: Maybe the hor-
mone causes trouble only in males who also
have this gene variant, he says.

The warrior gene as the root of social ills
may be dead, but it still has a fighting chance
as a gene important to behavior.

Can't get no satisfaction

What do Janis Joplin, Amy Winehouse, and
Jimi Hendrix have in common? If you want to
find examples of people whose brain reward
circuits have gone haywire, the world of rock
stars is probably a good place to look. Butisa
dopamine receptor gene at the heart of these
musicians” addictions?

Scientists have proposed that deficiencies
in the brain messenger dopamine lead to vari-
ous unhealthy forms of sensation-seeking to
compensate for the failure to get a charge out
of things that give most people pleasure. For
years, they've been trying to nail down the
role of dopamine receptors, in particular one
called the D2 dopamine receptor, in addic-
tions to aleohol, drugs, smoking, or gambling,
as well as eating disorders and obesity.

The Al allele of this gene yields receptors
that don’t work as well, and that translates into
less dopamine firing up the reward circuits.
Some scientists think this can lead to a ten-
dency to abuse drugs and engage inimpulsive,
sensation-seeking, or antisocial behavior—
including problems forming relationships.

Scientists led by anthropologist Dan
Eisenberg of Northwestern University in
Evanston, [llinois, reported last year in Evolu-
tionary Psychology that in a group of 195 stu-
dent subjects at Binghamton University in
New York state, those with Al alleles were
more likely to engage in early sexual activity
but were less inclined to develop steady
relationships. This putative role in attachment

has attracted the attention of political scien-
tists looking for possible biological founda-
tions for political behavior (see p. 912).

James Fowler and colleagues at the Uni-
versity of California, San Diego, picked up on
reports such as this, as well as on animal
research suggesting a connection between low
dopamine receptor binding and low social
bonding. They hypothesized that people with
more efficient receptors—that is, with one or
more A2 alleles—would be more trusting and
therefore more likely to join a political party.
After delving into NLSAH, they reported that,
indeed, people with two A2 alleles {and no
Al) were 8% more likely to form political
attachments. Fowler called it “the first gene
ever associated with partisan attachment.”

But that’s only the latest in the long and
contradiction-riddled history of re-
search on the D2 dopamine
receptor gene. Guo looked
for a link between social
behavior and this gene
by assessing delin-
quency rates in teen-
agers. What he found
was that boys with
one Al allele tended
to have higher de-
linquency rates than
those with two copies
ofthe A2 allele. But the
rates were also higher
than in those boys with two
Al copies, suggesting that there
is not a simple relationship between the
amount of dopamine and behavior. Warns
Goldman: “There is still more heat than light
with this gene.”

Titrating anxiety

Scientists aren’t doing much better at under-
standing the biological role of another player
in the dopamine circuit. Dozens of studies
have tried to figure out the gene for catechol
O-methyltransferase (COMT), an enzyme
that breaks down dopamine in the prefrontal
cortex, the seat of higher cognitive functions
such as planning and reasoning.

The two major variants of the gene code
for enzymes that differ by one amino acid:
The substitution of a valine for a methionine
revs up the protein’s activity fourfold. Both
the high- and low-activity versions of the
gene have their costs and benefits. Mice
with the high-activity COMT—meaning
less dopamine in the synapses—have poor
memories and reduced sensitivity to pain.

SPECIALSECTION

With the gene knocked out, and thus higher
dopamine activity, mice show increased
startle and anxiety responses.

In humans as well, different versions of
the gene have been implicated in cognitive
and emotional dysfunction, says Goldman.
In several studies, people with two low-
activity COMT genes have tested high for
fear, anxiety, and negative thinking.
A study at Yale University in 2005, for
example, gave 497 undergraduates person-
ality tests and found that those with low-
activity COMT genes were more neurotic
and less extraverted.

In research getting closer to the interface
between biology and behavior, published in
the August issue of Behavioral Neuvo-
science, researchers reported a difference in
a simple test that has come to be recog-
nized as a reliable indicator for anx-
iety: the startle reflex, as mani-

fested in involuntary eye
blinking in response to a
sudden noise or unpleas-

ant pictures. Among 96

female psychology stu-

dents, individuals with

two copies of the low-

activity COMT had the

most exaggerated startle
responses, says Christian
Montag of the University
of Bonn in Germany.

Yet other work evaluating
how well individuals organize their
thoughts found low-activity COMT to be an
asset. Psychiatrist Daniel Weinberger and
colleagues at NIMH think they know why.
Brain-imaging studies of 100 normal adults
found that those with the low-activity
COMT have denser nerve connections.
‘Weinberger and others speculate that the
elevated dopamine in the prefrontal cortex
may bolster temporary connections, lead-
ing to better concentration but reduced
ability to shift focus and more behavioral
rigidity. As a result, a person may dwell
excessively on stressful thoughts. So the
gene seems to come with a tradeoff—better
cognitive function but more anxiety—the
scientists conclude.

The trouble with a lot of research on
COMT, however, is that some studies find sig-
nificant linkages only in women, and others
don’t find any at all. “COMT leaves a trail of
intriguing hints,” says Edinburgh’s Johnson,
“but nothing that solidly replicates”

—CONSTANCE HOLDEN
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REVIEW

Genes and Social Behavior

Gene E. Robinson, %>+ Russell D. Fernald," David F. Clayton®*

What genes and regulatory sequences contribute to the organization and functioning of

neural circuits and molecular pathways in the brain that support social behavior? How

does social experience interact with information in the genome to modulate brain activity?

Here, we address these questions by highlighting progress that has been made in identifying
and understanding two key “vectors of influence” that link genes, the brain, and social behavior:
(i} Social information alters gene expression in the brain to influence behavior, and (i} genetic
variation influences brain function and social behavior. We also discuss how evolutionary
changes in genomic elements influence social behavior and outline prospects for a systems

biology of social behavior.

enes and social behavior have long had a
Gtgmpesmaus relationship in both science

and society, and the “nature-versus-nurture”
debate stll has its adherents. This controversy
persists because the relations among genes, the
brain, and social behavior have complex entangle-
ments across several different time scales (1),
ranging from organismal development and physiol-
ogy all the way to evolutionary time (Fig. 1). Genes
do not specify behavior directly but mther encode
molecular products that build and govem the
functioning of the brain through which behavior is
expressed. Brain development, brain activity, and
behavior all depend on bofh inherited and en-

Given the diversity and complexity of social
behavior, is 1t realistic to anticipate that conserved
mechanisms and general principles operate to
control social behavior at the genomic level? We
believe so. Although specific behavioral outcomes
vary widely from species to species, the biological
needs that drive these behaviors are deeply shared.
Social behavior has clearly evolved multiple times,
but probably within a framework of conserved
neural mechanisims. All systems of social behavior
share the following features: (1) They are acutely
sensitive and responsive to social and environmental
information. (if) This information is trnsduced

vironmental influences, and there is & ng
appreciation that social information can alter brain
gene expression and behavior Furthermore, varia-
tion in behavior shapes the evolution of genomic
elements that influence social behavior through the
feedback of natural selection.

‘What is social behavior? Animals perform many
activities during the course of their lives with the
goal of surviving and reproducing: they find food
and mates, defend themselves, and in many cases
care for their offspring or other relatives. These
activities become social when they involve inter-
actions among members of the same species in a
way that influences immediate or future behavior.
One of the fundamentals of social behavior is
communication (2). Diverse social behaviors
involve the production, reception, and interpre-
tation of signals that influence individual behav-
ior in a manner that depends on social context.

*pepariment of Entomelogy, University of Illingis at Urbana-
Champaign, 505 South Goodwin Avenue, Urbana, IL 61801,
USA. “Neuroscience Pragram, University of llnois at Urbana-
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sensory path . (iif) The duced neural sig-
nals are processed and integrated in specific circuits
of the brain via conserved signal transduction and
neuromoxdulatory systemns. (iv) The resuling in-
ternal state of the animal ultimately controls its
behavior.

Understanding the relations between genes and
social behavior is especially challenging, because
methods of experimental genetics have not been
developed for animal species with the most

mpelling social repertoi h as binds,
cichlid fish, social insects (featured in this Review),
and voles [discussed in Donaldson and Young's
Review in this issue (3)]. Fortunately, through
progress in whole-genome sequencing and compar-
ative genomics, “mode! social” species are taking
their place alongside the classic mode! genetic
species in molecular analyses of behavior (4). It
is now possible to compare model social species
that vary in behavior and brain activity with one or
more large-scale technologies (ranscriptomics, epige-

In this article, we review selected findings that
Hlustrate the relations between genes, the brain, and
social behavior. As an organizational heuristic, we
‘highlight two “vectors of influence” (Figs. 2 and 3):
Vector | (Fig. 2) describes how social information
leads to changes in brain gene expression, brain
function, and social behavior, and Vector 2 (Fig.
3) describes how genetic variation between indi-
viduals leads to variation in social behavior.

Social Influences on Brain Gene
Expression (Vector 1)
The genome was once thought to be a relatively
passive blueprint guiding organismal development.
Recent results show that genomes in fact remain
highly responsive throughout life to a variety of
stimmuli associated with social behavior. Social
information can lead to changes in the brain and
behavior through effects on the genome (Fig. 2).

The first demonstrations of gene responses to
social stimuli focused on a handful of immediate
carly genes (7), and one of these has proven
especially usefill. Refemed to now as egr! (&), this
transcription factor-encoding gene was discovered
and named independently (ngfi-a, zi5-268, krox-24,
4is8, zenk) in different species. A specific link to
social behavior was first suggested by studies in
songbirds (9). Songbinds engage in rich social
interactions that are mediated by their songs, which
are leamed vocal signals. The structure of songbird
society varies by species, ranging from territorial
1o colonial, but in all cases, songbirds recognize
and discriminate individual conspecifics accord-
ing to their vocalizations. In the male zebra finch
(Taeniopygia guttaia), the singing of another male
‘bird induces egr! expression in a specific subregion
of the auditory forebrain devoted to hearing (9). Not
simply an auditory response, egr] expression in this
region is specifically linked to the social importance
of the signal. Pure tones or white noise are neffec-
tive stimuli. Moreover, the egr/ respanse varies with
recent famniliarity to the particular song; previously
unheard songs elicit strong responses, whereas
familiar songs elicit little or no response (/0). This
has given rise to the speculation that the function of
the genomic response s 10 help the brain update its
natural representations in a changing social en-
vironment (7). A familiar song probably represents a
familiar individual, whereas an unfamiliar song may
represent a potentially threatening mtruder.

The egr! response is also enhanced when the
bird is listening in the presence of conspecifics,
compared with when he is alone. This provides a

nomics, proteomics, boll etc.). Results
can be readily translated to model genetic species
such as the mouse (Mus muscrdus) or the fruit fly
(Drasaphila mel: ) for sophisticated genetic
manipulations (5, 6). Biologists no longer have to
choose to study either a model genetic or a model
social species; instead, they can choose both. This
underscores the importance of actively pursuing
research on diverse organisms that can capture the
full richness and range of social behaviors,

lecular analog of the “audience effect,” a
phenomenon in which an individual’s
depends on whether it is alone or with others (17).
Other social interactions trigger egr/ responses in
other regions of the songbird brain, and the
‘magnitude of the response can vary according to
the intrinsic sociality of the species (/2) and the
immediate context of the experience (13)
egrl was also the focus of another marked dem-
onstration of gene responses in the brain resulting

www.sciencemag.org
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from recognition of social opportunity in a highly
social cichlid fish (Astatotilapia btoni) (14). In
many animal societies, dominance hierarchies
structure all social interactions; position in the
hierarchy g o that d

who reproduces and how often. 4. burtoni has an
claborate dominance hierarchy, reinforced both by
aggressive fighting and the ability of dominamt
males to asceriain relative rank by observation
alone, using transitive mference to determine which
male in a group is most dominant (/5). Subordinate
males have reduced fertility. When the alpha male is
removed from a group, a subordinate male quickly
starts to exhibit dominant behavior In this social
ascent, he displays dramatic changes in body col-
oration and behavior Within minutes, but afier the
onset of behavioral change, egrl is induced
specifically in the hypothalamic anterior preoptic
area in neurons containing gonadotropin-releasing
hormane (GnRH), a peptide critical for reproduc-

B vector 1
B Veclor2

Treatment of queens by fire anls |
. pii P

_ Mothering style in rats
egrl

~Leorsinn,,,

D

Nating GAHeencs i pri YoNs
; viaR

Development sssesssd= g0
L 4

tion. These newrons increase in size and degree of
dendritic arborization, and they also increase
expression of GnRH mRNA and protein. These
cellular and molecular responses depend on the
recognition of a social opportunity and ascension
1o dominance; they are not elicited in individuals
who are already dominant. Because egrl is a
transcription factor, it is likely that these effects
on the GnRH neurans are direct, but this has not
vet been demonstrated. These results show that
social information also can lead to changes in
behavior that transiently alter pattemns of brain
gene expression (a variant of Vector 1).
Although egr} is only one of many socially
Tesponsive genes (see below), its molecular and
cellular character provides insights of general im-
portance. First, egr! can be induced by brief
experiences, its expression reaching a peak 20 to
60 min later, in a “genomic acton potential” (7).
Second, egr/ can immediately suppress or enhance

Song recognition in zebra finches

egri

Social
Leee Interactions

/

Individual
behavior

“%4cs. Genome &

*_”__.-

Evolution
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the transcription of other genes, depending on
which proteins it interacts with in different cell
types (16). Third, results with egr/ suggest how so-
cial experience might trigger changes in larger gene
networks in the brain. By means of the application
of high-throughput technologies for ing the
expression of many genes simultaneously, it is now
clear that responses 1o social stimuli can be massive,
mvolving hundreds or thousands of genes and
perhaps many different brain regions at once.

In one of the first such studies, microamays were
used 1o measure brain gene expression pattems in
the honey bee (Apis mellifera) at distinct life stages,
finding expression differences in thousands of genes
(17). Worker honey bees change jobs as they age.
They spend the first 2 to 3 weeks of their adult life
working in the hive caring for the brood, maintain-
ing the nest and other activities, and then shift to
collecting nectar and pollen outside the hive on be-
half of their colony for the remainder of their 4- to

Male dominance in cichlid fish §

Onsel age of foraging in haney bees §

Fig. 1. Complex relationships connect genes, the brain, and social behavior.
These relationships operate over three time scales: (i) physiological time via
effects on brain activity (solid lines), (i) developmental time via slower
effects on brain development and genome modification (dotted lines),
and (iii) evolutionary time via the processes of natural selection (dashed
line). Arrow colors refer to Figs. 2 and 3 (pink, Fig. 2; blue, Fig. 3), which

provide details about the nature of these interactions. Images depict some
of the animals and genes featured in this review, clockwise from top: zebra
finch (T. guttata), cichlid fish (4. burtoni), honey bee (A. mellifera), fruit fly
(D. melanogaster), prairie vole (4. ochrogaster), rat (R. norvegicus), and fire
ant (S. invicta). The genes listed (in italics on the photographs) are
responsive to social interactions as described in the text.
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6-week life. Despite this fixed patterm of behavioral
maturation, the precise age when a bee redirects its
energies from work in the hive to foraging depends
on its perceptions of the colony’s needs, which are
communicated in part by pheromones. For example,
ifa bee colony loses a large fraction of its foraging
force, some of the younger bees can speed up their
rate of maturation and become “precocious” for-
agers. This occurs because inhibitory pheromones
produced by older, foraging-age bees become less
available. Although it looks like a bee foraging ona
flower is a solitary affair, the onset
age of foraging is subject to strong
social influence. Perception of bee
pheromones alters the expression of
hundreds of genes in the bee brain
over a period of days to weeks (1),
Particularly affected are genes encod-
ing transcription factors (/8) and
metabolic proteins ({9).

Shifis in the expression of large

and songhinds, and in these cases the
alterations are both large and rapid.
In the swordtail fish, Xiphophorus
nigrensis, different social experiences
quickly induce distinct pattems of
gene response expression when mea-
sured at the level of the whole brain
(20). For example, some genes are tumed on in
fenales as they interact with attractive males but are
off when they interact with other females, and vice
versa. In zebra finch song-recognition experiments,
thousands of other RNAs (in addition to egrl) in-
crease or decrease in the auditory forebrain within
30 min of the onset of an unfamiliar song stimulus
(21). A day after the song has been entrained by
repetition, however, the same now-familiar song no
longer induces the behavioral response or the
“unfamiliar” molecular response. But an altogether
previously unknown and different gene expression
profile has now emerged, which may represent the
new baseline state.

These observations suggest that social in-
formation can have lage global effects on gene
expression in the brain, perhaps best described as
shifis in neurogenomic states rather than as activa-
tion of particular genes in local neural circuits, A
future challenge will be to confront the anatomical
complexity of the brain, to describe and understand
these genomic states at both finer and coarser scales
of anatomy and time. For example, a single neuron
may exist in different functional states as a result of
modulation of synaptic proteins, which can alter the
consolidated into stable, lasting cellular changes (7).
In neuronal circuits and ensembles, changes in the
expression of ion channel proteins could affect how
quickly the cell can respond and lead to changes in
network function (22). At the whole-bmin level,
changes in the global newrogenamic state in the brain

7 NOVEMBER 2008 VOL 322 SCIENCE

Social
information

(such as the familiar daily sleep-waking cycle)
involve massive changes in gene expression through-
out the bmin as a function of behavioral state (23).

Sacial Influences on Brain Gene Expression:
Long-Term Epigenetic Effects

Social signals can also trigger long-lasting epi-
genetic modifications of the genome. These are
heritable changes in expression of specific genes
that are not attributable to changes in DNA se-
quence (Fig. 2). This phenomenon was first dis-

Genome responsa

> and modification

eural
transduction

Fig. 2. Vector 1: From sodial information to changes in brain function and
behavior. Social information is perceived by sensory systems and transduced
into responses in the brain. Social information leads to developmental in-
fluences often mediated by parental care, as well as acute changes in gene
expression that cause diverse effects (e.g., changes in metabolic states,
synaptic connections, and transcriptional networks). Social information also
can cause epigenetic modifications in the genome. Variation in both envi-
ronment (V) and genotype (Vg} influences how social information is received
and transduced and how these factors themselves interact (V; x V).

covered in the transgenerational transmission of
mothering style in rats (Rattus norvegicus) (24).
Female rats that lick, groom, and nurse their pups
extensively have offspring that are less responsive
1o stress and more responsive to their own pups.
In contrast, pups that received less attention from
their mothers are more casily stressed and show
reduced responsiveness fo their offspring.

Because these differences in responsiveness to
stress can be passed from generation to generation,
they had previously been assumed 1o be inherited
via traditional genetics. Instead, they stem from the
fact that frequent mother/pup contact riggers at least
two epigenetic changes in DNA methylation and
very likely many more such molecular events.
Methylation of the promoter region of the gluco-
corticoid receptor gene (which binds glucocorticoid
stress hormones) allows the protein product of the
egr! gene discussed above to upregulate gluco-
corticoid receptor expression, especially in the hip-
pocampus (25). In addition, methylation of the a1b
promoter region of the estrogen receptor gene resulis
i the up-regulation of estrogen receptors in the
hypothalamus (26). Together with the results pre-
sented above for zebra finches, cichlid fish, and
heney bees, these findings demonstrate that social
experience can induce a range of changes in brain
gene expression, from brief to enduring.

To date, epigenetic effects associated with social
behavior have been studied at only a few genetic loci,
but it is likely that many genes are similarly affected,
especially in gene repulatory networks in the

hypothalamic-pituitary-gonadal axis, known to be
important for the regulation of a variety of vertebrate
social behaviors (£2, 27). Genome-wide assays of
epigenetic changes, assessing different regions and
cell types in the brain, are necessary to fully
can both influence and be caused by social hehavior

Genotype-Environment Interactions

and Social Behavior

The effects of social information on brain func-
ton and social behavior differ among
individuals as a result of genetic var-
iation between individuals (Fig. 2)
(28). Such interactions between geno-
type and environment must always
be accounted for in molecular analy-
ses of social behavior. This has be-
come an important focus in medicine,
as psychiatric geneticists have been

hing for genotype-envi

interactions that might help to shed
light on a wide range of psychiatric
disorders. Some disorders, such as
autism and depression, reflect so-
cial behavior gone awry. Evidence
for genotype-environment interac-
tions in psychiatric disorders has
been reported, but these kinds of
studies are still in their infancy
(29-31).

Evidence of genotype-environment interactions
influencing both social behavior and gene expres-
sion has been found in the fire ant Solenopsis invicta
(32). Fire ants, like honey bees, live in colonies with
thousands of workers, but while honey bee colonies
have just a single queen, fire ant colonies can have
one or mare. The tendency to have either one or
more queens has a genetic basis in fire ants. A
genetic locus has been identified, General Protein 9
(Gp-9), that is involved in regulating a key aspect of
fire ant social organization—namely, the treatment
of queens by the workers. Homozygous BB queens
are larger and more fecund than Bb queens, and BB
workers will only accept a single BB queen,
resulting in one-queen colonies. Bb workers will
accept multiple Bb queens, resulting in larger
multiqueen colonies that are ecologically more inva-
sive. BB workers become tolerant of multiple Bb
queens when they are in colonies containing mostly
BB workers. In contrast, 86 workers do not change
queen tolerance when they are in colonies con-
taining mostly BB workers. BB workers in a Bb
colony take on a Bb gene expression profile; com-
parable studies for Bb workers in BB colonies have
not been done. For BB workers in Bb colonies, gene
expression profiles are more strongly affected by
colony genotype than their own genotype.

From Genes to Sacial Behavior (Vector 2)

Genetic or behavioral variants, either within pop-
ulations of the same species or between species,
offer an opportunity to understand how genetic
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information influences the development and
fimetion of newral circuits and molecular pathways
that mediate social behavior (Fig. 3). With the
explosion in genome sequencing, the detection and
analysis of genomic variation is becoming more
routine, even in species without extensive histories
of genetic analysis, However, such a comparative
approach is particularly effective when direct
experimental manipulation of genes or molecular
palhwyacanbcmmrpomwdmihcanalyslw

findings led to analysis of for orthologs in social
insects. In social insects, differences in for expres-
sion are related to social activity, rather than genetic
differences between individuals. In honey bees,
brain for expression is higher in foragers than in
hive bees, and socially induced precocious for-
agers show a precocious increase in for brain ex-
pression. Pharmacological treatment that activates
the for pathway causes precocious foraging (36).
Socially induced changes in for expression may

study o prec-
edent is seen in the smdy of cmnuhxp
communication in fruit flies [other
aspects of fly courtship neurogenetics
are reviewed in this issue by Dickson
(33)]. Courtship involves some of the
fundamentals of social behaviar, even
if it occurs fleetingly and in species
with otherwise relatively solitary life-
styles, such as fruit flies. Like other
more complex forms of social be-
havior, courtship involves commmimi-
cation between conspecifics 1o collect
and process critical information—
in this case aboul species, gender,
receptivity, and quality of a poten-
tial mate.

Drosophila has a countship song produced
by the wings that is characterized by species-
specific temporal coding. A comparison of two
‘Drosophila species led to the identification of a
specific difference in the period gene that was
comelated with temporal differences in song
structure. Transferring a small piece of the period
gene from D. melanogaster to D). simulans caused
the melanogaster males to produce the simulans
call, rather than the melanogaster call (34). Thus,
manipulation of even a single gene can have
profound effects on behaviors associated with
reproductive success.

Species differences were also exploited to sudy
the molecular basis of mating preferences in the
monogamous praife vole, (Microtus ochrogaster)
in comparison with the polygamous montane vole
(M. montanus). As discussed elsewhere in this issue
(3), sequence variation in the 5' region of the
vasopressin receptor gene v/aR causes differences,
both in where this gene is expressed in the brain and
in mating preferences. Recent findings showing no
such relation between genetic vaniation and monog-
amy in other vole species (35) provide an excellent
opportunity to explore how changes in different
components of signaling pathways might result
in similar changes in social behavior.

Behavioral variants within populations of D.
melanogaster led to the discovery of another
gene involved in social behavior in honey hees.
Regultory polymorphiams in foraging (for) are
implicated in inter-individual genetic differences in
foraging behavior, because flies with higher levels
of for expression forage more actively than flies
with lower levels of for expression (6). Foraging in
Drosophila is not a social behavior, but these

Genes

(genstic variability)

he widk d in social insects {37).

RNAs and
proteins

Brain cells

™ and systems

Fig. 3. Vector 2: From genes to social behavior. Genes influence the sodal
behavior of an individual through their effects on brain developmem and
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lar basis of social behavior presents a formidable
intellectual challenge for several reasons. First,
because behavior is diverse, assorted species must
be used to extract the general principles that govem
the molecular bases of social behavior Dissecting a
complex behavior into ils components can help to
identify root similarities across distantly related spe-
cies (4). But even if deep molecular conservation is
found among diverse species, one important issue
remains. How can molecular pathways involved in
behavior be conserved even when species show
major differences in brain structure
and the overall organization of the
nervous system?

The second challenge is that the
molecular path linking genes and
behavior is invariably complicated
(44). There are many levels of neural
and neuroendocrine regulation that lie
between the penome and a social be-
havior, including transcription, trans-

lation, postiranslational modifications,
q:xgmeucdmgfs, brain u'lembolun'\,

Social
behavior

physiology. This linkage is sensitive to both genetic (V) and envir
(V) variation and to their interactions (Vg x V).

Much like for but in verebrates, variation in
the forkhead box P2 gene (foxp2) influences be-
haviors that have important social roles in multi-
ple species, including human speech (38) and
other forms of animal communication (39—41).
Jfor encodes guanosine 3',5-monophosphate—
dependent protein kinase, and foxp2 encodes a
developmentally important transcription factor.
Genes like for and foxp? may function as ele-
ments in a developmental or neural toolkit for
building the circuits and systems underlying di-
verse socially embedded behaviors (37), even
though they do not directly encode social be-
havior in any mechanistic sense.

For genes like for and foxp2, the link between
gene and social behavior may be best appreciated by
considering the evolutionary time scale (Fig. 1, pink
dashed line). Through selection, genes may evolve
according to their effects on a social behavior, even
if their mechanistic roles in the neural expression of
that behavior are subtle and indirect. Effects of
selection may be detected in several aspects of

5 e

neural -hemical) activity, and

neuromodulation. Moreover, this reg-

ulation occurs in complex and dis-
persed temporal and spatial patterns within the brain,
over physiological time, developmental time, and
throughout an individual’s life. The study of social
‘behavior adds an additional tier of complexity be-
cause it depends on interactions and communication
among individuals. In most cases, social behavior
must be studied in a natural context in which the full

Despite the challenges, penetic and genomic
approaches hold great promise for elucidating the
molecular basis of social behavior. We have
reasonably detailed knowledge of the two physical
substrates responsible for behavior: the brain and the
genome, We have a strong and growing arsenal
of large-scale technologies and increasingly so-
phisticated methods of systems biology to profile
changes in the brain during social behaviors. The
time is ripe to combine this knowledge and these
tools to aim for a comprehensive understanding
of social behavior in molecular terms.

genome: seq| data, i
differences in amino acid codon frequencies,
regulatory sequences, and gene copy number (42).
Molecular evolution algorithms can be used to
determine whether genes such as for and foxp2 have
been subjected to positive selection in particular
lineages (43). Such analyses provide imporiant tools
for understanding the evolution of genes and other
genomic clements that influence social behavior.
Prospects
Some progress has been made in understanding the
specific relationships between penes and social
behavior in a few species, but this enferprise is still
in the formative stages. Understanding the molecu-
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Oxytocin, Vasopressin, and the
Neurogenetics of Sociality

Zoe R. Donaldson and Larry ). Young™**

There is growing evidence that the neuropeptides oxytocin and vasopressin modulate complex

social behavior and social cognition. These ancient neuropeptides display a marked conservation in
gene structure and expression, yet diversity in the genetic regulation of their receptors seems to
underlie natural variation in social behavior, both between and within species. Human studies are
beginning to explore the roles of these neuropeptides in social cognition and behavior and suggest
that variation in the genes encoding their re(epturs may curltrlbube to variation in human social

ics of social

behavior by altering brain function.

ding the

logy and

cognition and behavior has important implications, both clinically and for society.

our lives, from wooing a mate and caring
for our children to d.:u:rmmmg our suc-
cess in the Abnormal
of social behavior, such as the pathological
trusting associated with Williams-Beuren Syn-
drome (J), social withdrawal in d fon, and

Sucial interactions affect every aspect of

ing social behavior across diverse species, includ-
mg our oW,

lated receptors in human social behavior Whereas
human social behavior is more nuanced and com-
plex than the behaviors typically assayed in other
animals, this complexity has created unique op-
portunities to design finely honed tasks that have
revealed a potential role for these peptides in per-
sonality, trust, altruism, social bonding, and our
ability to infer the emotional state of others. Here,
we review the evidence of evolutionary conserva-
tion within the vasopressin/oxylocin peptide fam-
ily, briefly discuss the role of these peptides and
their respective receptors in modulating social
behavior and bonding, and provide a synthesis
of recent advances implicating the oxytocin and
vasopressin systems in human trust, cooperation,
and social behavior.

Conservation of Neuropeptide Systems
Regulating Sacial Behavior

The mammalian oxytocin and vasopressin nan-
apqmdm, so called for their nine-amino acid

ng with other neur systems
within speczﬁc neural circuits, neuropeptides have
emerged as central players in the regulation of social
cognition and behavior. Neuropeptides may act as
itters, if released within synapses, or as

decreased social cognition in autism, profoundly
affect the lives of those who suffer from these
disorders. Neuroscientists once considered social
behaviar to be too hopelessly complex to under-
stand at a mechanistic level, but advances in ani-
mal models of social cognition and bonding, as
well as application of new technologies in human
research have demonstrated that the molecular
basis of social behavior is not beyond the realm
of our understanding. There appears to be marked
conservation in the molecular mechanisms regulat-
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neurohommones, activating receptors distant from
the site of release, which provides evolutionary
flexihility to their actions (2). Within vertebrates, a
majority of work relating neuwropeptides to social
‘behavior has focused on members of the oxytocin/
wvasopressin family. Homologs of oxytocin and
vasopressin existed at least 700 million years ago
and have been identified in such diverse organisms
as hydra, worms, insects, and veriebrates. Among
these distant taxa, oxytocin- and vasopressin-related

differ from each other at only two
amino acid pcsmcvns (Fig. 1). Oxymcm,vm
sin, and their resp

lineages are thought to have arisen from a gene-
duplication event before veriebraie divergence.
‘Within these lineages, peptides vary by a single
amino acid, and their genes are found near each
other on the same chromosome. Invertebrates, with
few exceptions, have only one oxytocin/vasoj 1
homolog, whereas vertebrates have two (3, 4).

In mammals, oxytocin and vasopressin are pro-
duced primarily within hypothalamic brain regions
and then shuttled to the pituitary for peripheral
release or projected 1o various brain regions. Notably,
just as oxytocin and vasopressin are expressed within

peptides play a general role in the modulation of
social and reproductive behaviors. In contrast to
this apparent conservation in function, the spe-
cific behaviors affected by these neuropeptides
are notably species-specific.

Only recently have scientists begun to dissect
the roles of oxylocin, vasopressin, and their re-

the hypott of Is, their hamologs are
cxpressad within similar neurosecretory brain
regions of organisms as diverse as womns and fish.
A characterization of amcprwm'l (the homolog of
oxylocin/vasopressin in segmented worms) and
vasolocin (vasopressin’s counterpart in bony fish)
revealed conserved neural expression of these genes

www.sciencemag.org



within sensory-neurosecretory cells expressing com-
mon transcription factor combinations and tissue-
restricted microRNAs (5). Furthering the idea that
vasopressinfoxytocin homologs have ancient gene
regulatory features that direct their expression in an
evolutionarily conserved neural architecture, trans-
genic rais with a genomically integrated blowfish
locus comtaining the isotocin gene, the teleost
homolog of oxytocin, express isotocin within oxy-
tocinergic neurons of the hypothalamus (6). These
isotocin transgenic rats also show conserved physi-
ological regulation of the transgene; osmotic chal-
lenge, a potent regulator of both axytocin and
vasopressin release, is sufficient to induce a sixfold
increase in isotocin expression. This finding has been
replicated in transgenic mice carrying the blowfish
isotecin locus and the bovine oxytocin locus (7, 8).
These impressive results provide evidence that both
the cis- and trans-acting elements controlling
oxytocin/vasopressin neural expression, as well as
its physiological regulation, are highly conserved
across both vertebrates and invertebrates.

Oxytocin and vasopressin’s roles in facilitating
species-typical social and reproductive behaviors
are as evolutionarily conserved as their stucture
and expression, although the specific behaviors that
they regulate are quite diverse (9). For instance,
conopressin, the snail homolog of oxylocin/vaso-
pressin, modulates ejaculation in males and egg-
laying in females. Within veriebrates, the distinct
oxylocin and vasopressin peptide lneages ofien
show sexually dimorphic expression and behav-
ioral effects (10). The oxytocin lineage of pep-
tides influences female sociosexual behaviors

luding sexual i parturition, lactation,
maternal attachment, and pair bonding. Conversely,
vasopressin typically influences male reproduction
and behavior. Vasopressin is involved in erection
and ejaculation in species including humans, rats,
and rabbits (/1, 12), and it mediates a variety of
male-typical social behaviars including aggression,
territoriality, and pair bonding in various species.
This sexual dichotomy in function is not univer-
sal, however, as it is becoming increasingly clear
that both peptides have behavioral roles in males
and females.

Oxytacin, Nurturing, and Secial Attachment
The reproductive actions of oxytocin have been
documented for over a century, and even in hu-
mans, studies identified the peripheral release of
oxylocin during parturition, lactation, and sexual
function as early as the 1950s. However, it was
not until the 1970s and 1980s that scientists dis-
covered the extent of oxytocin’s involvement in
behavior. In rats, central infusion of oxytocin stim-
ulates matemal behavior in virgin females who
would ordinarily ignore or attack pups. Conversely,
experimental manipulations that decrease oxyto-
cin levels or block oxytocin receptor activation
within the brain reduce matemal behaviors (3).
In contrast to the induction of a generalized
maternal state in rodents, matemnal bonding in

SPECIALSECTION

Vasopressin (mammals}

Vasotocin
Cys.Tyrdle.Gn.Asn.Cys Pro. feg. Gly:\H,

Lysipressin (pigs, marsupials)
Cys.Tyr.Pro-Gin-Asn-Cys-Pro.Lys- Gly.NH,

Cys.Tyr.Pne Gin-AsnCys.Pra-Ar GIy-NH,

cin
Cy8Tynlie Gin ABNCys-Pra-LousGlyi N,

Phenypressin (marsupials)
 Cys-Pro-Pro.-Gin-Asn.Cys-Pro-Amg-Gly-NH,

Mesotocin
Cys Tyrll9-Gin. AsnCys Pro-la-Gly-NH,

Isotocin
CyaTynlia-SorAsn.Cys-Pro-Lov Gy,

Annepressin (annelid worms)
Cya-Pho-Val-Arg. Asn. Cys-Pro.Thr.Gly.NH,

‘Conopressin (snails, cones, sea hare, leaches)

-

Fig. 1. Oxytocin and vasopressin homologs.

other species, including sheep and humans, con-
sists of both a nurturing component and devel-
opment of a selective attachment between the
mother and her offspring. In sheep, oxytocin re-
lease in response to vaginocervical stimulation
during parturition independently induces murtur-
ing behaviors and facilitates the mother-infant
bond selectivity after birth. Although oxytocin-
induced matemal nurniring is mediated by some of
the same brain regions i rodents and sheep, oxy-
tocin also modulates matemnal-infant bond selec-
tivity in sheep by altering neurotransmitter activity
within the olfactory bulb, essentially “priming”” the
olfactory systems for selective leaming of offspring
scent (13).

Humans display a great diversity of social at-
tachments, one of which is selective preference
for a particular mate, known as a pair bond. Pair
bonding is exclusive to the 3 to 5% of mam-
malian species that are socially monogamous,
and traditional laboratory organisms, such as rats
and mice, do not display mate-based pair bonds.
Instead, studies of monogamous prairie voles have
vielded extensive insight into the molecular basis
of pair bonding (/4). Similar to its role in maternal
bonding, central oxytocin administration facili-
tates pariner-preference formation, a laboratory
proxy of pair bonding, whereas blockade of the

Inotocin (some insscts)
Cys-Lau-lle-Tnr-Asn-Cys-Pro-Arg-Gly-NH,

oxyltoein receptor inhibits pariner-preference for-
mation in female prairie voles. This suggests that
over evolutionary fime within this species, a
system specialized for maternal bonding in fe-
males was co-opted to modulate mate-directed
‘bonds as well (15).

Selective bonding, including pair bonding and
some mother-infant bonding, is hypothesized to
result from concurrent neuropeptide modulation
of pathways regulating reward and reinforcement
and those involved in processing social informa-
tion (/6). Despite normal olfactory abilities, ox-
ytocin knockout mice are unable to recognize
previously encountered conspecifics, suggesting
a specific role for this neuropeptide in the pro-
cessing of social cues. In female prairie voles,
‘blockade of either oxytocinergic or dopaminergic
signaling within the reward- and reinforcement-
associated nucleus accumbens prevents the de-
velopment of a partner preference. Investigation
of human pair bonding is still in its infancy, and
there is no clear evidence that oxytocin contrib-
utes to pair-bond formation in humans.

Vasopressin and the Genetic Bases for
Variation in Social Behavior

Even though both oxytocin and vasopressin show
a conserved role in modulating social behavior in

www.sciencemag.org SCIENCE VOL 322 7 NOVEMBER 2008

901



902

Genetics of Behavior

general, the specific behaviors they mfluence show
extensive variation among different species (9, /7).
For instance, vasopressin administration stimu-
lates behaviors associated with monogamy, such
as paternal care, mate guarding, and a selective
preference for one’s mate in male prairie voles;
similar treatment does not induce these behaviors
in nonmonogamous species. Lchw:s: m birds,
in homolog,

vocalization and aggressive behavior in territorial
male field sparrows but has only weak effects
on aggression in colonial zebra finches. These
species-specific behavioral effects are thought to
be mediated, in part, by variation in brain re-
ceptor patterns rather than differences within the
peptides (15)

Both oxytocin and vasopressin receptors dis-
play marked diversity in brain expression patiems.
Oxytocin has a single identified receptor, whereas
vasopressin acts in the brain on its two centrally
expressed receptor subtypes, Vla and V1b. Of
these two receptors, Vla plays a more prominent
role in vasopressinergic modulation of social be-
havior and thus has been the focus of most research
examining vasopressin’s role in regulating social
behavior (15, 19). Male monogamous prairie voles,
unlike polygamous meadow and montane voles,
display selective mating-induced partner prefer-
ences, care for offspring, and selective aggression
toward cunspociﬁcs The develupmcnt of these
behaviors in male prairie volm is \ﬂsupmssu]—
dependent. The brain distrit of
Vla receptor between these species is as diver-
gent as their social behavior, and two experi-
ments highlight the importance of these receptor
patterns in mediating behavioral differences in
these species (Fig. 2). First, simply increasing
receptor expression within the reward and rein-
forcement circuitry in the meadow vole brain via
viral vector-mediated gene expression enables m-
dividuals in this nonmenogamous species to form
a selective preference for their mate, indicating
that Vla receptor pattems influence a species”
sociobehavioral repertoire (Fig. 2) (20). Along
these same lines, transgenic insertion of the praine
vole Vla receptor gene and 2.7 kb of 5* flanking
sequence into the mouse genome leads 1o a prairie
vole-like receptor pattern and altered social be-
havior (21). Together, this work highlights a poten-
tial evolutionary mechanism for creating behavioral
diversity by altering receptor gene expression pat-
tems. This idea is supported by investigation of
individual differences in receptor pattemns and be-
haviors within prairie voles. Individual voles, like
humans, show differences in behaviors associated
with monogamy, such as fidelity, space use, and
paternal care. These behavioral differences are as-
sociated with pronounced variation in brain Vla
receptor patterns, suggesting that receptor pat-
tems modulate some aspects of hoth inter- and
intraspecies behavioral diversity (22, 23).

The genetic mechanisms underlying the phy-
logenetic and individual plasticity in Vla recep-
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tor expression in the brain and social behavior

have begun 1o be explored. One potential can-

didate for generating dlvmny in Vla receptor
L

distribution in the brain and consequently soctal
behavior.

ics of Variation in

gene (avprla) ion is a hightly

complex, repeat-containing DNA element known
as a microsatellite, located in the 5 flanking re-
glon of the avprla gene (21) (Fig. 3A). There are
dramatic species differences and more subtle
individual variation in this microsatellite element
in voles, which are sufficient to drive in vitro ex-
pression differences in reporter gene assays {24).
In vive, when prairie voles with the longest and

Prairie vole

.,/ o o 0
A bl
Meadow vole

Meadow + AAV

Fig. 2. Autoradiograms of vasopressin V1a receptor patterns in the
ventral pallidum (VP) of socially monogamous prairie voles and
polygamous meadow voles. When V1a receptor levels are artificially
increased within the VP of meadow voles using adenc-associted
viral vector (AAV) gene transfer (meadow + ARV), they display social

behavior that is r of that of

- Partnar
o = Stranger

T
£
8
S 40
£
@
E
IS

Prairie  Meadow

given in minutes.

shortest microsatellite alleles are bred to homo-
zygosity, the resulting progeny show brain Vla
receptor expression and social behavior that
differs according to avprla microsatellite length
(Fig 3A) (22). However, il remains unclear wheth-
er this region has effects on monogamous phe-
notypes in naturalistic seftings (25). Although
variation in avpr/a microsatellite length alone
may not explain the evolution of the monoga-
mous mating stralegy in voles (26), these find-
ings do suggest that polymorphisms in the
avprla locus may contribute to both species dif-
ferences and individual variation in Vla receptor

is prairie voles,
preferring social contact with their partner over a stranger (20).
Error bars indicate SE; asterisks indicate P < 0.05. Time in contact is

Human Social Behavior
A number of recent findings suggest that variation in
the AVPRIA locus may also contribute o socio-
behavioral diversity in humans. Four polymorphic
‘microsatellites, three within the 5’ flanking region
and one within the intron of the gene, have been
characterized and used in gene association studies.
Various AVPRIA alleles have been directly asso-
clated with differences in human
social behavior, personality traits
relevant to social interaction, and
the onset of reproduction (27, 28).
One study of 203 individuals has
even found an association between
the length of the most extensively
studied of these polymorphisms,
RS3, and altruism, a trait anguably
necessary for successful formation
of societies (27). Using an estab-
lished economic game, researchers
found that participants with longer
'V1amicrosatellite alleles allocated
more funds to another individual,
despite the participant receiving as
real money any unallocated funds
at the end of the game.

Most recently, investigators
asked the relevant question of
whether AVPRIA genetic varia-

. bility contributes to differences
in human pair bonding among a
cohort of 552 Swedish twin pairs,
all of whom were living with a
partner (29). Eighteen questions
were used 1o probe parier bond-
ing, perceived marital problems,
and marital status. In particular,
one allelic vardant of a micro-
satellite in the 5' flanking region
of AVPRIA, allele RS3 334, was
associated with significantly low-
er scares on the partner bonding
scale in males only. Males who
are homozygous for this allele
were twice as likely to have ex-
perienced marital problems or
threat of divoree and half as likely to be married
if involved in a commitied relationship. The pres-
ence of this allele in the male pariner also cor-
related with perceived relationship quality in their
female partner, suggesting the intriguing possi-
bility that male AVPRIA genotype influences both

Meadow
+ AAV

In another line of research, AVPRIA varation
has been hypothesized to specifically influence
the sociobchavioral deficits characteristic of au-
tism spectrum disorders. Three independent studies
have identified associations between variants of
this gene and autism. The most recent of these
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studies more specifically identified an association
between AVPRIA polymorphisms and socializa-
tion skills in high-functioning autistic participants
in which language abilities were normal (27). It
should be noted that these studies do not suggest
that AVPRIA polymorphisms are a cause of au-
tism, but they are consistent with the hypothesis
that variation in this locus may be one contrib-
utor, among many others, to the social behavioral
deficits associated with this spectrum of disorders.
These studies should be viewed with caution,
however, because the modest associations iden-
tified were with different alleles and haplotypes.

However, one allele is of particular interest:
allele RS3 334. This allele, one of 16 different
length variants in this repetitive region, was
nominally implicated in autism in one sudy (30)
and corelates most strongly with lower quality

inferactions. None of these studies have measured
cerebrospinal levels of these peptides after intranasal
infusion, but the reported behavioral effects of
intranasal administration have been consistent,
suggesting that whether acting peripherally or
centrally, mftranasally administered peptides do
affect the brain and cognition.

Although the majority of these experiments
have focused on oxytocin, limited smdies with
infranasal vasopressin have mvestigated its effecis
on social cognition. Human social inferences are
derived largely from viewing facial expression,
especially in the eye region. In human males,

in administration d the perceived
Emnd.lmcas of faces and increases agonistic facial
‘motor patterns (32). In contrast, fermales rate faces as
friendlier and show affiliative facial motor programs
afier vasopressin application. Intranasal oxytocin

SPECIALSECTION

Complementary stucies also support a ole for
oxytocin in modulating trust, thereby influencing
cooperative interactions. Intranasal oxylocin in-
creases the amount of money that an “nvestor” is
willing to offer to a “trustee” who, after the amount
is amplified by the experimenter, can then choose to
retum a smaller or larger sum back to the initial
investor (35). Oxytocin does not, however, increase
monetary allocations when the return on an
investment is determined by a random lottery: This
important control indicates that the effects of
administration of this peptide are specific to the
social interaction between the investor and trustee
and therefore represents a quantifiable indication
of interpersonal trust.

Two independent studies have now demon-
strated the potential for maladaptive affects of oxyto-
cin during social situations. In an extension of trust

partner bonding in males (29). A separate study  has also been @ d in a similar {i studies, b i i an investment
also reported that individuals who smtmumsumﬂam a situation in
ol wmmnlvil 3 e i 1o 4 e
hveasofmn;glimmmim when = - BT [} e 3’3&“ e Hsines 56,
performing an emotional face- 5 avpria [ ] Short After the discovery of a betrayal
matching task (37). When a dif- of trust, the initial investment
ferent analysis on the same data amounts decrease for placebo
was used, it revealed that longer controls but not for oxytocin-
imicrosatellites at this locus were treated investors. Similarly, in a
associated with higher levels of different paradigm, pairing a
amygdala activation during the Long Short shock with a face presentation
face-matching task (Fig. 3B). skews the viewer’s emotional
Likewise, the only reported study BV rating of the face toward a more
examining AVPRIA expression . negative assessment, unless they
in the brain in relation to poly- 2 i AREHIA . Long have been administered oxyto-
morphisms has found that homo- 5 —i B averia [} Short cin In that case, they are likely
zygous long RS3 microsatellite to rate the shock-paired faces as
carriers l':ave higher levels of Vla 3 more forgiving and sympathetic
receptar’ mRNA post- 2 37)
mortem (27) (Fig. 3B). Ee Insights into the neural mech-
A degree of skepticism should & anisms by which oxyotcin modu-
be maintained when considering £ lates social cognition have come
any individual association study, e! from imaging studies that have
and these studies require addition- 3 consistently found that oxytocin
29

al finctional experiments exam-
ming the link between AVPRIA
polymorphisms, gene expression,
neural activity, and behavior.
However, the repeated associa-
tion of the AVPRIA locus with
sociobehavioral traits and, in par-
ticular, the identification of allele
RS3 334 in two independent
studies has heightened interest
in the hypothesis that varation in AVPRIA may
contribute to variaton i human sociobehavioral
trails.

Neuropeptides, Human

Social Cognition, and Trust

Recent human studies have directly manipulated
oxytocin and vasopressin systems by using intra-
nasal administration to investigate the potential role
for these peptides in modulating human social

Shortishort Shortleng  Longlang

Long vs short

Fig. 3. Influence of genetic polymorphisms on gene expression levels, brain activation,
and sodal behavior. (A) Within prairie voles, subtle microsatellite length variation
upstream of the avprla transcription start site is associated with differences in Vla
receptor expression patterns and behavior. (B} Allele length in an analogous microsatellite
polymorphism upstream the human AVPR1A locus predicts V1a mRNA expression levelsin
the hippocampus (27), and longer alleles are also correlated with higher levels of
amygdala activation during a face-viewing task (31). Error bars indicate SE.

albeit in males only. When asked to categorize faces
based on their expression, participants given in-
tranasal oxytocin were better at classifying the
emotions displayed on these faces and ibly

decreases antypdala activity, re-
gardless of the experimental sce-
nario (36-38). The amygdala has
been implicated i social infor-
mation processing in both humans
and animals, and bilateral amyg-
dala lesions in humans impair their
ability to judge the trustworthiness
of others (39). As amygdala acti-
vation is also indicative of threaten-
ing ar fearful stimuli, oxytocin mediated attenation
of amygdala activation may facilitate social inter-
actions by decreasing potentially negative, anxiety-

inferring the mental state of another individual (35)
Intranasal oxytocin infusion increases gaze to the
eye region of human faces, providing a relatively
simple potential mechanism for increasing the
accuracy of mental state inference through in-
creased information availability (34).

Neuropeptides, Neurogenetics, and Society
I | peptide administration and i

‘brain imaging studies are driving a revolution in
our understanding of the roles of oxytocin and
vasopressin in humans. However, our under-
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standing is still extremely incomplete and ham-
pered by both technical and design limitations.
For instance, all oxytocin administration studies
to date have been performed in males, and oxy-
tocin’s influence on bonding and social behavior
in women has not been investigated. Furthermore,
it is not known whether intranasal application of
vasopressin or oxytocin mimics physiologically
relevant events or represents pharmacological
artifacts.

Among penetic studies, convergent evidence
supports a role for the AVPRIA locus in modulat-
ing human social behavior, but the link between
genes, the brain, and behavior remains weak. For
instance, AVPRIA polymorphism is associated
with differences in amygdala activation and au-
tism, but its correlation with gene expression has
only been investigated in the hippocampus. Final-
ly, only one study has investigated the distribu-
tion of oxytocin and vasopressin receptors within
the human postmortem brain (40), and techniques
have improved since its publication. Develop-
ment of selective positron emission tomography
ligands for both oxytocin and vasopressin recep-
tors will allow for in vivo smdies of receptor ex-
pression and shed new light on correlations
between genetic polymorphisms, brain receptor
variability, and social cognition in humans. Al-
though these limitations hinder our understand-
ing of these neuropeptide systems, they are largely
not insumountable.

Many diseases, such as depression and social
phobia, display symptomatic altered or deficient
social behavior. In severe instances, such as autism
and schizophrenia, abnormal social behavior is
extremely debilitating. Identifying the molecular
underpinnings of these social deficits may yield
impartant clues into their treatment. For example,
peripheral infusion of oxytocin increased retention
of social cognition via enhanced emotional under-
standing of speech intonation and, unexpectedly,
decreased repetitive behaviors (47). As peptides do
not efficiently cross the blood/brain barrier, it is
unclear how peripheral infusion of oxytocin me-
diates these effects, but these results are never
theless intriguing. Even within healthy populations,
social support enhances our ability to deal with
stress and recover from disease. Oxytocin ad-
ministration enhances the stress-alleviating effects
of social support (42). The therapeutic potential of
manipulating the oxytocin system remains to be
explored in clinical trials, and the development of
potent, selective agonists that penetrate the blood/
brain barrier would be an important advancement
toward this goal.

An understanding of the neurobiology of so-
cial behavior raises important questions for society.
Should salesmen be allowed 10 use airborne oxy-
tocin agonists to manipulate trust toward their own
benefit? Should marital therapists include oxyto-
cin infusions along with behavioral therapies to
salvage relationships? Will genetic testing be used
1o screen potential partners or prospective sons-
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in-law? These and other questions may become
the topics of discussion for bioethicists as we gain
more insights into the neurobiology and neuro-
genetics of oxytocin, vasopressin, and sociality.
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Wired for Sex: The Neurohiology of
Drosophila Mating Decisions

Barry ]. Dickson

Dedsions about whom to mate with can sometimes be difficult, but making the right choice is critical for
an animal's reproductive success. The ubiquitous fruit fly, Drosophila, is clearly very good at making these
decisions. Upon encountering another fly, a male may or may not choose to court. He estimates his
chances of success primarily on the basis of pheromone signals and previous courtship experience. The
female decides whether to accept or reject the male, depending on her perception of his pheromone and
acoustic signals, as well as her own readiness to mate. This simple and genetically tractable system
provides an excellent model to explore the neurobiology of decision making.

ehavior unfolds as animals select specific
actions on the basis of sensory input,
intemal physiological states, and individual
experience. A major goal for neuroscience is o
understand how information processing and storage
in neural circuits guides such action selection, and
thus behavior. Genetic af hes in model

organisms greatly facilitate the identification,

ization, and n 1 of individual

circuit elements and can thereby establish causal

relationships linking cellular biochemistry, circuit
function, and animal behavior.

The sex life of the fruit fiy Drosophila mel-

is an ideal subject for such a study. Males

Research Institute of Molecular Pathology, Doktor Behr-gasse
7, A-1030 Vienna, Austria. E-mail: dicksen@imp.ac.al

decide whom to cour, and females decide with
whom to mate. The world-wide distribution and
abundance of Drosophila, and its success as a

www.sciencemag.org



genetic model organism, attest to the fly’s excep-
tiona! ability to get these decisions right. Whatever
the underlying neural mechanisms are, there is no
doubt that they are robust and adaptive. They are
also accessible to both genetic and physiological
investigation at the level of single identifiable
neurons.

Sturtevant first described the fly’s mating beha-
viors almost a century ago ({). Benzer and, in par-
ticular, Hall have led th ic investigation of these

court only females. Discriminating receptive
from unreceptive females, however, is a skill ac-
quired at least in part through trial-and-emror
leaming.

Males rely primarily on chemical signals to
detect suitable courtship objects, including both
volatile pheromones detected by the olfactory
system and nonvolatile pheromones detected
by the gustatory system. If the male perceives
ph signals predictive of mating suc-

behaviors over the past few decades (2). Increasingly,
the fiy’s sex lifie is now also attracting the attention of
neurobiologists. Building on these behavioral and
genetic studies, researchers are probing the anatomy
and finction of the neural circuits that guide the
mating decisions of Drasaphil. 1t is stll early days,
but work on the fly’s mating decisions has the
potential to reveal fundamental mechanisms of action
selection—1o teach us how the brain maps sensory
moment-to-moment behavioral choices.

The Male’s Decision

Upon encountering another fly, a male must de-
cide whether or not to court {Fig. 1). Drosophila
males do not provide conspicuous nuptial gifts,
and the courtship ritual itself may take only a
few minutes. With such a modest investment, males
are generally eager to try their luck. Nonethe-
less, there is a considerable reproductive benefit
for males that can focus their efforis on those
flies most likely to accept them: sexually mature
female virgins of the same species. Evolution
has endowed male flies with the innate ability
to discriminate females from males and to

Pheromones

Cifactory input Gustatory input
(OSNs) (GANS)
Olfactory Gustatory
reprasantation
{antannal loba)

¥ N

Decision variabla
= protocsrabrum?)

+

Action selection
{protocerebrm?)

Statistical
knowledge
(mushroom body)

Prediction ¢
airor
Song production
(mesotharaci
‘gangfion)

No mating Mating

Fig. 1. Mating dedsions. Elements of Drosophila male (left) and female
(right) mating decisions. Parentheses indicate the relevant neurons or regions.
0SNs, olfactory receptor neurons; GRNs, gustatory receptor neurons; JONs,
Johnston's organ neurons; AMMC, antennal mechanosensory and motor center;
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cess, he initiates an elaborate couriship ritual.
A central component of this ral is the cournt-
ship song produced by unilateral wing vibration.
This song, or the visible wing extension that ac-
companies it, is an early and measurable readout
of the male’s decision to court. How then do
pheromone signals, interpreted by a male brain,
and in the context of previous courtship expe-
rience, guide the decision to sing?

Evaluating the evidence: Pheromone detection
and processing. Many different pheromones have
been shown to regulate Drosophifa mating be-
haviors (3), but only for very few of these do we
know the receptors and neurons that mediate
pheromone detection. The best understood of
these is the male pheromone cis-vacceny! acetate
(cVA), a volatile compound that modulates both
male and female behavior. In males, detection of
VA suppresses courtship behavior, including the
courtship song (4-6).

Flies detect odors through members of'a large
family of odorant receptors (ORs) that form het-
eromeric odor-gated ion channels (7-18). These
receptors consist of a common Or83b subunit
and a variable subunit that confers ligand spec-

?

Pheromones

Courtship song

___.,.14:,,_

SPECIALSECTION

ificity. The subunit that confers sensitivity to ¢ VA
is Or67d, expressed in a specific class of ol-
factory sensory neurons (OSNs) (Fig. 2A). Or67d
is required in these neurons for cVA detection
(5), and ectopic expression of Or67d in other
‘OSNs renders them sensitive to ¢VA (11, 12).
Detection of ¢VA is facilitated by SNMP (sensory
neuron 1 protein), a ; pro-
tein of unknown function (13, /4), and Lush, a
secreted odorant binding protein (/5). Lush binds
VA, and in doing so undergoes a conformational
change (/6). It is most likely this activated form
of Lush, rather than cVA itself, that is the ligand
for the Or67d:0r83b receptor.

OSNs of a specific class send axons to a
discrete and stereotyped glomerulus in the an-
tennal lobe, the insect analog of the mammalian
olfactory bulb (/7). These projections convert
the peripheral map of odorant receptor activation
into a spatial map of glomerular activation in the
brain. This map is in tum conveyed to higher
brain centers by the second-order olfactory pro-
jection neurons (PNs). Most of the OSN and PN
circuitry has been mapped out at cellular res-
olution (/8-22). The Or67d+ OSNs target a
glomerulus called DAL (5, 18), where they faith-
fully pass the ¢VA signal on to the corresponding
DAl PNs (23, 24) (Fig. 2A). The Or67d+ OSNs
and DA PNs are both narrowly muned to cVA,
‘but the PNs are much more sensitive, presumably
reflecting signal amplification due to the conver-
gence of ~50 OSN inputs onto ~6 PNs. Both
Or67d+ OSNs and DAI PNs respond equally
to cVA in males and females (5, 23). However,
the DA1 PNs form sex-specific arborizations in

Pheromones  Courtship song
Offactory input Augditory input
(OSNs) (JONs)
Offactory Augditor
representation rapresentation
(anteanal iobe) (AMNIC, SOG)
Decision variable Mating status

(protacerebrum?) €

¥

Action selaction
(peolacereorum?)

¥ N
Aejection Acceptance
gangion}

()

Sex
peptide

ganglion)

No mating Mating

506, suboesophageal ganglion. The decisiun_ variable reflects the likelihood of

and, for

mating,

from sensory repi
the female, current mating status. The decision variable guides a binary choice:
for the male, to sing or not; for the female, to accept or reject the male.

acquired
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the protocerebrum, hinting that they may feed
the VA signal into circuits that process it dift
ferently in males and females (23).

DAL isone of three glomerul that are larger in
males than in females (25, 26), analogous to the
dimorphic glomeruli that receive pheromone input
in the moth antennal lobe (27). The two other
dimorphic glomeruli in Drosophila are VL2a and
VAlv. The OSNs that innervate VI.2a have not
been identified, but VALv has long been known as
the target of OSNs that express the receptor
subunit Or47b (/7). Or47b confers sensitivity to
fly odars produced by both sexes (/2), and genetic
perturbation of these neurons delays the onset of
male courtship (28). This suggests that the Or47b/
VAlv pathway may convey a pheromone signal
that stimulates courtship toward either sex. This
unidentified pheromone might, for example, be a
species-specific stimulatory cue.

A simple model, then, is that sex and spe-
cies might be encoded by the combined activity
of the Or67d/DA1 and Or47b/VAlv pathways:
Drosop female pl
would activate the O7b/VAL pathway alone,
whereas male pheromones would activate both
pathways. Where in the brain would these sig-
nals be integrated? Current evidence suggests
that pheromones, unlike fruit odors, are con-
veyed through the antennal lobe with little if any
cross-channel processing (24). In the proto-
cerebrum, however, the DAL and VAlv PNs
converge in a discrete region of the lateral hom
that is spatially segregated from the region tar-
geted by PNs that respond to fruit odors (20).
This region is sexually dimorphic and may be
the site at which the two pheromone signals are
integrated to compute a sex-specific “decision
variable” (29) that guides subsequent action se-
lection (Fig. 1).

The male brain. Singing is a male-specific
action. Females either do not select this action
or cannot execute it. Such sex differences in
neural function appear to be hard-wired during
development (30). Sex in flies is primarily de-
termined by the sex-specific splicing of two
genes, fruifless ( fru) and dowblesex (dsx), hoth
of which encode putative transcription factors
(31-33). The expression and function of fiu's
sex-specific transcripts is confined to the ner-
vous system {32-38), whereas dsx acts in both
neuronal and non-neuronal tissues (39). There
is little overt dimorphism in the central ner-
vous system, but numerous fine sex differences
have been reported that depend on either fiuw, dsx,
or both. A general rule may be that dsx con-
trols neuroblast proliferation to produce initial
differences in neuronal number (40, 41), whereas
Jfrue acts in postmitotic neurons to regulate their
survival or arborization patterns (23, 26, 42-44).
The latter includes, for example, the dimorphic
axonal arborizations of the DAL PNs (23).

The sex differences sculpted by fize, but not
those contributed by dsx, account for male-

7 NOVEMBER 2008 VOL 322 SCIENCE

specific singing. Males that lack the male-specific

" isoforms do not sing (33, 38), whereas those
that lack ds:™ still do {45, 46). Conversely,
femnales forced to express fir™! sing (47), whereas
those that express ds3™ do not (45, 48). These
observations justify the intense research focus
on the set of neurons that express fru in efforts
to understand how, in males, pheromone detec-
tion elicits singing.

There are ~2000 fru-expressing neurons in
both sexes, including sensory, central, and motor
neurons (26, 36, 49) (Fig. 2B). Among these are
the OSNs and PNs that detect and process pher-
omones (23, 26, 49), motor neurons that reg-
ulate wing vibrations (40)), and central neurons
that contribute to the intervening neural process-
ing (43, 50). If the synaptic activity of all the fiu

A Pheromone detection
and processing

Protocerebrum

Lush
VA o]
§ Lateral Mushroom
i horn body
v
Ors7d Orésb
PNs
Or67d
DAT
OSNs
VATV
Ora7b
Antenna

Antennal lobe

those with male fre-P1 neurons did (43). None-
theless, these findings suggest that the fru-P1
neurons are a critical element of the decision-
making circuitry that triggers singing.

One implication of these gynandromorph
studies is that the female thorax has the ability
10 sing, even though this action is never selected
in a normal female. Indeed, direct optical stim-
ulation of the thoracic fiu neurons in headless
flies (“flyPods”) induces both males and females
to sing (50). Evidently, a brief and artificial ac-
tivation of thoracic fru neurons can kick-start
local song-generating circuits present in both
sexes. The same treatment in intact flies does not
elicit robust singing, possibly because uniform
activation of fru neurons in the brain generates
conflicting inhibitory and stimulatory signals,

B The fru neurons

Abdominal
ganglion

Fig. 2. Wired for sex. (A) cVA detection and processing in Or67d+ OSNs and DA1 PNs. (B) fru+
neurons in the CNS. Confocal image of the brain and ventral nerve cord of a fru™"* UAS-PA-GFP
male, stained with nc82 to reveal synapses (magenta). Green fluorescent protein (GFP)
fluorescence is shown in green. cc, cervical connective.

neurons is blocked, all aspects of male courtship
are suppressed, including song (26, 49).
Classic studies of genetic sex mosaics
({gynandromorphs) revealed that only a specific
region in the dorsal protocerebrum must be ge-
netically male for a fly to sing (51, 52). The fru
neurons in this region are therefore strong can-
didates to trigger courtship song. With modem
genetic methods, this gynandromorph approach
has now been extended to cellular resolution. If
a small set of ~20 fiu neurons in the dorsal
‘brain, called the fu-P1 neurons, are masculinized
in an otherwise normal female, then the female
sings to other females (43). However, other neu-
rons must also participate in the decision to sing,
as many mosaic females without male fru-P1
neurons also sang in this study, and not all of

Normally, these signals might be generated in
a sex-specific manner in the brain fru neurons,
mcluding perhaps the fru-P1 neurons.

The song produced by female flyPods is not
a perfect rendition of the normal male couriship
song. It is, however, significantly improved by
expressing fr'u“ in all the frwe neurons {50). This
implies that fi+™ contributes to the sexual dif-
ferentiation of the circuits that produce the song
as well as those that call them in to action. Correct
‘male-specific differentiation of these song circuits
also requires . because the song is aberrant
in flies that express fix™" but lack dsx™, regard-
less of whether they are male (46) or female (40).

The emerging picture is that fiu contributes
to the sexual differentiation of neural circuits at
all levels—sensory processing, action selection,

wwhw.sciencemag.org
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and action execution. Pronounced sex differences
in behavior are due, however, to the differences
that fru sculpts in circuits that select between
alternative actions. In contrast, sensory and mo-
tor circuits may be largely common to both sexes
but fine-tuned by fru and dsx for optimal per-
formance according to the particular require-
ments of each sex. A consequence of this design
is that perturbations that subvert or bypass the
action selection circuits may readily cause one
sex to inappropriately but poorly perform be-
haviors characteristic of the other.

Learning to predict mating success. Males
and females differ reliably in their pheromone
profiles, and evolution has encoded instruc-
tions for discriminating between them into the
genome—instructions that are used to build hard-
wired brain circuits. Obtaining a high rate of
courtship success, though, also requires males
to discriminate sexually mature virgins from im-
mature females, unreceptive females that have
recently mated, and females of other species.
Because female pheromone profiles can vary
substantially with time and place (53, 54), the
optimal classification scheme is not something
that can easily be hard-wired into the brain.
[nnate mechanisms can implement a useful rule
of thumb, but the optimal strategy for each lo-
cation must be learned through experience. At
least some circuit elements must remain plastic
in order to record this experience. In this case,
evolution has written into the genome the in-
structions for solving the classification problem,
not the solution itself.

Evidence for this form of leaming has come
from experiments showing that males that expe-
rience courtship rejection by mated females are
less inclined to subsequently court other mated
females (55, 56). Similarly, Drosophila melano-
gaster males experienced at courting Drasophila
simulans females show suppressed courtship of
other simulans females (57). In both cases, court-
ship of receptive melanogaster virgins is undi-
minished, indicating that the experienced male
is indeed better able to discriminate receptive
from nonreceptive females, This form of leaming
through trial-and-error interactions with the local
environment is well modeled by classical re-
inforcement learning schemes (58).

The neural mechanisms that underlie this
leaming are still largely unknown. Dopamine
newrons are strong candidates to convey rein-
forcement signals that report unexpected rejec-
tion and might be used to update circuits that
compute or use the pheromone-based decision
variable. The pheromone signals mediated by the
Or67d/DA1 and OrTHVA v olfactory pathways
are candidates for such experience-dependent
modulation. The male pheromone cVA is trans-
ferred to females during mating (59, 60) and
could potentially be used to discriminate mated
fernales from virgins. Indeed, ¢VA has been pro-
posed to contribute to courtship leaming, albeit

not as a conditioned stimulus but rather as an
itioned stimulus that supp the male’s
subsequent response to attractive female pher-
omones (60). This study, however, examined a
general suppression of courtship toward all types
of female that is sometimes observed when de-
capitated animals are used as test objects, not
the selective suppression of courtship toward
mated females that is ohserved with live animals

{35, 56, 61, 62).
A likely site for any experience-ds

dent

SPECIALSECTION

Flies detect sound through rotational move-
ments of the antenna that are induced by the
vibration of air particles (75). These movements
activate exquisitely sensitive stretch receptor neu-
tons in Johnston’s organ, the fly’s “ear,” capable
of detecting displacements of just a few nano-
‘meters (76). Just as the distinet classes of OSN in
the olfactory system are each specialized to de-
tect specific kinds of odorant, distinct classes
of Johnston’s organ neurons (JONs) may respond
to distinct ical stimuli. Some may detect

modulation of pheromone responses is the mush-
room body, a well-studied center for olfactory
leaming in insects (63). This protocerebral brain
region receives input from both olfactory and re-
inforcement pathways. A specific class of mush-
room body neurons—the ¢ neurons—express
Jfru, and two separate lines of evidence have
implicated these neurons in courtship leamning.
First, disrupting fru function in y neurons blocks
courtship suppression in short-term leaming par-
adigms (49), although this has only been tested
in assays for general rather than selective coun-
ship suppression. Second, selective long-term
courtship suppression requires the CPEB protein
Orb2 specifically in y neurons during or shortly
after training (67). If mushroom body y neurons
are indeed the site for plasticity in pheromone
processing, then we still need to identify the
missing circuit elements that would integrate
this signal with the lateral hom pathway so that
past experience can guide future action.

The Female's Decision
Once the male decides to court, whether mating
actually occurs is largely a matter of female choice
(Fig. 1). The female decides on the basis of her
assessment of her suitor’s quality and on her own
readiness to mate. If she decides to accept the
male, she slows down and opens her vaginal
plate for copulation. If not, she rejects the male
by extruding her ovipositor in his direction, or
simply flying away. How does the female select
between these alternative actions, guided by
stimuli from the male and her own intemal state?
Assessing male quality. Female mating is in
part stimulated by male pheromones, including
VA acting through the Or67d receptor (5). The
most potent signal from the male, however, is
his courtship song (64, 65). Mute males (with
clipped wings) have very little chance of courtship
success (1, 66), as do males that produce a poor
song (67). The courtship success of mute males
is, however, greatly improved by playback of a
prerecorded song from a high-quality male
(66, 68). The song alone even induces lone
females to slow down their movement (69, 70),
Jjust as receptive females normally do in the pres-
ence of a singing male. The critical companent of
the courtship song is a series of short pulses,
typically spaced about 35 ms apart (68, 71, 72).
This interpulse interval is species-specific (72)
and is a key factor in species recognition (73, 74).

courtship song, but others may respond to vi-
brational signals important for other forms of
acoustic communication (77), for flight control
(78), or in gravity-sensing (79). In this regard, it
is inferesting to note that distinct subsets of JONs
project 1o distinet regions in the brain (80), hint-
ing at a functional segregation of mechanical
signals analogous to the segregation of food
odors and pheromones in the olfactory pathways
Many JONs are free+ (26, 49) and may have spe-
cific roles in the detection or processing of court-
ship song analogous to the specialization of fize+
OSNs for pheromone detection.

Female receptivity. How the female responds
1o these male signals depends on her own readiness
o mate. Young virgins do not mate, nor do females
that have recently mated. Adult females reach
sexual maturity only when they are 1 to 2 days old
(81). Immature virgins are, however, still attractive
to males, who court them vigorously. This ex-
perience may provide females with an opportunity
1o leam about the quality of local males (§2), just
as males may use this experience to learn about
local female pheromone profiles (55).

Once they mate, ferales store sperm for ex-
tended periods and use it efficiently (83). Unless
they encounter a second male of substantially
higher quality, there is little to be gained by
mating again. It is also in the first male’s interest
that a female, once inseminated, does not readily
mate again. This common interest has led 1o the
evolution of a mechanism that renders females
unreceptive after an initial mating, typically
lasting until her sperm supply is depleted (81).
Male seminal fluid contains a small peptide,
the sex peptide (SP), that binds tightly to sperm
(84, 85). SP induces a suite of postmating re-
sponses in the female, including her reluctance
o mate again. Females that mate to mutant males
lacking SP readily mate again (86, §7). Con-
wversely, direct injection of SP into virgin females
renders them unreceptive (84).

In the fernale, SP activates a specific receptor,
SPR, a G protein-coupled receptor that activates
the adenosine 37,5 -monophosphate signaling
pathway (88). Females lacking SPR remain re-
ceptive even afier an initial mating or SP in-
jection. SPR is broadly expressed in the nervous
system, but its function is both necessary and
sufficient within the fru neurons (88). Evidently,
SP regulates female receptivity by modulating
the properties of some subset of the fu neurons,
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The female brain. Circuits somewhere in the
female brain must integrate sensory inputs from
the olfactory system, auditory system, and repro-
ductive tract to decide between the alternative
actions of accepting or rejecting the male (Fig. 1).
These circuits remain largely uncharted. Classic
gynandromorph studies have mapped a region
of the dorsal brain that must be genetically female
for a mosaic animal to be receptive (89), but
modern methods for creating genetic mosaics
have not yet been exploited to extend this anal-
ysis to cellular resolution.

It is possible that fiu neurons in the brain
are involved in female mating decisions, just
as they are in male mating decisions. Silencing
synaptic transmission of the fru neurons in fe-
males inhibits female receptivity (90), as does
masculinizing them with fr™ (47). Similarly,
although fin®” males (which produce female rather
than male fru transcripts) are not particularly at-
tractive to other males, they do show features of
female behavior when they are occasionally
courted (97). These fruF males also behave
like females when tested for aggression (92).
Collectively, these findings strongly implicate
at least some of the fiw neurons in female be-
havior. However, none of these effects has yet
been mapped to a specific subset of the fru
neurons, and so it is still too early to tell whether
they reflect the perturbed function of fru neu-
rons in sensory, central, or motor processing. fru
neurons clearly are involved in the sensory input
relevant for female decision making, including
frut+ pheromone-sensing neurons. The critical
question, however, is whether fru neurons also
contribute to the female decision-making circuits,
and if so, whether these are the same as or dif-
ferent from those circuits that make mating de-
cisions in the male. The classical gynandromorph
studies suggest that they might be distinct (89).

Perspective
I have presented here our current understand-
ing of the neural mechanisms that guide the
mating decisions of male and female fruit flies.
This picture contains many obvious gaps, and
an urgent goal is 10 trace out the relevant neural
circuits more completely and at cellular resolu-
tion. With the powerful genetic methods now
available for circuit dissection (93, 94), this should
not take too long. Indeed, the precision with
which individual circuit elements can be iden-
tified and manipulated is advancing much more
rapidly than the methods for analyzing circuit
function. Explaining behavior may be the ulti-
mate goal, but behavior itself is a noisy and distal
readout of circuit function. The behavioral output
of genetically perturbed neural circuits will not
always be meaningful, but the phystological prop-
erties of specific circuit elements may well be
changed in highly informative ways.

This work should gradually reveal how chem-
ical and auditory cues are detected and processed
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in the fly’s brain, how these signals are inter-
preted in the context of internal physiological
states and past experience, and how this infor-
mation is used to make decisions that are fun-
damental to the animal’s reproductive success.
‘Wil this teach us anything about information
processing and storage in even more complex
brains? Mating behaviors and their key regula-
tory genes evolve rapidly, and we cannot expect
1o extend these findings across vast evolutionary
distances by homology. Neural networks may,
however, be built by assembling simple and com-
‘mon modules into complex neuronal architectures
(95, 96). Similar architectures may be used to
solve similar computational problems, even if
the molecular mechanisms differ The mamma-
lian and insect olfactory systems, for example,
use molecularly distinct receptor families to detect
odors, and these odors trigger very different sets
of behaviors. Yet, surprisingly, they process ol-
factory information in very similar ways (97).
There may be only a limited set of efficient neural
solutions to complex behavioral problems, includ-
ing difficult decisions such as choosing a mate.
Studying this process in the fly holds the promise
of revealing how the computations performed by
defined neural circuits can guide decision making
and behavior, and how these computations emerge
from the biochemical properties of the constituent
neurons and their connections.
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PERSPECTIVE

Searching for Genes Underlying
Behavior: Lessons from

Circadian Rhythms

Joseph S. Takahashi,**** Kazuhiro Shimomura,®* Vivek Kumar™*?

The success of forward genetic (from phenotype to gene) approaches to uncover genes that
drive the molecular mechanism of circadian clocks and control circadian behavior has been
unprecedented. Links among genes, cells, neural circuits, and circadian behavior have been
uncovered in the Drosophila and mammalian systems, demonstrating the feasibility of finding
single genes that have major effects on behavior. Why was this approach so successful in the
elucidation of circadian rhythms? This article explores the answers to this question and describes
how the methods used successfully for identifying the molecular basis of circadian rhythms can be
applied to other behaviors such as anxiety, addiction, and learning and memory.

leagues uncovered a remarkable number of

genes that underlie newral and behavioral
functions. They treated the fruit fly Drosophila
with mutagens and systematically screened them
for behavioral abnormalities (1, 2). The discovery,
in one of these screens, of flies with mutations in
the period gene—which show longer or shorter
cycles of the flies' endogenous 24-hour clock—
by Konopka and Benzer (3) remains the exem-
plar for genetic dissection of behavior (4). Why
was the search for circadian mutants so success-
ful, and why were unbiased approaches to gene
discovery so important?

Today, we understand the molecular mech-
anism of the circadian clock in a number of
model organisms ranging from bacteria to hu-
mans (5, 6). In retrospect, it is clear that the
genes regulating circadian rhythms would not
have been easily uncovered without the use of
forward genetic screens (2). In each model orga-
nism (Drosophila, Neurospora, cyanobacteria,
Arabidopsis, and mouse), previously unknown
pathways were identified by the cloning of cir-
cadian mutants (5). Even today, with the benefit
of complete genome sequences, the function of

In the 1970s, Seymour Benzer and his col-

most of these “clock genes” would have been
difficult to work out without those screens be-
cause our preconceived notions of the prop-
erties of a clock gene were largely incorrect.
For example, a long history of anatomical and
physiclogical experiments in mammals [begin-
ning with the localization of the central clock,
the suprachiasmatic nucleus (SCN), in 1972 (7)]
indicated that clock genes should be tissue-
specific and restricted to the SCN. In addition, it
was assumed that clock genes would be tran-
seribed in a circadian pattern. Both of these as-
sumptions were incorrect, at least in part. The
Clock and Period genes are expressed ubiqui-
tously, and Period, but not Clock, is |

oscillatory system (that is, by output pathways)

Phase measures can also be ambiguous because
phase can be influenced by changes in input path-
ways that entrain the oscillator. Under steady-state
conditions, period length (even when measured at
the behavioral level) is directly correlated with the
period of the underlying circadian pacemaker sys-
tem (/5) and thus is a very sensitive measure of
the rate-limiting molecular steps in the circadian
pathway.

Another key to success has been the accu-
racy with which circadian period length can be
measured. The onset of thythms in activity—in
particular, wheel-nunning by rodents—is a remark-
ably precise phenotype (I4). The inbred mouse
strain CS7BL/6I, for example, shows an average
period length for circadian wheel-running in con-
stant darkness of 23.7 hours with a standard de-
viation (SD) of 0.17 hours, or 10 min (/6). This
is a relative standard deviation (RSD = SD/mean)
of only 0.72% (Fig. 1A and table S1). [The RSD
of circadian rhythms of individual mice is even
lower, about 0.2%, which is second in precision
only to the neural oscillator driving the electric
organs in fish (17).] Thus, in genetic screens,
more than 99% of CS7BL/6] mice have circa-
dian periods between 23.2 and 24.2 hours (which
represents £3 SD from the mean); and any muta-
genized mouse with a period outside this range
is likely to be a mutant. (The precision of cir-
cadian rhythms in mice is strain-dependent,
and C57BL/6] is one of the most precise for
period length) Indeed, phenotype-driven ge-
netic screens based on period length have been
the most successful for the discovery and func-
tional of circadian clock genes (2).

in a circadian pattern (8-/0). We now realize
that clock genes are really housckeeping genes
and are integral to the most basic functions of
cells, and that virtually all cells in the body
contain cell-autonomous circadian oscillators
(11-13).

The genetic screens for circadian mutants
were successful because we have a deep under-
standing of circadian phenotypes and rabust as-
says. Of the measurable parameters of circadian
thythms (period, phase, and amplitude), the choice
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of circadian period as a primary phenotype has
proven to be key. Circadian period length is a
fundamental aspect of the clock that can be easily
and 1 d by 2477 d mon-
itoring (/4). Parameters such as amplitude are
inherently ambiguous because they can be influ-
enced by processes downstream of the circadian

How can one apply what we have leamed
from circadian clock genetics to discover genes
underlying other complex behaviors in the mouse?
Over the past decade, my colleagues and [ have
systematically applied forward genetic screens
in the mouse using the point mutagen N-ethyl-
N-nitrosourea (ENU) to find mutants that affect
learning and memory, anxiety, locomotion, vision,
and response to psychostimulant drugs (18). To
select appropriale screens, we looked for be-
haviors in which the phenotype was well estab-
lished and for which we had an understanding
of the neural loci and circuitry underlying the
behavior. We required that the behavioral assay
be amenable to automated data acquisition. The
phenotypic screen also had to be scalable to
achieve a throughput of more than 200 mice
screened per week, so that ~10,000 mice could
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be sereened per year, which is needed to have a
reasonable probability of recovering mutants.
This requirement for high throughput places re-
strictions on the types of behavioral assays ane
can employ. Tests such as the Morris water maze
for learning and memory are too time- and
resource-intensive (/9). Thus, contextual and
cue-dependent fear conditioning assays (in which
animals leam to associate fear with a particular
environment or signal) have been the most prac-
tical to use in assessing learning and memory
(18). Although rodents will self-administer drugs,
mimicking human addiction (26), this method
is also too b ne to use for i
Instead, locomotor responses induced by psy-
chostimulants have been used for drug addic-
tion screens (18).

The behavioral assays chosen for mutant
screening should be valid indicators for the be-
havioral phenotype of interest. Contextual fear
conditioning requires both a hippocampal path-
way for memory and an amygdala pathway for
the fear/emotional component (21), but the mem-
ory aspect of this task can be assessed separately.
In our screens of mutagenized mice for genes
required for long-term memory, we have tested
for defects in the long-term component of fear
conditioning (22). We already know that many
longtenn memory mutants i [rosophila are
sensitive 1o gene dosage, indicating that these
mutations may point to a rate-limiling step in
the underlying memory process (23).

On the other hand, psychostimulant-induced
locomotion and sensitization of this response are
thought to be elements of the addictive response,
but, unlike drug self-administration tests, this
assay alone cannot assess addictive behavior
(20). Thus, in such screens, one may or may not
be able to recover mutants that affect addic-
tion because addictive behavior is not directly
measured.

The validity of the available screens may
also be questionable for other behavioral phe-
notypes. For example, two common tests for
anxiety, open-field behavior and the elevated-
plus maze, use a measure of exploration or
activity that can be easily influenced by many
factors (such as ataxia or sensory changes) in ad-
dition to the anxiety phenotype that the tests are
intended to assess. Thus, an important lesson
leamed from circadian mutants is that a deep
understanding of the phenotype and a pheno-
typic measure (such as period length) that re-
flects rate-limiting processes are critical for the
success of behavioral screens.

A second lesson, already well known from
classical genetics studies in model organisms and
humans and reinforced by the isolation of
circadian mutants, is that point mutations can be
more informative than loss-of-function muta-
tions. Although loss-of finction mutations are
necessary to prove that a specific gene is nec-
essary for a phenotype, in practice such muta-
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Fig. 1. (A) The relationship between the precision of the phenotypic assay and the phenotypic effect size (Z-score
deviation from the wild type) for circadian rhythm, fear conditioning, and psychostimulant response mutants. The
circadian period measurements (circles and squares) have the lowest RSD as compared to fear conditioning (FCR,
diamonds) and psychostimulant response (PSY, triangles) mutants as well as other drcadian measurements such as
activity level and dircadian amplitude (purple dircles). Circadian point mutants (solid dirdes) discovered in kogenic
forward genetic sareens have the highest mutant Z scores and the lowest RSD values. The same mutations in hybnd
genetic backgrounds have slightly higher RSDs. Circadian kneckout (KO) mutations (open squares, hybrid genetic
background) have lower mutantZ scores as compared to point mutants isolated in forward genetic screens. See table
51 for detailed information and references on mutants. (B to D) Phenotypic distribution of Z scores of wild-type (blue
shading) and mutant (orange shading) animals that differ by 6, 3, or 1 5D, respectively, from the mean of the wild
type. The graphs illustrate the expected 1:1 distribution of wild-type and mutant populations for a backcross,
assuming a dominant mutation. The solid red line indicates the sum of the wild-type and mutant populations.
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tions can be limiting because the complete loss
of the gene is often lethal. In addition, para-
logous genes may take over the function of the
deleted gene, and there may be other compena-
tory mechanisms. Hypomorphic and dominant-
negative mutations can circumvent some of
these problems, and the recovery of an allelic
series of mutations can also be informative for
understanding the structure and function of genes.
Indeed, the shont-period, long-period, and loss-of-
rhythm mutant alleles in the original Drosophila
period locus indicated that per was not only
essential for circadian behavior but also influ-
enced the rate of the process (3). The strongest
period-altering mutant alleles in mammals are
caused by point mutations rather than loss-of-
function alleles; for example, the casein kinase
Ie tau (Csnkle™) and the Clock™” mutations
(8, 24), which produced the highest mutant phe-
notypic deviations from the wild-type mean on a
scale normalized to the SD (Z scores) when com-
pared with those of null mutations (Fig. 1A). Loss-
of-function mutations of Clock and Csnkfle have
subtle phenotypes because paralogous genes have
overlapping functions (25, 26). Both Csnkie™
and Clock™* harbor dominant-negative muta-
tions {26, 27), and the dominant-negative action
of these mutant alleles on paralogous genes ex-
plains their strong phenotypes. Given that there
are worldwide efforts to create null mutations
for every gene in the mouse genome in embry-
onic stem cells (28, 29), point mutagenesis with
ENU provides a complementary and mutually
reinforcing approach for expanding the allelic
spectrum of available mutations in the mouse
(29-31).

A third lesson from circadian screens is that
the variance of the behavioral phenotype is crit-
ical for the discovery of strong mutants. When
we compare the precision of a phenotype using
the relative standard deviation, the circadian pe-
riod phenotype is almost two orders of magnitude
more precise than assays for fear conditioning,
psychostimulant response, or other circadian pa-
rameters such as amplitude or activity level (Fig.
1A). The precision of the assay was key for the
isolation of circadian mutants such as Clock™'”
or Overtime (Fbxi3%™) that cause mutant pe-
riod phenotypes that are 6 to 10 SD (Z scores
of 6 to 10) away from those of wild-type mice
(16, 32) (Fig. 1A), where there is virtally no
overlap in the period lengths of the mutant and
wild-type populations. For this to be the case,
the difference in the average values of the mu-
tant and wild-type populations must exceed 6 SD
(so that +3 SD for each population will not
overlap) (Fig. 1B). We have not recovered such
strong mutations for other behavioral pheno-
types in the mouse. The strongest effect sizes for
fear conditioning mutants in mice are about 1 to
3 8D (Z scores of 1 1o 3) (33) (Fig. 1A and table
81). Under these conditions, mutant and wild-
type mice have significant phenotypic overlap

(Fig. 1, C and D), and it is not possible to score
individual mice as either mutant or wild type
(unless each mouse is test-crossed, which is very
costly). These phenotypic effect sizes are similar
to those of strong quantitative trait loci {QTLs),
which originate from naturally occurring allelic
variants (34, 35). In order to map such subtle
mutants, quantitative genetic mapping approaches
must be used because the mice cannot be scored
qualitatively. The resolution of such crosses will
be limited by the inherent ambiguity in quanti-
tative versus qualitative scoring of phenotypic
traits.

An additional problem is that mutations can
be suppressed or modified by genetic background
(36, 37), a common issue with behavioral mu-
tants. In order to locate ENU-induced mutations,
the mice need to be crossed with other strains of
mice that differ enough from the mutant strain to
provide informative genetic markers. QTLs that
are independent of the behavioral mutation can
segregate in these mapping crosses, confounding
mapping of the mutant locus (35, 38). Thus,
there is a tradeoff between choosing a strain for
mapping that is divergent enough to provide suf-
ficient polymorphic markers and the increased
likelhood of QTLs arising from the divergent
genetic background. Typically, one chooses other
standard inbred mouse strains for mapping
crosses because of the availability and high res-
olution of genetic markers. For example, in a
typical cross of C57BL/6] to other common in-
bred strains such as A/J, BALBc/J, or DBA/2],

half of the ilable mi llite or single-

SPECIALSECTION

the parental strams of mice [about one polymor-
phism every 440 base pairs (bp) in high SNP re-
gions] (34, 40). Thus, a typical QTL mapping
experiment will narow the region responsible
for a phenotypic variation to ~40 Mb (34, 35),
within which there will be literally tens of thou-
sands of sequence varants. By contrast, with
ENU-induced mutations isolated on an isogenic
C57BL/6] strain background, there will be only
about one sequence variant in 100,000 bp, and
for overt {causative) mutations the rate is 10 times
lower (one in a million bp of coding sequence)
(41). The subtle phenotypic effect size (~1 SD),
however, means that the mapping resolution of an
ENU-induced allele and a QTL will be com-
parable because both must be treated as quantita-
tive traits.

How can the mutation be found within an
~40-Mb region? Until recently, with a region
this large, it would be extremely difficult to
locate and clone the sequence alteration respon-
sible for the behavioral defect unless one could
find obvious candidate genes to analyze. How-
ever, massively parallel sequencing (42) and
targeted selection of genomic sequences (43, 44)
now allow sequencing of all of the genes (exons
and flanking regulatory regions) in a 50-Mb in-
terval (400 1o 450 genes on average in the mouse).
The exome of 400 genes can be sequenced with
current Roche 454 FLX sequencing methods at
>25 times coverage in a single run; eight such
samples could be sequenced in a single run by
Numina/Solexa (or Applied Biosystems SOLID)
ing at an even lower cost per sample. The

nucleotide polymorphism (SNP) markers would
be polymorphic. The variance of the phenotype in
these hybrid crosses will increase because QTLs
from the parental strains (Haldane’s rule) will
segregate in crosses with the induced mutation,
exacerbating the phenotypic overlap and con-
fusing identification of the mutant mice. To
cireumvent some of these issues, particularly the
increase in phenotypic variance and the sup-
pression of mutant phenotypes, one can use very
closely related mouse strains for mapping. This
approach was not feasible until recently because
of the paucity of genetic markers between very
closely related strains; however, with the availa-
bility of high-density SNPs, even such related
strains (CS7BL/10J for mapping mutants iso-
lated on a CS7BL/6J isogenic background, for
example) will have informative markers. The
use of closely related strains can succeed in ge-
netic mapping experiments when conventional
approaches have failed.

A final ideration arises: If the pk ypi
effect sizes of ENU-induced behavioral mutanis
are as subtle as QTLs, then why bother with in-
duced mutants instead of attempting to clone QTLs
for the same phenotype (39)? The answer to this
question is simple. QTLs or naturally occurring
allelic variants are extremely difficult to clone be-
cause there are so many sequence variants between

sequence capacity of these instruments is al-
ready increasing, so that the cost of brute-force
sequencing of the exome of all genes in a large
genomic interval will be reasonable and will
permit the positional cloning of essentially any
ENU-induced mutation in the future.

The prospects for forward genetic and posi-
tional cloning approaches to complex behavior
in the immediate future are bright. ENU-induced
mutants isolated on isogenic mouse strains with
available finished genomic sequence will enable
the identification of critical behavioral genes by
brute-force sequencing of all candidate genes in
a large genomic interval with sequence-capture
methods coupled with massively parallel sequenc-
ing. With these methods, even the most subtle
behavioral mutants in the mouse can be success-
ful targets for gene discovery, and the black box
that underlies the genetic architecture of many
complex behaviors will scon be opened.
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PERSPECTIVE

Biology, Politics, and the Emerging
Science of Human Nature

James H. Fowler* and Darren Schreiber

In the past 50 years, biologists have learned a tremendous amount about human brain function
and its genetic basis. At the same time, political scientists have been intensively studying the effect
of the social and institutional environment on mass political attitudes and behaviors. However,
these separate fields of inquiry are subject to inherent limitations that may only be resolved
through collaboration across disciplines. We describe recent advances and argue that biologists
and political scientists must work together to advance a new science of human nature.

ristotle is credited with being the first
Ajulsu:al scientist. In his work The Politics
e carefully describes the constitutions
of a number of different city-states, starting a
science of political institutions that would last
thousands of years. But he is also known for first
asserting the biological uniqueness of human
potlitical behavior with his famous observation:
“Man is, by nature, a political animal” (f).

It has not heen easy for us to follow in his
footsteps. In the past 50 years, biologists have
leamed a tremendous amount about human bi-
ology and its genetic basis. At the same time,
political scientists have been intensively studying
the effect of the social and institutional environ-
ment on political attitudes and behaviors. How-
ever, biologists and political scientists have been
warking largely in isolation of one another. Little
cross-disciplinary work has been done.

This must change for two important reasons.
First, recent evidence is making it increasingly
clear that genetic variation plays an important
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role in explaining variation in human political
behavior. Second, additional evidence in neuro-
science indicates that the human brain may be
adapted particularly to solve social problems
that are explicitly political. Much of this evi-
dence is associational, and we therefore should
be cautious in using it to build causal theories.
However, if the need for sophisticated social cog-
nition drove the evolution of the human brain (2),
then a new science of human nature will require
comprehending hurman biology in a sociopolitical
context.

Genes and Politics

Since at least the middle of last century, theories
about political attitudes and behavior have fo-
cused almost exclusively on information about
peer and parental socialization, socioeconomic
factors, and political institutions. Although polit-
ical scientists have made progress on important
questions, their models have become burdened
with dozens of ad hoc theories, and they usually
fit poorly to the data (3). For example, one prom-
inent model of voter participation includes 32
wvariables bul accounts for only 31% of the var-
iance in tunout behavior (4). Moreover, the the-
ories underlying these empirical models typically

ignore genetic or biological factors that might be
responsible for the remaining variation.

‘Unbeknownst to most political scientists, psy-

-hologists and behavioral icists began using
twin studies in the 1980s to study variation in
social attitudes, and these studies suggested that
both genes and environment played a role (5).
However, this early work did not specifically pur-
sue the question of whether political orientations
were heritable, and political scientists remained
largely unaware of the heritability of social atti-
tudes until 2005. In that year, the American
Political Science Review published a reanalysis
of political questions on a social attitude survey
of twins that suggested that liberal and con-
servative ideologies are heritable (6). Follow-up
studies showed that genes did not play a role in
the choice of a political party (6, 7), thereby sup-
porting a core finding in the study of American
politics that the choice to be a Democrat or a
Republican is largely shaped by parental social-
ization (8). However, other studies showed that
the decision to affiliate with any political party
(and the strength of this attachment) are signif-
icantly influenced by genes (9, 10).

These initial twin studies suggested that po-
litical ideas are heritable, but they said little about
political behavior. That changed this year, when
a study (/1) examined the heritability of voter
participation by matching publicly available
voter registration records to a twin registry in
Los Angeles (/2), analyzing self-reported tum-
out in the National Longitudinal Study of Ado-
lescent Health (Add Health), and analyzing
other forms of political participation. In all three
cases, both genes and environment contributed
significantly 1o variation in political participation
(Fig. 1).

Other scholars wondered whether there might
be similar variation in basic economic behavior.
For example, they administered a “trust” game to
twins in the United States and Sweden in which
one (anonymous) subject decides how much to
“invest” in another subject, the amount invested
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is tripled by the researcher, and the recipient
decides how much to retun to the investor.
They found that the behavior of both the investor
and the recipient was significantly heritable,
which suggests that genetic variation contributes
fo variation in cooperative behavior in the labo-
ratory (13). Similar behavioral economics exper-
iments have also ndicated that altruism (14,
bargaining (15), and attitudes toward risk (14) are
heritable, and that variation in these traits plays
an important role in political behavior (16, 17),
These studies suggest that heritable factors
are involved in political behavior and cooper-
ation more generally, but they say
nothing about which genes might
play a role. Scholars therefore have
tumned their attention to specific genes
that might be associated with political
behaviors and attitudes, particularly
those that affect the regulation of
neurotransmitiers. Dopamine and
serotonin have been studied for sev-
eral years and have been shown to
influence social behavior in both ani-
mals and humans, so early work on
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Like our primate cousins, we are naturally
adept at a variety of skills needed to navigate
the everyday politics of our social species. How-
ever, although young humans appear to perform
at a level similar to orangutans and chimpanzees
in tasks involving technical problem solving, hu-
‘mans are far more sophisticated when it comes to
social tasks (23).

It is easy to imagine that politics is just a
cognitive exercise, like leaming math or history
in elementary school. However, neuroimaging
evidence suggests that politics is not like subjects
taught in the classroom. Instead, politics may be
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parietal cortex and posterior cingulate, is active
while we implicitly evaluate the social environ-
‘ment around us and is also implicated in emo-
tional processing.

‘When people who are knowledgeable about
national politics are asked for judgments of po-
litical issues or to attend to faces of national
political figures, they increase the level of activ-
ity in the default state network above the resting
‘baseline; such findings suggest that political think-
ing is akin to social cognition (Fig. 2) (24, 28).
Politically sophisticated subjects—both Repub-
licans and Democrats—are using the same brain
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politics has been directed at genes
that affect their regulation (I8, 19).
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A direct association was recently es-
tablished between voter tunout and
the monoamine oxidase A (MAOA)
pene, as well as a gene-environment
interaction between tumout and the
serotonin transporter (SHTT) gene,
among those who frequently partici-
pated in religious activities (/§). In
other research, scholars have also
found an association between voter

Fig. 1. Political participation is heritable. Ternary plots show estimates from a twin study model of (A) voter
turnout among subjects in the Southern California Twin Registry (SCTR), (B) voter turnout ameng subjects in
the National Longitudinal Study of Adolescent Health (Add Health), and (C) political participation among subjects
in Add Health (an index that includes contributing meney to a campaign, contacting a public official, running for
office, or attending a rally or march). An additive genetic model uses identical and fraternal twin covariances to
decompose the variance of a trait with respect to genetics, shared environment, and unshared environment factors.
Colors indicate probabilities. The blue areas indicate the regions that are most likely to contain the true estimates;
the beige areas indicate the region of 95% confidence (i.e., the probability that the true coefficients lie outside the
colored regions is P = 0.05). Mean contribution of the genetic factor is estimated to be 53% for SCTR turnout,
72% for Add Health turnout, and 60% for Add Health participation (12).

tumout and a dopamine receptor

(DRDZ) gene that is mediated by a significant
association between that gene and the tenden-
cy to affiliate with a political party (/9). This
work is preliminary and replication will be cru-
cial, but it suggests that neurotransmitter func-
tion has an effect on political behavior. Future
studies will also need to investigate whether
genes influence political behavior predominantly
through nitters and other cellular-level
processes; through larger-scale differences in
brain structure, function, or connectivity; through
broader psychological constructs such as per-
sonality (20; or through a complex mix of all
three (21).

Neurobiology and Politics

The genetic evidence so far has been about var-
iation in political behavior, but there is also a
stable core to this behavior that differentiates
humans from other species. Synthesizing five
decades of research, psychologists have recently
identified a motivational basis for the stable,
definitional core of conservative ideology, claim-
ing that it is adopted in part to satisfy a variety of
social, cognitive, and psychological neads (22).

a form of social cognition that we have called
“playground cognition” (24). On the play-
ground, we are figuring out whom to cooperate
with and whom to avoid; we are cognizant of
social hierarchy; and we engage in coalitional
cognition, knowing that an alliance with one
group will entall exclusion from another. Even
al rest on the playground, we are constantly
monitoring our social environment and our
place in it

Neuroscientists have been studying a net-
work of brain regions that diminishes in activ-
ity when subjects are engaged in a wide variety
of technical cognitive tasks (25). One puzzle with
this resting or “default state” network is that it
consumes a large portion of the brain’s meta-
bolic budget and yet appears to deactivate under
many conditions of active cogniton. Meanwhile,
when people make personal moral judgments
(26) or observe social interactions (27), this
network of brain reglons increases in activity
above the resting baseline. One component of
this network, the medial prefrontal cortex, ap-
pears to be involved in thinking about the mental
states of others. Another region, the medial

regions when they think about national politics.

However, people who do not know much about
national politics actually deactivate this set of
brain regions, as if they had to treat these polit-
ical questions as a form of technical cognition.

‘We would not expect political novices to have
some fundamental impairment on the playground

Instead, they appear to be merely unfamiliar with
the specific domain of national politics. In con-
trast, people with autism spectrum disorders do
appear to be generally unable to use their default
state network properly (29, 30), and although
some of them are able to perform very well in
the classroom, they struggle with the social cog-
nition skills demanded on the playground.

The New Science of Human Nature

Large-scale political behavior is an extremely
recent phenomenon in the span of human evo-
lution, but the initial evidence suggests that it
relies on genetic and neural mechanisms that
evolved to solve basic social problems. These
problems are inherently political because they
mvolve decisions about the organization of hu-
‘mans 10 achieve group goals and the distribution
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A
Democrat club members

Fig. 2. Politics is a form of playground cognition. (A and B) When both
college Democrat club members [(A), top left; cross-hairs at (2, —42, 33)
with z = 3.94] and college Republican club members [(A), top right;
cross-hairs at (1, =65, 37) with z = 3.90] answer questions about national
politics, they demonstrate increases {colored orange and red) in the
blood oxygen level-dependent functional magnetic resonance imaging
(BOLD fMRI) signal above a resting baseline in the medial prefrontal
cortex [(B), left; 4-mm spherical region of interest (ROI) centered at (-8,

of resources within a group. But they are also
inherently biological. For example, one of the
most fundamental unanswered questions in evo-
lutionary biology is how cooperative behavior
evolved (31). If natural selection favors fit indi-
viduals, why do some individuals voluntarily re-
duce their fitness in order to enhance the fitness
of others? Meanwhile, in political science we are
focused on the nearly identical problem of col-
lective action (32). In large-scale societies, why
do people join political groups, participate in
elections, and engage in other kinds of mass
behavior when they know their efforts will not
alter the political outcome?

Although simple forms of cooperation can
be found far back in our evolutionary history,
more sophisticated forms are quite recent. Evi-
dence of political behavior in chimpanzees (33),
capuchins (34), and early human societies (35)
suggests that we may have, in part, evolved in
ways that maximize our capabilities for small-scale
mferactions. But what are the biological mecha-
nisms that enable us to cope with these small-scale
interactions? And were new adaptations necessary
for the development of large-scale political atti-
tudes, behaviors, and institutions, or are we merely
conserving other older tools for a new purpose?

Like Aristotle, we believe that the study of
human nature should lie at the intersection of
politics and biology. Whereas physiological stud-
ies on the correlation between political attitudes
and biological factors can be rigorously per-
formed on small numbers of subjects (36), po-
litical scientists are particularly adept ai testing
the implications of their theories in large popu-
lations (e.g., with surveys, natural experiments,
and field experiments). Similarly, puzzles that
arise at the population leve! can drive the kind
of laboratory work that neuroscientists are more
familiar with (37).

7 NOVEMBER 2008 VOL 322 SCIENCE

Republican club members.

Political novices
0.15%
0.10%

0.05%-

Medial Medial
prefrontal parietal
cortex cortex

0.15%

Roliical lub members [ -0.20%
Political novices [T]  .o.zs%

the classroom (24).

When Aristotle wanted to understand how
humans govern themselves, he started by cat-
aloging political institutions. Today, the study
of institutions has improved our understanding
of political outcomes because they help us un-
derstand how legislatures, courts, and other bodies
are constrained in their behavior. Similarly, the
study of genes potentially promises a better un-
derstanding of the constraints imposed on basic
political psychology. The new science of hu-
man nature demands that we recognize that
genes are the institutions of the human body.
They regulate the neurological processes that
drive social and political behavior. And we can-
not fully appreciate their function in humans
without understanding their role in the very com-
plex social and political interactions that charac-
terize our species.
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Bioactive Contaminants Leach from
Disposable Laboratory Plasticware

G. Reid McDonald,? Alan L. Hudson,* Susan M. ]. Dunn,* Haitao You,* Glen B. Baker,?
Randy M. Whittal,® Jonathan W. Martin,* Amitabh Jha,® Dale E. Edmondson,® Andrew Holt'*

ecent reports of leaching of bisphenol A
R;r:’lanﬁmcny into foods and beverages
polycarbonate and polyethylene ter-
ephthalate containers, respectively, have drawn
attention to plastics as potential sources of bio-
active environmental contaminants (/, 2). How-
ever, numerous other processing additives coat,
or intercalate within, polymeric structures, and
these also migrate into foods stored in plastic
containers (3).

Disposable plasticware is used in life science
laboratories worldwide. Although labeling of
plastics as “sterile” appears to offer researchers
someassurance that products are free of bioactive
contaminants, the presence of processing addi-
tives is unavoidable. Herein, we report identifi-
cation of two additives leaching from disposable
plasticware and demonstrate potent effects on

Observations of anomalous kinetics with
human monoamine oxidase-B (hMAO-B), which
recognizes numerous Xenobiotic substrates, led us
1o examine disposable tubes used in our assays as
a polential source of interferences. Water rinsed
through several brands and sizes of plastic tubes
adopted inhibitory potency versus hMAO-B: when
dimethy! sulfoxide (DMSO) (10%, v/v) was used
instead, inhibition was more pronounced, and
‘marked enzyme activation was observed in one
case (Fig. 1A). Samples of two tubes (indicated)
were rinsed with water (W) or methanol (M), and
leachates were dried and subjected to mass spec-
trometry. Fragmentation spectra for major species
present (Fig. 1B and fig. S1A) identified a biocide,
di{2-hydroxyethylmethy!dodecylammonium
(DIHEMDA), and a slip agent, 9-octadecenamide
{oleamide), in W and M leachates, respectively

enzyme and receptor proteins. (Fig. 1C, inset). Pure samples of DIHEMDA (4)
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Fig. 1. (A} Effects on hMAO-B of water (N = 3) or 10% DMSO (V = 7) (40% of tube volume, 1 hour, 20°C)
from Fisherbrand (Fisher Scientific, Ottawa, Canada) (clear bars) or Sarstedt (Sarstedt AG, Niimbrecht,
Germany} {hatched bars) plastic tubes or glass vials (C). x axis labels indicate tube volumes (ml). C indicates
control; SZ, siliconized 0.5-ml tube; W and M, water and methanol rinses analyzed by tandem mass
spectrometry (MS/MS). Data are mean + SEM. ***P < 0.001 compared with control (one-way analysis of
variance with Dunnett’s post hoc test). (B} MS/MS data for the major peak obtained from a water rinse of a
Fisherbrand 0.5-ml tube reveal the presence of DIHEMDA. (C) Inhibition of human MAO-A (triangles) or
MAQ-B (circles) by oleamide (apen symbols) or DIHEMDA (solid symbols) (structures inset). (D) (Left) Effects
on binding of [*HIR015-4513 to rat brain GABA, channels of DMSO (0.2% in assay) rinsed (at 100%)
through a glass (G) tube or through one (1x) or three consecutive (3x)} Eppendorf brand 1.5-ml tubes,
compared with a DMSO-free control (Con). (Right) Competition binding curve to diazepam, prepared in
DMSO in microfuge tubes, reveals a lowered plateau relative to a DMSO (in glass) control.

and oleamide were confirmed as hMAO inhib-
itors, showing selectivity for (MAO-B (Fig. 1C).
Inhibiti leach from oleamide-positive
tubes increased markedly over a 10-day plastic
exposure period at 20°C (fig. S1B).

Repeated (10 times) pipetiing of 10% DMSO
with pipette tips from several suppliers resulted in
extraction of species that had significant effects on
WMAC-B (fig. S1C). One or more unidentified
compounds causing hMAO-B activation also
leached into 10% DMSO from wells of polystyrene
or acrylic 96-well microplates (fig. S1D).

‘Oleamide is an endogenous signaling molecule
that binds to numerous receptor and channel pro-
teins (5), including the y-aminobutyric acid type A
{GABA ) receptor. Specific binding of the GABA,
radioligand [*HJRo15-4513 1o rat brain membranes
'was inhibited significantly by DMSO leachate from
Eppendorf (Eppendorf AG, Hamburg, Germany)
‘microfuge tubes (Fig. 1D).

Related slip agents such as erucamide and
stearamide are endogenous molecules used rou-
tinely in plastic manufacturing (3), whereas quater-
nary ammonium compounds are included as
biccides or antistatic agents. Many such bio-
cides bind substantially to proteins and DNA and
have recently been linked with fertility problems
in mice (6). Our findings that processing agents
leach from laboratory plasticware into biological
media and solvents, particularly when liquids are
stored in plastic vessels, identify a likely source
of error in many assay systems.
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Global Protein Stab
Mammalian Cells
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The abundance of cellular proteins is determined largely by the rate of transcription and

translation coupled with the stability of individual
global transcript abundance, little is known about
parallel multiplexing strategy to monitor protein ti
cytometry with microarray technology to track the

proteins. Although we know a great deal about
global protein stability. We present a highly
urnover on a global scale by coupling flow
stability of individual proteins within a complex

mixture. We demonstrated the feasibility of this approach by measuring the stability of ~8000
human proteins and identifying proteasome substrates. The technology provides a general platform
for proteome-scale analysis of protein tumnover under various physiological and disease conditions.

complete understanding of biological
networks requires knowledge of all as-
pects of regulation, from gene transcrip-
tion, RNA processing, translation, and localization
to protein modification and tumover. However,
the chemical heterogeneity of proteins, the large
dynamic range of their abundance, and the ab-
sence of specific recognition reagents have hin-
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A

dered high-throughput systematic approaches for
the analysis of protein regulation (/, 2). Thus,
protein stability remains an unexploited feature
for most proteins (3).

The selective degradation of proteins is crit-
ical for most cellular processes, including cell
cycle progression, signal transduction, and differ-
entiation (4-6). Control of protein tumover serves
as a rapid mechanism for activation or inhibition
of signaling pathways when cells respond 1o en-
vironmental changes. Alterations in the degrada-
tion of cancer-related proteins have important
roles in cellular transformation, and multiple com-
ponents of the proteolysis system are directly in-

volved in human diseases (7-9). Furthermore,
many viruses have evolved strategies to hijack
the proteolytic pathway of host cells for their own
benefit (/0). Therefore, understanding protein
turnover should have a major impact, not only for
the basic science of biological regulation, but also
for the development of more effective strategies
to cure diseases (1, 12).

Traditiona! methods of measuring protein sta-
bility rely on either pulse-chase metabolic labeling
or administration of protein synthesis inhibitors,
followed by biochemical analysis of the abun-
dance of the protein of interest at multiple time
points during the chase period. When applying
half-life analysis to a global population of pro-
teins under a broad range of physiological or
disease states, these assays are impractical. One
method to increase throughput is to combine
pulse-chase analysis with mass spectrometry (3).
However, mass spectrometry is limited by the
inability to detect low-abundance proteins, and
highly regulated proteins tend to be present in
low amounts. Nor can these methods be used for
real-time menitoring of protein tumover in living
cells with single-cell resolution, a feature impor-
tant for systems level understanding of protein
function (/3-15). Therefore, we developed a
high-throughput approach for proteome-scale
protein-tunover analysis in mammalian cells,
called global protein stability (GPS) analysis and
described here, that overcomes many of these
deficiencies (16).

Fig. 1. Determination of protein stability by the GPS system.
(A) A schematic representation of the reporter construct. Ribo-
somes can dock at the 5’ end of the bicistronic mRNA to trans-
late DsRed or atthe IRES to translate EGFP-X. (B) HEK 293T cells
stably expressing the pCMV-DsRed-IRES-EGFP reporter were
analyzed by FACS. The cluster in the lower left corner of the plot
represents uninfected cells. (C) Hela tetracycline-inducible
(tet-on) cells with the pTRE-DsRed-IRES-EGFP expression cas-
sette were treated with various doses of Dox and analyzed by
FACS. (D) HEK 293T cells carrying the pCMV-DsRed-IRES-EGFP
reporter cassette with EGFP, d4EGFP, or d1EGFP or without
EGFP were analyzed by FACS. (E) HEK 293T cells expressing
d1EGFP or EGFP from the DsRed-IRES-EGFP reporter cassette
were treated with various concentrations of MG132 and analyzed.
(F) (Top} HEK 293T cells expressing the DsRed-IRES-EGFP-Cdc25A
reporter with or without MG132 treatment (2 pM) were com-
pared. (Bottom) HEK 293T cells with the reporter carrying EGFP-
fused wild-type or T380A mutant cyclin E were analyzed. (G)
Qverlay of the EGFP/DsRed ratios of EGFP-pS3 and various EGFP-
degron fusions in the three different cell lines, as indicated in
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A A fluorescence-based system to monitor pro-
tein stability at the single-cell level. We estab-

R lished a cell-based system for measuring GPS.

Step! ﬂ EGFPX ‘We built a retroviral reporter construct in which
CIEGFRY the expression cassette contains asingle promoter

that, with an internal ribosome entry site (IRES)
(17, 18), permits the translation of two fluores-

A

Reparter cell library

D\(OST 1. total library cent proteins from one mRNA transcript (Fig. 1A).
Step2 ﬂ FACS B00|0c ‘ The first fluorescent protein, Discosoma sp. red
s o%e fluorescent protein (DsRed), served as an interal

control, whereas the second, enhanced green fluo-
rescence protein (EGFP), was expressed as a
fusion with the protein of interest (X). When
integrated into the genome of cells, DsRed and
EGFP-X proteins should be produced at a con-
stant ratio because they are derived from the same
mRNA (Fig. 1A). The EGFP/DsRed ratio of cells
represents the stability of protein X in this system
and can be quantified by fluorescence-activated

stepd [|

Protein stability

B R R? R3 A4 RS R6 R7  NoEGFP o ~ cell sorting (FACS). Events that selectively affect

b1 — H1EGFP Fraction —58303 the protein stability of EGFP-X (for example, de-

E A —d4ECFP z " ‘::’835 pletion or overexpression of proteins that regulate

= g —EGFP £ A A\ == X tumover) are expected to change the abundance
8 m‘- JJY

ECFPDeRed 4= — EGFP-ORFs .3;9 AN of EGFP-X, but not DsRed, and thus lead to an

EGFP/DsRed alteration of the EGFP/DsRed ratio.

TR The GPS system has several important fea

'’ e system has several impor -

L I ﬁ@“‘. Fig. 2. Global protein stability signa-  tures, Because the EGFP and DsRed proteins are

Subpopulation Total coll library  ture by using microarrays. (R) Sche-  derived from the same mRNA, the EGFP/DsRed

IBMIER MmNl DA } matic diagram of the four steps of the  riq is not affected by transcriptional regulation.

Lﬁb‘—‘ :;\:e"m:“éat}g;g::::m ‘?EPOMV (:“5 With addition, the reporter construct is integrated into

PCR amalification 7 l ferent ratios are shown in inal d EGFP-X is ex-

l oo Uaneoription and beting different colors. (B) The EGFP/DsRed ratio of o e o o SirBe COPY: o R

the reporter cell library. The library cells were presssddo eantof alBESarider tie:corirol

Cy3 Cys s g

. [ " FACS-divided into seven sublbaries (RL to 1 -Diduitously aetive promoter, Because irans-
| i 5 2 lation of the gene downstream of an IRES is less

R7) with ascending EGFP/DsRed ratio. (C) The e " 5
Compelitive hybricization, calculale Cyacys  EGFP-fused ORFs were PCR-amplified fromthe ' ient than. that of the upstream gene (17), this
genomic DNA. RNA was transcribed in vitro design limits overproduction of the EGFP-X pro-

from the PCR products, labeled, and used for competitive microarray hybridization. (D) Seven t¢inand potential phenotypic perturbation in cells
hybridizations were performed with ORFs from the total library labeled with Cy5 and ORFs from each  Sing & common promoter to drive reporter pro-
FACS-isolated subpopulation labeled with Cy3. The EGFP/DsRed ratio of cells expressing EGFP fusedtoa  tein expression also reduces the range of protein
protein of interest can be tracked by combining the hybridization results (Cy3/Cy5) from the seven ~abundance. a common problem for global pro-
microarrays. Two EGFP fusion proteins, EGFP-X (short half-life) and EGFP-Y (long half-life} are shown as  feomic assays. In contrast to traditional protein
examples. (E) Representative data. (F) Results for individual ORFs from microarrays [(top) percent of cells  half-life assays that measure only the mean value

in each fraction] and FACS analysis [(bottom} EGFP/DsRed ratio] were compared. of protein half-lives from a population of cells,
Fig. 3. Screen validation. (A) Unbiased validation of micro- A7 = B -
array performance. The expected stability is derived from the £s . | EaeE: = N
EGFP/DsRed ratio from individual FACS analysis; the observed 1s P | » g4EGFP s

stability is the PSI derived from microarray results. The ex g4 A |« diEGER .

and observed stabilities were compared for 96 ORFs from g3 £, ——

ORFeome plate 11001. (B) The steady-state protein levels of 75 g7 7 AR " L
randomly chosen ORF-HA fusions were analyzed by Western L s P P e, a8 : ]

blotting and quantified. Additional information and data Expected Stavility ] lm A =
related to the tested ORFs can be found in table S5. The §

number of ORFs with a particular range of expression was L L
counted and plotted on a graph. S, M, L, and X represent D L0815z 3ase s muuﬁx Gy I
proteins with short, medium, long, and extra-long half-lives, Bk e ;

according to the PSI. (€) HEK 293T cells expressing short—half- [ M

life ORF-HA fusions were either left untreated (lane 1), treated - » X
with 2 M MG132 for 2 hours (lane 2}, or treated with MG132 for s —— 8

2 hours and released for & hours {lane 3), and analyzed by | L a1 || I

Western blot. (D} Cycloheximide (CHX)chase analysis of cells
expressing medium, long, and extra-long—half-life ORF-HA pro-
teins. Protein samples were normalized based on cell number.
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the GPS system allows real-time protein stability
detection at the level of individual living cells.
Last, this flucrescence-based system has the po-
tential for automation and is amenable to high-
throughput proteome-scale analysis.

We integrated the GPS reporter that expresses
DsRed and EGFP under the control of the cyto-
megalovirus (CMV) promoter and the IRES from
encephalomyocarditis virus into the genome of
human embryonic kidney (HEK) 293T cells and
analyzed cells by FACS. Depending on the in-
tegration site, amounts of the fluorescent pro-
teins might differ in particular cells, but the
EGFP/DsRed ratio should be constant. As ex-
pected, the EGFP and DsRed signals displayed a
constant ratio despite the wide range of fluores-
cence intensities for each protein in different cells
(Fig. 1B), which suggests that this ratio is inde-
pendent of transcription. To confirm this, we re-
placed the CMV promoter with the tetracycline
response element (TRE) promoter that is control-
lable by doxyeycline (Dox). The EGFP/DsRed
ratio did not vary, despite increases in EGFP and
DsRed abundance afier the addition of Dox (Fig.
1C). To test whether the EGFP/DsRed ratio can be
used to distinguish proteins with different half-
lives, we created cell lines that express DsRed-
IRES-EGFP fusions with mutants of the ornithine
decarboxylase (ODC) degron that confer differ-
ent half-lives (d1EGFP, ;5 = 1 hour; d4EGFP,
f, = 4 hours; EGFP, 1, = 24 hours). Cells sta-
bly expressing these fusions displayed distinct
EGFP/DsRed ratios that reflect the stability of
the EGFP fusions (Fig. 1D). We obtained similar
results in all cell types tesied (Fig. 1G). These
data indicate that the EGFP/DsRed ratio is a
reliable readout for protein stability in mamma-
lian cells.

Comparison of the EGFP/DsRed ratio to other
measurements of protein stability. We examined
the correlation between our protein stability mea-
surements and those reported in the literature. The
ODC degron destabilizes EGFP by targeting it for
hydrolysis by the proteasome (19). Consistent with
that, the EGFP/DsRed ratio of cells expressing
EGFP to which the degron was fused increased in
response 1o treatment with the proteasome inhib-
itor MG132 in a dose-dependent manner (Fig. 1E).
We also made reparter cells expressing EGFP-
Cdc25A, EGFP-cyclin E and EGFP-p53 fusions.
The stability of Cdc25A increased in cells treated
with MG132, and cyclin E harboring the T380A
mutation (substitution of Ala for Oy displayed
greater stability than the wild-type protein (20)
(Fig. 1F). These results are consistent with the
previous discoveries that Cdc25A is a proteasome
substrate and that mutation of The'™ in cyclin E
results in defective umover (21-24).

‘We measured the half life of p53 in three dif
ferent cell lines with distinct p53 tumover path-
ways. Comparison of the EGFP/DsRed ratio of
EGFP-p53-expressing cells with that of the EGFP-
degron series indicated that p33 displays distinet
stabilities in these three cell lines (Fig. 1G). In
human osteosarcoma U208 cells, the half-life

7 NOVEMBER 2008 VOL 322 SCIENCE

of EGFP-p53 approaches that of dIEGFP. HeLa
cells, which express papillomavirus E6, pro-
mote more rapid p53 degradation through E6-
associated protein (E6-AP) (25) and had a lower
EGFP/DsRed ratio. In contrast, EGFP-p53 is
highly stable in HEK 293T cells, which express
the T antigen that binds and sequesters p53 (26).
In conclusion, the EGFP/DsRed ratio serves as
an accurate measurement of the relative half-lives
of proteins and is responsive to genetic changes

Multiplex GPS profiling by using DNA micro-
array deconvolution. To apply GPS on a global
scale, we designed a multiplexing strategy that
integrates the power of fluorescence-based pro-
tein stability analysis with that of DNA micro-
array technology to rapidly obtain protein stability
profiles in human cells. The four elements of this
approach are shown in Fig. 2A. To create a re-
porter cell library, we generated a pCMV-DsRed-
[RES-EGFP-fusion cDNA library in a retroviral
vector using the hORFeome v1.1 library, which
consists of ~8000 unique, full-length human
protein-—encoding open reading frames (ORFs) in

a Gateway entry vector that allows in-frame trans-
fer of the ORFs to any expression plasmid by
recombinational cloning (27). The hORFeome
library gene set is an arrayed set of individual
‘ORFs in 96-well plates, which facilitates future
sereen validation processes. We used the retro-
viral DsRed-IRES-EGFP-ORF library to produce
viruses and infected HEK 293T cells to make
DsRed IRES-EGFP-ORF v1.1 reporter cell col-
lections. To ensure that each cell carried only one
Teporter cassette, cells were infected at low mul-
tiplicity of infection (MOI = 0.05).

‘We then fractionated the cell library into seven
subpopulations of increasing EGFP/DsRed ratios
(R1 1o R7) by FACS (Fig. 2B). Because sorting
of cells into distinct pools was dependent on the
half-lives of the EGFP-ORF proteins they express,
the stability of a particular EGFP-ORF fusion could
be inferred from the distribution of cells express-
ing that specific fusion within the seven pools, To
determine the protein stability of all 8000 ORFs,
the EGFP-fused ORF sequences that serve as cell
identifiers were amplified by the polymerase chain

A Cc
> € o
§ £ e
H
2 N
‘é} E
B & L ox
= Protain stability Protain stability
@ 40
£ a0 E
£z M Call oyole control
5, DNA replication
E W Mitosis
E B Other cell cycle process
am XL
D os
? 0.4
E B shortMedium hali-lite
£ o B Lenglextradong hali-life
5
2 g4
£ Fig. 4. Correlation between
g’" 08 protein turnover and protein
property and/or function. (A}
124 Distribution of PSIs. (B} Cor-
& A 0 0 0 00 8 0 00 0B relation between protein sta-
f@’:’ @fgﬁé‘”& o"’fg""e cﬂ‘ﬁ,‘e“f}ffﬁﬁgfs’w bility and Length. PSls were
o W ¥ @eﬂ“%:“w g ¥ vi""@‘:‘q@" split into equally spaced bins
¢

o

A
o

e
LT Gene Ontology Category

with a bin width equal to
0.2. For each bin, a point is plotted that
corresponds to the center of the bin and the

median length of proteins in that bin. Shown here are bins of PSI from 2 to 4,
which contain the great majority of ORFs. (C} Correlation between protein sta-
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reaction (PCR) from the genomic DNA of both
the sorted subpopulations and the total library, and
their relative abundance was quantified in micro-
arrays (Fig. 2C). Unlike transcription profiling,
which uses oligonucleotides from “mRNA™ for
hybridization, the ORF seq are d
from the “genomic DNA" of reparter cells; there-
fore, the microarray result reflects the composition
of the library and is not affected by transcription.
Because normal transcriptional microarrays are
biased for probes in the 3" untranslated region, we
designed our own custom microarray to specif-
ically detect ORF sequences (table S1).

We performed seven hybridizations of the
sorted subpopulation of cells (Cy3-labeled) ver-
sus the total library (CyS5-labeled) and combined
seven seis of array data to determine the abun-
dance of different ORFs in the various pools
(Fig. 2D and fig. S1A). All cells expressing a
specific EGFP-ORF fusion should be distributed
within the seven subpopulations after FACS, and
thus, the sum of the Cy3/Cy5 ratios from seven

hybridizations for a probe should be equal to
1(100%). To represent the protein stability infor-
mation from arrays in a quantitative manner, we
calculated the “protein stability index™ (PSI) using

7
the following formula: PSI =3 R; * i, where i is
P |

given subpopulation 7. The value of PSI ranges
from 1 to 7, with a higher PSI value meaning
higher relative protein stability of EGFP-fused
ORFs. Wealso calculated the standard deviation

PSIY] to quantify the spread

of protein stablities in a population of cells ex-
pressing a specific EGFP-ORF fusion. The com-
plete list of screen results is in table S2, and
representative data are shown in Fig. 2E.
Screen results and validation. We carried out
aseries of analyses and confirmed that the overall

RESEARCH ARTICLES I

quality of the array hybridization is high (/6)
(fig. S2 and tables S3 and S4). Our data indicate
that >98% of ORFs from the hORFeome v1.1
library are preserved in the reporter cell library.
To examine whether the protein stability informa-
tion derived from the microarray data resembled
that measured by FACS analysis of individual
samples, we randomly picked one plate (96 ORF
clones) of the arrayed ORFeome collection for
analysis. Each ORF was individually recombined
into the DsRed-IRES-EGFP vector, packaged into
viruses, and transduced independently into cells.
The EGFP/DsRed ratio for each clone was mea-
sured by FACS and compared with the PSI cal-
culated from the array. There was a nearly perfect
correlation between the “observed stability,” which
reflects PSI, and the “expected stability™ derived
from the EGFP/DsRed ratio of individual clones,
with a correlation coefficient of 0.907 (Fig. 3A).
Moreover, the distribution of EGFP/DsRed ratios
for a given clone derived from the array was sim-
ilar to that from individual FACS (Fig. 2F). This is
striking because the PSI was derived from library
cells divided into only seven pools. In addition, the
PSI can be affected by double integrations, cell
purity after FACS fractionation, ORF preparation,
or hybridization differences. In summary, these
data indicate that microarray deconvolution pro-
vides a robust readout for protein stability.

One potential caveat of this technology is that
the N-terminal EGFP fusion might affect protein
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tumnover in individual cases. To address this con-
cerm, we randomly picked 75 ORFs, tagged them
with a single hemagglutinin (HA) epitope at the
C terminus and expressed them under the control
of the elongation factor la (EFla) promoter at
single copy. These ORFs belong to four stability
categories on the basis of our array information:
short (PSI ~ 1.3), medium (~3.5), long (~5.5),
and extra-long (~6.5) (table S5). We found that
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Fig. 5. Identification of proteasome substrates
EGFP/DsRed ratio of library cells with or without

by comparative protein-stability profiling. (A) The
MG132 treatment. (B) Library cells with or without

G132 were fractionated into seven pools (R1 to R7). Seven hybridizations with untreated/Cy3 versus
treated/CyS were performed, and data were combined. Data from cells expressing a proteasome substrate,
X, are shown as an example. (C) Representative results. Numbers shown are log,(Cy5/Cy3). (D)
Representative comparison between protein stability inferred from individual EGFP/DsRed FACS
measurements (top) and that from microarray data (bottom). The ORFs shown are the same as those in
(0). (E) The steady-state amount of ORF-HA proteins from cells treated with or without MG132 was
analyzed by Western blot. ORF-HA fusion proteins were expressed from the EFla promoter.

the abund: of ORF-HA proteins determined
by Western blot analysis correlated well with the
PSI of EGFP-ORF fusions measured by micro-
arrays (Fig. 3B and fig. S3). For example, only
1 out of 19 HA-fused proteins in the short-half-
life category was detected, and that amount was
low. In contrast, all 18 proteins from the extra-
long-half-life category were detected, and most
displayed strong Western signals. The abundance
of a given cellular protein is determined by the
‘balance between its rate of synthesis and degrada-
tion, so differences in the steady-state abundance
of ORF-HA fusions are likely due to differences
in their tumover rates. To ensure the inability to
detect ORF-HA proteins with low PSIs was in-
deed due to degradation, we treated cells with
MGI132 and observed rapid accurmulation of those
proteins (Fig. 3C). We also treated cells for a lim-
ited time with the protein synthesis inhibitor cy-
cloheximide to measure the stability of medium-,
long-, and extra-long-half-life proteins and found
that the PSI serves as an accurate indicator of pro-
tein stability (Fig. 3D). Thus, in general, the sta-
bilities of most proteins are not compromised by
the N-termina! EGFP tag and the gateway aif sites.
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Protein stability and protein properties/
functions. We used our protein stability informa-
tion to investigate whether correlations exist be-
tween particular properties of proteins and protein
half-lives. To clearly separate proteins with dif-
ferent half-lives, we filtered out genes with a flat
or bimodal stability profile and kept only 5341
ORFs that had a single sharp peak for further
bioinformatics analysis (/6). The global distribu-
tion of PSIs showed a bimodal patiemn, with a
major peak centered around 3.5 and a minor peak
centered at 2 (Fig. 4A). The PSls for d1EGFP,
d4EGFP, and EGFP were 2.75, 4.19, and 6.61,
respectively. With a simple linear-regression anal-
ysis based on the PSI of these three known half-
life proteins, we estimated that PSls of 2 and 3.5
approximate protein half-lives of 30 min and
2 hours, respectively. There is a significant posi-
tive correlation between protein half-life and pro-
tein length [Spearman correlation coefficient, r =
0.28, P < 109 (Fig. 4B)], which indicated that
longer proteins tend to be more stable.

To survey whether amino acid composition of
proteins influences tumover, we divided ORFs
into four groups according to PSI: short half-life
(S: PSI < 2; 653 ORFs), medium half-life (M: 2 <
PSI< 3; 1734 ORFs), long half-life (L: 3 <PSI<
4; 2442 ORFs), and extra-long half life (XL: PSI>
4; 512 ORFs). We observed that the amino acids
W,C, L, T,F, W, Y, and V were enriched in
labile proteins, whereas charged amino acids
including E, D, K, N, R, and Q were enriched in
stable proteins (20) (Fig. 4C). We searched for
enrichment of proteins with shared Gene Ontology
(GO) tenms in the four half-life groups to look for
correlations between profein stability and function.
Many shared categories were detected between
short- and mediun-half-life proteins, and many
categories were shared between long and extra-
long-half-life proteins. By contrast, there was no
overlap of enriched GO categories between
short-/medium- and long—/extra-long-half-life
proteins. Short-half life proteins are enriched for
membrane proteins and signal transduction pro-
teins, whereas long-half-life proteins are enriched
for cytoskeleton proteins and nuclear proteins
with housekeeping functions (Fig. 4D). We also
examined the relation between protein stabil-
ity and cell cycle subfunctional categories, and
found that the short-/medium-half-life group has
a larger proportion of “cell cycle control”
proteins that are generally known 10 be unstable;
the long-half-life group has a larger fraction of
“mitosis” proteins that consist of actins, tubulins,
septins, and so on (Fig. 4E). Because the N-
terminal EGFP tag interferes with the signal
peptide for membrane anchoring, it is possible
that the rapid degradation of EGFP-fused mem-
brane proteins was caused by their mislocaliza-
tion. We think that this is not the case because 14
C-terminally HA-tagged proteins with short half-
lives that were tested in Fig. 3 are membrane
proteins, and all were unstable regardless of the
position of the tag. We also wondered whether
the decreased proportion of charged amino acids
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in proteins with short half-life reflected the hy-
drophobic nature of membrane proteins, but we
obtained the same conclusion after removing all
amnotated membrane proteins from the data set
used for the analyses.

To tightly and efficiently control the amount
of proteins in cells, it is likely that transcription,
translation, and protein tumover must be coor-
dinated. Our data indicate a statistically signifi-
cant positive correlation between the steady-state
mRNA level and protein stability [Pearson cor-
relation coefficient 7 = 0.124, P <2 % 107" (fig.
$4)]. A previous study in yeast also showed
that low mRNA abundance correlates with in-
stahility (28).

Global identification of proteasome substrates
by comparative protein stability profiling. A key
goal of modem biological analyses is to deter-
mine how proteomes are remodeled in response
1o environmental cues, We developed a “compar-
ative GPS profiling” strategy to identify proteins
whose stabilities increased or decreased in re-
sponse to stimuli. We used two pools of library
cells, treated one with the stimulus of choice and
sorted cells from each pool by FACS on the basis
of EGFP/DsRed ratios. The relative clone distri-
bution was deconvoluted by quantitative compar-
ative hybridization. By comparing stability profiles
from treated and untreated cells, we determined
which proteins' stahilities were altered in response
1o the stimulus (fig. SIB).

To screen for proteasome targets, we treated
library cells with MG132. EGFP itself is not de-
graded by the proteasome (Fig. 1E). When look-
ing at the EGFP/DsRed profile of the entire cell
library, we detected a global increase in the
EGFP/DsRed ratio in response to MG132, which
suggested that large numbers of ORFs encode
proteasome substrates (Fig. SA). We fractionated
MG132-treated and untreated Library cells into
seven pools and isolated EGFP-fused ORFs for
microarray hybridization. We hybridized probes
derived from untreated (Cy3-laheled) versus treated
(Cy5-labeled) fractions, as well as untreated ver-
sus treated total cell library, and determined the
Cy5/Cy3 ratio distribution of probes for each chip
(Fig. 5B). In agreement with the hypothesis that
‘many short-half life EGFP-ORFs might encode
proteosome substrates, we observed the reduc-
tion of ORFs (CyS < Cy3) from cell fractions that
contained proteins with short half-lives (R1 to
R3) and an increase of ORFs (Cy5 > Cy3) in
fractions that express proteins with higher stabil-
ity (R4 to R7) after MG132 treatment. The Cy3
and Cy3 signals of most probes (95.28%) from
the total library differed by less than 50%, which
indicated that the overall EGFP-ORF composi-
tions of untreated and MG132-treated cells were
very similar (fig. 85). Therefore, any changes in
the CyS/Cy3 ratios represent a redistribution as
opposed 1o overall gain or loss of signals.

We integrated and arrayed the log,(Cy5/Cy3)
ratio for each probe from seven hybridizations
(R1 10 R7) to search for proteasome substrates.
Cells expressing an EGFP-ORF that is not a pro-

teasome target should be sorted into the same
EGFP/DsRed fractions regardless of MG 132 treat-
ment, and thus the log,(Cy5/Cy3) ratio of the
probe corresponding to that ORF should be close
to 0 (Cy5 = Cy3) on all chips. In contrast, be-
cause cells expressing a specific EGFP-ORF that
disappears from one cell fraction should reappear
in other fractions, probes for proteasome substrates
should show a negative value of log,(Cy5/Cy3)
ratio on chips representing low EGFP/DsRed ra-
tio cells and a positive value on chips of high
EGFP/DsRed ratio cells. Combining data from
the seven hybridizations improved the accuracy
of discriminating true-positives from false-positives
caused by exp | artifacts. Rep i
results for proteasome substrates and nonsubstrates
are shown in Fig. 5C, and the complete screen
results are in table S6. Consistent with the fact
that proteasome degradation is the main pathway
for cellular protein umover (29), we found that
the stability of >80% of EGFP-ORF proteins in-
creased in cells treated with MG132, and none
showed a decrease.

‘We chose a random sample of 85 ORFs pre-
dicted to encode proteasome substrates and 6
‘ORFs that do not and individually measured the
EGFPDsRed ratios of DsRed-IRES-EGFP re-
porter cell lines expressing those ORFs in the
presence or absence of MG132. In all cases ex-
amined, the EGFP/DsRed measuremenis were in
agreement with the armay results (Fig. 5D). We de-
tected great similarities between the EGFP/DsRed
profiles inferred from arrays and those obtained
by FACS measurements (Fig. 5D). To demonstrate
that stabilization by MG132 was independent of
the EGFP fusion, we C-terminally HA-tagged 24
‘ORFs and determined the steady-state concentra-
tion of their encoded proteins by Western blotting
in the presence or absence of MG132. The abun-
dance increased with MG 132 treatment in all cases
(Fig. 5E). These data collectively support the use of
comparative GPS profiling as a general and
powerful platform to identify specific protein tum-
over events in response to environmental changes

Protein tumover represents an underexamined
dimension of proteomics. We established a novel
assay as a read-out for protein half-life, GPS, and
combined it with DNA microarray deconvolution
10 allow highly parallel multiplex analysis of pro-
tein stability of over 8000 human proteins. Protein
stabilities derived from GPS profiling are con-
sistent with those reported in the literature and
respond appropriately to different genetic back-
grounds. Furthermore, unbiased validations for both
the global protein stability screen and the com-
parative protein stability profile for proteasome
substrates strongly supported the validity of the
‘GPS analysis. There are, however, limitations
to GPS. In certain subsets of proteins, such as
membrane proteins and mitochondrial proteins,
the presence of an N-terminal EGFP tag may
alter their localization and hence their turnover.
This can be addressed by using a C-terminal
EGFP-tagged library. Because EGFP-ORF and
DsRed proteins are translated through different
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mechanisms, it is possible that the product of a
specific ORF affects IRES function and, thus,
influences the EGFP/DsRed readout in that par-
ticular cell. There will also be cases where the

interest as opposed to inhibiting its activity by
direct binding. GPS profiling could also be used
to generate disease-specific protein stability sig-
natures that may be useful for both diagnosis and
Tuck of disease hanisms. Finally, the

elucidati

EGFP fusion may affect stability by
folding or obscuring degron sequences. Despite
these limitations, this method offers a very deep
window into a critical aspect of cellular phys-
iology. The only other comprehensive global
analysis of protein tumover that has been avail-
able was performed in budding yeast by using
>3800 individual cycloheximide-chase analy-
ses (28), a method that is impractical for mam-
malian cells.

A number of general findings emerged from
this analysis. We found a bimodal distribution of
protein half-lives centered around 0.5 and 2 hours.
A similar distribution was previously observed in
yeast, although with a shorter scale (28), which
may be explained by the shorter cell cycle of
yeast (~2 hours) compared with mammalian cells
(~20 hours). We also find that longer proteins are
relatively more stable. One possible explanation
is that cells require more resources to synthesize
longer proteins and tend to protect their invest-
ment. Although PEST sequences (polypeptide
sequences enriched in proline, glutamic acid,
serine, and threonine) are widely thought to be
associated with short-half'life proteins (30, we
found no enrichment of PEST sequences in la-
bile proteins. Instead, unstable proteins appear
10 be rich in amino acids that can be phospho-
rylated, such as tyrosine and threonine. Indeed,
phosphorylation is frequently a signal for regu-
lated protein degradation (37). Thus, we con-
clude that the PEST hypothesis is incorrect in a
general sense.

Proteins with unstructured regions (UPRs) are

ible to degradation by the 205 p

in vitro (32). However, we found no correlation
between the presence of UPRs (in both length
and number) and protein instability. Because many
UPRs function in molecular recognition, it is
possible that in vivo UPRs are no longer “un-
structured” and are protected by binding to their
biological targets (33). Similar observations were
made in yeast (34).

This GPS technology has a mumber of appli-
cations. [tcould be used to identify mutations that
affect basal protein stability, which would reveal
degron or stabilization sequences. GPS profiling
could also be used to identify proteins whose sta-
bilities change in response to stimuli, as well as
during developmental transitions. GPS can be used
1o discover ubiquitin ligases or other proteins that
regulate the stability of a protein of interest by
coupling GPS with loss-of-function (from RNA
interference) or gain-of-function screens that alter
the DsRed/EGFP ratio. Conversely, this method
could be used to identify substrates of ubiquitin
ligases, currently a very labor-intensive endeavor
with few general solutions, as we have done with
the Skp1-cullin-F-box (SCF) ubiquitin ligase (35).
GPS could be coupled with chemical screens to
search for compounds that destabilize a protein of

integration of global protein stability information
with other data sets will provide a global vision of
regulatory networks with greater clarity and will
help identify cross-talk between protein tumover
and other levels of biological regulation (36, 37).
Thus, GPS has opened many avenues for protein-
tumnover studies.
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Identification of SCF Ubiquitin
Ligase Substrates by Global
Protein Stabhility Profiling

Hsueh-Chi Sherry Yen and Stephen ]. Elledge*

Ubiquitin-mediated proteolysis regulates all aspects of cellular function, and defects in this process
are associated with human diseases. The limited number of identified ubiquitin ligase—substrate
pairs is a major bottleneck in the ubiquitin field. We established and applied genetic technologies
that combine global protein stability (GPS) profiling and genetic perturbation of E3 activity to
screen for substrates of the Skpl—cullin—F-box (SCF) ubiquitin ligase in mammalian cells. Among
the >350 potential substrates identified, we found most known SCF targets and many previously
unknown substrates involved in cell cycle, apoptosis, and signaling pathways. Exploring cell
cycle-stage stability, we found that several substrates used the SCF and other E3s in different
cell cycle stages. Our results demonstrate the potential of these technologies as general platforms
for the global discovery of E3-substrate regulatory networks.

imporiant means of regulating gene expres-
sion and has pivotal roles in the control of
various cellular processes. Ubiquitin (Ub)-mediated
proteolysis is the major nonlysosomal proteclytic

Thc selective degradation of proteins is an

pathway in the cell and is required for the deg-
radation of key regulatory proteins that include
twmor suppressors, oncoproteins, and cell cycle
regulators. Most proteins degraded by this path-
way are first tagged with polyubiquitin chains by
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the sequential action of three classes of enzymes:
El (Ub-activating enzyme), E2 (Ub-conjugating
enzyme), and E3 (Ub ligase). Once ubiquitinated,
proteins are rapidly hydrolyzed by the 268 pro-
teasome. Substrate specificity is largely conferred
by E3 Ub ligases, and the interaction of substrates
with E3s is the major point of regulation in Ub-
mediated protein tumover (1),

There are more than 500 E3s in the human
genome, but functional information is available
for only a small fraction. Linking an E3 with its
substrates is difficult and is generally dependent
on either a functional connection or a physical
association between the proteins. Given the large
number of ubiquitinated substrates and E3s, more
efficient strategies to deduce E3-substrate pairs
are needed. Performing biochemical screens for
E3 substrates is labor-intensive and is hampered
by low substraie levels and intrinsically weak in-
teractions between E3s and their substrates. Many
E3s participate in human disease (2, 3). Thus, elu-
cidating E3-substrate interactions is not only crit-
ical to further our understanding of normal protein
tumover control and its deregulation in disease,
but may also provide valuable information for
the development of new therapeutic intervention
strategies.

The SCF ubiquitin ligase is a modular RING-
type E3 and consists of at least four components:
Skpl, Cull, Rbx1, and an F-box protein. Cull
functions as a scaffold that simultaneously inter-
acts with Rbx1, coupled to an E2 enzyme, and
with Skp1 to recruit an F-box protein, the subunit
responsible for substrate recognition (4-6). About
70 F-box proteins have heen discovered in hu-
mans, and several have been shown 1o be involved
in diseases, such as Skp2 and Fbw7 in cancer
(7, 8). Many SCF substrates have been identified
and are involved in a broad range of cellular
functions that include cell cycle progression (e.g.,
cyclins and Cde25A); signal transduction (e.g.,
Notch and inhibitor of muclear factor xB), and
transcription {e.g., SMAD and c-Jun) (7, 9).

Here, we present the development of high-
throughput approaches to provide a general solu-
tion for E3 substrate identification. We used global
protein stability (GPS) profiling (70), coupled with
genetic ablation of E3 function, to isolate new
SCF substrates (/7). We demonstrated the fea-
sibility of these approaches through confirmation
of known substrates and the discovery of a large
number of new substrates. In addition to their use
in E3 target identification, these strategies can be
further generalized to detect proteins whose sta-
bilities increase or decrease in response to various
drugs or stimuli,

Inhibition of SCF activity by dominant-negative
Cull. To search for substrates of the SCF in vivo,
we developed methods to quickly ablate cellular

Department af Genetics, Center for Genetics and Genamics,
Brigham and Weomen's Hospital, Howard Hughes Medi-
cal Institute, Harvard Medical Scheal, Boston, MA 62115,
USA.

“To whom comrespondence should be addressed. E-mail:
selledge@genetics. med harvard.cdu
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Cull function. Prolonged SCF inhibition has the
potential to alter cell cycle distribution and to con-
found our analysis. Because Cull is very stable,
we applied a dominant-negative (DNCull}, in-
stead of small interfering RNA, to reduce Cull
activity. To monitor SCF activity, we established
reporter human embryonic kidney HEK 293T

cell lines expressing enhanced green fluorescent
protein (EGFP) fused to Cdc25A or p21°"", two
known SCF substrates, from the GPS reporter
cassette (10). In these cells, Discosoma sp. red
fluorescent protein (DsRed) and EGFP-fusions
are expressed under the control of the same pro-
moter, and thus the EGFP/DsRed ratio reflects
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Fig. 1. A proof-of-principle screen for SCF substrates. (A} HEK 293T cells expressing DsRed-IRES-EGFP-
Cdc25A or DsRed-IRES-EGFP-p21 were infected with either control or DNCull viruses for 18 hours and the
EGFP/DsRed ratios of cells were measured by FACS. The abundance of Cull and endogenous SCF targets
was analyzed by Western blot. (B) The cell cycle profile of HEK 293T cells infected with control or DNCull
viruses for 18 hours was analyzed by propidium iodide staining. (C} Schematic illustration of the proof-of-
principle screen. (D} Arrows represent PCR primers for DsRed and EGFP-Cdc25A. (E) Genomic DNA from
presorted, postsorted, and various EGFP-Cdc25A and library cell mixtures was subjected to PCR and
analyzed by agarose gel electrophoresis.
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Shown here are the procedures for two rounds of enrichment. (B} The EGFP and DsRed fluorescence
of a secondary cell library infected with control or DNCull viruses. (C) The PSI of EGFP-ORFs in
control or DNCull virus—infected cells. (D) Changes in PS| and SD (STDEV) (A = DNCull minus
control) were plotted, and the number of probes matching various ranges of APSI is shown on the
bottom of the graph. Note that some ORFs have two probes spotted on each microarray. (E) A plot
of the PSI versus APSI. Results from probes against previously discovered SCF targets are colored
red, and those from probes against ICAT, APBB1IP, and FBXL14 are marked in green.
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the stability of the EGFP-fusion protein and is not
affecied by changes in transcription (/7). Blocking
SCF activity should result in accumulation of
EGFP-Cdc25A and EGFP-p21 and should increase
EGFP/DsRed ratios. We compared several deliv-
ery conditions and found that lentiviral delivery of
DNCull provided the most potent inhibition. As
soon as 18 hours after viral infecton, ~30% of re-
porter cells displayed an increased EGFP/DsRed
ratio, and endogenous SCF substraies accumulated
as well (Fig. 1A). Note that because the degradation
of Cdc25A and p21 depends on cell cycle stage—
specific phosphorylation, not all cells shift their
EGFP/DsRed ratio in asynchronous cultures. The
amount of DNCull sufficient for substrate stabili-
zation under this condition did not alter the cell
cycle profile of these cells, which made it possible
to search for SCF targets without the confounding
effects of cell cycle perturbation (Fig. 1B).

A proof-of-principle screen. We constructed a
HEK 293T reporter cell library expressing EGFP
fused to ~8000 human open reading frames (ORFs)
from the GPS reporter cassetie in their genome
{10). Because the EGFP/DsRed ratio of these cells
reflects the stability of the EGFP-fusion protein,
SCF targets can be detected in cells that show
ncreased EGFP/DsRed ratios in response to Cull
inhibition. To test our ability to identify SCF sub-
strates, we added cells carrying EGFP-Cde25A
into the EGFP-ORF cell library to see whether
those EGFP-Cde25A cells were recovered with
our screen (Fig. 1C). EGFP-Cdc25A-expressing
cells were mixed with EGFP-ORF library cells at
a ratio of 1 to 1000 and infected with DNCull
wviruses. Cells with elevated EGFP/DsRed ratios
were collected by fluorescence-activated cell sort-
ing (FACS). To distinguish Cdc25A from library
cells, genomic DNA was isolated and subjected
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Fig. 3. Screen validation. (A) Comparison between the EGFP/DsRed profiles derived from the microarray
data (top} and from individual FACS analyses (bottom). (B) The EGFP-ORF protein level in cells expressing
the indicated GFP fusion protein infected with control (=) or DNCul1 (+} viruses. (C) The EGFP/DsRed ratios
of cells infected with control or DNCull viruses were analyzed by FACS. The number shown at the top of
each graph is the APSI of the indicated F-box protein from the screen.

RESEARCH ARTIC

to polymerase chain reaction (PCR) with two pairs
of primers, one for DsRed and the other for EGFP-
Cde25A (Fig. 1D). The percentage of EGFP-
Cdc25A cells in a mixed population was estimated
by the ratio of PCR-amplified EGFP-Cdc25A to
DsRed (Fig. 1E, bottor). The proportion of EGFP-
Cdc25A cells in the FACS-isolated population in-
creased to ~20%, a 200-fold enrichment compared
with the starting mixture (Fig. 1E). These results
support the idea that an enrichment strategy can
identify SCF substrates.

Screening for SCF substrates by GPS profiling.
‘We used two methods for identifying SCF sub-
strates using GPS profiling with conditional Cull
inactivation. The first method entailed presort-
ing the reporter cell library into sublibraries with
narrow, but defined, ranges of EGFP/DsRed
ratios by FACS. Within each individual subpop-
ulation, cells that showed increased EGFP/DsRed
rtatios in response to Cull inhibition were col-
lected, and ORFs were recovered by PCR. Iso-
lated ORFs were either sequenced or used to
construct a secondary cell Library for further
enrichment (Fig, 2A). We applied two-rounds of
selection with one sublibrary and identified en-
riched clones as predicted by our Cde25A en-
richment test (Fig. 2B and fig. S1). By sequencing
48 randomly chosen clones, we obtained 11
unique genes and confirmed that four of these
encode proteins degraded by SCF, including
P21 and three novel substrates, ICAT (inhibitor
of Pcatenin and Tef4), APBBIIP (f-amyloid
precursor protein-binding, family B, member 1-
interacting protein), and FBXL14 (F-box and
leucine-rich-repeat protein 14) (Figs. 3 and 4),
The recovery of both known and new targets in-
dicates that enrichment is a feasible method for
substrate identification.

The second and more powerful approach used
GPS profiling coupled with microarray decon-
volution (/). In brief, the library cells infected
with control or DNCull lentiviruses were frac-
tionated mto seven pools on the basis of their
EGFP/DsRed ratios. The ORF sequences acting
as unique identifiers for reporter cells were iso-
lated from the genomic DNA from each pool by
PCR amplification and quantified by microamay
hybridization (fig. S2). The protein stability in-
dex (PSI) and standard deviation (SD), represent-
ing stability deviation from the mean, of each
EGFP-ORF was calculated from the hybridiza-
tion signals (/0). SCF targets were identified by
comparing the PSI of ORFs expressed in cells
with and without DNCull virus infection.

‘We performed a series of analyses and con-
firmed that the quality of our microarray hybrid-
ization is high (1) (table S1). We plotted the PSI
of each EGFP-ORF protein from control and
DNCull-expressing cells and observed a high
correlation coefficient of 0.982 with a slope of
nearly 1 (1.079) (Fig. 2C). The high degree of
identity between PSIs from cells with and with-
out DNCull supports the reliability of the array
approach for measuring protein stability and con-
firms that most EGFP-ORF proteins are not tar-
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geted by the SCF. We calculated the difference in
PSI with and without DNCull (A= DNCull minus
control) and found more ORFs with increased
stability than decreased stability after SCF inhibi-
tion (Fig. 2I)). Because inhibiting the SCF should
lead 10 stabilization, the detection of more ORFs
with a positive APSI supports the validity of this
approach. Because noise from low hybridization
signals can be a problem for microarray-based de-
tection, we examined the relation between APSI
and hybridization signal. Low sipnals were not the
reason for the observed stability variation (fig. S3).

To further assess the validity of this strategy,
we examined the behavior of known SCF sub-
strates in the screen. We detected a significant
APSI for 73% (11 of 15) of previously described
SCF substrates present in the library (Fig. 2E and
table S2). Moreover, all three novel substrates iso-
lated from our enrichment screen, ICAT, APBBIIP,
and FBXL 14, were also recovered. These analyses
collectively reveal that our experimental approach
is capable of global isolation of E3 substrates.

SCF substrate validation. We selected ORFs
for subsequent validation sdies by the follow-
ing criteria. First, to reduce false-positives gen-
erated from spurious hybridization, we stipulated
that the Cy5 channel signal for a given probe had
to be greater than fivefold above background,
and the varation in Cy5 intensity of the same
probe between chips must be less than threefold.
Second, the PSI had to increase more than 0.25
units when SCF was inhibited. The selection of
this threshold was referenced to the APSI of known
SCF substrates. Third, we focused on proteins
that are normally unstable, that is, the PSI of
those proteins from control cells must be less
than 3.3. Last, for ORFs with two probes, results
from both probes had to be consistent. As a
result, 359 ORFs met these criteria, and we chose
66 ORFs independent of their known functions
for validation (table $3).

As an initial validation of the hits from our
screen, ORFs encoding potential SCF substrates
were individually recombined into the GPS re-
porter to create stable cell lines. Each reporter cell
line was infected with either control or DNCull
viruses, and their EGFP/DsRed ratios were mea-
sured by FACS. Clones with increased EGFP/
DsRed in response to DNCull expression were
independently tested at least three times. Of the
66 tested, we confirmed 31 lines whose EGFP/
DsRed ratio was dependent on the SCF (Table 1).
We next compared the EGFP/DsRed profile de-
rived from the microarray data with those from in-
dividual FACS analysis. The EGFP/DsRed pattem
from bulk analysis with the microarray was similar
1o that from single-tube FACS (Fig. 3A), which
suggested that the isolation of those ORFs was
not due to spurious factors. The advantage of this
microarray-based method is that it identifies tar-
gets and also precisely reports the stability of a
protein and its degree of change after SCF in-
hibition. We further confinmed protein abundance
by Western blot analysis of cell extracts with anti-
bodies to EGFP (Fig. 3B). The validation rate sug-
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pests that the signal-to-noise ratio of this screen is
high and demonstrates the robustmess of this ap-
proach as a general method to identify E3 substrates.

Validated proteins include 6 previously reported
and 25 SCF substrates not previously described
that function in various cellular activities, includ-
ing cell cycle progression, apoptosis, and signaling
(Table 1). We also identified Skpl and five F-box
proteins that constitute the SCF itself. Because
many E3 ligases control their own tumnover, the
isolation of SCF subunits suggests that their deg-
radation might be mediated through autoubiqui-
tination within the complex. In fact, two budding
yeast F-box proteins, Cdedp and Grrlp, have
been shown to ubiquitinate themselves (12, 13).
We therefore wondered whether the dependence
on the SCF for tumover is a general feature for F-
box proteins. After surveying our microarray data
for every F-box protein in the library, we found
that not all F-box proteins were stabilized afier
SCF inactivation (table S4). To explore this
further, we randomly selected four F-box proteins
that did not increase PSI after DNCull treatment
and four that mildly increased but did not meet
the criteria for validation (APSI > 0.25) and tested
them by FACS. The results were consistent with
those from the screen (Fig. 3C). Thus, degrada-
tion by the SCF is not a universal feature of all F-
box proteins. The recovery of a large number of
previously described substrates together with the
high validation rate suppoerts the idea that many
proteins on the candidate substrate list are likely
to be bona fide targets of the SCF.

To further examine the validity of this method,
we tested whether the observed degradation by
SCF depends on the N-teminal EGFP fusion.
We analyzed the amount of either endogenous
proteins (Fig. 4A) or proteins tagged with a single

copy of hemagglutinin (HA) at the C terminus
(Fig. 4B) in cells with and without DNCull. In
‘most cases (89%, 17 of 19), proteins accumulated
to greater steady-state amounts after loss of SCF
activity (Table 1). Because ORF-HA proteins were
expressed under the control of the ubiquitously
active elongation factor EFla promoter whose
activity is not affected by the SCF, the detected
increase in protein abundance is likely due to an
increase in protein stability and not synthesis. To
confimm it, we measured the half-life of proteins
in cells in which protein synthesis had been in-
hibited with cycloheximide. All tested proteins
were stabilized in cells infected with DNCull vi-
tuses (Fig. 4C), which suggested that the EGFP/
DsRed ratio serves as a reliable indicator of pro-
tein stability. To test whether the SCF substrates
isolated from HEK 293T cells are also targeted
by the SCF in other cell types, we analyzed the
amounts of endogenous proteins for which anti-
bodies are available (Fig. 4D). The proteins accu-
mulated in response to DNCull in most cell types,
but the degree of accumulation was cell-type spe-
cific, which suggested that various cell types may
have distinct combinations of proteolysis path-
ways (for example, differential expression pro-
files of F-box proteins).

SCF substrates and the cell cycle. A unique
feature of GPS is its ability to monitor protein
turnover at the resolution of single living cells
Measuring the average of a cell population can
overlook events that happen in only a subset of
cells, all-or-none effects, and variability between
cells. We combined GPS and Hoechst staining
for DNA content to study cell cycle-mediated
protein degradation by three-color FACS analy-
sis. We expressed several cell cycle proteins from
the GPS cassette and found that cells that carry

A c
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Fig. 4. SCF substrate validation. (A} The amount of endogenous proteins in HEK 293T cells infected with
either control (=) or DNCull (+) viruses analyzed by Western blot. Asterisk (*) indicates the protein band
representing NIX according to its molecular weight. (B} Western blot analysis of the indicated HA-tagged ORFs
from cells infected with either control (=) or DNCul1 (+) viruses. HA-ORFs were expressed under the control of
the EF1a promoter and introduced into HEK 2937 cells by retroviral infection at low MOI. (C} Pratein stability
measured by cycloheximide (CHX)-chase. (D) The level of endogenous proteins in various cell lines infected
with control (=) or DNCul1 (+} viruses. Results from two exposure times are shown for NIX and CDK4.
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EGFP-Cdc20, -cyclin A, -cyclin E, and -securin
fusion proteins displayed more divergent EGFP/
DsRed ratios than those of the control EGFP-
degron cell series (/0) (Fig. 5A). We found that
cells expressing EGFP-Cdc20, but not the con-
trol, M4EGFP (mutant of a degron with ;5 of
4 hours), show distinct EGFP/DsRed ratios in
cells with different DNA contents (Fig. 5B), which
indicates that the variability in EGFP/DsRed ra-
tios is due to differences in stabilities in different
cell eycle stages. Consistent with the fact that
Cdc20 is degraded by the anaphas&promot.ng
complex/cyclosome OHI during late mito-
sis (14, I5), two populations of EGFP/DsRed ra-
tios were observed from EGFP-Cdc20-expressing
cells with Go/M DNA content, with the lowest
observed EGFP/DsRed ratio in Gy cells. Thus,
GPS combined with Hoechst staining provides a
way to rapidly identify proteins whose tumovers
are cell cycle-regulated.

Many proteins with cell cycle-regulated sta-
bilities are controlled by the SCF, so we won-
dered if some SCF substrates identified from our

screen might also be cell cycle-regulated. Indeed,
the half-lives of p27, stem-loop binding protein
(SLBP), and syntaphilin (SNPH) varied during
cell cycle progression (Fig. 5C and fig. S4A).
The stabilization of p27 in G, and SLBP during $
phase is consistent with previous reports (16, 17),
and their known cell cycle stage-specific func-
tions. We found SNPH, a protein involved in
mitochondrial docking and vesicular transport
(18), is unstable specifically in G;. We next asked
whether the degradation of these proteins by the
SCF is restricted to a particular cell cycle stage
(Fig. 5D and fig. $4B). For some proteins, the
stabilization by DNCull was more pronounced in,
‘but not restricted to, specific cell cycle stages, such
as p27 and tubby like protein 3 (TULP3) during S
and G, phases and Bel2/adenovirus EIB 19-kD-
mteracting protein 3 (NIP3) and Cdc28 protein
kinase regulatory subunit 1B (CKSIB) during 8
phase (Fig. 5D). In contrast, degradation of
SLBP and SNPH by the SCF is specifically
limited 10 Go/M and G; phase cells, respectively.
Although SLBP was unstable in both the G; and

Table 1. Summary of validation results. The asterisk (*) marks the ORF-HA proteins whose expression was
not detected by Western blot. Because ORF-HA was expressed as a single copy from the genome, itis likely
that a single HA epitope tag is insufficient for the detection of low-abundance proteins. Proteins that were
not tested are labeled N/A (not assessed). Except APBBI1IP, all ORFs isolated from the screen are full-

length. 1D, identification.
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G»/M phases (Fig. 5C), stabilization of SLBP by
DNCull was detected only at G-/M (Fig. 5D),
which suggested that there are at least two distinct
ligases or pathways regulating SLBP tumover: the
SCF in G»/M and an unknown ligase in G

The phosphorylation of threonines 61 and 62
is required for SLBP degradation but the E3
ligase remains unidentified (/6). We mutated the
two threonines 1o alanines and found that the
mutations led to Gy/M phase-specific stabiliza-
tion of SLBP (Fig. SE). Furthermore, the half-life
of mutant SLBP was no longer regulated by the
SCF. The EGFP/DsRed profile of cells expressing
mutated SLBP with or without DNCull is the
same as that of cells carrying wild-type SLBP
with DNCull at all cell cycle stages, which sug-
gests that threonines 61 and 62 are essential compo-
nents of the degron responsible for SCF-mediated
degradation.

The assignment of substrates to their cognate
E3 enzymes has proven difficult and has primar-
ily relied on physical asseciation (J9-21) or the
presence of known degron motifs (22, 23), or has
depended on genetic screens in mode! organisms
(24-28). Each of these methods has significant
drawbacks and, so far, has identified only a few
dozen subsirates in total. A recent study in yeast
suggested that in vivo screens may serve as a better
alternative for identifying physiologically relevant
E3 substrates (29). They isolated SCF™™ sub-
strates by using the budding yeast ORF-GFP fu-
sion strain collections mated to ger/ mutants and
sporulated in a 96-well format followed by quan-

y. As the GFP fusions used were
under control of their endogenous promoters, the
results were confounded to some degree by tran-
seriptional control. Although the method was
successful, it is, unfortunately, not applicable to

In this study, we employed GPS profiling
coupled with either an enrichment strategy or a
microarray deconvolution approach to search for
SCF substrates in mammalian cells. Using a
library of ~8000 ORFs, we successfully isolated
‘both previously reported and novel SCF substrates,
which dﬂnms(rarﬂi Tllr. potential of these technol-
for high-th |
discovery of E3 substrates. Our rﬁuhs fram lhe
‘microarray-based screen are particularly encour-
aging. We recovered 73% of previously described
SCF substrates in our library and generated a list of
likely substrates containing 359 proteins. Individ-
ual FACS measurements confirmed 31 of the 66
tested proteins as bona fide substrates. Further-
more, results from ORFs with only a slight in-
crease in stability were readily reproducible. The
low false-positive and false-negative rates of the
screen are favorable compared with those of most
microarray-based af 1
proximately 300 candidate substrates from the
screen remain to be characterized, and we con-
servalively estimate that as many as 100 SCF sub-
strates or more may be identified by this screen.
This is an underestimate of the total number of

Western blot
Protein name Gene 1D APSI Known? FACS ARGEP Anti-HA or
endogenous  SPOr
APBBLIP/PRELL 54518 122 No + + N/A* bty
ICAT/CTNNBIPL 56998 072 No + + N/A™
RBM19 9904 0.67 No + + +
NIX/BNIP3L 665 0.46 Ne + + +
SLBP 7884 0.28 No + + + i
ARMCX6 54470 033 No + N/A NiA*
PINX1 54984 0.55 No + + -
EPN3 55040 0.57 No 4 + -
TMEM183A 92703 0.26 No + + +
NIP3/BNIP3 664 0.33 No * + +
CKs18 1163 031 No + + N/A™
CDKZAP1 8099 032 No + N/A NiA™
AASDHPPT 60496 0.27 No + N/A +
FEXL14 14699 043 No + + + oies a5
FBXL2 25827 0.43 No + N/A +
TRIP4 9325 0.36 No + N/A 1
SkpP1 6500 0.72 No + + +
FBXO7 25793 0.26 No + + +
SNPH 9751 0.42 No + + +
PYROXD1 79912 0.27 Ne + N/A +
FBXW11 23291 032 No + + +
CDK4 1019 0.45 No + + +
Jup 3728 0.41 No + + N/A
TULP1 7287 0.36 No + + N/A
TULP3 7289 0.45 No + + N/A high-th x
p21 1026 0.37 Yes + + +
p27 1027 0.64 Yes + + +
CDC25A 993 0.29 Yes + + +
NFKEIB 4793 032 Yes + N/A N/A
USP18 11274 0.28 Yes + N/A N/A
FBXO05 26271 0.27 Yes + N/A N/A

SCF because the current library is not
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complete, and the detection of some substrates
may require an exiended disruption of SCF ac-
tivity. Moreover, the screen was performed in only
asingle cell type, which may not fully express the
F-box proteins for some substrates or the signal-
ing pathway components, such as kinases, needed
to target proteins for degradation. These circum-
stances probably explain why some of the known
SCF substrates thought to be present in the li-
brary were not identified in the screen. In addition,
we cannot rule out the possibility that the EGFP
fusion affects SCF-mediated degradation in a
protein-specific manner.

We performed an analysis on the distribution
of GO processes associated with the 359 candi-
date substrates and found that these proteins are
involved in diverse cellular functions with a minor
enrichment in apoptosis, which suggests that the
SCF plays critical roles in a broad range of cellular
activities and is not limited to cell cycle regu-

lation. For example, ICAT is a negative regulator
of the Wnt pathway. ICAT inhibits f-catenin nu-
clear signaling by binding to f-catenin and com-
peting for its interaction with TCF transcription
factors (30). The ICAT gene is located at a fre-
quent target for LOH in many human cancers
(31). Conversely, the F-box protein required for
its degradation may act as an . NIX and
NIP3 are functional homologs and members of
the BCL.2/adenovirus E1B-interacting protein fam-
ily (32, 33). NIX and NIP3 are transeriptionally
induced during hypoxia, and their expression pro-
motes apoptosis (34). Both NIX and NIP3 are
degraded by the proteasome (33). SNPH regulaies
synaptic vesicle docking and fusion by inhibiting
the SNARE (soluble N-ethylmaleimide—sensitive
factor attaclhment protein receptor) complex and
is required for proper distribution of mitochon-
dria within axons on neurons (/§, 35). SNPH was
unstable in Gy, and its degradation by the SCF is
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Fig. 5. SCF substrate stability and the cell cycle. (A} Overlay of the EGFP/DsRed ratios of EGFP-degron
fusions (d1EGFP, ty> = 1 hour; d4EGFP, t,; = 4 hours) and EGFP fused to cell cycle proteins, as indicated
in the graph. (B} Asynchronous cells expressing EGFP-Cdc20 fusions or the d4EGFP control from the GPS
cassette were colored with Hoechst stain and analyzed by FACS. The EGFP/DsRed profiles of the
asynchronous population or cells at a specific cell cycle stage, as judged by the DNA content, were

compared. (C) Cells EGFP-fused SCF sub

were analyzed as (B). (D) The EGFP/DsRed ratio

of cells with control or DNCull viruses at different cell cycle stages. (E) The EGFP/DsRed ratio of cells
carrying either wild-type or Thr*4?Ala-mutated SLBP infected with control or DNCul1 viruses.
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Gy-specific. The pivotal role of the SCF in cell
cycle progression was further highlighted through
our identification of cell cycle proteins as novel
SCF substrates, such as CKS1B, a Cdk-binding
protein that iz also an accessory protein necessary
for SCF% 1o target p27 degradation (36), and
SLBP, the sole cell cycle-regulated factor required
for histone mRNA processing (16, 37). Overexpres-
sion of CKS1B has been observed m many tumors
and correlates with poor prognosis (38). The sia-
bility of SLBP is regulated during the cell eycle,
‘but the E3s controlling its degradation are not known
(16). We found that there are distinct pathways me-
diating SLBP tumover at G; and GyM, and the
degradation of SLBP by SCF is Go/M-specific and
tequires the phosphorylation of threonines 61
and 62. We also found several substrates, such as
CKSIB, NIP3 and TULP3, that did not show cell
cycle-regulated stability but, nonetheless, showed
cell cycle-stage differences in their SCF-dependent
degradation. This suggests the existence of other
E3s that work together with the SCF to control
their degradation throughout the cell cycle.

Although inactivation of an E3 was our var-
iable parameter, it is clear that the described sys-
tem could be used to identify proteins whose
stabilities change because of a number of dif-
ferent stimuli or genetic perturbations. Thus, one
could envision looking for proteins whose stabili-
ties change in response to chemical or physical
stimuli such as DNA damage or hormones. Vari-
ous sereens could be performed with specific pro-
tein fusions from this expression cassette to identify
pathways or chemicals that control its stability.
The use of GPS profiling to measure perturbation
of protein stability adds a new dimension to our
ability to examine the proteome and provides a
step toward the goal of a systems-level under-
standing of cellular physiology.
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Slow Electron Cooling in Colloidal

Quantum Dots

Anshu Pandey and Philippe Guyot-Sionnest*

Hot electrons in semiconductors lose their energy very quickly (within picoseconds) to lattice
vibrations. Slowing this energy loss could prove useful for more efficient photoveltaic or infrared
devices. With their well-separated electronic states, quantum dots should display slow relaxation,
but other mechanisms have made it difficult to observe. We report slow intraband relaxation
(>1 nanosecond) in colloidal quantum dots. The small cadmium selenide (CdSe) dots, with an
intraband energy separation of ~0.25 electron volts, are capped by an epitaxial zinc selenide
(ZnSe) shell. The shell is terminated by a CdSe passivating layer to remove electron traps and

is covered by ligands of low infrared absorbance (alkane thiols) at the intraband energy. We
found that relaxation is markedly slowed with increasing ZnSe shell thickness.

hen semiconductors are formed into
quantum dots (QDs), discrete elec-
tronic states arise through confinement
by the boundary. These states can be exploited in
optical applications, where size-tunable narrow
fluorescence emissions with lifetimes in the nano-
second range are usefu! (/). However, such nar-
row fluorescence emission entails the dissipation
of any initially absorbed excess energy as heat
within hundreds of femtoseconds (2, 3). This rap-
id energy loss (“electron cooling™) is not useful in
electronics applications such as photovoltaics or
infrared (IR) devices. Slower dissipation might
give time to extract the energy of hot carriers for
more efficient photovoltaics (4), and it would also
enable the detection and emission of IR radiation
via the intraband transitions of quantum dots.
In small QDs, such as colloidal CdSe, with
a low electron mass, slow dissipation is in fact
predicted on the basis that the lattice vibrations
(30 meV) cannot couple widely separated elec-
tronic states (300 meV) (5-8) (Fig. 1B). The strik-
ing absence of such a “phonon bottleneck™ in
photoexcited QDs has been explained by fast ex-
citonic cooling, where the electron transfers its

James Franck Institute, University of Chicago, 929 East 57th
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energy to the much larger density of states of the
more massive hole (9-11) (Fig. 1C). Nonetheless,
efforts to decouple the electron and hole led to
marginally longer picosecond relaxation times
{12-14), raising the possibility of other mecha-
nisms involving local intermediate states, gener-
ically called traps (13, /6), and high-frequency
local modes (17) ar molecular vibrations ({4).
In our experiments, electron cooling between
the two lowest conduction band states of small
colloidal CdSe dots, 18, and 1P,, is slowed to
longer than 1 ns, which is more than three orders

k4

]
e
e

of magnitude slower than the relaxation time be-
tween the 1S and 1P exciton (2). This slower
cooling is achieved by using a thick ZnSe shell to
separate electrons and holes and to increase the
distance of the electronic states from the ligands.
‘We ohserved three complementary mechanisms
shown schematically in Fig. 1. With an exposed
ZnSe surface, electron trapping takes place on a
time scale of 10 1o 30 ps (Fig. 1D). Capping the
ZnSe shell with one monolayer (1 ML) of CdS
reduces electron trapping, but it can also prevent
hole trapping and allows fast excitonic cooling (<6
ps) (Fig. 1C). A CdSe capping monolayer reduces
electron trapping as well, but with hole-trapping
ligands, electron cooling slows from 10 ps to =1
ns, in agresment with a mechanism of energy
transfer to vibrations via dipole coupling (Fig. 1E).

In our experiments, the electron in the con-
duction band state of the dots is photogenerated,
which leaves a hole initially in the valence band.
Reducing electron-hole coupling requires a shell
that preserves electron confinement and extracts
the hole to a remote state, as shown in Fig. 2A.
To avoid intermediate local electronic states or
vibrational modes that could arise at defects, the
shell must be epitaxial, and its surface should
have no states that would trap the electron. To
limit coupling to ligand vibrations, the shell should
be thick and its outer surface capped by ligands
of low IR absorbance.

D E
I' I Wnﬂ
n=0
[ e ]
' i Fig. 1. (A} In bulk semi-

conductors, hot carriers
cool by sequential emis-
sion of phonons. (B}
However, in a small dot,
electronic states are too

far apart for phonon emission. (C) An electron can cool by transferring its energy to the hole with higher state
density that then relaxes via phonons. (D) With a reduced coupling to the hole, shown here as surface-
trapped, the electron can cool via intermediate trap states. (E) The electron can transfer its energy to a

resonant high-frequency vibration.
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To satisfy these criteria, we used a combina-
tion of shell materials resulting in a CdSe/ZnS ¢ /
ZnSe g /CdSepq. structure with the core CdSe
in the zincblende structure (18). We used alkane
thiolate ligands, which act as hole traps on chal-
cogenide QDs. They also have no hydrogen bond-
ing mid-IR background, and their IR al ion
is smallest between the CH stretches and CH
bends, hetween 0.3 and 0.23 eV (J4). This energy
window determines where we set the 18,-1P,
intraband resonance and hence the core size. For
the electron-confining/hole-extracting shell, we
chose ZnSe because it has a weak type II align-
ment with CdSe, with a conduction band offset
of ~1 eV (I9). However, only thin ZnSe shells
(<1 nm thick) have been grown previously (20).
To grow a thick epitaxial and spherical ZnSe shell
up to ~12 ML (each monolayer is % lattice con-
stant, i.e., 0.28 nm), a high temperature (280°C)
was required. To retain the monodispersed core
size at that temperature, we found that an initial
ZnS layer (~1 ML) was most helpful. Finally,
‘with QDs terminated by ZnSe, the electrons were
also easily trapped; this problem was solved by
growing a final monolayer of CdSe.

The samples were characterized by optical
spectroscopy and transmission electron micros-
copy (TEM) at all stages of the growth. The TEM
images in Fig. 2B show the spherical and epi-
taxial shell growth. The standard deviation of the
number of ZnSe monolayers (estimated from
sizes) varies from <1 for thin shells to ~2 for the
thickest shells. The optical spectra taken at various
stages of growth are shown in Fig. 2C. With in-

creasing ZnSe shell thickness, the weakly shifting
lower-energy exciton peak (called the S-exciton)
confirms the retention of monodispersed cores and
the good electron-confining potential of ZnSe. The
disappearance of several higher-energy features
(e.g., the light hole to 18, transition seen at 510 nm
in Fig. 2C) that arise from the discrete valence
states is consistent with the increasingly delocal-
ized hole in ZnSe (19). For the transient measure-
ments, the cleaned QDs are dissolved in C;Cly
and placed in a 1-mm-thick cell.

FE

The electron cooling time was measured by a
sequence of three optical pulses designed to (i)
prepare the dots with one electron in 18S,, (ii)
tesonantly pump the electron from 1S, to 1P,
and (iii) probe 18, recovery and 1P, depopulation
{13). The setup and procedure have been described
for CdSe cores (/4). To create a population of
dots with one electron in 1S,. we use a green
pulse (0.532 um) above the S-exciton. Electrons
and holes are created, and after multicarrier
recombination {occurring within ~100 ps}) and

c

Wavelength (nm)

Fig. 2. (A) Schematic of the electron-confining and hole-extracting colloidal structure used to probe
electron relaxation from 1P, to 15.. (B) TEM pictures of CdSe/ZnSyu,/ZnSeqy /CdSeyy,. Scale bar, 5 nm
(inset, 20 nm). The CdSe core is ~3 nm in diameter. (C) Absorption spectra at various stages of shell growth.

Fig. 3. (A) Absorption spectrum (red line} and transient A
bleaches of a CdSe/ZnSyy/ZnSes, /CdSe sample taken

600 ps after the green pulse (blue circles} and 10 ps after

the IR pump (green circles). The left schematic shows how 1
a 15, electron mostly weakens the S-exciton absorption
(from black to red), whereas a 1P, electron mostly red-
shifts the S-exciton. The bleach after the green pump is
due to state filling by the 15, electron. The bleach after
the IR pump reflects state filling by 15, electrons and
redshift caused by 1P, electrons, which is most visible at
Al. (B) Transient bleach Ac/a at B1 (red dots) and A1
(blue dots) for the three different samples discussed in
the text. The solid lines are biexponential fits (left and 0
right graphs} and a Gaussian (center graph).
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cooling, the dots are lefi with a single electron
and a hole. The hole is not detectable in absorp-
tion, whether it is trapped or delocalized, because
of weak overlap or high degeneracy, respectively.
The electron in 18, can be clearly identified by
the appearance of the strongly allowed 15.-1P,
intraband transition, as well as by the bleach of
the S-exciton, because 18, is only doubly degen-
erate. Figure 3A shows a typical bleach probed
by a tunable visible pulse 600 ps afier the green
pulse. The bleach has an optical density of 0.04,
which corresponds to ~15% of the sample optical
density and implies that ~30% of the dots have
one electron in 1S, The electron remains in 1S,
until radiative and nonradiative recombination
with the hole or trapping. As such, recombination/
trapping of the 18, electron takes place over ~1 ns
for ZnSe-terminated surfaces and much longer
(>>1 ns) with a CdS and CdSe outer monolayer.

At a varying delay afier the green pump, an
IR pump pulse (~4 pm, 20 uJ) resonantly excites
the electron from 18, to 1P,. This excitation re-
duces the bleach in Fig. 3A to a — Aa, where a
denotes the bleach without the IR pump. The
probe for the 1S, population is at the bleach
peak, at position Bl in Fig. 3A. [The notation B1
was introduced in (2) for CdSe cores] AtBI, Aa
mostly detects the change of the 1S, occupation
and Ao/a gives the fraction of dots for which the
IR pump removed the electron from 18, This is
~45% in Fig. 3A. The probe for the 1P, popu-
lation is at the position noted Al (2) on the red
edge where o is smaller. A at Al is caused by
both the reduced bleach that results from the loss
of the 18, electron and the absorption by the
redshifted exciton (3), as shown in the schematic
in Fig. 3A. The redshift is explained by a stahi-
lizing polarization interaction of the S-exciton
with the electron charge in 1P,. The factor of 5 to
10 difference in the magnitude of @ between Al

A

20 40 B0 80 D.15 025 aas
Time (ps)

and Bl is normalized out by the ratio Aa/ce. If the
electron relaxes from 1P, directly to 1S, Al and
BI follow identical kinetics but Ac/a is larger at
Al If the electron leaves 1P, by recombination/
trapping, Aa reflects only the loss of the 15, elec-
tron; hence, it is a fractional change of o, and Aa/a
has identical values at the B1 and Al positions.

Figure 3B shows the very different results
obtained with different outer surfaces. With an
outer ZnSe surface capped with amine and car-
boxylate ligands, Ao/o at Al and at BI merge to
a constant value afier ~20 ps. This result shows
that the electrons leave 1P, in 20 ps but that most,
~80%, do not relax to 18, because Bl does not
recover. The response may be interpreted as being
inhomogeneous with different dynamics for dif-
ferent dots, where 80% of 1P, electrons undergo
rapid recombination/trapping and 20% relax to
18, within 20 ps. Altemnatively, the data can be fit
10 a three-level system model with decay from
1P, via recombination/trapping (23 ps) and intra-
band relaxaton (74ps)(21) The fast recombination/
trapping of the electron in 1P, is consistent with
its poor stability in 18, for this ZnSe-terminated
surface.

In contrast, with an outer monolayer of CdS
terminated with amine ligands, the 1S, electron is
much more stable but IR pumping only shows a
very weak and prompt Ao/a, ~7% maximum for
B1 and within the noise at Al. This result shows
that the 1P, electron is short-lived—shorter than
the laser pulse width of 6 ps—and it also shows
that 1P, completely relaxes to 18, For this sys-
tem, the low-valence band of CdS confines the
hole into the core + shell, and the hole is not
trapped by amine ligands. This lack of trapping
reduces the decoupling between electron and holes
and leads to bright photoluminescence, at least
for moderate shell thicknesses. The very fast re-
laxation confirms the importance of decoupling

B 1o, == =S
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Fig. 4. Sensitivity of the intraband relaxation dynamics to the sample IR absorption and shell thickness.
(A) CdSe/ZnS/ZnSeq;, /CdSe/DDT. Al and B1 show the 1P, decay with a slow time constant of 180 + 40 ps.
After exposure to stearic adid, A1 and B1 show faster recovery. The intraband spectrum of the sample
(linear scale) is shown with solid dots and Gaussian line fit. The infrared absorption of the sample (log
scale) is shown before stearic acid exposure (dotted line) and after exposure (solid line). (B) Slow
relaxation time constant plotted against the outer radius for CdSe/ZnS/ZnSe/CdSefthiolate of different

ZnSe shell thicknesses. The line is an R fit.
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clectrons and holes to observe slow electron
cooling.

Our focus here is on the QDs that exhibit slow
electron cooling. These are capped by a mono-
layer of CdSe treated with dodecanethiol (DDT)
hole-rapping ligands. For this system, the
fluorescence is quenched, as should be the case
with well-decoupled electrons and holes, but
the intraband spectrum and bleach @ are also
strong, indicating that CdSe termination, like CdS,
removes electron traps. As shown in Fig. 3B, for
this system, Aafa at Bl is large, typically 50%,
and long-lived. Al and Bl have similar kinetics,
but the magnitude for Al is much greater. This
difference shows that the electron stays in 1P, for
along time and relaxes to 1S, with no intermediate
state. We note that in all samples the relaxation is
notasingle exponential. In Fig. 3B, 60% decays
with a time constant of 1.7 + 0.3 ns, and 40%
decays in 30 + 5 ps. This range of kinetics might
be caused by sample inhomogeneity because the
response is so sensitive to the outer surface. We
think that it could also be caused by the inho-
mogeneous width of the intraband absorption,
across which the sample molecular IR absorption
varies by one or two orders of magnitude.

‘We now discuss the role of ligand vibrations.
Consider an intraband transition with a dipole p
and an [R-absorbing surface. A dipole-coupling
‘model gives an energy transfer time constant 7,,,,

1 P20+

T 24m2(285+ e?)hxﬁ

m
(14), where R is the outer radius of the QD, % is
the wavelength, & is the infrared cross section at
the intraband transition caused by the surface lig-
ands, £ is the medium dielectric constant, £, is
the material dielectric constant, and Jt is Planck’s
constant divided by 2r. This model predicts a lin-
ear relation between relaxation rate and TR absorp-
tion 6. To date, alkane thiols and alkyl amines are
the ligands with the lowest IR absorbance that we
have used, and they always show the slowest re-
laxation times. Phosphonic or carboxylic acid
ligands always lead to increased IR absorption
(from broad hydrogen-bonding vibrations) and
faster relaxation. Even mild exposure of a slow
sample to these acid ligands leads to faster re-
laxation (Fig. 4A). Starting with a thiol-capped
sample where Al and Bl follow biexponential
relaxation with a slow relaxation time of ~180 ps,
a room-temperature exposure to stearic acid in-
creases by a factor of ~7 the IR absorbance of the
sample in the vicinity of the intraband transition.
Correspondingly, the electron now relaxes from
1P, 10 18, in ~12 ps. The low magnitude of the
long tail seen in the Al and Bl response also
shows that it mostly retumns to 1S, indicating
small trapping. This correlation between increased
ligand absorbance and faster relaxation supports
the role of vibrations in the cooling dynamics.
Equation 1 further predicts that if the electron-
confining shell is grown with similar ligand cov-
erage, o will increase as &%, such that T, will
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increase as &', Figure 4B shows data consistent
with this predicted scaling. The slow time con-
stant increases from ~10 psto ~1.7 ns for samples
with similar intraband energy (kept within 27 +
3 meV for all the samples) but with shell thick-
ness increasing from 0 to ~3.5 nm. Finally, the
absolute magnitudes of lifetimes also agree with
predictions from the equation. Using p = 0.3eR,
(where Ry is the core radius) and o ~ 2107 cm?,
measured in the 0.28-¢V region for thiol-passivated
CdSe QDs with R= Ry = 2.25 nm, yields Ty ~23 pe.
A shell 3.25 nm thick, for a total radius of 5.5 nm,
would give T, ~ | ps, in agreement with the data
in Fig. 3B. Thus, it is likely that the vibrational
coupling mechanism is now dominating and that
even longer lifetimes will be achieved by using
ligands with lower IR activity, more complete ex-
change procedures, or fully inorganic matrices.
Slow electron cooling had long been expected
in quantum dots, but it had remained elusive in
colloidal dots as well as in those grown by mo-
lecular beam epitaxy (22-24). Colloidal quantum
dots allow a strong confinement, which should
provide a good decoupling between the electron-
ic states and the lattice vibrations. However, to
observe slow (>1 ns) electron cooling, we had to
use core/shell quantum dots designed to reduce

several other ways by which energy is dissipated:
via coupling to holes, intermediate trap states, and
molecular vibrations. The cooling time could be
tuned from less than 6 ps to longer than 1 ns with
identical cores and different shell compositions
and thicknesses. For emitting or detecting IR ra-
diation, the increase in cooling time by three or-
ders of magnitude opens the prospect of using the
intraband transitions of colloidal dots. Proposals
1o attempt o extract the energy of hot carriers from
quantumn dots to improve photovoltaic yield are
also betier validated.
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Reaction-Driven Restructuring

of Rh-Pd and Pt-Pd

Core-Shell Nanoparticles

Feng Tao,

12 Michael E. Grass,* Yawen Zhang,** Derek R. Butcher,™* James R. Renzas,?

Zhi Liu,™* Jen Y. Chung,? Bongjin 5. Mun,’ Miquel Salmeron,™* Gabor A. Somorjai***

Heterogeneous catalysts that contain bimetallic nanoparticles may undergo segregation of the
metals, driven by oxidizing and reducing environments. The structure and composition of core-shell
RhgsPdg.s and Pty sPdg s nanoparticle catalysts were studied in situ, during oxidizing, reducing,
and catalytic reactions involving NO, Oz, CO, and H; by x-ray photoelectron spectroscopy at near-
ambient pressure. The Rhy sPdg s nanoparticles underwent dramatic and reversible changes in
composition and chemical state in response to oxidizing or reducing conditions. In contrast, no
substantial segregation of Pd or Pt atems was found in PtosPdg s nanoparticles. The different
behaviors in restructuring and chemical response of Rhy sPdg s and Ptg sPdg.s nanoparticle catalysts
under the same reaction conditions illustrates the flexibility and tunability of the structure of
bimetallic nanoparticle catalysts during catalytic reactions.

cles (NPs) with controlled size, com-

position, and structure opens enormous
possibilities for engineering catalysts with en-
hanced activity and selectivity. Important techno-
logical areas, including catalytic reforming (1, 2),
pellution control (7), alcohol oxidation (3), and
electrocatalysis in fuel cells (4), are based on
bimetallic catalytic systems (5, 6). Although it
is known that the structure and composition of
the surface of materials can be modified in re-
sponse 1o changing reaction conditions (1, 7, §),
when the size of the material is at the nanometer
scale, the changes can be much more dramatic

Th: development of bimetallic nanoparti-
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as the distinction between surface and bulk re-
glons fades away. In the case of NP catalysts,
these changes can transform the material so that
it has distinctive reactivity.

We demonstrated that himetallic NP cata-
lysts can undergo profound structural and chem-
ical changes in response to reactive environments
at ambient pressures. This was made possible
by the use of an ambient-pressure x-ray photo-
electron spectroscopy (APXPS) apparatus (9, 10)
that can be used to obtain XPS data from ma-
terials exposed to gas pressures much higher
than the usual limits imposed by high-vacuum
conditions, recently up to ~5 to 10 torr. With

it, we could study in situ the structure and com-
position of core-shell Rhy sPdg 5 and Pty sPdg 5
bimetallic NPs during catalytic reactions in dif-
ferent gas environments. The composition and
distribution of the constituent elements within
the shell of Rhy sPdy s NPs were found to change
dramatically in response to changes in reactant
gas composition, a result that demonstrates the
structural flexibility of NPs and the interplay of
structure and reactivity.

Rhg sPdy s and Pig sPdy 5 bimetallic NPs with
diameters of 15 £ 2 nm were synthesized by
means of colloidal chemistry methods [see sup-
porting online material (SOM) (/)] and char-
acterized by tr ion electron mi
and x-ray diffraction. N’Ps(Rhog,Pd“chl“PdM)
were deposited on the oxidized surface of silicon
wafers to form mode! catalysts for XPS studies.
The spectra were obtained at x-ray photon ener-
gies of 645 and 850 eV at the Advanced Light
Source at the Lawrence Berkeley National Labo-
ratory (beamline 9.3.2), the Berkeley Synchrotron
Facility, and in ultrahigh vacuum (UHV) using
Al Ka x-rays at 1486.6 eV in a laboratory Phi
550 instrument. The mean free paths (MFPs) of
Rh3d and Pd3d photoelectrons excited at these

"Materials Sciences and Chemical Seiences Division, Lawrence
Berkeley National Laboratory, Berkeley, CA 94720, USA. “De-
partment of Chemistry, University of California, Berkeley, CA
94720, USA. *Advanced Light Seurce, Lawrence Berkeley Na-
tional Laboratory, Berkeley, CA 94720, USA “Department of
Materials Scence and Engmeerlng University of California,
Berkeley, CA 94720, USA. "Callege of Chemistry and Molecular
Engineering, Peking University, Befjing 100871, China.

*To whcm (orrespcﬂcen(e should be adcressed E-mail:
@ y.edu (GASY gov (.5}
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three x-ray energies were approximately 0.7, 1.0,
and 1.6 nm, respectively (/7). The structure of
the Pty sPdg s NPs was studied at photon energies
0f 630, 880, and 1486.6 eV for Pd3d, and at 350,
630, and 1486.6 eV for P4f The MFPs of the
generated Pd3d and P4f photoelectrons were
also 0.7, 1.0, and 1.6 nm, respectively (12).

Before their use in catalytic reactions, the
as-synthesized Rhy sPdy s NPs were found to
be Rh-rich in the surface layers (Fig. 1A). At
the lowest photon energy [fv = 645 eV, kinetic
energy (KE) = ~335 eV], corresponding to a
MEFP of ~0.7 nm, the measured atomic fraction
of Rh was 0.93 £ 0.03. The determination of
atomic fractions of Rh and Pd is described in
the SOM (//). The average Rh atomic fraction
decreased to 0.86 + 003 and 0.52 + 0.03 at
depths corresponding to MFPs of 1.0 nm (fiv =
850 ¢V, KE 40 eV) and 1.6 nm (v =
1486.6 ¢V, KE 1180 €V), respectively. Here
we use the term “shell” to refer to the three to
four atomic layers within 0.7 mn of the surface.
The section between 0.7 and 1.6 nm is referred
1o as the “intermediate layer,” and the section
from 1.6 nm to the center of a NP is referred
1o as the “central core.” The volume ratio of
material from the surface to the boundary of
each of these three regions is respectively 25,
35, and 51%.

Pty sPdy 5 NPs have a similar core-shell struc-
ture, but the shell is Pd-rich (Fig. 1B). The ob-
served atomic fraction of Pd in these NPs was
0.84 +0.03, 0.67 + 0.03, and 0.52 + 0.03 within
the MFP distances of 0.7, 1.0, and 1.6 nm,
respectively.

After the initial characterization, we mea-
sured the changes in surface composition and

chemical state of the Rhy sPdg s NPs under oxi-
dizing (100 mtorr NO or 0,), catalytic (100
mtorr NO and 100 mtorr CO reacting to produce
N, and CO,), and reducing (100 mtorr CO or
Ha) conditions using APXPS. The atomic frac-
tions presented in Fig, 2 were obtained with an
x-ray energy of 645 eV and thus represent the
changes in composition in the 0.7-nm shell. The
top part of Fig. 2 shows a substantial oscillation
of the relative atomic fractions as the gas envi-
ronment changed from oxidizing to catalytic at
300°C. After oxidation by 100-mtorr NO, the
Rh in the shell was almost completely oxidized,
with ~94% of the Rh in oxide form. When 100-
mitorr CO was added to the 100-mtorr NO 1o
produce CO; and N, (catalytic conditions), the
total Rh atomic fraction in the shell decreased
from 0.92 = 0.03 1o 0.46 = 0.02 and that of Pd
increased from 0.08 £ 0.03 to 0.54 + 002
{reaction 2 in top part of Fig. 2). This result in-
dicates that a drastic restructuring of the shell and
core of the NP took place, where Pd migrated to
the shell and Rh migrated to the core. The pro-
duction of CO; and N; fonmed in the reaction
was measured by sampling gas into a mass
spectrometer located in a separate UHV cham-
ber, indicating that the NPs were active during
CO and NO catalytic conversion. The ~1.0-eV
downshift in binding energy of the Rh3d core
level indicates the reduction of RhO, to metal
RR’, The Rh that remained in the shell was
~76% metallic during the catalytic reaction
(reaction 2), in contrast to the ~94% RhO,
during the oxidizing reaction. The reduction
of RhO, to metallic Rh shows a substantial chem-
ical response accompanying the change in atom-
ic distribution.
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Fig. 1. (A) Dependence of Rh and Pd atomic fractions of as-synthesized Rhg sPd, 5 NPs measured at 25°C in
UHV as a function of photoelectron KE and mean free path. Detected photoelectrons with a KE of ~1152 eV
originate from the shell intermediate layer, and central core of the RhgsPdgs NPs. The signal of

photoelectrons with KE of ~335 and ~540 eV is mainly contributed by the atoms in surface layers because of

the shorter MFP of these photoelectrons. (B) Dependence of Pd and Pt atomic fractions of the as-synthesized
Pto.5Pdq s measured in UHV at 25°C as a function of the KE and mean free path of the excited photoelectrans.

Schematics showing the core-shell structures of the RhgsPdgs and PtgsPdg s NPs are included (these

schematics do not represent the shape of the NPs). The y-axis data points have an assodiated ermor of £0.03.
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The observed changes in atomic distribu-
tion and chemica!l state are reversible and de-
pend on the composition of the surrounding
Teactive gases, as shown in a sequence of five
reactions in Fig. 2. If CO is removed while
NO remains in the reactor chamber (reaction 3
in Fig. 2), Rh diffuses back to the shell and
becomes substantially oxidized. Analysis of the
XPS peaks shows that the reconstructed shell
contains ~72 + 3% Rh (top part of Fig. 2), of
which ~90% is oxidized (bottom panel). If CO
is introduced again, added to the NO gas phase
(reaction 4), the spatial distnbution and chemical
state of the atoms are restored to those during
reaction 2. The restructuring of the shell and
core of the Rhy sPdg s NPs can be repeated
several times by changing the gas composition
from oxidizing (NO or O,) to reducing (CO)
or catalytic {CO + NO) conditions as shown in
Fig. 2 and fig. 83 (/). If another reducing
gas, hydrogen, is used instead [reaction 2 in
fig. 84 (11)], the RhO,, is reduced, with the Rh
atoms migrating back to the core and the Pd
atoms to the shell, forming a Pd-rich shell

5

Reaction 1 . 3 4
NO NO:CO NO NOjCO 9,

lelololal

Palladium 3

Cou+uy

0 +
NU NOHCO \0 FMU (J
Reaction 1 2

Gas mmpasmnn

Fig. 2. (‘l’og) Evolution of Rh (Rh® + Rh?*"}
and Pd (Pd” + Pd™™) atomic fractions in the
RhosPdgs NPs at 300°C under oxidizing con-
ditions {100 mtorr NO or O,} and catalytic con-
ditions (100 mtorr NO and 100 mtorr CO) denoted
in the x axis. (Bottom) Evolution of the fraction of
the oxidized Rh (left y axis) and Pd atoms (right y
axis} in the examined region under the same
reaction conditions as the top part of the figure. All
atomic fractions in this figure were obtained with
an x-ray energy of 645 eV for Rh3d and Pd3d,
which generates photoelectrons with a MFP of
~0.7 nm. Schematic diagrams above the top of
the figure show the reversible segregation of Rh
and Pd under alternating oxidizing and catalytic
conditions. The y-axis data points for reactions 1,
3, and 5 have an associated error of +0.03; for
reactions 2 and 4, the error bar is +0.02.
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Fig. 3. (Top) Evolution of the Pd and Pt atomic
fractions in Pty sPdg s NPs at 300°C under oxidizing
(100 mtorr NO), catalytic (100 mtorr NO and 100
mtorr C0), and reducing (100 mtorr CO) conditions.
The x axis represents the different gas environments.
(Bottom) Evolution of the atomic fraction of the
oxidized Pd atoms in the examined region under the
same reaction conditions as the top panel All
atomic fractions were obtained at an x-ray energy of
350 eV for Ptdf (KE ~280 eV) and 630 eV for Pd3d
(KE ~ 280 eV). The y-axis error in the data is +0.03.

similar to that formed in pure CO [fig. S3 (/1)].
When Al Ko x-rays at 1486.6 eV were used, the
Rh fraction in the Rhg sPdy 5 NPs measured in
UHV afier alternating oxidizing and reducing
reactions [fig. S4 (1J)] was 0.36 + 0.03, much
lower than the 0.52 + 0.03 value of the as-
synthesized NPs hefore reaction also measured
in UHV with Al Ka x-rays (Fig. 1A). This dif-
ference indicates that the core region (at depth
greater than 1.6 nm) also participates in the re-
structuring of the NPs

The opposite segregation behavior of Rh
and Pd under oxidizing and reducing condi-
tions can be explained by considering the sur-
face energy in the metals and in the oxides.
The lower surface energy of Pd relative to Rh
tends to drive Pd metal atoms to the surface
(13-15). The fact that the Rh oxide is more
stable than the Pd oxide provides the driving
force for the segregation and preferential oxi-
dation of Rh at the surface (/6). When a re-
ducing gas, €O, is added to NO, the oxides are
reduced to the metallic state and the oxygen
atoms react with adsorbed CO to form CO, and
desorb. Because of their higher surface free en-
ergy, the Rh atoms migrate to the core, thereby
decreasing the atomic fraction of Rh in the shell
under reducing and catalytic conditions.

7 NOVEMBER 2008 VOL 322 SCIENCE

In the Pty sPdy s NPs, synthesized with the
same procedure described in the SOM, the shell
region is substantially richer in Pd. Pd has lower
surface energy and is a more reactive metal than
Pt (15, 16). Under oxidizing conditions, it forms
a shell with 92% PdO, without substantial seg-
regation of Pt atoms as compared to the as-
synthesized Pty sPdy s NPs (Figs. 3 and 1B).
During catalytic reaction and under reducing
conditions, the PAO, is substantially reduced
{bottom part of Fig. 3). There is no obvious seg-
regation under these conditions. Compared to
Rhy sPdg 5, however, the Pty sPdy s NPs do not
exhibit the strong segregation and reversibility
characteristic of the Rhy sPdy s NPs as the gas
composition changes sequentially from oxidiz-
ing, 1o catalytic, to reducing as shown in the top
part of Fig. 3. Because Pt is much less easily
oxidized (/6) and has higher surface energy
(15), the Pt atoms are not pinned to the sur-
face by the formation of oxide. Thus, there is
no substantial atomic reorganization in reac-
tive environments.

The restructuring phenomenon observed in
the bimetallic NPs induced by changes in reac-
tive gas offers an interesting way of engineering
the nanostructure of NPs for catalysis and other
applications. One goal could be the synthesis of
“smart” catalysts whose structure changes advan-
tageously depending on the reaction environment.
Our results suggest that the combination of a
tunable colloid chemistry-based synthesis, fol-
lowed by the controllable engineering of the struc-
ture of NPs with the use of reactive gases, opens a
new door for designing new catalysts and shap-
ing the catalytic properties of nanomaterials by
structural engineering in reactive environments.
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Reconstructing Farallon Plate
Subduction Beneath North America
Back to the Late Cretaceous

Lijun Liu,* Sonja Spasojevié, Michael Gurnis

Using an inverse mantle convection model that assimilates seismic structure and plate motions, we
reconstruct Farallon plate subduction back to 100 millien years ago. Models consistent with
stratigraphy constrain the depth dependence of mantle viscosity and buoyancy, requiring that the
Farallon slab was flat lying in the Late Cretaceous, consistent with geological reconstructions. The
simulation predicts that an extensive zone of shallow-dipping subduction extended beyond the flat-
lying slab farther east and north by up to 1000 kilometers. The limited region of flat subduction is
consistent with the notion that subduction of an oceanic plateau caused the slab to flatten. The
results imply that seismic images of the current mantle provide more constraints on past tectonic

events than previously recognized.

antle convection is a time-dependent
Mpmcws, as evident through the evolu-
tion of plate motions, changes in the
configuration of plate margins, and pulses of hot-
spot volcanism. How does convection actually
change and what time-dependent models are

consistent with the range of observational con-
strainis? Answers to these questions are impor-
tant because the time dependence of the system is
strongly dependent on key uncertainties, includ-
ing the depth dependence of mantle viscosity, the
rtheology and buoyancy of slabs, and the thermo-
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dynamics of solid-solid phase transitions (/-3).
Maodeling past convection accurately enough to
reveal causes of geological and current seismic
data is difficult because forward models are
strongly dependent on uncertain initial conditions
such as the mantle’s thenmal structure. This
ambiguity of initial conditions, mantle viscosity,
and the link between time-dependent models and
observations can be partially overcome with in-
verse models of mantle convection, as we demon-
strate with a model tailored to the evolution of
Naorth America since the Late Cretaceous.

Our models use seismic tomography that
resolves the remnants of Farallon plate subduc-
tion since the Mesozoic (4-6) as input for defin-
ing present-day structure (7). We invert mantle
convection with the adjoint method that con-
strains the initial condition iteratively (§-10).
Plate motions (/J) are imposed as kinematic
boundary conditions allowing the mapping be-
tween dynamic topography and stratigraphic
observations (/2). Because the temporal evolu-
tion of surface dynamic topography is related to
poorly known mantle buoyancy and viscosity
(9), we constrain these uncertainties with strati-
graphic data, including reconstructions of paleo-
shorelines (13), sediment isopachs (/4), and
borehole tectonic subsidence (15, 16)

A standard model of mantle convection (17)
generates a first guess of the initial condition with
asimple backward integration from the present to
the past by reversing the sign of gravity, during
which the Farallon slab remnants rise (instead of
sink) (Fig. 1A). By 70 million years ago (Ma),
within the upper mantle, the cold mantle diverges
and partly deflects toward the east as a result of
the reversely imposed plate motions (Fig. 1A),
yielding a geophysically unreasonable subduc-
tion configuration. This cannot be overcome ei-
ther by varying the radial viscosity structure or by
performing additional forward-adjoint iterations,
and such models are inconsistent with the tem-
poral sequence of subsidence and uplift of the
western interior (/8, /9). Essentially, the present
Farallon seismic anomaly is too far to the east to
be simply connected to the Farallon-North Amer-
ican boundary in the Mesozoic, a result implicit
in forward models {20).

When we incorporate a simple parameterized
stress guide (2/) beneath the North American
plate, the cold material becomes preferentially
attached 1o the Farallon plate. Through adioint
iterations, the position and structure of the slah
further adjust to reasonable subduction geom-
etries (Fig. 1B). The stress guide strongly influ-
ences slab motion horizontally in the upper
mantle, whereas lower mantle flow is less affected
(Fig. 1, A and B). As the cold slab material rises in
a backward sense, the upper part of the slah moves
faster horizontally toward the trench than the

Seisamalogical Laboratary, California Institute of Technol-
ogy, Pasadena, CA 91125, USA.
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lijun@gps caltech edu

lower part, and this leads to the formation of a
flat- to shallow-dipping slab around 70 Ma ex-
tending 2000 km inland from the trench (Fig. 1B).
For a given density, the timing and extent of
the flat slab formation depend on mantle vis-
cosities, especially lower mantle viscosity, be-
cause the slab has a longer path in the lower
compared to the upper mantle. The surface dy-
namic b iated with the d di
slab causes the continent to subside dynamically
(18, 19y and results in marine deposition, if below
sea level. In practice, we assume that the sedi-
mentation rate was constant and sea level eustatic
while isostatically adjusiing basin depth afier
each time step of 1 million years. The observed
extent of Cretaceous flooding (Fig. 2A) (14, 22),
therefore, provides direct constraint on mantle
viscosity. In a backward sense, a high viscosity
(3 % 107 Pa s) lower mantle causes the slab to
rise slowly, reach the surface closer to the trench,

REPORTS I

and form a small area of flat slab subduction; the
associated dynamic subsidence causes flooding
with a smaller wavelength over shorter duration
than observed (Fig. 2B). Altematively, a mantle
of smaller viscosity causes the slab to rise faster
and reach the surface farther from the trench
while forming a larger area of flat slab subduc-
tion, which causes extensive flooding spatially
and temporally (Fig. 2C). A good fit to observed
flooding is obtained if we decrease the lower
mantle viscosity from the case in Fig. 2B by a
factor of two to 1.5 % 107 Pa s (Fig. 2D). Tec-
tonic subsid d from boreholes reflects
the magnitude and duration of surface subsidence
for points fixed relative to the continent, and it is
controlled by both the effective temperature and
mantle rheology. Observed flooding and borehole
subsidence jointly constrain the amplitude of the
temperature anomaly, which, if too large, over-
predicts either flooding or tectonic subsidence or

Fig. 1. (A) Temporal evolution of the Farallon slab during the simple backward integration at latitude
41°N with a standard model (27), where the lower:upper mantle viscosity is 15:1 (relative to 10°" Pa s)
and the maximum effective temperature anomaly is 160°C. (B} Same as (A) but for a forward model based
on the initial condition recovered with the adjoint method incorporating a stress guide (21). Cross sections
show temperature anomalies, velocity vectors (in the forward sense), dynamic topography (blue} and
longitudinal component of plate motion (red, positive is eastward) along this profile. The black triangles
indicate the position of a borehole site (41.6°N, 254°F) about 250 km north of Denver. The dashed blue
line marks upper-lower mantle interface. At 0 Ma, the left panel is seismic tomography, butthe right is the
prediction of tomography based on the forward-adjoint looping.

www.sciencemag.org SCIENCE VOL 322 7 NOVEMBER 2008

935



I REPORTS

936

Fig. 2. Observed and A
predicted continental
flooding and borehole
subsidence for differ-
ent temperature scaling
and mantle viscosi-
ties. (A) Geologically
inferred flooding (blue
areas) bounded by paleo-
shorelines (13) with
cumulative Cretaceous
isopachs (24) overlain
(2+m contour intenval),
with red dots indicat-
ing the three boreholes
shown in (F} to (H). (B
to E) Predicted flooding
with lower-mantle vis-
cosity i = 30, 15, 30
and upper-mantle vis-
cosity nur=1,0.1, 1,1,

mfmly (relative to
1 Pa s); cases (B) to
(D) all have an effective
temperature magnitude
AT = 160°C, and (E) has
AT = 240°C, where (D} is
the best-fit model. (F to
H) Observed and pre-
dicted borehole dynamic
subsidence from four dif-
ferent models.

H

subsidence (km)

[ ]

Age(Ma)

both (Fig. 2, E to H). An unreasonably small
temperature anomaly does not reproduce as wide-
spread flooding as observed (Fig. 2A). Borehole
subsidence rate is inversely proportional 1o the
upper mantle viscosity (%), and models con-
strained with such data show that decreasing up-
per mantle viscosity increases the rate of tectonic
subsidence (Fig. 2, G and H). The phase of the
borehole subsidence is another constraint: With
data from three boreholes about 1000 km (north-
south) and 800 km (east-west) apart, we can con-
strain the shape and position of the Farallon slab.

Our preferred model (Fig. 2D), which fits
both flooding and borehole subsidence simulta-
neously, has a lower mantle viscosity of 1.5 =
10°? Pa s, an upper mantle viscosity of 1 % 10%
Pas, and a present-day effective ter 2n

o -
£ 5
| s

g 8 -0z
-t g

2 = 0
| g £

315 2 4

20 *’5‘

w m W % B 7 & 100

‘bound (23), providing confirmation of the meth-
od. Given the simplicity of our model that has a
three-layer viscosity mantle, limited spatial reso-
lution of seismic tomography, and uncertainties
in plate tectonic reconstructions, the inferred man-
tle properties are subject to further refinement.
Our preferred model depicts the evolution of
the Farallon subduction from its early stage and
includes an episode of flattening (Fig. 3). At 100
Ma, the slab is shallow-dipping, but not flat-lying
(Fig. 3A). Slab flattening starts at about 90 Ma
progressively from the trench and is character-
ized by a patch of thickened oceanic lithosphere
about 1000 km wide that subducts to the north-
east (Fig. 3B). The model predicts that this seg-
ment of the Farallon slab evolved into an isolated

anomaly of 160°C. The correlation of water
depth and dynamic topography with sediment
isopachs (Fig. 2A) is used to further qualitatively
validate the inversions. The inferred viscosities
fall within bounds obtained with postglacial re-

7 NOVEMBER 2008 VOL 322 SCIENCE

and thickeried petch of aocanic lithosphere bounded
by a series of shallow- 10 swn:p-dsppmg fmmmts
(Fig. 3D). This is

,,,,, Borehole subsidence
Pl =15, a1, AT 180 'C(C).
a5, a0, AT=140C 0]
s Ny=30, "uae=10, 4T=240 °C )
=16, w10, AT=160 T

5 E] [ Cl

Age(Ma)

(Fig. 1B} (21). The inferred position of flat-lying
subduction from the adjoint mode! correlates well
with the region of basement-cutting Laramide-
type faults in the western United States from 80
to 65 Ma (24). Our best model matches the
along-strike extent of the faulting and its maxi-
mum in board extent (Fig. 3, B to D). However,
both the onset and demise of flai subduction
oceur 10 million years earlier in the mode! com-
pared with geological data, We made no attenmpt to
tune mode! parameters based on the geologically
inferred position of flat subduction. A present-
day analog is the South American flat subduction
in Peru, with its proposed linkage to subduction
of an oceanic plateau (25). The morphology of
the flat slab in our model (Fig. 3) may be con-
sistent with a plateau subduction (26), showing a
patch that is thicker and shallower than sur-
ng slab (Fig. 3).

out the Late Cretaceous, accompmymg a vast
inland migration of the whole slab. In the model,
the flat-lying slab sinks vertically from 70 Ma

Ou.r inversion reverses subduction to only
~100 Ma, but even at that time, a shallow-
dipping segment is intruding beneath the conti-
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nent (Fig. 3A). Consequently, because the
inversion goes back to the period of anomalous
subduction but no earlier, the conditions that
gave rise to the flat-lying subduction cannot be
recovered. Essentially, it is the present-day mantle
structure that retumns the flat-lying slab, as is evi-
dent from the predicted three-dimensional evolu-
tion of the Farallon plate subduction (21).

The adjoint models suggest that a vast zone of
shallow-dipping subduction extended more than
1000 km eastward and northward from the zone
of flat-lying subduction, especially from 90 to 70
Ma (Fig. 3, B to D). The zone is larger than
inferred from a simplified set of forward models
that neither incorporated the details of subduction
nor attempted to match stratigraphy (20). The
region of dynamic subsidence for North Amer-
ica, previously thought 1o be confined to portions
of the western United States (18, 79), was likely
substantially larger in extent and mostly charac-
terized by a Cenozoic unconformity (/9). This
relation is consistent with earlier suggestions that
changes in dynamic topography should be re-
flected by unconformities (/9). Much of the
Canadian shield is sediment free, and the region
has not been used to constrain dynamic models,
but recent low-temperature thermochronology
for basement samples in Northern Saskatchewan
are consistent with 1 km of sediment burial and
unroofing during the Cretaceous (27). This sug-
gests that there is substantial ability to infer tectonic

evenis when an adjoint of the convection problem
is applied to seismic and plate motion data.
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Lack of Exposed Ice Inside Lunar
South Pole Shackleton Crater
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The inside of Shackleton Crater at the lunar south pole is permanently shadowed; it has

been inferred to hold water-ice deposits. The Terrain Camera (TC), a 10-meter-resolution stereo
camera onboard the Selenological and Engineering Explorer (SELENE) spacecraft, succeeded in
imaging the inside of the crater, which was faintly lit by sunlight scattered from the upper inner
wall near the rim. The estimated temperature of the crater floor, based on the crater shape
model derived from the TC data, is less than ~90 kelvin, cold enough to hold water-ice. However,
at the TC's spatial resolution, the derived albedo indicates that exposed relatively pure water-ice
deposits are not on the crater floor. Water-ice may be disseminated and mixed with soil over a
small percentage of the area or may not exist at all.

“hether or not an amount of concentrated

hydrogen on the lunar poles (1) fonns

water-ice is both a scientifically intriguing
issue and a potentially important research subject
inorder for humans to settle on the Moon and travel
further into space. Possible reservoirs of hydrogen
on the lunar poles are permanently shadowed areas
(PSAs), which receive no direct sunlight and are
extremely cold (2, 3). Because the present rotation
inclination of the Moon is nearly zero (~1.5° from
normal to the ecliptic plane), topographic lows on
the lunar poles become PSAs. Shackleton Crater,
which lies at the lunar south pole, has therefore
been considered as a possible water-ice reservoir
in its PSA. Bistatic radar observations made by
the Clementine probe (4, 5) implied that there are
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waler-ice deposits inside Shackleton Crater, How-
ever, subsequent Earth-based radar observations
showed little evidence for the existence of water-
ice deposits (6), although they could observe only
an upper part of the inner wall of Shackleton.
We investigated the interior of Shackleton
Crater with the panchromatic Terrain Camera (TC),
a 10-m-resolution stereo camera onboard the
Selenological and Engineering Explorer (SELENE)
spacecraft (also nicknamed Kaguya) (7). The
method of our observation was based on the idea
that the PSA is weakly lit by sunlight scatiered
from nearby higher terrains. The small lunar rota-
tion inclination means that the maximum scattering
illumination occurs during the lunar mid-summer.
The first lunar south pole summer after the SELENE
launch in September 2007 was during October to
December 2007. Clear images of inside of Shackleton
Crater were first acquired on 19 November 2007
(Fig. 1, A and B), from which we also produced
a digital terrain model (DTM) (Fig. 1, C and D).
Shackleton Crater is a truncated cone-shaped crater
and has an almest concentric circular rim with a ra-
dius of ~10.5 km, a floor with a radius of ~3.3 km,
and a depth of ~4.2 km; it is much deeper than
other similarly sized lunar craters (§). Inside, the
crater has an almost smooth but cratered inner
wall. Two mounds are seen adjacent to the nner
wall that are probably the result of landslides from
the inner wall. A hill a few hundred meters in height
occupies the craler center A fterrace structure is

associated with the hill and is elongated toward the
inner wall. It has a number of depressions that are
probably craters.

The inner wall slopes ~30°, which is consistent
with a result from the Earth-based radar observa-
tion of the upper portion of the Shackleton Crater
inner wall that is opposite the Earih (6). The entire
rim of Shackleton Crater is tilted ~1.5° toward a
direction of 50° to ~90° from the Earth-side hemi-
sphere. Thus, under the {llumination conditions of
the lunar summer, the solar elevation angle from
the opposite-side rim occasionally becomes a max-
irmum ~3.0° on a few days when the sub-solar point
is ~70°F in longitude and ~1.5°S in latitude, such
as on 19 November 2007, Meanwhile, when the
sub-golar point becomes far from ~70°E in longi-
tude, the illuminated areas on the imer wall of
Shackleton decreases, and the floor remains in
darkness. Similarly bright conditions occurred
around 18 December 2007 as anticipated, and we
obtained additional clear images of the crater
interior then. After December 2007, the solar ele-
vation angle decreased, and the inside of Shackleton
was less lit. The next time the bottom of Shackleton
Crater will be maximally lit will occur around 7
November 2008, Based on the observed shape
parameters from the TC DTM, we were able to
estimate the surface temperature of the PSA of
the crater floor [see the supporting online mate-
rial (SOM) text] (Fig. 1E). We assumed that the
crater has a Lambert diffusive surface and the
same albedo between the inner wall and the floor
and that the solar elevation angle is 3.0° on the
date of its most il luminated condition (for example,
19 November 2007), as in Fig. 1A. As is seen in
Fig. 1E, the highest estimated temperature is ~88 K
in the center of the floor. The floor temperature
was largely determined by the radiation in the
infrared range and not by that in the visible range.
Thus, the shape parameters, particularly its depth,
predominated because the infrared radiation in
the crater rapidly decreases as its area increases.
The surface visual albedus and. scattering laws were
almost negligible in
The loss rate of any ice by vaporizaﬁon at 90Kis
approximaiely 107 to 1077 m/s (9). Therefore, any
water vapor brought here by comets or meteorites
could have been trapped for billions of years.

However, we could not find any conspicuously
‘bright areas in Shackleton Crater. The hemispher-
ical visual albedo around the center of the crater
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Fig. 1. Inside Shackleton Crater, a crater ~10.5 km across near the lunar south
pole. (A} Image taken by the SELENE TC on 19 November 2007. The crescent in
the image is the portion of the crater’s inner wall illuminated by sunlight. The
lunar south pole is on the upper left, indicated by cross. (B) An enhanced image
of (A). The permanently shadowed area inside Shackleton Crater is lit by
scattered light from the illuminated portion of the upper wall. No deposit with a
significant albedo anomaly is exposed on the floor. (C) A perspective view of
Shackleton Crater, produced from the DTM that was based on TC stereo-pair data
and the brightness-enhanced image [similar to (B). A few craters hundreds of
meters in diameter exist on the inner wall; some examples are indicated by

REPORTS I

arrows. The mound-like feature (m) (~300to 400 min thickness) is probably the
result of downslide movements of materials from the inner wall The central hill
(h} is ~200 m in height and associated with a terrace-like terrain (t) with several
hundred-meter—scale craters. (D) A closer view of the rectangular area marked
in (). (E) Simulated temperature distribution inside the crater floor made with
data from 19 November 2007 (see the SOM text for details of the simulation).
The contour interval is 2 IC. The maximum temperature of the floor is ~88 K near
the center, which i cold enough to retain water-ice; however, temperature
information alone does not settle whether there is water-ice on the lunar poles.
The temperature distribution of the inner wall is not indicated in this figure.

floor was found to be 0.23 £ 0.05 (SOM text),
which is similar to that around the crater. The in-
cident angles for the inner wall, which is illumi-
nated by direct solar radiation, and for the floor,
which is luminated by the scattered light from the
inner wall, were both ~60°. Under such conditions,
the derived hemispherical visual albedo, assuming
the Lambert diffusive law, is probably overestimated
(16). Considering that the lunar far side averaged
albedo is 0.22 (1) and that of pure water-ice is
~1.0 (9), we conclude that there is no extensively
exposed pure water-ice deposit occupying an anea
larger than that seen in the TC’s spatial resolution.

Water-ice on the floor of Shackleton Crater
may be “dirty” (mixed with soil and disseminated)
atonly 1 to~2 weight percent (/2), Small amounts
of water-ice in a soil mixture do not strongly affect
the surface brightness. Because the maximum floor
albedo is 0.28, and assuming the albedo of lunar
s0il to he 0.22 and the albedo of water-ice to be 1.0,
the area fraction of the exposed surface ice in an
area of TC’s resolution (10 by 10 m) is probably
less than a few percent [(0.28 - 0.22)A1 - 0.22)/
(a factor due to overestimating the floor albedo)].
Altematively, water-ice that is present may be

buried by a thin regolith {lunar soil) layer and,
when exposed by impacts, may be largely removed
from the uppermost surface by various space
weathering processes (/3). Anather possible ex-
planation of the lunar pole hydrogen is that it is
from the direct implantation of solar-wind protons
into the lunar surface (/4). This latter interpretation
does not require the presence of any water-ice.
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A Test of Climate, Sun, and Culture
Relationships from an 1810-Year
Chinese Cave Record

Pingzhong Zhang,® Hai Cheng,** R. Lawrence Edwards,? Fahu Chen,? Yongjin Wang,?
Xunlin Yang,‘ Jian Liu,! Ming Tan,® Xianfeng Wang,’ Jinghua Liu,* Chunlei An,* Zhibo Dai,*
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Jing Zhou,* Dezhong Zhang,

Jihong Jia,* Liya Jin," Kathleen R. Johnson®

A record from Wanxiang Cave, China, characterizes Asian Monsoon (AM) history over the past 1810
years. The summer monsoon correlates with solar variability, Northern Hemisphere and Chinese
temperature, Alpine glacial retreat, and Chinese cultural changes. It was generally strong during
Europe’s Medieval Warm Period and weak during Europe’s Little Ice Age, as well as during the final
decades of the Tang, Yuan, and Ming Dynasties, all times that were characterized by popular
unrest. It was strong during the first several decades of the Northern Song Dynasty, a period of
increased rice cultivation and dramatic population increase. The sign of the correlation between
the AM and temperature switches around 1960, suggesting that anthropogenic forcing superseded
natural forcing as the major driver of AM changes in the late 20th century.

tween May and September. During winter, the

high because of tropical

interactions involving the AM and the AM’s
role in transporting large quantities of heat and
water vapor to the most-populated regions of the
warld. Recent cave climate studies have recon-
structed the monsoon’s history back thousands
(1) to hundreds of thousands of years (2), How-
ever, we still do not know, in detail, how late
Holocene AM changes relate to solar activity,
climate in other regions, anthropogenic forcing,
and cultural changes, mainly because of age un-
certainties and the insufficient resolution of exist-
ing records. We identified an unusual stalagmite
sample from Wanxiang Cave, China, that is
ideally suited to mitigate these problems. High
growth rate, high uranium concentrations, and
low thorium concentrations allow high oxygen
isotope resolution and high-precision “*“Th ages.
The cave is located on the fringes of the area
currently affected by the summer monsoon and is
thus sensitive to and integrates broad changes in
the monsoon.

Wanxiang Cave (33°19'N, 105°00'E, 1200 m
above sea level) is between the Qinghai-Tibetan
Plateau and the Chinese Loess Plateau in Wudu
County, Gansu Province, China (fig. S1). Cave
and mean annual temperatures are ~11°C. The
region is semi-arid (fig. S1), with annual pre-
cipitation of 480 mm, 80% of which falls be-

ysphere

Im.:mt in Asian Monsoon (AM) variability is
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Siberian-Mongolian High and westerly winds
‘maintain cold and dry conditions and carry air-
bome dust to the site. In May 2003, about 1 km
from the cave entrance, we collected a 118-mm-
long stalagmite (WX42B), which had grown
continuously from 190 to 2003 A.D. (table S1
and fig. $2). The record was established with 703
5'%0 analyses with an average resolution of 2.5
years, emors in 2Th age of <5 years (Fig. 1),
and errors associated with subsampling position
of <15 years [materials and methods in sup-
porting online material (SOM) and tahle 82]. A
Hendy test (3) and other lines of reasoning sug-
gest that the calcite was deposited in isotopic
equilibium and that the 3'%0 signal largely
anticorrelates with precipitation (materials and
methods in SOM and figs. S3 and 54). Compar-
isons with existing cave records from China are
difficult because of differing oxygen isotope reso-
lution and dating uncertainties (fig. 85). However,
a recent precipitation record [(4), from historical
documents] from Longxi (~150 km to the north)
exhibits close similarity to the cave record (Fig.
2A), further supporting the precipitation/cave
3'%0 relationship.

The Wanxiang record, with a 8'°0 range of
~1.3 per mil (%o) (Fig. 1}, exhibits a series of
centennial to multicentennial fluctuations broadly
similar to those documented in Northern Hemi-
sphere (NH) temperature reconstructions, includ-
ing the Current Warm Period (CWP), Little Ice
Age (LIA), Medieval Warm Period (MWP), and
Dark Age Cold Period (DACP) (5-8). Between
190 and 530 AD. (the end of the Han Dynasty
and most of the Era of Disunity), the summer
monsoon is moderately strong, but with sub-
stantial decadal- to centennial-scale fluctuation.
From 530 to 850 A.D. (the end of the Era of
Disunity, the Sui Dynasty, and most of the Tang
Dynasty), the AM generally declines, then de-
creases sharply to a relative minimum at 860
A.D. It maintains low values until another sharp

drop between 910 and 930 AD., then rises
dramatically over 60 years to a maximum at
around 980 A.D., maintaining high values until
1020 A.D. We term the weak monsoon period
between 850 and 940 A D. the Late Tang Weak
Monsoon Period (LTWMP; the last six decades
of the Tang Dynasty and the first three decades of
the Five Dynasties and Ten Kingdoms period).
Similarly, we refer to the ensuing strong mon-
soon peak (960 to 1020 A D)) as the Northem
Song Strong Monsoon Period (NSSMP; the first
six decades of the Northem Song Dynasty).
After 1020 A.D., the monsoon fluctuates con-
siderably but is generally strong until a sharp
drop between 1340 and 1360 AD.: the mid-
14th-century monsoon weakening. It maintains
weak values, with substantial fluctuation, until a
sharp increase between 1850 and 1880 AD.: the
late—19th-century monsoon strengthening. Punc-
tuating the generally weak monsoon of the 14th
to 19th centuries are unusually weak periods from
1350 to 1380 AD. (the Late Yuan Weak Monsoon
Period, LYWMP) and from 1580 to 1640 AD.

(the Late Ming Weak Monsoon Period, LMWMP),
The last major feature of the monsoon is a distinct
weakening at the end of the 20th century (1960 to
2000 AD).

A 9th-century dry period has been invoked as
contributing to the decline of the Tang Dynasty
(9) and the Mayans in Mesoamerica (/0—{2), an
idea that has generated substantial discussion
{13). The timing of the LTWMP is consistent
with this idea, particularly as the Tang was in
decline in its final decades. Because the LTWMP
continued beyond the Tang, it may have also
contributed to the lack of unity during the Five
Dynasties and Ten Kingdoms period. Moreover,
the ensuing NSSMP may have contributed to the
rapid increase in rce cultivation, the dramatic
increase in population, and the general stability at
the beginning of the Northen Song Dynasty
(/4). Furthermore, the end of the Yuan and the
end of the Ming are both characterized by
unusually weak summer monsoons {the LYWMP
and the LTMWMP), suggesting a link between
climate and the demise of these dynasties as well.
‘Whereas other factors would certainly have af-
fected these chapters of Chinese cultural history,
our correlations suggest that climate played a
key role.

The relationship between the AM and the
Swiss record of Alpine glaciation (8), portions of
which are dated to the vear, is clear, with times of
weak summer AM correlating with Alpine ad-
vances (Fig. 2B). The Swiss record captures a
9th-century glacial advance (that correlates with
the LTWMP), followed by glacial retreat to high
elevations for much of the late 9th to early 14th
centuries (corresponding broadly to the MWP
and the generally strong AM between 950 and
1340 A.I>.}. A prominent advance correlates with
the mid-14th-century monsoon ing and
the LYWMP, the first of three LIA advances that
correlate with a generally weak AM. The second
and largest, centered at about 1600 AD., corre-
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Fig. 2. Comparisons among WX428, the Longxi drought/flood index, Alpine glacial records, and solar
irradiance. The %0 time series of WX428 is in dark green. Yellow vertical bars are as in Fig. 1. (A)
Reconstructed drought/flood index from Longxi, ~150 km north of Wanxiang Cave [red (4)]. (B) Swiss
Alpine glaciation (dark blue, Gorner glacier; light blue, Lower Grindelwald glacier} (8). Portions are
dated to the year; the dashed portion is dated less precisely (with **C dates). (C) Solar irradiance from
g and 1C records [brown (22)]. See also fig. 8.

REPORTS I

lates with the LMWMP. A retreat, marking the
end of the LIA, correlates well with the late—
19th-century strengthening of the AM, an event
that also correlates with glacial retreat in many
localities worldwide and with abrupt freshening
and cooling of surface waters in the southwest
tropical Pacific (15). These correlations demon-
strate that the link between North Atlantic/
European and East Asian climate, established
deeper in time (J, 16), continues into the latest
Holocene {except for the end of the 20th century).

The geographic imprint of the LTWMP ex-
tends well beyond the Alps, probably including a
large portion of the NH low and mid-latitudes, In
addition to the aforementioned dry events re-
corded in Lake Huguang Maar (9), Mesoamerica
(10-12), and the Caraco (17), as well as the
Alpine glacial advance (&), this event correlates
with dry events recorded on Barbados (/§), in
southern France (19), and in southeastern Min-
nesota (20). The latter two examples correlate
with the LTWMP at very high temporal preci-
sion. The LTWMP’s broad NH footprint supports
the idea of a southerly shift in the Intertropical
Convergence Zone {10), with teleconnections to
‘higher northem latitude sites (fig. S6).

Based on speleothem records with chronolo-
giestuned to **C records (4, 22), solar forcing has
been identified as one factor affecting the AM.
Our record provides a rigorous test of this idea
{tables S1 and S2). Spectral analysis yields
significant periods at 170, 10.5, and 5 to 6 years,
with the 10.5-year period comesponding to the
Schwabe sunspot cycle {fig. S7). The AM also
has correlations to solar irmadiance as inferred
from “C and '°Be records (22) [correlation
coefficient (r) = -0.33, # = 345 data points for
the past millenniwm, Fig. 2C and fig. S8]. These
observations support the idea that solar forcing
played a role in driving AM changes during the
past two millennia (!, 5-7, 27). However, it is
clear from this and other studies ([, 5-7, 27) that
other factors control much of the variability in the
AM. For example, one of the most prominent
features in our record, the mid-14th-century
monsoon weakening, takes place the better part
of a century afier a major inferred drop in solar
mtensity {22) (Fig. 2C) and is therefore not likely
10 be the result of that solar shift.

Summer AM precipitation is driven by the
thermal contrast between Asia and the tropical
Indo-Pacific and therefore should be linked to
regional temperature change (/6). Based on an
ECHO-G climate mode! simulation (SOM), we
modeled Chinese air temperature for the past
millennium, with results that were broadly con-
sistent with our record (r = -0.46 and n = 345
data points), particularly with regard to centen-
nial and multicentennial time scales and with
regard to the distinct double peak in both model
output and record during the MWP (Fig. 3A).
Because the ECHO-G model includes solar {and
volcanic) forcing, this broad agreement further
substantiates the view that solar forcing plays a
rtole in AM variability.
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Our record has substantial similarities to NH
temperature reconstructions (5-7) (Fig. 3), with
notable differences: (i) The AM peak at 550 A.D.
is higher than correlative temperature anomalies
(Fig. 3, C and D), and (if) the timing of the onset
(950 AD.) and end (1340 A.D) of the strong
AM at about the time of the MWP differ from
those of the NH temperature anomaly [~890 to
1170 AD. (23)]. In both cases, our record fol-
lows solar variability more closely than NH tem-
perature. Solar irradiance reached its highest
value in the past two millennia (fig. S8) at the
same time as the 550 A.D. AM peak. At about
the time of the MWP, the AM and solar irradi-
ance peaks (24) have similar timing, These ob-
servations suggest that the AM and Chinese
temperature respond more strongly to solar ir-
radiance than does mean NH temperature.

Our record shows general AM weakening
over the past half century, with much of the
change taking place in the past two decades,
which is consistent with other AM indices (fig.
S9) and anticorrelating with rising NH temper-
ature (5-7). This late-20th-century anticorrelation
is distinctly anomalous as compared to earlier
times, which are characterized by millennial- and
centennial-scale correlation between NH temper-
atre and the AM (Fig. 2), as well as similar

carrelations between the AM and North Atlantic
temperature much deeper in time (2, /6). This

anomaly suggests that the dominant forcing of

AM variability changed from natural to anthro-
pogenic around 1960 (25-27). Possible mecha-
nisms include differences in the nature of solar
versus greenhouse forcing, the effect of anthro-
pogenic black carbon on the AM, and/or the ef
fect of anthropogenic sulfate aerosols. Solar
forcing is more seasonally and spatially hetero-
geneous than greenhouse gas forcing and thus is
more likely to induce feedbacks involving tem-
perature gradient-driven circulation such as the
AM (25). Models have also shown that lower-
troposphere cooling coupled with mid- and
upper-troposphere heating caused by black car-
bon could reduce East Asian Monsoon precipi-
tation as observed (28). Finally, models also
suggest that the indirect effect of differential an-
thropogenic sulfate acrosol loading shifts tropical
rainfall southward (29), plausibly weakening the
monsoon as observed. Thus, variability in late—
20th-century precipitation and temperature in the
rTegion is probably caused, in large part, by both
anthropogenic greenhouse gases and aerosols. In
reaching this conclusion, the key observation was
not our late-20th-centwry trend, which is also
observed in instrumental records, but rather the
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Fig. 3. Comparison between WX42B and proxy or modeled temperature. The 5'°0 time series of
WX42B is in dark green. (A) Modeled Chinese temperature from an ECHO-G model simulation
(orange). (B to D} NH temperature reconstructions from proxy records: (B} red curve (5), (C) blue
curve [smoothed with a 10-year running mean (7}, and (D} dark brown curve (6). The gray vertical
bar depicts a time characterized by a discrepancy between the AM record and NH temperature

reconstructions, as discussed in the text.
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relationships at earlier times, observed in this and
other proxy records. The proxy records establish
the character of natural climate change, from
which we distinguish late-20th-century trends as
clearly anomalous.
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Recycling of Graphite During
Himalayan Erosion: A Geological
Stabilization of Carbon in the Crust

Valier Galy,™** Olivier Beyssac,® Christian France-Lanord,” Timothy Eglinton®

At geological time scales, the role of continental erosion in the organic carbon (0C) cycle is
determined by the balance between recent OC burial and petrogenic OC oxidation. Evaluating its
net effect on the concentration of carbon dioxide and dioxygen in the atmosphere requires the
fate of petrogenic OC to be assessed. Here, we report a multiscale (nanometer to micrometer)
structural characterization of petrogenic OC in the Himalayan system. We show that graphitic
carbon is preserved and buried in marine sediments, while the less graphitized forms are oxidized
during fluvial transport. Radiocarbon dating indicates that 30 to 50% of the carbon initially

REPORTS I

the refractory character of the C particles, which is
not unique o but also characierizes some
soil OC (charcoals) or anthropic C (e.g., soots).
Consequently, they isolate a much larger pool of
C and thus overestimate the petrogenic compo-
nent. Here, we combine Raman microspectroscopy
10 (i) detect OC,,, in Tiver and marine sediments
and (i) characterize its multiscale structural organi-
zation (nm to pm). RM allows in situ analysis,
preserving the textural infonmation of OC (particle
size and shape) itself, but also its relations with
minerals (aggregates and mclusions). Combining
002 lattice-fringes imaging and electron diffraction,
TEM gives an insight into the nm-scale structure of
the aromatic skeleton composing OCp, (16, 17).

present in the Himalayan rocks is conserved during the erosion cycle. Graphitizatien during
metamorphism thus stabilizes carbon in the crust over geological time scales.

sediments represents the second largest

sink of aunospheric CO, after silicate
weathering and subsequent carbonate precipi-
tation (/). Rivers play a crucial role in this
process by exporting a large flux of OC from
the continents 1o the oceans (5-7), hence gen-
erating a long-term C sink. OC exported by rivers
is, however, a mix of (1) “recent” OC (OC, )
derived from plant detritus, associated soil
organic matter, and autotrophic carbon produc-
tion by aquatic plants, and (ii) petrogenic OC
(OCM,,) derived from erosion of carbonaceous
rocks [e.g., (§-17)]. Burial of the latter is a simple
recycling of reduced C and has no effect on the
long-term atmospheric CO; and O; levels. Con-
versely, its oxidation consumes O, from and
returns CO; to the atmosphere, thereby counter-
acting the effiect of OC, e burial. Addressing
the role of continental erosion on the global C cycle
thus requires assessing the fate of OCpqy, during
erosion and fluvial transport.

The Himalayan range undergoes an intense
physical erosion producing an enomnous flux of
sediment (~2 hillion tons per year) carried by the
Canges-Brahmaputra (G-B) fluvial system to the
Bengal Fan turbiditic system [e.g., (/2)] Recently,
we showed that OC is very efficiently buded in
sediments of the Bengal Fan (/3). This contrasts
with most large deltaic systems, including the
Amazon (5-7). We estimated that Himalayan
erosion is responsible for ~10 to 20% of the global
burial of OC, e, implying a global impact on the
OC cycle. The Himalayan example illustrates the
importance of active orogens in the global C cycle
and therefore offers an ideal case study to determine
the fate of OCpq, during continental erosion.

Thchm’al of organic carbon (OC) in marine

Weors Hole Oceanographic Instituticn, Department of Marine
Chemistry and Genchemistry, Woods Hole, MA 02543, USA.
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Université, BP 20, 54501 Vandoeuwe-és-Nancy, France.
*laboratdire de Gédogie, Ecole Nanmale Supérieure, CNRS-
UMR 8538, 24 Rue Lhamend, F-75005 Paris Cedex 5, France.
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vgaly@whai edu
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Finally, we use radiocarbon dating of bulk acid-
insoluble OC to quantify the proportion of OC
and OC,gcqy in river sediments (/7).

‘We have analyzed a sample set covering the
whole erosional and depositional system, including
Himalayan source rocks, G-B river sediments, and
Benga! Fan sediments (tables S1 and $2). To study
the fate of OCp during fluvial transport, river

Several methods have been developed to detect
and quantify the most refractory pool of C in rocks,
river sediments, and marine sediments, often
referred to as black carbon [eg., (J4-17)]. The
selectivity of these methods is, however, based on
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lattice-fringes (002LF) of disordered and microporous OCy.y, in Narayani bed load. (B} Image
(002LF) of graphitic C in Narayani bed load. (C) Low-magnification (LM) image of a graphite
particle in Narayani suspended load. (D) Image (002LF) of graphitic OC,, in Lower Meghna bed
load. (E} Image (002LF) of graphitic OCpe, in distal Bengal Fan sediment. (F) LM image of graphite
particles in distal Bengal Fan sediment. In (&), (C), (D), and (E}, the orange inset is a zoom (5-nm side)
located on the main image. (G) Selection of representative Raman spectra from Himalayan rivers (red),
Lower Meghna (green), and Bengal Fan sediments (blue). These spectra were obtained from both
individual OCpey, particles (no mineral contribution in the spectrum) and OCpey, inclusionsiaggregates
within minerals (mineral contribution in the spectrum as depicted).
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sediments were collected from the Himalayan range
o the Bangladesh delta (fig. S1). In the G- B system,
suspended and bed sediments define a continuum
from fine, clay-rich, surface-suspended sediments to
coarse, quarizrich, bed sediments. OC content
ncreases with decreasing grain size and increasing
proportions of phyllosilicates (/8). To take this var-
iability into account, we analyzed OC in suspended
sediments collected along depth profiles within the
river as well as from dredged riverbed sediments, To
describe the Bengal Fan urbiditic system, we used
sediments drilled by the research vessel (RV) Sonne
cruise 93 (19) in the shelf, the middle fan channel
levee systern, and the deep fan (fig. S2).

OCpeo has been detected by RM and TEM
in all investigated sediments, including the most
distal regions of the Bengal Fan (Fig. 1). Using
RM, OCpu was identified in various forms: (i)
discrete “free” particles from a few to several tens
of pm size; (ii) inclusions within quartz, calcite,
and metamorphic minerals; and (iif) aggregates
with minerals, mostly micas. The latter two have
an obvious petrogenic origin, whereas in the
former the most disordered C may be OCcen
(soot or charcoal) or OCpey, from very low-
grade metamorphic rocks (/7).

RM shows a large structural variety of OCpur
in bed and suspended loads from Himalayan
rivers (Fig. 1). This is confirmed by TEM inves-
tigations that reveal the presence of turbostratic
disordered OC, g, 10 perfectly crystalline graphite
in these samples. The structural variety of OC e
reflects the zoning of metamorphism in the source
rocks of the Himalayan range [e.g., (20)], from
low- to high-grade metamorphism (fig. S1). Sim-
ilar structural variety is observed within the ver-
tical depth profiles collected at the outflow of the
range and in Bangladesh, although the less-ordered
OC g 15 Tarely observed. In all marine sediments,
both RM and TEM investigations show that
OC o detected by these methods is almost ex-
clusively highly ordered polyerystalline or pris-
tine graphite (Fig. 1) and that disordered OCu0
is rare (/7). Because we do not observe any
segregation in terms of crystallinity of OChue
along vertical depth profiles in rivers, we posit
that OC,u, is homogenously transported as a
continuum through the river section. However,
oxidation of the less-graphitic OCpuy, occurs
within the Himalayan range and during the
floodplain transit, because these forms are vir-
tually absent in the Bengal Fan sediments, which
is consistent with OC, o 0Xidation and replace-
ment documented in the Gangetic floodplain (18).
Such selective oxidation might be related to the
higher chemical reactivity due to the presence
of atoms other than C (primarily H and O) and
enhanced by the high nano- to micro-porosity
of disordered OC, .y, compared with graphite.

Fstimating the proportion of OC contained in
the Himalayan rocks that is ultimately oxidized
during the erosion eycle requires quantifying the
amount of OC;.y, in the sediments exported by
G-B rivers. We measured the **C composition of
bulk acid-insoluble OC (expressed as the fraction
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of modern C, Fm) in sediments collected along
depth profiles. OC,q, is radiocarbon free (Fm =
0), whereas OC ¢ has variable amounts of
radiocarbon (Fm > 0) depending on its residence
time in the basin. In the Himalayan basin, a
consequence of intense physical erosion is that
none of the OC ... particles contained in soils is
radiocarbon free, which gives 10 OC, ., a unique
geochemical signature (Fm = 0).

The results are presented in Fig. 2 as modem
OC content (Fm % %0C) plotied as a function of
the total OC content (see also fig. S4 and table S1).
Sediments collected along depth profiles define

linear trends in this diagram. Suspended and bed
sediments from each depth profile thus have
identical amount of OCpuy (/7). This consist-
ency derives from the generation of sediment
continuums by mixing processes during fluvial
transport. A statistical analysis of the trends drawn
in Fig. 2 allows the determination of the amount of
OCpeo (17). Large trans-Himalayan rivers sam-
pled at the outflow of the range appear to carry
variable amounts of OCpe, We estimale an
OCpeuro content of 0.05% and 0.03% for the
Narayani and Kosi, respectively. This variability
likely derives from intrinsic characteristics of the

Fig. 2. (Top} Modern OC content
(Fm x %00) of sediments collected
over depth profiles in rivers from the
G-B system as a function of their to-
tal OC content. In this representation,
sediments with similar amount of
OCeuy define linear trends, whose
intercept with the x axis gives %

(17). Each solid line represents the
best linear fit defined by sedi-
ments from the same depth pro- o2r
file. Himalayan rivers sediments
(green, Narayani; yellow, Kosi} have
variable amounts of OCyer,, whereas
Ganges (blue} and Brahmaputra
(red) in Bangladesh have similar

[Modem OC] (%)

%b

G-B sediments

amounts of OCey, around an aver-
age value of 0.025%. Radiocar-
bon composition of Bengal Fan

frequancy
- v o

limalayan rocks

sediments (hexagons) is comparable
with that of river sediments, indicat-
ing they have similar content of

jj H
\ m |i| Eoii . .
0 0.2 0.4

08 0
[retal OC] (%)

OCper- (Bottom) Total OC content of Himalayan source rocks (black, High-Himalayan Crystalline; light
gray, Lesser Himalaya; dark gray, composite gravel samples) from (13). The average OC content of source

rocks ranges between 0.05 and 0.08%.

Fig. 3. Amodel of the long-
term OC cycle highlighting

the role of graphiti The

graphite formed during high-
temperature (>500°C) meta-
morphism is preserved during
continental erosion and re-
turns to the atmosphere only
throughout volcanism. Graph-
itization thus stabilizes reduced
€, confining it to a geolog-

oxidabonraspiration
OzCH,0 = C0z4H20

weathering

ical subcycle and
an imbalance between pho-

tosynthesis and respiration/ |
oxidation over geological time
scales.

geological cychy
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drainage basins. Our data consistently indicate an
OCp, content of 0.02 to 0.03% in the sediments
exported by the Brahmaputra and the Ganges
sampled close to their mouths in the Bangladesh
delta. We therefore estimate that sediments de-
livered to the Bay of Bengal contain ~0.025% of
OC o derived from the erosion of Himalayan
rocks. Because the oxidation of OC in the marine
system before deposition in the Bengal Fan is
negligible (£3), the OCu, content of these sedi-
ments must be comparable to that of the sedi

The Himalayan example highlights the role
of mountain building in the long term stabiliza-
tion of Earth climate and atmospheric compo-
sition. Active orogenesis not only promotes CO;
consumption by both silicate weathering and
temestrial organic carbon burial but also stabilizes
C in the crust over geological time scales through
graphitization of OC (Fig. 3). Metamorphism
during orogenesis actually transforms labile photo-
syrlmeuc C into refm:lary petrogenic C through

thy

exported by G-B rivers. Moreover, for two sedi-
ments deposited in the channel-levee system of the
Bengal Fan, we corrected the *'C composition nf

e y of this transforma-
tion being mainly controlled by the metamorphic
temperature. The selective preservation of graph-
ite during erosion and weathering indicates that

OC for their respective d ition age d

by C dating of foraminifira (21). Their position
in Fig. 2 is highly consistent with sediments
delivered by G-B rivers, indicating that they have
similar content of Oy Consequently, we esti-
mate that Bengal Fan sediments contain ~0.025%
0of OCpre. To evaluae the fate of petrogenic OC
during the Himalayan erosion cycle, this value
must be compared to the mean OC content of
Himalayan rocks. The latter has been estimated to
be 0.05 to 0.08%, on the basis of individual rock
samples and composite gravels extracted from the
bed of Himalayan rivers (13, 22, 23). Based on
these figures, at least 30% (40 + 10) of the OC
contained in the Himalayan rocks appears to be
preserved and recycled during the erosion cycle,
mostly through burial of highly graphitic carbon in
the Bengal Fan sediments. In tum, the oxidative
flux of OC ., associated with Hi erosion
is estimated to be 0.67 (+0.25) x 10" molfyear,
which is comparable to the long-term CO,
consumption by silicate weathering (0.6 x 10"
molfyear (24)) but one order of magnitude lower
than the CO; consumption by OC, oy burial in the
Bengal Fan [3.1 (£0.3) * 10" molivear (13)].

graphitization occurring during metamorphism
subtracts C from the extemal cycle (atmosphere-
biosphere-ocean) and locks it into the geological
cycle (Fig. 3). Mechanisms capable of retuming
graphitic C into the atmosphere involve subduc-
tion and volcanism, both having a very long char-
acleristic time compared with surface processes.
Al gmlng;cal um: scalcs, the gmpmuzaunn lhus
between p

and rcspu'auon by locking rcduccd C into the
crust, hence promoting both consumption of CO;
and accumulation of O; in the atmosphere.
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Induced Pluripotent Stem Cells
Generated Without Viral Integration

Matthias Stadtfeld,*"* Masaki Nagaya,™*® Jochen Utikal,*#**

Gordon Weir,>* Konrad Hochedlinger®2%5+

Pluripotent stem cells have been generated from mouse and human somatic cells by viral expression
of the transcription factors Octd, Sox2, KIf4, and c-Myc. A major limitation of this technology is the use

of potentially harmful genome-i

viruses. We
(iPS) cells from fibroblasts and liver cells by using noni

rnouse induced pluripotent stem
] i transiently

Octd, Sox2, KIf4, and c-Myc. These adenoviral iPS (adeno-iPS) cells show DNA demethylation
characteristic of reprogrammed cells, express endogenous pluripotency genes, form teratomas, and
contribute to multiple tissues, including the germ line, in chimeric mice. Our results provide strong
evidence that insertional mutagenesis is not required for in vitro reprogramming. Adenoviral
reprogramming may provide an improved method for generating and studying patient-spedific stem
cells and for comparing embryonic stem cells and iPS cells.

factors into mouse and human somatic
cells has recently been shown to repro-
gram the developmental state of mature cells into
that of pluripotent embryonic cells, generating

The introduction of defined transcription

so-called “induced pluripotent stem (iPS) cells™
{1). iPS cells have been generated from multiple
cell types by viral expression of Octd and Sox2,
combined with either KIf4 and ¢ Myc (/1) or
LIN28 and Nanog (12). iPS cells are molecularly

and functionally highly similar to ES cells, which
‘makes In vitro reprogramming an attractive ap-

proach to produce patient-specific stem cells for
studying and potentially treating degenerative dis-
ease. Indeed, reprogrammed skin cells have re-
cently been shown to alleviate the symptoms of
Parkinson’s disease (/3) and sickle cell anemia
(14) in mouse models. However, a major limita-
tion of this technology is the use of viruses that
integrate into the genome and are associated with
the risk of mmor formation due to the spontane-
ous reactivation of the viral transgenes (8). The
low efficiency of reprogramming (0.01 to 0.1%
of input cells) also mised the possibility that in-
sertional mutagenesis may be a prerequisite for in
vitro reprogramming (/5). For example, the ret-
roviral tagging of explanted hematopoietic stem
cells has been previously shown to select for clones
in which the retroviral construct had inseried prox-
imal to self-renewal genes and thus causes their
activation (/6). Whereas the sequencing of a lim-
ited number of insertion sites in {PS cells did not
rteveal common targets (/7), this possibility has
not been unequivocally ruled out yet (15).
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Therefore, we set out to generate iPS cells
from mouse somatic cells using adenoviral vec-
tors that allow for transient, high-level expression
of exogenous genes without integrating into the
host genome (18). Specifically, we cloned the
¢DNAs for Octd, Sox2, c-Mye, and KIf4 into
replication-incompetent adenoviral vectors under
the control of the human cytomegalovirus imme-
diate early (h\CMV IE) promoter {fig. S1). Initial
attempls to reprogram mouse tail-tip fibroblasts
(TTFs) into iPS cells with adenoviruses express-
ing the four reprogramming factors were unsuc-
cessful, possibly owing to the rapid dilution of

atassachusetts General Hospital Cancer Center and Center
for Regenerative Medicine, 185 Cambridge Street, Boston,
MA 02114, USA. *Harvard Stem Cell Institute, Cambridge,
#A 02138, USA. “Section on Islet Transplantation and Cell
Biology, Joslin Diabetes Center, One Joslin Place, Boston,
A 02115, USA. “Department of Stem Cell and Regenera-
tive Biclogy, Harvard University, Cambridge, MA 02138,
USA. *Department of Medicne, Harvard Medical Scheal,
25 Shattuck Street, Boston, MA 02115, USA.

“Ta whom correspandence shauld be addressed. E-mail:
khachedlinger@helix.mgh.harvard edu

Fig. 1. Analysis of pluripotency
markers in adeno-iPS cells. (A)
Bright-field (top) and fluorescence
(bottom) images of an adenc-iPS
cell clone established from Sox2-
GFP fetal liver cells taken at pas-
sage 0 (PO) and passage 2 (P2).
(B) Expression of endogenous
cmyc, Kif4, Octd, Sox2 and nanog
measured by qPCR in adeno-iPS
cells derived from fetal tiver (FL),
fibroblasts (TTF), and hepatocytes
(HEP), as well as in V4.5 control ES
cells. (Q) Bisulfite sequending of
the Octd and Nanog promoters in
hepatocytes, ES cells, and iPS cells
derived from hepatocytes. Open
circles represent unmethylated
CpGs; filled dircles denote meth-
ylated CpGs. (D) Expression levels
of endogenaus gapdh (G), as well
as adenoviral c-mye (M), Kif4 (K,
Oct4 (0), and Sox2 (5) in fibro-
blasts 3 days after infection with
adenoviruses (TTF + 4 adenos),
ES cells and adeno-iP5 cells de-
rived from fetal liver, fibroblasts,
and hepatocytes. Error bars in-
dicate 1 SD. The absence of
blue bars in (D} indicates that
the respective cDNA was not
detected.

VB.5ES Hepalocyte

HEP iPS
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the virally encoded proteins from the cells. We
have previously shown that viral Ocid expression
can be replaced by a doxycycline-inducible Ocr4
allele driven by a reverse-tetracycline-dependent
transactivator (rtTA) present in the ROSA26 locus
(0etd™P) (6, 19), and it has been reported that
liver cells require lower numbers of viral integra-
tions than fibroblasts to be reprogrammed (/7).
Therefore, we infected ~500,000 adherent Ocrd™"
mouse fetal liver cells with adenoviruses express-
ing Sox2, KIf4, and c-Mye at multiplicities of
infection (MOI number of viral particles per cell)
of 20 to 50. This led to an infection efficiency of
about 40 to 50% of cells with each factor and an
estimated infection efficiency of 20 10 30% of cells
expressing all three adenoviral transgenes (fig. S2,
A and E). After culture of infected fetal liver cells
for 24 to 30 days in the presence of doxycycline,
nine {PS-like colonies emerged that expressed the
pluripotency markers Sox2 and SSEA-1 and could
be expanded into stable ES cell-like lines, similar
10 iPS cells produced with retro- or lentiviral vec-
tors (5, 20){Fig. 1 A). These adenoviral iPS (adeno-
iPS) cells continued to grow in the absence of

proutue B
VXK

doxycycline, which indicated that transgenic Oct4
expression was no longer required

These results prompted us to test if postnatal
tail fibroblasts camying the Orr4-inducible allele
were equally amenable to reprogramming into
adeno-iPS cells. Fibroblasts required MOIs of 50
10 250 to achieve an infection efficiency of ~30%
for each vector, resulting in an estimated 10 to 20%
infection efficiency for triple-infected cells (fig. 82,
B and E). Infection of more than 1,000,000 neo-
natal Qet#™P TTFs harboring an Octd-GFP re-
porter with adenoviruses expressing e, Kifd,
and Sox? in the presence of doxycycline gave rise
to a single GFP™ colony that grew into a stable,
doxycycline-independent line.

To identify an adult cell type that might not
require transgenic Octd expression, we chose he-
patocytes, which are highly permissive for ade-
noviral infection (20, 2/). Indeed, MOls of | 10 4
were sufficient to infect 70 to 80% of these cells
with individual vectors, with an estimated 50 to
60% of cells expressing all four viral repro-
gramming factors (fig. S2, C, D, and E). After
incubation of ~500,000 adult hepatocytes isolated
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from mice carrying the Oct4-GFP and ROSA26-
174 alleles but lacking the Qet4-inducible allele
with adenoviruses expressing c-mye, KIf4, Octd,
and Sox2, we obtained three colonies, all of which
could be expanded into stable ES-like cell lines
expressing the pluripotency markers Oct4 and
SSEA-1 (fig. 83). Polymerase chain reaction (PCR)
fingerprinting of adeno-iPS cells confirmed their
derivation from hepatocytes rather than from a
contaminating ES cell line (fig. $4). This dem-
onstrates that iPS-like cells can be produced from
adult cells by adenoviral vectors alone in the ab-
sence of the transgenic Oc# allele.

Next, we tested whether adeno-iPS cells had
reestablished pluripotency at the molecular level
by examining the activity of ES cell-specific
markers. Expression analysis for the endogenous
Octd, Kif4, Sox2, c-Myve, and Nanog genes by
quantitative PCR (qPCR) gave signals that were
indistinguishable from those of ES cells, consist-
ent with faithful molecular reprogramming (Fig.
1B). In agreement with this, the Octd and Nanog
promoters became demethylated in adeno-1PS
cells to an extent similar to that seen in ES cells,
whereas they remained hypermethylated in cul-
tured fibroblasts and hepatocytes, which indicated
that adeno-iPS cells had undergone successful

A Bam HI

3,800 bp (K)
3,600 bp (M)

3,100 bp {S)
Bt 2,200 bp {0)

pAd-cDNA

epigenetic reprogramming (Fig. 1C and fig. §5).
In contrast to feshly infected fibroblasts, viral
transcripts could not be detected in any of the
adeno-iPS cell lines tested, which suggested that
the viral vectors had been diluted from the cells
over time (Fig. 1D).

Adenoviral vectors can integrate into the ge-
nome of host cells at extremely low frequencies
{22). To exclude the possibility of permanent vi-
ral integration, PCR analysis of genomic DNA
isolated from adeno-iPS cell clones was performed
with primers recognizing the different cDNA ex-
pression cassettes (see fig. S1 for the position of
the sequences recognized by the primers). Whereas
adenoviral vector DNA, used as a positive control,
readily produced PCR signals, we were unable to
amplify these PCR. products from genomic DNA
from any of the adeno-iPS cells (Fig. 2B). South-
em blot analysis using the ¢cDNAs of the four viral
vectors as probes confirmed the PCR results and
yielded no evidence for the contimious presence
of the adenoviral sequences in the adeno-iPS
cells whereas the single-copy Octd transgenic
allele integrated into the CollA locus could be
readily defected in iPS cell clones generated from
0ctd™® cells (fig. $6). To rule out genomic in-
tegration of adenoviral sequences other than the

REPORTS I

cDNAs, we performed Southem blot analysis
using the Bam HI-digested full-length vector as a
probe. Again, we did not detect exogenous viral
sequences in the genomes of adeno-iPS cells,
whereas adenoviral sequences were detectable
in human embryonic kidney (HEK) cells, con-
sistent with a previous report (23) (Fig. 2C).
Moreover, the pBluescript (pBS)-derived portion
of the adenoviral vectar probe cross-hybridized
with the Ocr4 transgene, which also camies the
pBS backbone, giving rise to a specific ~3-kb
signal in the iPS cell lines derived from fetal liver
and TTFs and thus serving as an internal positive
control (Fig. 2C), Together, these results strongly
suggest that viral integration is not required for
the generation of iP§ cells. Although highly un-
likely, we cannot rule out the possibility that small
pleces of adenoviral DNA have inserted into the
genome of adeno-iPS cells but were not observed
because of the detection limits of Southern blot
analysis.

To ascentain the developmental potential of
adeno-1PS cells, we injected the cells into the
flanks of SCID mice. All cell lines tested pro-
duced teratomas after 3 to 4 weeks, which, upon
histological ination. showed differentisti
into representative cell types of the three genm

Fig. 2. Absence of vi-
ral integration in adeno-
iP5 cells. (A) Schematic
drawing of the adeno-
viral vector indicating the
position of the cDNA and
the sizes of the respective
DNA fragments after Bam
HI digestion. The brack-
eted Bam H site is only
presentin the Oct4 cDNA.
A pBluescript (pBS) se-
quence present in both
the adenoviral vector and
the Oct4™" transgene
is highlighted. (B) PCR
analyses for adenoviral
integration in genomic
DNA from the indicated
adeno-iPS clones, as well
as from V6.5 ES cellsthat
served as a negative con-
trol (-). Arrowhead indi-
cates the position of the

positive control band amplified from vector DNA (+). (C) Southern blot analysis of
Bam Hi—digested genomic DNA by using DNA fragments encompassing the entire
adenoviral vector backbone isolated from pAd-Octd as probes. Plasmid DNA of pAd-
Kif4 and pAd-Octd was diluted to the equivalent of 0.2, 1, or 2.5 integrations per
genome and genomic DNA of HEK cells {which contain adenoviral sequences in their
genome) were used as positive controls. An asterisk (*} indicates bands resulting
from hybridization of the pBS sequence in the adenoviral probe to transgenic se-
quences in the Oct4™” allele. Note that these bands are absent in HEP iPS, V6.5 ES,
and HEK cells. A double asterisk (%) indicates bands resulting from hybridization of
parts of the probe to sequences present in the endogenous Oct4 locus or in Oct4
pseudogenes. These bands are present in all lanes containing genomic DNA, includ-
ing the wild-type control, and, therefore, serve as loading controls. Filled arrow-
heads indicate the position of Bam HI fragments of the adenoviral vector, and open

arrowheads highlight adenoviral sequences detected in HEK cells.
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Fig. 3. Pluripotency of adeno-
iPS cells. (A to C) Images of histo-
legical sections through teratomas.
formed by adeno-iPS cells sub-
jected to hematoxylin-and-eosin
staining, showing keratinized ep-
ithelium (A), mucous epithelium
(B) and cartilage (C). (D to I) Fluo-
rescence images showing the con-
tribution of red fluorescent protein—
labeled adeno-iPS cells te lung,
brain, and heart in a postnatal chi-
meric animal Nuclei were counter-
stained with DAP! (blue). The small
insets in (D), (F), and (H} highlight
the fields magnified in (E), (G), and
(1); the insets in (E), (G), (1) show
the background fluorescent levels
and DAP! staining of correspending
tissues in a nonchimeric littermate.
(J and K} Images of coat-color chi-
meras derived from fetal liver (]}
and hepatocytes () adenc-iPS cells.
(Lto 0) Fluorescence and bright-
field images of a wild-type (L and
M) blastocyst and an Oct4-GFP
(N, 0) blastocyst obtained after
mating a chimeric mouse made
with TTF-1 iPS cells expressing
GFP from the Oct4 promoter with
a wild-type female.

Table 1. Derivation and characterization of adeno-iPS cells from different cell types. Oct4™® indicates
0ct4™ allele present; GFP, GFP reporter gene present; ES, expression of ES cell markers (SSEA-1 and Octd
or Sox2); TF, teratoma formation; PC, postnatal chimeras; GL, germline transmission. ND, not determined.

Source of d !'PS Fﬂk.ie"(y
cells Octq™ GFP  Sex Mot lines {iPSfinput, ES TF PC GL
(2nt4n) %)
Fetal liver Yes No F 20-50 6/0 0.0012 Yes Yes ND ND
Fetal liver Yes Soxz M 20-50 21 0.0006 Yes Yes Yes Yes
Fibroblast Yes Octd M 50-250 o <0.0001 Yes Yes Yes Yes
Hepatocyte No Octd F 1-4 vz 0.0005 Yes Yes Yes ND

layers including muscle, cartilage, and epithelial
cells, thus demonstrating the pluripotency of
adeno-iPS cells (Fig. 3, A to C; also see Table 1 and
table S1 for a summary of all adeno-iPS lines). In
addition, adeno-iPS§ cells generated apparently
nonmal postatal chimeras following injection into
blastocysts. One chimera, obtained after blastocyst
injection of adeno-iPS cells labeled with a len-

7 NOVEMBER 2008 VOL 322 SCIENCE

tivirus expressing the red fluorescent protein
tdTomato, was killed at birth to examine the con-
tribution of adeno-iPS cells to different tissues.
As shown in Fig. 3, D to [, a high degree of
chimerism was seen in multiple tissues including
the lungs, brain, and heart. Adeno-iPS cells gave
rise to high-degree coat color chimeras (Fig. 3, 1
and K) and differentiated into functional germ

cells, as evidenced by the defvation of GFP*
‘blastocysts after breeding of a male chimera gen-
erated with TTF-derived adeno-iPS cells with a
wild type female (Fig. 3, L to O). Moreover, adult
‘male chimeras derived from FL-9 and TTF-1 adeno-
iPS cells gave rise to viable gemline offspring
that showed the iPS cell-specific agouti coat color
after mating with BDF1 female mice (1/20 or
5% of FL-9 offspring and 11/11 or 100% of
TTF-1 offspring). Together, these results indicate
that adeno-iPS cells share the same developmen-
tal potential as iPS cells obtained with integrating
viruses. Importantly, we have not observed tumor
formation in any of the 12 coat color chimeras
ranging up to 20 weeks of age.

The efficiency of deriving iPS-like cells from
fetal liver cells, TTFs, and hepatocyies (see fig, 7
for an illustration of the derivation process from
the different cell types) was extremely low, rang-
ing from less than 0.0001% to 0.001% (Table 1).
This frequency is lower than that obtained with

wwhw.sciencemag.org



integrating viruses (~0.01 to 0.1%) and is prob-
ably due to the fact that many cells do not main-
tain viral expression long enough to trigger entry
into a state sustained by endogenous pluripotency
factors (24, 25). This conclusion is supported by
qPCR analysis for adenoviral gene expression,
which is gradually lost in dividing fibroblasts
(fig. S8). It should be informative to test whether
the low efficiency of adenoviral reprogramming
can be increased by the use of chemical com-
pounds as has been reported for retroviral repro-
gramming (26-28).

DNA content analysis showed that 3 out of 13
(or about 23%) of the 13 adeno-iPS lines were
tetraploid, which is not seen in {PS cells produced
with retro- or lentiviral vectors (fig. 89 and Table
1. We speculate that adenoviral reprogramming
either induces cell fusion or, alternatively, selects
for rare tetraploid cells pre-existing in the starting
cell populations. Indeed, it has been shown that
the frequency of polyploid hepatocytes increases
with age (29).

Our results demonstrate the generation of iPS
cells without the use of integrating viruses by
employing either a combination of adenoviruses
and an inducible transgene or adenoviruses alone.
Our work supports the claim that insertional muta-
genesis is not required for in vitro reprogramming,
and it provides a platform for studying the biology
of iPS cells lacking viral integrations, For exam-
ple, it should now be possible 1o assess if iPS
cells and ES cells are equivalent at the molecular
and functional levels. This comparison has not
been possible so far because viral transgenes are

expressed at low levels in iPS cells and their prog-
eny, which may affect their molecular signatures,
as well as their differentiation behavior and de-
vctopmm!a.! potential. Ifhuman iPS cells can be

d without g ing viruses,
these cells may allow for the generation of saﬁ:[
patient-specific cells and thus could have impor-
tant implications for cell therapy. Before translat-
ing these observations into a therapeutic setting,
however, it will be important to assess if human
iPS cells generated without viral infegration are
indeed as potent as human ES cells.
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Generation of Mouse Induced
Pluripotent Stem Cells Without

Viral Vectors

Keisuke Okita,” Masato Nakagawa,™* Hong Hyenjong,” Tomoko Ichisaka,™* Shinya Yamanaka™*3"

Induced pluripotent stem (iP5} cells have been generated from mouse and human somatic cells by
introducing Oct3/4 and Sox2 with either KIf4 and c-Myc or Nanog and Lin28 using retroviruses
or lentiviruses. Patient-specific iPS cells could be useful in drug discovery and regenerative
medicine. However, viral integration into the host genome increases the risk of tumorigenicity.
Here, we report the generation of mouse iPS cells without viral vectors. Repeated transfection of
two expression plasmids, one containing the complementary DNAs (cDNAs) of Oct3/4, Sox2, and
KIf4 and the other containing the c-Myc cDNA, into mouse embryenic fibroblasts resulted in iPS
cells without evidence of plasmid integration, which produced teratomas when transplanted into
mice and contributed to adult chimeras. The production of virus-free iPS cells, albeit from
embryonic fibroblasts, addresses a critical safety concern for potential use of iPS cells in

regenerative medicine.

® PS cells were first generated from mouse

fibroblasts by retroviral-mediated introduc-

tion of four factors, Oci3/4, Sox2, KIf4, and
c-Mye (J). Human fibroblasts can also be re-
programmed by the same four factors (2-4) or
by Oct3/4, Sox2, Nanog, and Lin28 (5).
Mouse and human iPS cells are similar to

embryonic stem (ES) cells in morphology,
gene expression, epigeneltic status, and in vitro
differentiation. Furthermore, mouse iPS cells
give rise to adult chimeras and show competence
for germline transmission (6-8). However,
chimeras and progeny mice derived from PS
cells frequently develop tumors, which in some

cases may be due to reactivation of the c-Myc
oncogene (7). It is possible to generate {PS cells
without retroviral insertion of c-Myc (9, {0),
albeit at a lower efficiency. Nevertheless, ret-
toviral integration of the other transcription
factors may activate or inactivate host genes,
resulting in tumorigenicity, as was the case in
some patients who underwent gene therapy
(11). In order to apply the technology to cell
transplantation therapy, it is crucial to generate
iPS cells with use of nonintegration methods
12).

To generate mouse iPS cells without retro-
viruses, we used an adenovirus-mediated gene
delivery system. As an initial step, we gener-
ated iPS cells with one or two factors using
adenoviruses and using retroviruses for the re-
maining factors. We used mice in which green
fluorescence protein (GFP) and the puromycin-
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resistant gene are driven by the Nanog enhancer
and promater (7). With the Nanog reporter, iPS
cells can be selected with puromycin and de-
tected as GFP-positive colonies. We transduced
mouse primary hepatocytes from the Nanog re-
porter mice with combinations of retroviruses
and adenoviruses. We chose hepatocytes be-
cause iPS cells derived from hepatocytes have
fewer retroviral integration sites than do iPS cells
derived from fibroblasts (/3). Because transgene
expression should be maintained for up to 12
days during iPS cell generation (14, 15}, we re-
peatedly delivered adenoviruses. We observed
GFP-positive colonies when Sox2 or KIf4 was
introduced with adenovirus and the remaining
two factors-Oct3/4 and KIf4 or Oct3/4 and
Sox2, respectively-were introduced with retro-
viruses (Fig. 1A). We confirmed that these iPS
cells did not show integration of adenoviral trans-
genes (Fig. 1B). They expressed markers of ES
cells, including Nanog, Rexl, and ECATI, in
quantities similar to those in ES cells (Fig. 1C).
They formed teratomas containing derivatives
of all three germ layers when transplanied sub-
cutaneously into nude mice (Fig. 1D). No GFP-
positive colonies emerged when Oct3/4 was
introduced with adenoviruses and K14 and Sox2
with retroviruses (Fig. 1A). Furthermore, we did
not obtain GFP-positive colonies upan introduc-
tion of two factors by adenoviruses.

We were unable to generate iPS cells by
introducing the four factors with separate adeno-
viral vectors. This might be due to the inability
to introduce multiple factors into the same cells
at sufficient concentrations. Hence, we placed
the cDNAs encoding Oct3/4, Sox2, and K1f4
into a single expression vector. To this end, we
used the foot-and-mouth disease virus 2A self-
cleaving peptide (16, 17), which enables effi-
cient polycistronic expression in ES cells. We
first placed the three cDNAs in all possible orders
into pMXs retroviral vectors (18) (fig. S1A).
We then transduced Nanog reporter mouse em-
bryanic fibroblasts (MEFs) with these retroviruses
to induce PS cells. We observed the highest ef-
ficiency of GFP-positive colony formation when
the factors were in order as Oct3/4, K14, and
then Sox2 (fig. S1, B and C).

Next, we placed the three factors in this same
order into a plasmid vector containing the CAG
constitutively active promoter (/9) (pCX-OKS-
2A, Fig. 2A). In addition, we constructed another
plasmid to express c-Myc (pCX-cMyc, Fig. 2A).
In the initial attempt (experiment mumber 432),
we transfected pCX-OKS-2A on days 1 and 3
and pCX-cMye on days 2 and 4 (Fig. 2B). We
obtained GFP-positive colonies that were mor-
phologically indistinguishable from mouse ES
cells (Fig. 2C). These virus-free iPS cells ex-
pressed ES cell marker genes ai levels com-
parable to those in ES cells (Fig, 2D) and gave
rise to adult chimeric mice (Fig. 2E). These data
showed that mouse iPS cells can be generated
without retroviruses or lentiviruses. Polymerase
chain reaction (PCR) analyses, however, de-

7 NOVEMBER 2008 VOL 322 SCIENCE

tected plasmid incorporation into the host genome
(Fig. 2F).

Fig. 2B). We obtained multiple GFP-positive col-
onies, wtuch gave rise to cells morphologically

We then modified the tr: protocol
in order to avoid plasmid integration. We trans-
fected pCX-OKS-2A and pCX-cMyc together
on days 1, 3, 5, and 7 (experiment number 440,

indis ishable from ES cells (Fig. 2C). These
cells expressed markers of ES cells at comparable
levels (Fig. 2D). To test for genomic integration
of plasmid DNA, we designed 16 sets of PCR

291S-7-1
A RtOK
Ad:S

277K-8-1
Rt:SO

Rt:SK
Ad:O

Phase

GFP

EE e EE
Sox2Teht
SDXQIQA"
OctaiaToRt
KfaTeft
KifaTeAd
c-MycTo#t
G3PDH

G3PDH (RT-)

D Epithelium  Epidemis Muscle Cartilage
= o e S TS YW

Neural tissue
579

2918-7-1 4

Fig. 1. Generation of iPS cells with adenovirusiretrovirus combination. (&) Mnrpholoqy of iPS cells
established by adenovirus/retrovirus combination. The iPS cell clone 2915-7-1 was generated with
retroviral {Rt) introduction of Oct3/4 (0) and KIf4 (K) and adenoviral (Ad) introduction of Sox2 (S). The
iPS cell clone 277K-9-1 was generated with retroviral introduction of Oct3/4 and Sox2 and adenoviral
introduction of Kif4. Scale bar indicates 500 um. (B) Integration of retroviral transgenes (TgRt} and
adenoviral transgenes (TgAd) of the four factors was examined by genomic PCR analyses. As a control of
TgRt, iPS cells generated with retroviruses (clone 20D-17) were used. As a control of TgAd, the plasmid
pAd/CMVV5-DEST vectors containing Sox2 or KIf4 were used. ES, RF8 mouse ES cells Hep, mouse
primary hepatocytes. As a loading control, the h ping gene, glyceraldehyde-3 hate dehy-
drogenase (G3PDH) was used. (C) Reverse transcription PCR (RT-PCR} analyses of ES <ell marker genes
and transgenes in RF8 mouse ES cells and iPS cells (clones 2915-7-1, 277K-9-1, and 20D-17). As a
loading control, G3PDH was used. As a negative control, G3PDH was amplified without the reverse
transcriptase (RT-). (D) Teratoma formation. RF8 ES cells or iPS cells (clones 2915-7-1 and 277K-9-1}
were subcutaneously transplanted into nude mice. After 4 weeks, tumors were sectioned and stained
with hematoxylin and eosin staining. Shown are gutlike epithelial tissues (left), epidermal tissues,
striated muscles, cartilage, and neural tissues (right).
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primers to amplify various parts of the plasmids  integration of transgenes in these clones (fig. S2). To exclude the possibility that virus-free iPS
(Fig. 2A). In 9 out of 11 GFP-positive clones  Although we cannot formally exclude the pres-  cells were derived from contamination of Nanog
obtained by the modified protocol, no ampli-  ence of small plasmid fragmenns, these data show  reporter ES cells that we have in our laboratory,
fication of plasmid DNA was observed (Fig. 2F).  that the iPS cells are most likely free from plasmid ~ we performed simple sequence length polymor-
In addition, Southem blot analyses did not detect  integration into the host genome. phisms (SSLP) analyses. In experiment mumber

Fig. 2. Generation of virus-free iPS cells. (A} Expression
plasmids for iPS cell generation. The three cDNAs encoding
QOct3/4, KIf4, and Sox2 were connected in this order with the
2A peptide and inserted into the pCX plasmid (pCX-0KS-2A). In
addition, the c-Myc cDNA was inserted into pCX (pCX-cMyd).
Thick lines (0-1, 0-2, K, K-5, 1 to 11, and M) indicate am-
plified regions used in (F) to detect plasmid integration into
genome. The locations of the CAG promoter, the ampicillin-
resistant gene {Amp'), and the polyadenylation signal (pA) are
also shown. (B) Time schedules for induction of iPS cells with
plasmids. Open arrowheads indicate the timing of cell seed,
passage, and colony pickup. Solid arrowheads indicate the
timing of transfection. (C) Colonies of virus-free iP5 cells. Scale
bar, 200 um. (D) Gene expression. Total RNAs isolated from ES
cells, retrovirus-induced iPS cells (clone 20D-17), plasmid-
induced iPS cells (clones 440A-3, -4, -7, -8, -10, and -11 and
clone 432A-1), and MEFs were analyzed with RT-PCR. (E)
Chimeric mice derived from the clone 432A-1. (F) Detection of
plasmid integration by PCR. Genomic DNA from a (S57BL/6
mouse, retrovirus-induced iPS cells (clone 20D-17), plasmid-
induced iPS cells (clone 432A-1 and clones 440A-1 to -11), and
MEFs were amplified by PCR with primers indicated in (A). In PCR
for 0-1, K, and M, bands derived from the endogenous (endo)
genes are shown with open arrowheads, whereas those from inte-
grated plasmids (Tg) shown with solid arrowheads. For the Fbx15
reporter, the lower bands indicate the wild-type allele, whereas
the upper bands indicate the knock-in allele. Minor PCR bands
seen in some virus-free clones are smaller than expected and are
most likely derived from primer dimers.
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440, we used MEFs derved from five mouse
embryos. SSLP analyses were able to distin-
guish these five and identified the origin of
cach virus-free iPS cells. The analyses also
confirmed that virus-free iPS cells are different
from ES cells, the latter of which were derived
from the mouse strain 12954 (fig. S3).

We performed 10 independent experiments
‘with this transfection protocol (table $1). In 7
out of the 10 experiments, we obtained GFP-
positive colonies. In these experiments, 1 1o 29
GFP-positive colonies emerged from 1 % 10°
transfected cells. When we used retroviruses, we
routinely obtained >100 GFP-positive colonies
with this number of transfected cells when using
three factors and ~1000 GFP-positive colonies
with the four factors. In addition, because we
re-plated transfected MEFs at day 9, some virus-
free iPS cell clones may derive from common
progenitor cells. Thus, the efficiency of PPS cell
induction with the plasmid transfection pro-
tocol is substantially lower than that with the
retroviral method. Nevertheless, we obtained
iPS cell clones without evidence of plasmid
integration in 6 out of 10 experiments (figs.
82 to $5), demonstrating reproducibility of the
protocol.

To confirm pluripotency of these iPS cells,
we transplanted them subcutaneously into nude
mice. All clones tested (440A-3, -4, -7, -8, -10,
and -11; 492B-4 and -9; 497B-30; and 497D-2)
gave rise (o tumors containing a wide variety of
cell types, including cells derived from all three
gemm layers (Fig. 3A and fig. S5). We also
injected the iPS cells into blastocysts from the
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mouse strain ICR. From all clones injected
(4H0A-3, 4, -6, -7, -8, 9, -10, and -11; 492B-4
and 9), we obtained adult chimeras, as judged
from coat color (Fig. 3B). In these chimera
mice, we did not detect integration of the trans-
genes by PCR (Fig. 3C). Furthermore, PCR
analyses detected both the Nanog reporter and
the Fbx15 reporter (20) in chimeras (Fig. 3C).
Because we generated these virus-free iPS cells
from the double reporter mice in the experiment
number 440 and because we do not have double
reporter ES cells in our laboratory, these data
confimmed that these chimeras were derived from
the virus-free iPS cells but not from contami-
nated ES cells. These results confinn pluripotency
of iPS cells generated by plasmid transfection
methods.

We previously reported that we did not find
common retroviral integration sites in iPS cell
derived from mouse liver and stomach (/3).
The current study shows dispensability of ret-
roviral integration in iPS cell generation. The
efficiency of iPS cell generation, however, is

L ially lower without . This may
suggest that retroviral integration facilitates iPS
cell generation. Alternatively, the lower efficiency
may be attributable to lower transgene expression
levels observed with plasmid transfection than
those with retroviruses (fig. S6). Further studies
are required to increase the efficiency of virus-
free iPS cells. In addition, whether virus-free iPS
cells are germline-competent and whether they
can be generated from adult somatic cells remain
to be determined. Nevertheless, our study is an
important step toward studying patient-specific

Fig. 3. Pluripotency of
virus-free iPS cells with-
out evidence of transgene
integration. (A) Teratoma
formation. Virus-free iPS
cells (clones 440473, -7,
and -8) were subcutane-
ously transplanted into
nude mice. After 4 weeks,
tumors were sectioned
and stained with hema-
toxylin and eosin stain-
ing. Shown are gutlike

epithelial tissues (upper),
epldemuimes,sh'lated
muscles, and neural tis-
sues (bottom). Scale bar,

chimera

-1- |arge1ed

50 um. (B) Chimeric mice derived from virus-free iPS cells (clones 440A-3 and -7). (C} De-
tection of plasmid integration by PCR. Genomic DNA was extracted from an ICR mouse, iPS cells
(clone 432A-1), and chimeric mice derived from plasmid-induced iPS cells (clone 432A-1 and
clones 440A-3, -7, -8, and -11) and was analyzed with PCR to amplify fragments 0-1, K, and M
indicated in Fig. 2A. Bands derived from the endogenous genes are shown with open arrowheads,
whereas those from integrated plasmids were with solid arrowheads. The presence of the
Nanog reporter and the Fbx15 reporter was also detected by PCR.

cells and associated discase as well as future ap-
plication of iPS cell technology in regenerative
medicine and other clinical usages.
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Insights into Translational
Termination from the Structure of
RF2 Bound to the Ribosome

Albert Weixlbaumer,* Hong Jin,* Cajetan Neubauer, Rebecca M. Voorhees, Sabine Petry,

Ann C. Kelley, Venki Ramakrishnant

The termination of protein synthesis occurs through the specific recognition of a stop codon

in the A site of the ribosome by a release factor (RF), which then catalyzes the hydrolysis of the
nascent protein chain from the P-site transfer RNA. Here we present, at a resolution of 3.5
angstroms, the crystal structure of RF2 in complex with its cognate UGA stop codon in the 708
ribosome. The structure provides insight into how RF2 specifically recognizes the stop codon;

it also suggests a model for the role of a universally conserved GGQ motif in the catalysis of

peptide release.

UAG, and UAA, signal the end of the coding

sequence in mRNA. These stop codons are
decoded by a protein factor termed a class 1
release factor (RF) (/, 2). In bacteria, there are
two such factors with overlapping specificity:
RF1 recognizes UAG, RF2 recognizes UGA,
and both recopnize UAA. In eukaryotes, a single
RF, eRF1, recognizes all three stop codons. The
mechanism by which RFs specifically decode
stop codons and catalyze peptidyl-tRNA hydrol-

In nearly all species, three stop codons, UGA,

| problem in 2

ysis is a f
translation.

Elements of RFs involved in catalysis and
stop-codon recognition have been proposed, using
sequence analysis combined with biochemistry
and genetics. A universally conserved tripeptide
sequence, GGQ (3), has been implicated in the
hydrolysis of the peptide chain from (RNA (4).
Exchanging a tripeptide motif between RF1 and
RF2 [P(A/V)T in RF1; SPF in RF2] swilches
their respective specificities for UAG and UGA

508
P-site tRNA
E-site tRNA ¥ RF2'
e s
%" Ty
mANA
3 308

(5). Hydroxy!-radical probing suggested that the
SPF and GGQ motifs were close to the decoding
center and peptidyl transferase center (PTC),
respectively (6).

The structure of the eukaryotic eRF1 sug-
gested that the distance between its codon-
tecognition and GGQ motifs was compatible
with the approximately 75 A distance between
the decoding center and the PTC (7). However,
€RF1 has no sequence or structural homology to
‘bacterial RFs. The crystal structure of a bacterial
RF2 (8) showed that the distance between the
SPF and GGQ motifs was about 23 A and thus
mcompatible with their simultanecus mvolve-
ment in decoding and peptide release. This
anomaly was resolved when low-resolution
structures (9-11) showed that the conformation
of RF2 when bound to the ribosome was dif-
ferent, so that the GGQ and SPF/PVT motifs
were localized to the PTC and decoding center,
respectively. However, the resolution of these
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Domain 1

Domain 2

Domain 4

Fig. 1. The structure of RF2 in the ribosome. (A) Unbiased difference Fourier maps showing the density of RF2 in the

peptidyl transferase center of the ribosome. (B} Overview of the structure showing the 505 subunit {light blue), the 305
subunit (yellow) with E-site tRNA (red), P-site tRINA (green), and RF2 colored by domains as in (C). The mRNA is shown

domains 2 and 4, that undergo I c

in magenta. (€) Conformational differences between the isolated crystal structure of RF2 (15} (shown in light blue),
X - and the ribosome-bound form (colored by domams as labeled) are mdiczted loop regions connecting domain 3 with

in red.

L changes, are
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structures was 100 low to reveal detailed inter-
actions of RFs with the ribosome.

Two years ago, our laboratory identified a
crystal form of the Thermus thermophilus ti-

‘bosome that diffracts to high resolution in the
presence of both A- and P-site ligands (/2), thus
providing a way out of this impasse. Using this
crystal form, we report a structure, refined to a

s &"‘L’*
X
2

RF2

16S RNA

| mANA >

Fig. 2. Interaction of RF2 with the stop codon in the decoding center. (A) Overview of the decoding
center, showing the UGA stop codon (magenta). Domain 2 of RF2 is shown in green, except for
parts interacting with the coden, which are shown in red. Key bases from 165 RNA and A1913 of
235 RNA are also shown. (B to D) Details of interactions at the first (B), second (C), and third (D)
positions of the stop codon with elements of RF2 and the decoding center.

A B
A2451 5 5% W
il " AT c74
[
)
Q240
k|
U2506 | ‘ U2585

GGQ Loop

Fig. 3. Interaction of RF2 with the peptidyl transferase center. (A) Overview
of the peptidyl transferase center showing the terminal CCA of P-site tRNA
(green), the conserved GGQ motif of RF2 (red), and key bases of 235 RNA
(blue). (B) Interaction of the GGQ loop of RF2 {orange) with the terminal
ribose of P-site tRNA {green), showing G, weighted 3mF oy, — 2DF . Maps,
where m is the figure of merit, D is the o, weight, and Fy,, and F.y, are the
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resolution of 3.45 A, of RF2 bound to a 708
ribosome containing the RF2-specific UGA stop
codon (whose nucleotides are named Ul, G2,
and A3) in the A site (13). The structure shows
details of stop-codon recognition by RF2 as well
as interactions of RF2 with the PTC and other
regions of the ribosome, including helix 69 (H69)
and the L11 region This crystal form was also
used in a recent structure of RF1 bound to the
ribosome containing a UAA codon (/14).

Initial refinement of the data by using a model
of the empty ribosome showed clear difference
density for the bound ligands (Fig 1A). A
complete model for the ribosome in complex
with P- and E-site (RNA™, mRNA, and RF2
was thus built and refined (/3) (Fig. 1B).
Compared with the crystal structure of isolated
T. thermophilus RF2 (15), the factor in complex
with the fbosome underwent major conforma-
tional changes. As expected from earlier low-
resolution studies (9-17), domain 3 of RF2
peeled away from domains 2 and 4 (15) (Fig.
1C), placing the GGQ motif in the PTC, whereas
domains 2 and 4 interact with the decoding cen-
ter. Domain | shified slightly and interacts with
the L11 region of the 505 subunit (see fig. S1 for
details). These global conformational changes
were accompanied by rearrangements of specific
regions (Fig. 1C).

At the decoding center, RF2 induces changes
that are markedly different from those induced by
paromomyein or (RNA binding to sense codons
{16, 17) (Fig. 2A). In standard decoding, three
conserved nucleotides in the 30§ ribosomal
subunit, A1492, A1493, and GS30 (Escherichia
coli numbering is used throughout), change con-
formation upon tRNA binding and closely
interact with the minor groove of the codon-
anticodon helix. These conformational changes
would clash with RF2, explaining why paromo-
mycin promotes IRNA binding but abolishes RF
binding (/8). In its new orientation, A 1493 stacks

CCA-end \\__
Q LY

Selmer et al.

observed and calculated structure factors, respectively. Potential hydrogen
bonds between the conserved Q240 and the ribose of P-site tRNA are shown.
(€) Changes in the peptidyl transferase center upon RF2 binding compared
with the 705 structure with an empty A site (gray) (12). The structure shows
that RF2 would clash with elements of 235 RNA and induces conformational
changes, in particular in U2506 and U2585.

www.sciencemag.org
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Fig. 4. A model of the substrate complex that suggests the basis for
catalysis. (A) The interaction of Q240 of RF2 and A2451 of 235 RNA in

the current structure. (B) A proposed structur

change in the orientation of Q240 would allow it to coordinate a water

molecule (transparent orange versus yellow). In
analog superposed on this structure [1VQ7, ta

on A1913 of 235 RNA, which probably plays a
role in signal transduction from the decoding
center to the PTC.

The structure sheds light on the basis of stop-
codon recognition by RF2. At the first position,
two conserved glycines at the tip of helix o5 in
domain 2 make important backbone contacts
with Ul of the stop codon (Fig. 2B). A purine at
this position would result in a steric clash with the
backbone of both G125 and G126, The N3 of Ul
can make a hydrogen bond with the carbonyl
group of G125, and the 04 is within hydrogen-
bonding distance of the backbone amide of E128.
These interactions would not occur with a C.
Together with the recent structure of RF 1 bound to
the ribosome (14), these ohservations explain why
U isrequired at the first position of all stop codons.

Only the first amino acid in the SPF motif
directly interacts with the second base of the stop
codon, via hydrogen bonds between S193 and
the 06 and N1 of G2 (Fig. 2C). Similar inter-
actions with the hydroxyl group of $193 would
be possible with the N6 and N1 of A, which
suggests why an A would also be recognized at
this position. The imidazole ring of H202 makes
a stacking interaction with the second base.
Though a pyrimidine would stack with H202 in
a similar fashion, complete desolvation of the
Watson-Crick edge would be required without
the formation of compensatory hydrogen bonds.
Additional conserved elements are important for
stop-codon recognition: both the hydroxyl of
8204 and the carbonyl backbone of T203 can
make hydrogen bonds with the N2 of G2.

Discrimination at the third position appears io
be more complex. Although both RFs recognize
an A at this position, RF2 miscodes a UGG
codon with an emor rate of 1 out of 2400, which
is almost an order of magnitude worse than it
miscodes UGU or UGC (/9). The third base A3

A76
C2'-endo,

e showing how a minor

gray is a transition-state
ken from (24)] that was  catalysis.

does not stack on G2 but instead on G330 of 168
RNA (Fig. 2D). This stacking interaction would
be far less favorable for a pyrimidine, which
explains the discrimination against U or C at this
position. The hydroxyl group of T203 can donate
a proton to the N7 of A3 and accept one from its
N6. With a G, similar hydrogen bonds could not
be formed simultaneously to both its 06 and N7.
However, T203 is also present in RF1, which can
accept a G at the third position, suggesting that
other interactions menitor this position. The ter-
minal amino group of R201, which is conserved
in RF2 but absent in RF1, is within hydrogen-
bonding distance of the phosphate of U331 and
D317 in domain 4 of RF2. These interactions
could position the arginine to act as a hydrogen-
‘bond donor for the N1 of A3, which would not be
possible with a G. However, the arginine is poor-
ly ordered in the structure.

The structure thus provides a rationale for the
specific recognition of UAA and UGA by RF2
and, in conjunction with the recent structure of
RF1, clarifies many of the elements involved in
stop-codon recognition. However, it is clear that
the tripeptide motif identified genetically (5) is
only partially responsible for recognition. Other
residues, some of which have been discussed, are
probably involved in conferring specificity. More-
over, mutations in RF2 distant from the codon give
rise o hacterial RFs with altered specificity (20).
This suggests that recognition and miscoding by
RFs are more complex and may involve the kind
of tradeoff between binding energy and induced
conformational changes that has been observed for
RNA recognition (2/). The observation that the
accuracy of termination arises from both a binding
component and a catalytic rate component (/9) is
also fully consistent with the idea that codon
recognition by RFs is followed by induced
structural rearrangements that lead to catalysis.

REPORTS I
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used to place the putative water that would take part in a nucleophilic
attack on the ester bond. (€) A schematic representation of how a
network of interactions among the conserved Q240, the coordinated
water molecule that is the attacking nucleophile, the ribose of A76 of
P-site tRNA (in C2"-endo conformation), and A2451 would act to facilitate

The GGQ motif essential for catalysis is
positioned in the heart of the PTC (Fig. 3A)
The loop within domain 3 that contains this
conserved tripeptide shifts considerably when
bound to the ribosome as compared with the
isolated crystal stucture (/5). In the modeled
loop, both glycines adopt a backbone conforma-
tion disallowed for any other amino acid, which
explains their universal conservation and the dras-
tic reduction in in vitro RF activity upon their
mutation (22, 23). The glutamine side chain Q240
was modeled and refined in an orlentation that is
consistent with the initial unbiased difference
Fourier maps (Fig. 1A), which places its side-
chain carbonyl within hydrogen-bonding distance
of the ribose of A76 of P-site tRNA (Fig. 3B).
After refinement, difference Fourier maps also
suggest the existence of a second conformation
similar to that in the recent structure of RF1
bound to the ribosome, where it is pointed away
from the ribose (/4). The resolution is not high
enough to distinguish between the C2"- and C3*
endo conformations of the ribose. In Fig. 3B, the
ribose was modeled in a C3"-endo conformation,
which in addition to a bond between the gluta-
‘mine oxygen to the 3-OH of A76 also allows a
bond between the backbone amide of Q240 and
the 3“OH of A76. This backbone interaction was
observed with RF1 (/4), where it has been sug-
gested to be important for product stabilization.
The altemative C2"-endo conformation seen in
other structures (12, 24) would still allow the
glutamine side-chain oxygen to make hydrogen
bond with the 2"-OH of A76 but would preclude
formation of a hydrogen bond with the main-
chain amide.

RF2 also induces changes in the PTC as
compared with the structure of the ribosome with
an empty 50S A site (/2). The GGQ loop would
clash with U2506 and U2585 if they remained in

www.sciencemag.org SCIENCE VOL 322 7 NOVEMBER 2008
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the same conformation as when the A site is
unoccupied. Thus, both residues have moved asa
result of RF2 binding (Fig. 3C). As suggested
previously (24), the movement of U2585 away
from the ester bond of peptidyl tRNA opens the
bond to nucleophilic attack by water, whereas in
the uninduced state it would be protected by
U2585 in the absence of an A-site ligand. The
changes induced by the binding of the GGQ loop
that expose the ester bond 1o nucleophilic attack
must be a major component of the catalytic
mechanism of RFsand, as suggested previously,
show how similar changes induced by deacylated
{RNA binding can catalyze peptide release (24).
The glutamine side chain was proposed to
directly coordinate a water molecule during hy-
drolysis of the peptidyl-{RNA ester bond (7). Its
mutation had a less drastic effect on activity than
mulaung either glycine (22, 23); however, the rate
due to the gl must never-
theless be imporiant because it is universally con-
served, and RFs containing a ghitamine mutation
fal to complement defective RFs in vivo (25).
The structure, which is of the state afier
peptide release (Fig. 4A), makes it possible to
propose a modr.'l for calalysis that rationalizes the
ical data by using substrate and
transition-state analog structures. The superposi-
tion of a transition-state analog of peptidyl
transfer from a 505 subunit complex (24) shows
that only a small change in the dihedral angles of
the conserved Q240 would be sufficient to ac-
commodate a water molecule positioned for
nucleophilic attack on the peptidyl (RNA ester
bond (Fig. 4B). As in models presented earlier
(7, 26), the side-chain oxygen of Q240 could be
involved in hydrogen bonding with a water mol-
ecule (Fig. 4C). The glutamine is normally meth-
ylated in vivo, and the methylation is known to
stimulate termination (27). Presumably, the
methylation would help direct the amine away
from the ribose, thus positioning the oxygen for
coordination with the water molecule. By acting
as a hydrogen bond donor to N3 of A2451 (or its
"-OH), the 2-OH of A76 (modeled in the C2"-
endo conformation, as seen in previous studies) is
positioned 1o accept the second hydrogen of the
attacking water, positioning the water oxygen for
inline attack on the ester. Our proposed mode!
also explains the minimal effect of A2451 mu-
tants on peptide release (28) because all four
bases contain a hydrogen-bond acceptor in the
position of the N3 of A2451 and have a 2-OH.
Furthermore, the involvement of the 2“OH of
A76 agrees with data showing a substantial cffec(

the mechanism and the involvement of the 2-OH
of the peptidyl tRNA have similarities with the
peptidy] transferase reaction (23).

Mutations of A2602 were observed to reduce
the rate of peptide release (28), but other experi-
ments reported that an abasic 2602 had no effect
on the reaction rate (3(7). The structure shows that
a direct involvement of A2602 in catalysis can be
excluded, but it is possible that the nucleotide is

rected biochemical experiments, will therefore be
essential for understanding catalysis by these
factors.
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Fat Metabolism Links Germline Stem
Cells and Longevity in C. elegans

Meng C. Wang, Eyleen ). O'Rourke, Gary Ruvkun®

Fat metabolism, reproduction, and aging are intertwined regulatory axes; however, the
mechanism by which they are coupled remains poorly understood. We found that germline stem
cells (G5Cs) actively modulate lipid hydrolysis in Caenorhabditis elegans, which in turn regulates
longevity. GSC arrest promotes systemic lipolysis via induction of a specific fat lipase.
Subsequently, fat mobilization is promoted and life span is prolonged. Constitutive expression of
this lipase in fat storage tissue generates lean and long-lived animals. This lipase is a key factor in
the lipid hydrolysis and increased longevity that are induced by decreased insulin signaling.
These results suggest a link between C. elegans fat metabolism and longevity.

balance of fat storage and mobilization is
Aa universal feature of animal physiology

(7). Reproduction is an energy-intensive
process, which is modulated by the availability of
nuirients and in tum influences lipid metabolism
(2). Reproductive ability declines with age, and
many organisms undergo reproductive senes-
cence (3). Obesity increases with age and is also
associated with the transition to menopause in
women (). Genetic studies have suggested endo-
crine roles of adipose tissue and the reproductive
system in regulation of life span (5-8). Thus,
understanding the mechanisms by which fat
metabolism i8 coupled to reproductive cues may
reveal systemic regulation of fat metabolism and
provide insights into the control of aging.

Depariment of Molecular Biology, Massachusetts General
Hospital, and Depariment of Genetics, Hanvard Medical Schogl,
Boston, MA 02114, USA.

“Ta whem cemrespandence should be addressed. E-mall:
ruvkun@molbio.mgh.harvard. edu

germline ablated

gip-1

In C. elegans, the energetic demands of prog-
eny production are profound. The gonad undergoes
‘many more mitoses than does somatic tissue, and
the hiomass of the oocytes produced is approxi-
‘mately equal to the biomass increase from egg 1o
adult. Thus, in the absence of reproduction, a sur-
feit of available energy could lead to an increase in
fat storage. To test this idea, we ablated the pre-
cursor cells of the germ line in €. elegans with the
use of a laser microbeam. The vital dye Nile Red
was used to visualize fat storage droplets in living
animals (9). Opposite tothe expected increase in fat
storage, germ line-ablated animals stored 50% as
‘much fat as untreated animals (Fig. 1, A to C). This
finding suggested a regulatory mechanism cou-
pling reproduction and fat metabolism.

Fat storage is also aberrant in the sterile mu-
tants glp-I{e2141ts) and glp-4(bn2is), which are
defective in germline proliferation (10, 11). The
glp mutants showed a 50% d in fat storage

REPORTS I

was ohserved by staining with a BODIPY-labeled
fatty acid analog (fig. S1) (/2) or Sudan Black, a
fat-specific dye (fig. S2) (13). At the permissive
temperature, the glp mutants reproduced normal-
Iy and their fat storage was similar to that of the
wild type (fig. $3).

Fat storage can be altered by changes in either
energy input or expenditure. Food intake and
rtetention in the gut are unchanged in gip-/ (Fig.
1, H and J); the food absorption rate is also
normal (Fig. 1I). Normmal locomotion in gip-/
suggests that less fat storage is not due to an
increase in physical activity (Fig. 1K). Therefore,
decreased fat storage in the germ line—defective
mutants is unlikely to be the result of alterations in
energy intake and/or physical activity, and more
likely reveals an altered endocrine signaling axis.

Production of vitellogenin-rich oocytes is the
most energy-intensive reproductive function. We
used fem-3 sterile mutants to examine whether
gametogenesis influences fat storage. The gain-of-
function allele fem-3(g201s) produces only sperm,
whereas the loss-of function allele fem-3(e20065s)
produces only oocytes at the nonpermissive tem-
perature (14, 15). Neither fem-3 mutant exhibited
abnormal lipid accumulation (Fig. 2, A to D),
This result excludes the possibility that gameto-
genesis regulates fat storage, and it also suggests
that sterility per se does not cause a change in
lipid accumulation.

To test whether gemmline proliferation regu-
lates fat storage, we shifted glp-/ mutanis to the
Testrictive temperature at different developmental
stages 1o arrest germline proliferation at distinct
points. Adults that are generated from 1.2 (early)
shifis carry few mitotic genn cells,

at the nonpermissive temperature relative o the
wild type (N2) (Fig. 1, D to G). A similar decrease

whereas adults from L4 (late) temperature shifis
form the genmn line with essentially wild type-

Cc H | J K e
g e 5 1.0. & 60 20
2 = 20
= i 3 : g
£ g3 5 E E 15
5 =3 - il =
£

é P &2 g LI & & 1
2 o < § 2
g £ 3 g :
s E! 2 8 g s
I3 . £ 2

0

CLLCPR T N2 gip-1 T glo-1 T glp-1 T glp-1

G
"= Fig. 1. Influence of reproductive activity on fat metabolism. (A to C)
g 1.0 Ablation of germline precursor cells resulted in a 50% reduction in adult
'; fat storage (P < 0.0001) (n = 15). (D to G) The same degree of reduction
3 was observed in glp-4(bn2} and glp-1(e2141) mutants defective in germline
2, proliferation (P < 0.0001) (V2 and gip-4, n = 15; glp-1, n = 18). (Hto J)
€ Decreased fat in glp-1 was not due to less food intake (measured as pharyn-
&os geal pumping and food absorption rates) or food retention time (measured as
E defecation rate) (P > 0.5 for each) (pumping rate, N2, n = 12; gip-1, n = 18;
B food absorption rate, N2 and glp-1, n = 5; defecation rate, N2 and glp-1, n =
@ 7). (K) Comparison of locomatory behavior showed that physical activity does

not change in glp-1. Experiments were performed at the restrictive temper-

] ature (25°0) for both wild-type (M2) and glp mutants (0 = 21 for each).

N2 glp-4 glp-T
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Fig. 2. Regulation of fat metabolism by GSC proliferation. (A to D)
fem-3(e2006) loss-of-function mutants (if} producing only oocytes or
fem-3(q20) gain-of-function mutants (gf) generating only sperm showed
the same fat storage as in the wild type (P> 0.1) (» = 15 for each). (E) Shift
to 25°C during early or late larval development did not affect fat storage
in the wild type (P > 0.1} but caused a 50% decrease in glp-1{e2141)
mutants (P < 0.0001) {1 = 15 for each genotype and treatment). (F) GSC
arrest, caused by temperature shifting of 1-day-old glp-1 adults, caused a
decrease in fat sterage (0 hours, P > 0.5; 30 hours, P < 0.005; 48 hours,
P < 0.0001) {n = 17 for each genotype and treatment). (G) lag-2(q420)
showed reduced fat (P < 0.0001) (V2, n = 12; lag-2, n = 15). (H to K)
GSC overproliferation in the gip-1(ar202} gain-of-function mutant causes

Relative Change (Nile Red) G}
o

N2 lag-2

increased fat {P < 0.0001). In contrast, the loss-of-function mutant of gld-1(q485), in which early-phase meiotic germ cells overproliferate,

storage {P > 0.1) (N2, n = 12; glp-1, n = 15; gld-1, n = 13).
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Fig. 3. A role for triglyceride lipase in lipid hydrolysis and longevity. (A) K04A8.5 RNAi partially
restored fat storage in glp-1(e2141) (open bars, P < 0.001) but had a marginal effect in the wild
type (solid bars, 10% increase in fat storage, P > 0.1) {n = 20 for each genotype and RNAi feeding).
Blue, K0448.5 RNAi; black, vector control. (B) K04A8.5 expression was up-regulated in glp-1 (P <
0.0001; solid bars, N2; open bars, gip-1). (C to E) Genetic mosaic analysis shows that the number
and intensity of lipid droplets both decreased in the cell constitutively expressing K04A8.5, marked
by GFP, relative to its sister cell. (F) K0448.5 RNAi had no effect on the life span of wild-type
animals (P > 0.01) but suppressed the increased longevity of glp-1 (P < 0.0001; 24% reduction in
mean life span). (G) Constitutive expression of K04AB8.5 in the intestine extended life span (P <
0.0001; 24% mean life-span extension).

sized mitotic and meiotic germ cells and differ-  decreased to a similar extent under all conditions

entiated sperm. Despite a very different compo-  (Fig. 2E). One process shared by all temperature
sition of the germ line, adult fat storage was  shifis is gemmline stem cell (GSC) amest (/6),
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which could induce the decrease in fat storage.
‘We therefore shified temperature at 1 day of
adulthood, after animals started to reproduce; this
should affect adult GSCs but not the already
proliferated germ line. By 30 hours at the re-
strictive temperature, fat storage in gip-/ started
to decrease (Fig. 2F). Within 48 hours, lipid ac-
cumnulation in glp-! was reduced 1o an extent
comparable to that seen with the developmen-
tal temperature shifis (Fig. 2F). This result sug-
gests that GSCs regulate fat storage during
adulthood.

The somatic distal tip cell forms the niche of
GSCs. The Notch ligand LAG-2 expressed in the
distal tip cell is required to maintain GSC identity
(I7). Like glp-! mutants, lag-2(g420¢s) mutants
(18) showed a 50% decrease in fat storage (Fig.
2G). glp-1{ar202gf) mutanis with a hyperactive
GLP-1, in which entry into meiosis is prevented
and GSCs overproliferate (19), showed a factor
of 1.7 fat increase (Fig. 2, H, I, and K), which
suggests that a deficit of GSCs signals low fat
storage and that GSC overproliferation signals
high fat storage. No change in fat content was
detected in gld-1(g485) mutants, in which early-
phase meiotic germ cells reenter into the mitotic
cell cycle and overproliferate (20) (Fig. 2, H, J,
and K). Thus, once germ cells undergo differen-
tiation, they lose the ability to modulate fat
storage.

To understand the mechanisms by which
GSCs regulate fat storage, we reduced the activ-
ities of 163 metabolic genes by RNA interference
(RNAI) and screened for gene inactivations that
increase fat storage in glp-/ (table S1). Among
16 potential candidate genes identified, K0448.5
encoded a triglyceride lipase, which most strong-
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ly affected fat storage. Inactivation of K(4A48.5
partially restored fat storage in gip-/ but had
marginal effect on the wild type (Fig. 3A). GSC
amest caused a marked increase in the tran-
scriptional levels of K0448.5 (Fig. 3B), and
a promoter—green fluorescent protein (GFP)
reporter that was not detected under normal
conditions became detectable in the glp-/ gut at
the restrictive temperature (fig. S4). High gene
dosage of K0448.5 decreased fat siorage in the
wild type, and genetic mosaic animals showed
that intestinal cells that constitutively express
K04A8.5 had fewer lipid droplets than did
neighboring nontransgenic cells (Fig. 3, C to E).
These results imply that this lipase acts in fat
storage tissue rather than in endocrine cells or
GSCs. Thus, the decrease in fat storage upon
GSC arrest is induced by increased lipid hy-
drolysis via up-regulation of K(04A8.5.

GSC arrest caused by gip-/ loss of function
resulied in extended life span (Fig. 3F and table
82) (8), KO4A48.5 RNAi suppressed this increased
longevity but did not reduce wild-type life span
(Fig. 3F and table $2). Therefore, up-regulation
of this lipase gene mediates both lipid hydrolysis
and longevity in GSC-arrested animals. Con-
stitutive expression of K0448.5 specifically in

the intestine led to life spans that were 24%
longer than in control siblings (Fig. 3G and table
$3). Thus, lipid hydrolysis in fat storage tissue
prolongs life span, which connects the metabolic
functions of adipose tissue to life-span control

We i ipated the signaling pathy regu-
lating K0448.5 expression in the intestine. The
forkhead transcription factor DAF-16 is trans-
located into nuclei in the intestine upon GSC
arrest (2/). To test whether daf-16 is involved in
regulation of fat storage by GSC proliferation, we
inactivated daf-16 by RNAI in wild-type and
glp-1 mutants and assayed fat storage. daj~{6
inactivation restored fat storage in gip-I but did
not affect wild-type fat storage (Fig. 4A and fig.
§5). K0448.5 up-regulation in gip-/ was abol-
ished in the absence of daf- 16 but was not altered
in wild-type animals subjected to daf-{6 RNA1L
(Fig. 4B). Thus, upon GSC arrest, DAF-16 is ac-
tivated in the intestine to promote lipid hydrolysis
through induction of K0448.5 expression. Extemal
stresses such as heat shock and oxidative stress
activate daf-l6 (22, 23). After heat shock and
paraquat treatment, the DAF-16 targets hsp-16.1
and etl-2 were up-regulated but KO448.5 was not
(fig. S6). These results suggest a specific regulation
of K04AS.5 by the signal from the germ line.
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Fig. 4. Synergistic requlation of fat metabolism by GSC proliferation and insulin signaling. (A) Either
daf-16 or kri-1 RNAI restored lipid accumulation in glp-1 (P < 0.0001); neither of them affected fat
storage in the wild type (P > 0.05) (n = 17 for each genotype and RNAi feeding). Solid bars, N2; open
bars, glp-1. (B} daf-16 and kri-I were required to up-regulate K04A48.5 upon GSC arrest. daf-16 or
kri-1 RNAi suppressed K04A8.5 induction in glp-1 {P < 0.001) {7 = 15 for each genotype and RNAi
feeding). Solid bars, N2; open bars, gip-1. (C) K04A8.5 was induced in animals subjected to daf-2
RNAi only at adulthood (P < 0.0001). This induction by daf-2 RNAi was enhanced in the glp-1 mutant
(P < 0.0001). Green, daf-2 RNAJ; black, vector control. Solid bars, N2; open bars, glp-1. (D) Adult-
specific daf-2 RNAi decreased fat storage by 50% in the wild type (P < 0.0001). Loss of the germ line

and reduction of daf-2 activity were synergistic in

reducing fat storage (P < 0.0001). Green, daf-2

RNAi; black, vector control. Solid bars, N2; open bars, glp-1. (E} K04A8.5 RNAi partially suppressed
the longevity of daf-2(e2370) mutants (P < 0.005; 24% decrease in mean life span) but had no effect

on the life span of the wild type (P > 0.01).
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KRI-1, the human KRIT 1 homolog, and
DAF-12, the nuclear hormone receptor, are both
required for the intestinal nuclear localization of
DAF-16 in GSC-amrested animals (27). These
factors could act upstream of DAF-16 to sense
signals from GSC and, in response, regulate lipid
accurmulation. Like daf-16 RNAI, kri-1 RNAL
significantly reduced K0448.5 expression and
increased the fat content in gfp-7 (Fig. 4, A and
B, and fig. S5). In contrast, reducing daf-i2
function did not affect K04A48.5 levels and caused
a slight decrease in lipid accumulation in both
wild-tvpe and glp-/ mutants (fig. S7). Therefore,
GSC amest promoies lipid hydrolysis in the in-
testine through activation of the kii-I/daf-i6

ignaling pathway, but independently of daf~12
lipophilic hormone signaling,

‘We examined K0448.5 expression in other
long-lived animals, such as worms with reducing
function in insulin receptor/daf~2. daf-2 is crucial
in regulation of fat metabolism during larval
development (24). Therefore, we reduced daf-2
function only at adulthood by RNAi feeding
Reducing daf-2 activity at adulthood caused up-
regulation of K448 5 and decreased fat storage
(Fig. 4, Cand D, and fig. S8). Loss of the germ
line and reduced daf~2 sipnaling synergistically
induced K0448.5 and decreased fat storage (Fig
4, C and D, and fig. S8). We also found that
K0448 5 RNAI partially suppressed the longev-
ity of daf-2 mutants (Fig. 4E and table S4). These
results suggest that lipid hydrolysis is also
connected to life-span control in the daf-2 long-
lived animals,

Our findings reveal an endocrine signaling
axis from GSCs to fat storage tissue, with feed-
back from the fat storage to the longevity of the
animal. Somatic stemn cells are thought to mediate
tissue regeneration after wounding, and such re-
generation is also known to decline with aging,
How the proliferation of adult stem cells is cou-
pled to the requirement for replacement cells
during normal and pathological aging may be
related to the metabolic pathways we have dis-
covered between germline stem cells and the
longevity of C. elegans.
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Spontaneous Changes of Neocortical
Code for Associative Memory
During Consolidation

Kaori Takehara-Nishiuchi and Bruce L. McNaughten*

After learning, the medial prefrontal cortex (mPFC) gradually comes to modulate the expression of
memories that initially depended on the hippocampus. We show that during this consolidation
period, neural firing in the mPFC becomes selective for the acquired memories. After acquisition of
memory associations, neuren populations in the mPFC of rats developed sustained activity during
the interval between two paired stimuli, but reduced activity during the corresponding interval
between two unpaired stimuli. These new patterns developed over a period of several weeks after
learning, with and without continued conditioning trials. Thus, in agreement with a central tenet of
consolidatien theory, acquired associations initiate subsequent, gradual processes that result in
lasting changes of the mPFC’s code, without continued training.

association among elements of an event

{1—), and is initially also critical for re-
trieval of these associations; however, its neces-
sity for retrieval is time-limited (f, 5). In trace
eyeblink conditioning, the medial prefrontal cor-
tex (mPFC) becomes necessary for retrieval of
associations as they become independent of the

hippocampus (6), a process that requires intact

Thc hippocampus is necessary for rapid

A Paired Pseudo
Rest Rest Rest

30 m-n_._do mif— O_ 30 min
50 min 50 min
AN TN

Trials 21 - 100
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ca] oAmmclleg [T ;708ec
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CSinbox A CSinboxB

N — gy —

Fig. 1. Context-dependent acquisition of memory associations. (A) Rats
were exposed to an environment in which an auditory CS was paired with
eyelid stimulation US (Paired) and a separate environment in which the CS
and US were unpaired (Pseudo), with each condition bordered by rest pe-
riods. During the first 20 trials in both conditions, the CS was delivered
without the US. (B) Percentage of trials in which rats exhibited CRs
increased in Paired, but not Pseudo, condition across weeks of learning
(Early and Late} and overtraining (Post 1w to Post 6w; mean + SEM from
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N-methy!l-o-aspartate (NMDA) receptor function
in mPFC (7). If, as these results suggest, memory
is gradually consolidated in a network encom-
passing mPFC, then mPFC neurons should be-
come selective for learned associations with a
similar time course.

We recorded from cells in the deep layers
of prelimbic mPFC of rats, during a conditional
associative learning task (table S1). Four rats were

trained on a context-dependent association be-
tween a neutral tone [conditioned stimulus (CS)]
and a mild shock to the eyelid [unconditioned
stimulus (US)] (Fig. 1A). When the CS and US
were paired in a fixed temporal pattem (Paired),
the rats gradually expressed eyeblinks io the CS
[conditioned response (CR), monitored by eyelid
electromyogram] over ~10 days, and the fre-
quency of CR expression was near asymptole
throughout the recording sessions (Fig. 1B).
In contrast, rats did not express CRs to the
same CS when it was unpaired with the US
(Pseudo) or presenied alone (CS in box A and B)
Selective neural activity for acquired associations
was quantified with a discrimination function
based on the difference in the neurons” respon-
siveness during the 500-ms interval after the CS
(&) (Fig. 1C). The mPFC becomes necessary for
retrieval 2 weeks or more afier acquisition (6, 7).
Caonsistent with this time course, the selective neu-
ral activity for the association increased from the
late stage of acquisition and reached a peak dur-
ing the second week of overtraining (table S2A).
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Memory, and Aging, University of Arizona, Tucson, AZ
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four rats; Spont.: spontaneous eyeblink frequency). (C) The mPFC becomes
necessary for retrieval 2 weeks or more after acquisition [arrows (6)]. This
process requires NMDA receptor function in the mPFC [shaded area (7)]. With
a similar time course, neuron activity in the mPFC became selective for
acquired associations (mean = SEM from four rats). Selective activity was
quantified on the basis of difference in firing-rate changes during the post-
CS interval between Paired and Pseudo condition. Only the neurons that
showed firing-rate differences between conditions were included.
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We compared each neuron’s firing rate dur-
ing the CS or trace interval (interval between the
CS and US) to its baseline activity (8). About
60% of neurons responded 1o the CS and/or trace
interval during at least one condition throughout
acquisition and overtraining. About 25% of neu-
rons showed a different response pattern during

Paired than during Pseudo and CS in box A
(Behavioral context, Fig. 2B). Because they dis-
criminated paired stimuli from unpaired stimuli,
these neurons may encode acquired associations.
Alternatively, they may have changed firing rates
in conjunction with eyelid movements during
Paired (i.e., CR), which were absent during Pseudo

REPORTS I

and CS in box A; however, this is unlikely, because
firing rates of only ~5% of neurons were sig-
nificantly correlated with CR amplitude or du-
ration (figS1, A and B). Some neurons were
sensitive to spatial context (i.c., the conditioning
boxes) (~5%, Spatial context, Fig. 2C} or to
whether the CS was presented alone or with the

Fig. 2. Response categories of activity in single neu-
rons. (A to D) Although some neurons showed the
same stimulus-related neural firing patterns regard-
less of context (A), others were found with firing rates
that depended on behavioral context [rates in Paired
were different from rates in Pseudo, and from rates
in C5 in box A condition (B)], spatial context [rates in
Paired were different from rates in Pseudo, but not
from rates in €S in box A condition (C)], or shock
context [rates in Paired were different from rates in
CS in box A, but not from rates in Pseudo condition
(D). Raster plots and peristimulus time histograms
show firing rates during a +1500-ms period around
the C5 onset (1-ms bins, smoothed with 50-ms
hamming window; pink: CS in box A; red: Paired;
cyan: €S in box B; blue: Pseudo). The black filled bar
indicates a blackout period because of the US arti-
fact. (E) There were no changes in the proportion of
cells in each category across stages of learning and
overtraining. This was true when examining the
activity during the pre-CS period (left), the CS
(middle), or the trace interval (right).

Fig. 3. Plasticity in firing-rate patterns of mPFC
neural populations. (A) Z-score values for neuron
responses to the €S and trace interval (i.e., change
from baseline during a 1800-ms window around the
CS, truncated to 8 and -8 for illustration purposes)
were averaged across all excitatory neurons, and this
measure of population activity is plotted over time
within trials (x axis) across days (v axis, ascending
from bottom to top; averaged percent CRs are plotted
to the left). During acquisition and overtraining,
mPFC neurons exhibited sustained excitatory activity
in the trace interval during Paired condition (left).
During overtraining, this sustained activity reduced
during Pseudo condition (right), and was absent in
trials with the CS alone (lower panels). (B) Medial
prefrontal neurons with inhibitory responses
exhibited a sustained response in the trace interval
specifically during Paired. (€) Neural activity in the
population of cells with excitatory responses (aver-
aged z scores) did not differ between Paired and
Pseudo conditions during the CS (left), but were
different between conditions during the trace interval
after CRs were acquired (mean + SEM from four rats).
(D) Neurons exhibiting inhibitory responses differ-
entiated between Paired and Pseudo trace interval
before CRs were fully acquired.
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US (~5%, Shock context, Fig. 2D). Others
showed the same response pattern in all four
conditions (~35%, Non-selective, Fig. 2A). About
40% of neurons changed their baseline rates
during Paired compared to Pseudo, suggesiing
that their activity was selective for the context
per se or for different background behaviors in
the two contexts. No changes in the ensemble
pattern of these response categories were ob-
served across two stages of acquisition and six
stages of overtraining (Fig. 2E).

To examine how the activity patierns of sin-
gle neurons generalized to the population and
how the population response patierns changed
during acquisition and overtraining, we nor-
malized the activity of each neuron and used
the averages within the same response type
(excitatory or inhibitory, fig. $2) (§) as a measure
of population response pattern (Fig. 3). At the
beginning of acquisition (Early), the excitato-
ry response pattern during Paired was similar
to the pattemn during Pseudo; however, as the
rats acquired CRs, response patterns in the
trace interval during Paired became separated
from those in the corresponding interval dur-
ing Pseudo (Fig. 3, A and C, right, and table
82B). During Paired, a sustained response to
the trace interval was observed from the early
stage of acquisition and was maintained for a
6-week period of overtraining (Fig. 3C, right,
and table 82C). In contrast, during Pseudo, the
response to the corresponding interval gradu-
ally weakened during overtraining (Fig. 3C,
right, and table $2D). The excitatory response

to the CS was similar between Paired and
Pseudo and gradually weakened during over-
training (Fig. 3C, left, and table S2E). Sim-
ilarly, the response of neurons that exhibited
inhibition in the interval between the stimuli
was stronger during Paired than during Pseudo
from the beginning of acquisition to the final
week of overtraining (Fig. 3, B and D, right,
and table S2F). The inhibitory response to
the CS was similar between Paired and Pseudo
during acquisition and overtraining (Fig. 3, B
and D, left, and table S2G). Population ex-
citatory and inhibitory responses were weak
and transient to the CS when the CS was
presented alone throughout all of the stages
(Fig. 3, A and B).

To clarify whether these new firing rate
patterns resulted from repetitive overtraining or
a spontaneous neural process subsequent to
the initial acquisition of the memory, we re-
corded from three additional rats (rats 5 to 7)
during reconditioning (Retention) after a 6-week,
training-free “‘consolidation period” (Fig. 4B).
Although the percentage of CRs was reduced
in the first retention session, it was signifi-
cantly higher during Paired than during Pseudo
(table S2H) and spontaneous eyeblink frequency
(table 82I). Moreover, the rats releamed the CR
faster than during the initial conditioning: The
number of sessions required to reach 60% CRs
was 4.7 £ 0.4, whereas during initial acquisition,
107 + 0.8 sessions were required (table $27).
The mPFC populaton showed a sustained ex-
citatory response to the CS during Paired, but

only a transient response to the CS during Pseudo
(Fig. 4D, top). These activity patiems were sim-
ilar to the patterns during the final (sixth) week
of overtraining (Post 6w, Fig. 4C, top right), but
not during leaming (Late, Fig. 4C, top left). The
population inhibitory response during Paired
was larger than it was during Pseudo (Fig. 4D,
bottom), in a manner similar to that of the
patterns during Late (Fig. 4C, bottom left) and
Post 6w (Fig. 4C, bottom right). Further control
experiments (fig. S3) confinned that differential
activity between the paired stimuli and the un-
paired stimuli could not be attributed to the
fixed order of conditions or to instability of neu-
al activity.

In addition to changes in firing rate, infor-
mation about memory associations may also
be encoded in relative spike-timing pattems of
‘multiple neurons. The template-matching method
(9, 10) showed that population spike-timing
patierns gradually became selective for asso-
ciations as a consequence of overtraining, but
not simply as a consequence of the passage of
time (figs. S4 and 83).

Consolidation of memory is presumed to
involve gradual reorganization of cortical net-
works (2, 6, 11-16). Our findings suggest that
this consolidation process may be directly re-
flected in the activity pattern of the mPFC
neurons. As the rats acquired the conditional
association, the firing rates of some mPFC neu-
rons became selective for the acquired associa-
tions, by exhibiting sustained activity during the
interval between the paired stimuli, and corre-

A

Over-training (Rat 1-4) B

Fig. 4. Change of neural activity patterns with time,
without overtraining. (A) Mean percentage of trials with
CRs increased specifically during Paired condition in the
overtraining group (mean + SEM from four rats). (B) The
consolidation group maintained higher percent CRs in
Paired as compared with Pseudo condition after a 6- to
8-week period without exposure to the conditioning
environments (mean + SEM from three rats; Spont:
spontaneous eyeblink frequency). (C) In the overtraining
group, excitatory firing-rate pattems differentiated
between Paired and Pseudo conditions during the sixth
week of overtraining (Post 6w, right), but not during the
late stage of acquisition (Late, left). (D) In the con-
solidation group, population firing-rate patterns during
reconditioning were similar to those observed after
overtraining. Plots show averaged firing-rate patterns
during £1500-ms time windows around the CS onset,
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spondingly reduced activity during the interval
between the unpaired stimuli. Considering that a
proportion of single neurons with selective re-
sponses to the paired stimuli did not increase
across sessions of acquisition or overtraining,
a specific set of mPFC neurons encodes the
difference between paired and unpaired stimuli,
and changes in the magnitude of their differen-
tial activity, rather than changes in the number
of differentiating neurons, are responsible for the
gradual development of activity selective for
memory associations. In addition, some neurons
changed their baseline firing rate depending on
the context (Fig. 2, C to E), indicating that
acquired associations modify not only neural
responses to presented stimuli, but also responses
to the context.

Population firing rate activity selective for
memory associations was observed from the
late stage of acquisition to 6 weeks of over-
training. Similar patterns developed afier a
6-week period without any conditioning. This
slow time course of firing rate changes agrees
with a previously observed time window in
which the mPFC becomes imporiant for re-
trieval {6). One possible mechanism of these
lasting changes may be that the weights of
intra- and inter-area connections in the mPFC
are gradually redistributed by multiple rounds
of synaptic modification (7). Such synaptic
modification might be triggered by the replay
of task-related neural activity patterns during
sleep (/7). In contrast, hippocampal neurons
change firing-rate patterns at the onset of learn-
ing (18, 19). Therefore, the hippocampus may
direct the mPFC to refine its memory-related
neural activity, as proposed in standard con-
solidation theory (2, 15, 16, 20, 21).

Memories of associations between various
elements of an event are presumed to be dis-
tributed over wide areas of cortex. The hippo-
campus may store a memory index for a
unique array of neocortical modules repre-
senting each experiential event (22). Direct
cortico-cortical connections that are gradually
established during consolidation may render
the hippocampal index codes for the original
memory no longer necessary; alternatively, for
certain forms of memory, the mPFC might
take over the linking function from the hip-
pocampus by storing a similar, but perhaps
more efficient, index code (23). The cbserved
selective activity for context-dependent, cross-
modal associations in the mPFC is a critical
prerequisite for the mPFC to function as a
storage site of memory indices for consolidated
memory. The role of the mPFC in the retrieval
of consolidated memory may thus paralle] the
putative role of the hippocampus in retrieving
recently formed memories, by completing the
intercortical neural pattern from a partial cue.
This role may be related to the involvement of
human mPFC in memory retrieval (23, 24) or
retrieval judgment, such as a feeling of knowing
(25-28).
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Promoting Axon Regeneration
in the Adult CNS by Modulation
of the PTEN/mTOR Pathway

Kevin Kyungsuk Park,* Kai Liu,* Yang Hu,* Patrice D. Smith,* Chen Wang, Bin Cai,
Bengang Xu, Lauren Connolly, loannis Kramvis, Mustafa Sahin, Zhigang Het

The failure of axons to regenerate is a major obstacle for functional recovery after central
nervous system (CNS) injury. Removing extracellular inhibitory molecules results in limited

axon regeneration in vivo. To test for the role of intrinsic impediments to axon regrowth, we
analyzed cell growth control genes using a virus-assisted in vivo conditional knockout approach.
Deletion of PTEN (phosphatase and tensin homolog), a negative regulator of the mammalian target
of rapamycin (mTOR) pathway, in adult retinal ganglion cells (RGCs) promotes robust axon
regeneration after optic nerve injury. In wild-type adult mice, the mTOR activity was suppressed
and new protein synthesis was impaired in axctomized RGCs, which may contribute to the
regeneration failure. Reactivating this pathway by conditional knockout of tuberous sclerosis
complex 1, another negative regulator of the mTOR pathway, also leads to axon regeneration.
Thus, our results suggest the manipulation of intrinsic growth control pathways as a therapeutic
approach to promote axon regeneration after CNS injury.

xons do not regenerate after injury in the
Asdull lian central nery ystem

(CNS), a phenomenon attributed to two
properties of the adult CNS, the inhibitory extrin-
sic environment and a diminished intrinsic regen-
erative capacity of mature CNS neurons (/—4).
Neutralization of the extracellular molecules

identified as axon regrowth inhibitors allows
only a limited degree of axon regeneration in
vivo (5-7). Therefore, intrinsic mechanisms are
likely to be important in controlling the process
of axon regeneration. A hint about possible
mechanisms of neuronal regenerative ability
comes from the evolutionarily conserved molec-

www.sciencemag.org SCIENCE VOL 322 7 NOVEMBER 2008

963



I REPORTS

964

ular pathways that control cellular growth and
size. For most cell types, specific mechanisms are
necessary to prevent cellular overgrowth upon
the completion of development (8). Because
many of these molecules are often expressed in
postmitotic mature neurons, we hypothesized that
they may contribute to the diminished regener-
ative ability in adult CNS neurons.

To circumvent the problem that germline
knockout of individual cell growth control genes
often results in compromised viability in mice,
we designed a strategy based on intravitreal in-
jection of adenc-associated viruses expressing
Cre (AAV-Cre) in adult mice. This procedure
resulted in the expression of Cre in more than
90% of retinal ganglion cells (RGCs) and few
other non-RGC cells, as indicated in two reporter
lines (fig. S1, A and B). We thus injected AAV-
Cre into the vitreous body of different adult
floxed mice, including Rb™ (9), PS3™ (9),
Smadd™ (10), Dicer™ (11), TKBI™ (12), and
PTEN'® (13). Al 2 weeks after AAV injection
(fig. S1C), these animals were subjected to an
optic nerve crush procedure (/4). Axon regener-
ation was assayed by examining axonal fibers
labeled with the anterograde tracer, cholera toxin
B (CTB). in the optic nerve sections across the
lesion site. Neuronal survival was also estimated
by whole-mount staining of the retina with im-
munostaining with an antibody to B-11T tubulin
(TUJ1) or by prelabeling with FluoroGold in-
Jjected to the superior colliculi.

Among the different mouse lines examined,
those with a PTEN (phosphatase and tensin
homolog) deletion showed the largest effects on
both neuronal survival and axon regeneration.
In all PTEN® conditiona! mutants injected with
AAV-Cre, but not with control AAV-GFP (green
fluorescent protein), RGCs displayed a signifi-
cant increase in survival as indicated by TUII
staining (Fig. 1F and fig. SID). Similar extents
of neuronal survival were observed by prelabel-
ing RGCs with FluoroGold (fig. S2). In ad-
dition, robust long-distance axon regeneration
(Fig. 1, A 1o E, and fig. 83, A and B) was
observed at 14 days after injury. We repeated the
AAV-Cre experiments in another set of PTEN®
mice, as well as AAV-GFP injection as con-
trols, and observed similar results. Quantifica-
tion showed that ~45% of PTEN-deleted RGCs
survived 2 weeks after injury, in comparison to
~20% in controls. Of the surviving RGCs, ~8
to 10% showed regeneration of their lesioned
axons beyond 0.5 mm distal to the lesion
epicenter; some extended beyond 3 mm (Fig. 1,
A and E, and fig. 83, A and B). These fibers
continued to regenerate along the optic nerve
over time. At 4 weeks after injury, some re-
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Department of Neurclogy, Harvard Medical School, 30¢
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p53-deleted RGCs showed increased neuronal
survival but no axon regeneration (fig. S1, D and
E), consistent with the notion that inducing neu-

generating fibers extended to the area of the optic
chiasm (Fig. 1, B, D, and E, and fig. 83, C and
D). Among the other mouse lines tested, only

PTEN" optic nerve CTB tracing

AAV-GFP mdpco

m

3500 PTEN™ AAV-Cin PTEN' AAV.GFP

Fig. 1. PTEN deletion promotes RGC axon regeneration. (A to D) Confocal images of optic nerves
showing CTB-labeled fibers around the lesion sites at 14 days [(A} and (C}] or 28 days [(B) and (D)]
after injury from PTEN"' mice injected with AAV-Cre [{A) and (B)] or AAV-GFP [(C) and (D). Scale
bar, 100 um. (E) Quantification of regenerating fibers at different distances distal to the lesion
sites. At least five different sections (every fourth section) from each animal were quantified. At
both time points, there were significant differences between control and PTEN-deleted mice groups
at every distance measured by analysis of variance with Bonferroni’s post-test [P < 0.05 for both
14 dpc {n = 7) and 28 dpc (n = 3)). (F) Fluorescent photomicrographs of retinal whole-mounts
showing surviving TUJ1™ RGCs at 14 days after injury. Arrows, RGCs with enlarged soma; *, crush
site; scale bar, 20 pm.
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Fig. 2. Development-dependent decline of p-S6 signals in RGCs. Representative images (A) and
quantification (B) of immunohistochemical analysis for p-56 or TU]1 immunoreactivity of the ganglion
cell layer (GCL} of mouse retinas at different ages. Scale bar, 20 um. Data are presented as mean
percentages of p-56"TU]J1" cells among total TU]1~ cells in the GCL of each retina. There is a significant
difference in percentages of P21 and P60 when compared to that of P7.*, P < 0.01, Student's ¢ test. Cell
counts were performed on at least four nonconsecutive sections, from three mice per age group.
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ronal survival is not sufficient to allow axon re We next examined the time course of axon
generation (15). Thus, PTEN deletion likely acts  elongation of PTEN-deleted RGCs after injury.
upon intrinsic mechanisms other than survival to At the lesion site, a glial response occurred 1 to
promote axon regeneration after injury. 3 days after crushing, as indicated by the up-

Fig. 3. Axotomy reduces p-S6 A
levels in RGCs in control but not
in PTEN-deleted RGCs. (A} Immu-
nofluorescence analysis with anti-
bodies to p-S6 or TUJ1 of the
retinal sections from wild-type or
PTEN™ mice injected with AAV-GFP
or AAV-Cre in different animal
groups. Scale bar, 20 um. (B)
Quantification of p-56™ RGCs. Data
are presented as mean percentages
of p-S6*TUJ1* cells among total
TUJ1* cells in the GCL of each ret-
ina. Cell counts were performed on
at least four nonconsecutive sec-
tions, from three mice per group. *,
P < 0.01 by Dunnett's test. Compar-
isons were made against the un-
injured control retinas.
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Fig. 4. T5C1 deletion promotes RGC survival and
axon regeneration after optic nerve crush. (A) Con-
focal images of optic nerves spanning lesion sites
from wild-type or TSC1"" mice injected with AAV-
Cre at 14 days after crush. Scale bar, 100 um. (B)
Quantification of regenerating fibers in different
groups. There is a significant difference between
control and TSC1-deleted groups by Student's ¢ test
ateach distance (P < 0.05). {C) Fluorescent photo-
micrographs of retinal whole-mounts showing char-
acteristic surviving TUJ1™ RGCs. Arrows, RGCs with
enlarged soma; *, crush site; scale bar, 20 pm. (D)
RGC survival at 14 dpc, expressed as a percentage
of the total number of TUJ1™ RGCs in the uninjured
retina. *, P < 0.05, Student’s f test. (E) Immuno-
fluorescence analysis of the retinal sections from
AAV-Cre—injected wild-type or TSC1"" mice at 14 T

days after injury with antibodies to p-S6 or TUJ1. Distance from crush site {mem)
Scale bar, 20 pm.
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regulation of chondroitin sulfate proteoglycan
(CSPG) expression (fig. 84, A and B) and mac-
rophage infiltration (fig. S5). However, glial
fibrillary acidic protein (GFAP)-positive astro-
cytes are largely excluded from the lesion sites,
and CSPG signals returned to low levels by
7 days after injury (fig. S4C). At | day post-
crush (dpc), injured optic nerve fibers termi-
nate at the proximal end of the crush site in
PTEN®" mice injected with either AAV-GFP or
AAV-Cre (fig. S4A). However, at 3 dpe, axonal
sprouts from PTEN-deficient RGCs began to
penetrate the CSPG-enriched lesion site (fig
S4, B and D, and fig. 85A), and some fibers
could be seen beyond the lesion sites 7 dpc
(figs. 84, C and E, and fig. S5B). In contrast,
minimum axonal sprouts were seen in control
animals at these stages (fig. S4, A to E, and fig
S5, A and B). Electron microscopic analysis
confirmed that in wild-type mice, degenerating
RGC axons, myelin debris, and macrophages
occupied injury sites, and few regenerating
fibers were visible (fig. S5, C and E). However,
‘when PTEN was deleted in RGCs, regenerative
axonal sprouts, often appearing as bundles,
were found both within and distal to the lesion
site soom after injury (fig. 85, D and F). These
results indicate that PTEN deletion indeed en-
abled axons to overcome inhibition at the le-
sion site and to regenerate soon after injury.
PTEN deletion activates the PI3K/mTOR
{mammalian target of rapamycin) pathway, which
controls cell growth and size by regulating cap-
dependent protein translation initiation (16, 17)
(fig. $6). Two of the well-studied targets of the
mTOR kinase are nbosomal S6 kinase 1 (S6K1)
{which in turn phosphorylates ribosomal protein
S6) and the eukaryotic initiation factor 4E
(e[F4E)-binding protein 4E-BP1. We used anti-

TSCA™ AAV-Cre D

% RGC survival
gegsssd

e
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bodies to phospho-S6 (p-S6) to monitor the ac-
tivity of the mTOR pathway in the RGCs. p-86
staining revealed a development-dependent de-
cline in the percentage of p-S6-positive RGCs
(Fig. 2, A and B), Strong p-S6 signals can be seen
in most embryonic neurons but are diminished in
90% of adult RGCs (Fig. 2, A and B), suggesting
that mTOR signaling is down-regulated in the
majority of adult RGCs, with only a small subset
retaining considerable mTOR activity.

We next investigated whether axon injury
alters the activity of the mTOR pathway and
subsequent protein synthesis in adult RGCs.
Upon experiencing stresses such as hypoxia,
cells suppress the mTOR signaling (18-20), an
evolutionally conserved stress response proposed
to maintain energy homeostasis for survival.
Thus, we postulated that the axotomy-triggered
stress response may reduce global protein trans-
lation in injured neurons. To test this, we es-
timated the rate of new protein synthesis in
purified RGCs from control and injured rats
(figs. S7 and S8). Control and injured RGCs
were incubated with **S-meth i
and the results showed a significant decrease
in new protein synthesis in axotomized RGCs
(fig. S8).

We then studied whether axon injury sup-
pressed the mTOR activity by immunchisto-
chemistry of retinal sections with antibodies to
p-S6. Axotomy almost completely abolished the
remaining p-S6 signals in adult RGCs at all post-
injury time points examined (1, 3, and 7 days) in
control mice (Fig. 3, A and B), indicating that
axotomy triggers a rapid and sustained down-
regulation of the mTOR activity in all neurons.
In cells under hypoxic stress, up-regulation of
Reddl1/2 (regulated in development and DNA
damage responses 1/2) is involved in the inhi-
bition of mTOR (/8-20). However, Reddl/2
mRNA levels were not altered in axotomized
RGCs (fig. 89), suggesting that mechanisms
other than Reddl/2 mediate the suppression of
the mTOR pathway after axotomy.

We next assessed whether PTEN deletion
affects the mTOR activity in the adult RGCs
both before and after injury. AAV-Cre injection
did not significantly increase the of
RGCs stained with antibodies to p-S6 in un-
injured PTEN"® mice, which may be due to
the short interval between AAV-Cre injection
and histological analysis (2 weeks). However,
after optic nerve crush, similar percentages of
p-S6-positive RGCs remained at 1, 3, or 7 days
after injury in the AAV-Cre-injected PTEN""
mice (Fig. 3, A and B). Thus, despite expe-
riencing a stress response lo axotomy, these
PTEN-deleted neurons were able to maintain
mTOR activity levels similar to those of un-
injured wild-type neurons. Notably, the per-
centage of regenerating fibers (8 1o 10%) was
similar to that of p-Sé-positive axotomized
RGCs (Fig. 1E).

To further assess the relationship between
p-S6-positive RGCs and RGCs that regenerated

7 NOVEMBER 2008 VOL 322 SCIENCE

axons, we injected biotinylated dextran-amine
(BDA), an axonal tracer, to the optic nerve region
~2 10 2.5 mm distal to the lesion site. This meth-
od resulted in few BDA-labeled cells in the
retinas in wild-type mice at 14 days afier injury
(fig. S10A), consistent with the lack of regener-
ation of in wild-type animals. In PTEN-deleted
animals, this same procedure labeled, on average,
atotal of 68 RGCs per retina, and 88% of these
labeled RGCs were positively stained with anti-
bodies to p-S6 (fig. S10). This result showed that
the majority of regenerating fibers are from those
p-S6-positive RGCs.

We next assessed the necessity of mTOR
activation for the regeneration effects of PTEN-
deletion. Administration of rapamycin, an
mTOR inhibitor, markedly reduced p-S6 signals
in the RGCs (fig. S11, E and F) and largely
neutralized the survival and regeneration ob-
served in PTEN™ mice injected with AAV-Cre
(fig. S11, A to D). Although residual axon re-
generation observed in the PTEN-deleted mice
treated with rapamycin may reflect possible in-
volvements of other pathways downstream of
PTEN, these results demonstrated a major role
played by the mTOR activation in the effects of
PTEN deletion.

To further examine whether activation of
the mTOR pathway is sufficient to promote
axon regeneration, we performed the optic nerve
injury mode! in TSC1 (tuberous sclerosis com-
plex 1) conditional knockout mice (2/). TSC1/2
form a protein complex that negatively regu-
lates mTOR signaling, and loss of either TSC1
or TSC2 leads to constitutive activation of
the mTOR pathway (22-24) (fig. S6). As ex-
pected, in AAV-Cre-injected TSC1™ mice,
strong p-S6 signals were observed in axotom-
ized RGCs (Fig. 4E), and RGC survival was
enhanced after injury (Fig. 4, C and D). More
important, considerable axon regeneration (Fig.
4, A and B) was observed in TSC1-deleted but
not in wild-type mice injected with AAV-Cre.
The extent of axon regeneration in TSCl-
deleted mice was slightly weaker than that
induced by PTEN deletion (comparing Fig. 1,
A and E, to Fig. 4, A and B). Together with the
observations that some p-S6-negative RGCs
were labeled with BDA applied to the optic
nerve distal to the lesion (fig. S10) and that the
residual regeneration was observed in PTEN-
deleted mice treated with rapamycin (fig. S11),
these results suggest that changes in other down-
stream targets of PTEN, such as Akt and GSK-3
(25, 26), may also contribute to regenerative
growth, Nonetheless, these data together indi-
cate that activation of the mTOR pathway is
sufficient to promote both RGC survival and
axon regeneration.

Our findings reveal an important role for the
regulation of the mTOR pathway and protein
translation in determining the intrinsic axon-
regrowth responsiveness of injured CNS neu-
rons. This pathway is profoundly suppressed in
axotomized adult neurons, which may limit new

protein synthesis required for sustained axon re-
generation. Reactivating the mTOR pathway by
silencing either PTEN or TSCI in adult neurons
induces extensive axon regeneration, suggesting
that retaining active protein synthesis in axotom-
ized mature neurons is sufficient to initiate a neu-
ronal regenerative program for axon regrowth. In
light of the availability of specific chemical in-
hibitors of PTEN (27), these and other strategies
may poientially be used transiently afier CNS
mjury to prevent the down-regulation of protein
synthesis and promote axon regeneration and
functional recovery.
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PirB is a Functional Receptor for Myelin
Inhibitors of Axonal Regeneration

Jasvinder K. Atwal,** Julie Pinkston-Gosse,* Josh Syken, Scott Stawicki,?
Yan Wu,? Carla Shatz,>* Marc Tessier-Lavignet

A major barrier to regenerating axons after injury in the mammalian central nervous system

is an unfavorable milieu. Three proteins found in myelin—Nogo, MAG, and OMgp—inhibit
axon regeneration in vitro and bind to the glycosylphosphatidylinositol-anchered Nogo
receptor (NgR). However, genetic deletion of NgR has only a modest disinhibitory effect,
suggesting that other binding receptors for these molecules probably exist. With the use of
expression cloning, we have found that paired immunoglobulin-like receptor B {PirB), which
has been implicated in nervous system plasticity, is a high-affinity receptor for Nogo, MAG,
and OMgp. Interfering with PirB activity, either with antibodies or genetically, partially rescues
neurite inhibition by Nogo66, MAG, OMgp, and myelin in cultured neurons. Blocking both PirB
and NgR activities leads to near-complete release from myelin inhibition. Our results implicate
PirB in mediating regeneration block, identify PirB as a potential target for axon regeneration
therapies, and provide an explanation for the similar enhancements of visual system plasticity in
PirB and NgR knockout mice.

yelin, an insulating layer surrounding
Mﬂxons, is thought to pose an obstacle
to axon regeneration, inhibiting neurite

outgrowth in vitro and contributing to regeneration
failure in vivo. The NgR, a candidate receptor for

the myelin-derived inhibitors Nogo, MAG, and
OMgp (I-5), appears to be required for the acute
inhibitory activity of these proteins, because
genetic removal of NgR blocks acute growth-
cone collapse in response to these factors when

REPORTS I

added in solution (6, 7). However, genetic
deletion of NgR does not relieve the chronic
inhibition of neurite outgrowth by myelin inhib-
ftors presented as substrates (7, §). Furthermore,
genetic deletion of NgR does not enhance regen-
eration of corticospinal tract (CST) axons afier
dorsal hemisection (6, &), although some regen-
eration of raphespinal and rubrospinal tracts after
spinal cord injury has been reported (6). These
data suggest that NgR is important for mediating
some of the inhibitory activity of myelin inhib-
itors but that other binding receptors for these
factors remain to be identified. Such putative re-
ceplors could work either independenily or in
concert with NgR.
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Genentech, 1 DNA Way, South San Francisco, CA 24080,
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Fig. 1. LILRBZ and PirB can bind Nogo66 and MAG. (A) Schematic dia-
gram of LILRB, PirB, and NgR receptors. ITIM, immunoreceptor tyrosine-
based inhibitory motif; LRR, leucine-rich repeat. (B) COS cells were
transfected with empty vector (control) or PirB or LILRB2 cDNA. After 48
hours, cells were incubated with AP-Nogo66 or MAG-Fc, and bound

ligand was detected. NgR and NgR2 were used as positive controls for AP-
Nogo66 and MAG-Fc binding, respectively. Scale bars, 200 um. (C) The
affinity of the MAG-Fc-PirB interaction is shown by one representative
enzyme-linked immunosorbent assay binding curve. The experiment was
repeated twice with similar results.
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Fig. 2. Blocking PirB reverses inhibition of
CGN outgrowth on AP-Nogo66 or myelin.
Dissociated mouse P7 CGNs were plated on
PDU/laminin (control), AP-Nogoé6, or myelin
to test inhibition by these substrates after
various manipulations. In each panel, repre-
sentative photomicrographs are shown on the
left, and a graph measuring average neurite
length (+SE, error bars) from one representative
experiment is shown on the right. (A) Neurons
were grown on PDUL/laminin or AP-Nogo66,
either alone or mixed with a fivefold excess of
PirB extracellular domain (PirB-His). Neuronal
inhibition by AP-Nogo66 was largely rescued
by the presence of PirB-His. (B) Neurons grown
on PDLlaminin, AP-Nogo66, or myelin were
cultured in the presence or absence of anti-
PirB.1 (50 ug/ml), which significantly reduced
inhibition by either substrate. (C) Neurons
cultured from either WT control mice or PirBTM
mice were grown on PDLiaminin, AP-Nogo66,
or myelin. PirBTM neurcns were significant-
ly less inhibited on either substrate (Student's
t test,*P < 0.01; n = 6 wells per condition).
Scale bars, 50 um.

Control

To identify candidate receptors for myelin
inhibitors, we used expression cloning to screen
an arrayed library of human ¢cDNA pools (9).
Our screen identified only two receptors for
Nogo66: (i) NgR and (if) the human leukocyte
immunoglobulin (Tg)-like receptor B2 (LILRB2).
LILRB2 is part of the B type subfamily of LILR
receptors, which consists of five highly homol-
ogous family members in humans (/0) (fig. S1).
In mice, however, there is a single ortholog, paired
immunoglobulin-like receptor B (PirB) (//). PirB
shares only ~50% amino acid similarity with
LILRB2, and it contains six I-like repeats, as op-
posed to four Ig-like repeats in LILRB proteins
(Fig. 1A). Despite this low level of homology,
we found that alkaline phosphatase (AP}

7 NOVEMBER 2008 VOL 322 SCIENCE

Nogo66 can bind PirB (Fig. 1B). The affinity
of the AP-Nogo66-PirB interaction was similar
o that of the AP-Nogo66 interaction with NgR
(fig. 82). Given the unusual promiscuity of NgR
binding to Nogo66, MAG, and OMgp, it is pos-
gible that LTLRB2 and PirB also bind other myelin
inhibitors. Indeed, we found that MAG-Fe and
AP-OMgp bind PirB (Fig. 1B and fig. $2). The
MAG-Fe-PirB interaction is high-affinity (half-
maximal saturation of the interaction between
purified MAG-Fe and purified PirB ectodomain:
13.8 + 6 nM) (Fig. 1C).

To address whether PirB is a functional re-
ceptor for Nogo66, we focused on juvenile (P7)
cerebellar granule neurons (CGNs), whose neu-
rite outgrowth is inhibited when grown on AP-
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Nogo66 (12). Adult CGNs have been shown to
express PirB (13), and we found that is also the
case for juvenile CGNs, as assessed by reverse
transcription polymerase chain reaction and in
situ hybridization (fig. S3). We first tested the
ability of a soluble ectodomain of PirB (PirB-His)
1o interfere with AP-Nogo66 inhibition in vitro,
AP-Nogo66 inhibits neurite outgrowth of P7
CGNs to ~66% of untreated control levels (Fig.
2A). Inclusion of PirB-His in this assay reversed
AP-Nogo66 inhibition, with neurite outgrowth
retumning essentially to control levels. These re-
sults are similar to those reporied using the ecto-
domain of NgR to block inhibition by Nogo66
(8, 14, 15), and they indicate that PirB can bind
the functionally inhibitory domain of Nogo66

www.sciencemag.org



Fig. 3. PirB and NgR together contribute
to myelin inhibition. Neurons were cultured
on PDLAaminin, AP-Nogo66, or myelin
substrates, and the PirB and NgR recep-
tors were functionally blocked, either in-
dependently or in combination, to assess
the contribution of these two pathways to
inhibition. Representative photomicrographs
are shown (top), and a graph measuring av-
erage neurite length (+SE, error bars) from
one representative experiment is shown
(bottom). NgR functional blockade was
achieved by culturing neurons from NgR-
null mice. PirB blockade was achieved by
culturing neurons in the presence of anti-
PirB.1 (50 pg/ml} (Student’s ¢ test,*P < 0.01;
n = 6 per condition). Scale bars, 50 um.

Meurite max length (um)
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but do not address whether endogenous PirB in
CGNs mediates inhibition by AP-Nogo66. There-
fore, antibodies to PirB that are capable of in-
terfering with the PirB-Nogo66 interaction were
generated. Using a phage display platform (/6)
directed against the extracellular domain of PirB,
we screened multiple clones for their ability to
block binding of AP-Nogo66 to PiB (fig. S4).
Clone YW259.2 (hereafier referred to as anti-
PirB.1), which interfered best with AP-Nogo66-
PirB binding, had a dissociation constant Ky of
5 nM for PirB. Anti-PirB.1 had no effect on the
baseline axon growth of CGNs. However, it sig-
nificantly reduced inhibittion by AP-Nogo66 or
myelin in cultured CGNs (Fig. 2B), rescuing neu-
rite outgrowth to 59% from 41% on AP-Nogo66
and to 62% from 47% on myelin. Similar results
were seen with MAG as an inhibitory substrate
or with a different neuronal cell type [dorsal root.
ganglion (DRG) neurons] (fig. S3). These results
suggest that PirB is a functional receptor mediat-
ing long-term inhibition of neurite owgrowth.

To confirm this result, we made use of mice
carrying a loss-of-function Pir# allele, the PrBTM
mice, in which four exons encoding the trans-
membrane domain and part of the PirB intracel-
lular domain have been removed (/3). CGNs were
cultured from PirBTM mice or wild-type (WT)
littermates on a control substrate, AP-Nogo66, or
myelin. On the control substrate (PDL/aminin),
PitBTM neurons behaved similarly to WT neurons
(Fig. 2C). However, neurite oulgrowth from
PiBTM newrons was markedly less inhibited than
that from WT neurons on either AP-Nago66 or
myelin. On AP-Nogo66, outgrowth from WT
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Fig. 4. Both PirB and NgR are required to mediate growth-cone collapse by myelin inhibitors. Growth
cones of postnatal DRG axons were treated with medium alone (control), myelin (3 pg/ml), or AP-
Nogo66 (100 nM) for 30 min to stimulate collapse and were stained with rhodamine-phalloidin to
visualize growth cones. Representative photomicrographs are shown on the left, and a graph measuring
percent of growth-cone collapse (+SE, error bars) from cumulative experiments is shown on the right (n > 4

per condition). Scale bars, 50 pm.

neurons was mhibited to 50% of conmrol levels,
whereas PirBTM neurons were inhibited to 66%.
Similarly, on myelin, WT neurons were inhibited to
52% of conirol levels, whereas PirBTM neurons
were inhibited to 70%. Again, we observed similar
partial disinhibition of PirBTM DRG neurons on
both myelin and AP-Nogo66 (fig. 55). We also saw
disinhibition of PirBTM CGNs on MAG and
‘OMgp (fig. S5). These findings indicate that PirB

is indeed a functional receptor for AP-Nogo66,
MAG, OMgp, and myelin-mediated inhibition
of neurite growth. However, loss of PirB activ-
ity does not fully rescue outgrowth.

It is possible that PirB and NgR function to-
gether to mediate inhibition of neurite outgrowth.
To address this concept, both PirB and NgR func-
tion were blocked together in CGNs by cultur-
ing neurons from NgR-null mice in the presence
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of anti-PirB.1. As we have reported previously (8),
NgR™ CGN neurite outgrowth is inhibited by
AP-Nogo66 or myelin to the same extent as that
in WT neurons (50% and 49%) (Fig. 3). Anti-
PirB.1 antbody treament of NgR™" neurons
partially reversed inhibition by either AP-Nogo66
or myelin, as discussed above with WT neurons.
Anti-PirB.| treatment of NgR™ neurons resulted
in a similar parial disinhibition on AP-Nogoe66
but did not provide any further rescue, suggesting
that NgR is not involved in AP-Nogo66 inhibi-
tion. [n contrast, anti-PirB.] weatment of NgR™™
neurons restored neurite outgrowth on myelin to
nearly control levels. Thus, it appears that PirB,
but not NgR, is required for substrate inhibition
by AP-Nogo66 in CGNs, but only accounts for it
partly. In contrast, PirB and NgR both contribute
to the substrate mhibition imparted by myelin.
Because NgR is required for growth-cone
collapse in response to various myelin inhibitors
(6, 7), itis possible that PirB is also involved in this
more acute response. For this experiment, we used
sensory neurons from the DRG of 3-week-old
mice, confirmed 1o express PirB (fig. 83). Similar
1o what has been shown by others (6, 7), we found
that growth cones in this culture system have a
high baseline level of collapse (~30%), which
is further increased (to ~75%) by incubation with
AP-Nogo66 or myelin (Fig. 4). As reported pre-
viously (6, 7), this collapse was largely abolished
in NgR™" neurons. In addition, blocking PirB
function with anti-PirB.1 was also sufficient to
reverse growth-cone collapse by these inhibitors.
Together, these results support a previously
unknown role for PirB as a necessary receptor
for neurite inhibition by myelin extracts and,
more specifically, by the myelin-associated inhib-
itors Nogo66, MAG, and OMgp. PirB appears to
be a more substantial mediator of substrate in-
hibition than NgR, as removal of PirB function
alone (either genetically or with antibodies) par-
tially disinhibits growth on both myelin extracts
and inhibitors, whereas genetic removal of NgR
alone does not disinhibit on any of these sub-
strates. However, NgR appears to play an adjunct
role in mediating inhibition by myelin extracts
(but not Nogo66), because genetic removal of
NgR can augment the disinhibition caused by anti-
PirB antibodies on myelin (but not on Nogo66).
Other co-neceptors or modulators may also con-
tribute in parallel, such as p75, TROY, LINGO,
and gangliosides (17, 18). Conversely, other PirB
ligands, including major histocompatibility com-
plex class I proteins, may contribute to the inhi-
bitory action of myelin (3, 19, 2(). Our finding
of collaboration between PirB and NgR may help
10 explain the surprising lack of enhanced CST
regeneration after dorsal spinal cord hemisection

inhibitory effect of PirB removal, it is likely that
there are additional binding receptors for Nogo66.

Although PirB appears to be a more impor-
tant receptor for substrate inhibition than NgR,
inactivation of either PirB or NgR alone is suf-
ficient to block the acute growth-cone collapse
caused by the addition of myelin inhibitors. This
observation suggests that collapse is a more de-
manding process, requiring both PirB and NgR
activities, acting either in parallel or together. In
this context, it is of interest that PirB and NgR
receptars have recently been shown to play sim-
ilar roles in limiting plasticity of synaptic connec-
tions in the visual cortex. In mice lacking either
receptor, eye closure during a critical develop-
mental period results in excessive strengthening
of connections via the open eye (i3, 22). The
‘mechanisms responsible for the effect of both
receptors in mediating growth-cone collapse could
also underlie the commonality of their role in
ocular dominance plasticity.

The mechanism by which PirB signals to in-
hibit axon growth in response to myelin inhib-
itors is not clear. However, PirB has been shown
1o antagonize the function of infegrin receptors (23)
and to recruit both src homology 2-confaini
protein tyrosine phosphatase (SHP)-1 and SHP-2
phosphatases (13, 24); either or both of these
events could attenuate normal neurite outgrowth.
In humans, one or more members of the LILRB
gene family might also play a role in regeneration.
The blockade of PirB/LILRB activity, either with
antibodies or by other means, provides an im-
portant target for therapeutic interventions to
stimulaie axonal regeneration.
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“Who" Is Saying “What"? Brain-Based
Decoding of Human Voice and Speech

Elia Formisano,* Federico De Martino, Milene Bonte, Rainer Goebel

Can we decipher speech content (“what” is being said) and speaker identity (“who” is saying it}
from observations of brain activity of a listener? Here, we combine functional magnetic resonance
imaging with a data-mining algerithm and retrieve what and whom a person is listening to from
the neural fingerprints that speech and voice signals elicit in the listener's auditory cortex. These
cortical fingerprints are spatially distributed and insensitive to acoustic variations of the input so as
to permit the brain-based recognition of learned speech from unknown speakers and of learned

in NgR knockout mice (6, 8), despite the reported
regeneration or sprouting seen in rodents infused
with the NgR ectodomain (2/). Thus, it might be
necessary o remove both PirB and NgR o
achieve extensive regeneration in vive. In addition,
because on Nogo66 substrate the genetic removal
of NgR does not further augment the partial dis-
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voices from pi

ly unheard utterances. Our findings unravel the detailed cortical layout and

computational properties of the neural populations at the basis of human speech recognition and

speaker identification.

n everyday life, we automatically and effort-
lessly decode speech into language indepen-
dently of who speaks. Similarly, we recognize
a speaker’s voice independently of what she or

he says. Cognitive and connectionist models pos-
tulate that this efficiency depends on the ability of
our speech perception and speaker identification
systems to extract relevant features from the sen-
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sory input and to form efficient abstract represen-
tations (/-3). These representations are invariant
to changes of the acoustic input, which ensures
efficient processing and confers a high robust-
ness to noise or to signal distortion. Relevant
psycholinguist models consider abstract entities
such as phonemes as the building blocks of the
computational chain that transforms an acoustic
waveform into a meaningful cancept (2, 3). There
is also psychoacoustic evidence that the identifi-
cation of a speaker relies on the extraction of in-
variant paralinguistic features of his/her voice,
such as fundamental frequency ().

Numerous functional neuroimaging studies
have provided important insighis on the cortical
organization of speech (4-11) and voice (12, 13)
processing. However, the subtraction-based ex-
perimental logic and the limited neurcanatomical
detail only allow for partial and indirect infer-
ences on what distinguishes the auditory cortical
representations of two natural speech or vocal
sounds. Furthermore, it remains unclear how a
speech sound is transformed into the more ab-
stract entity of “phoneme” or “speaker” identity.
Beyond subtraction, results from functional mag-
netic resonance adaptation suggest the involve-
ment in voice identification of a specialized
region in the right anterior superior temporal sul-
cus (STS) ({4). For speech processing, a hi-
erarchical fractioning of cortical regions for
sound-based and a more abstract higher-level
processing has been suggested [(15) and sup-
porting online text].

In the present study, we investigate speech and
voice recognition and absiraction at the level of
representation and processing of individual sounds.
By combining multivariate statistical pattem recog-
nition with single-trial finctional magnetic reso-
nance imaging (IMRI) (/6-20), we estimate and
decode the distinct activation patierns elicited by
different speech sounds and directly assess the
invariance of the estimated neural representa-
tions to acoustic variations of the sensory tnput.

High spatial resolution (1.5 mm * 1.5 mm =
2 mm) functional images of the auditory cortex
were collected while participants {n = 7) listened
to speech sounds consisting of three Dutch
vowels (/a/, /V/, W) recorded from three native
Dutch speakers (Fig. 1) (2/). Consistent with
previous studies (4-6, §, 10, 12, 14, I5, 22), all
sounds evoked significant fMRI responses in a
wide expanse of the superior temporal cortex,
including early auditory areas (Heschls gyrus)
and multiple regions in the planum temporale
(PT), along the superior temporal gyrus, the
STS, and the middle temporal gyrus. Univariate
statistical contrasts, however, yielded only weak
response differences (below significance) or no
differences between conditions (fig. $2)

Department of Cognitive Neuroscience, Faculty of Psycholegy
and Neurosdence, University of aastricht, 6200 MD Madstricht,
Methertands.
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After this initial analysis, we asked whether
the estimation of a multivoxel activation finger-
print of a sound would allow deciphering its con-
tent and the identity of the speaker. With a method
based on a machine leaming classification algo-
rithm (support vector machine) and recursive feature
elimination (23, 24), we performed two comple-
mentary analyses. We labeled the stimuli and cor-
responding response patierns either according to the
vowel dimension immespective of the speaker dimen-
sion (“vowel learmning”™) or according to the speaker
dimension imespective of the vowel dimension
(“speaker leaming”). This led to the prouping of
stimuli and responses in the three conditions: /a/,
i/, and AW and spl, sp2, and sp3, respectively. We
then examined whether our algorithm, afier being
trained with a subset of labeled responses (50
trials), would correctly classify the remaining
unlabeled responses (10 trials). In all subjects
and in all possible pairwise comparisons, the al-

Fig. 1. Experimental design and stimuli.
(R) Example of spectrograms of the stimuli
from the nine conditions (three vowels x
three speakers). Stimuli were presented
during the silent intervals of fMRI mea-
surements and were three natural Dutch
vowels (/a/, /i/, and /u/) spoken by three
native Dutch speakers (spl: female, sp2:
male, and sp3: male). (B) Representation
of the vowels based on the first two for-
mants (F1, F2). Each of the conditions was
formed by grouping three different utter-
ances from the same speaker. The insert

REPORTS I

gorithm successfully learned the finctional rela-
tion between sounds and corresponding spatial
patterns and classified correctly the unlabeled
sound-evoked pattems, both in the case of vowel
leaming [/a/ versus /i/ = 0.65 (mean correct-
ness), P=6 % 107%; fa/ versus fw/ = 0,69, P=2 *
107%; /if versus /u/ = 0.63, P= 4 * 107" (Fig
2A)]; and speaker learning, [spl versus sp2 =
0.70, P=3 % 107, sp1 versus sp3 = 0.67, P=8
107 sp2 versus sp3 = 0,62, P=2 x 107 (Fig. 2B)].
To investigate layout and consistency across
subjects of the spatial pattems that make this de-
coding possible, we generated group discrimina-
tive maps (Fig. 3 and fig. 83), i, maps of the
cortical locations that contribute most 1o the dis-
imination of conditions. Single-subject reliabil-
ity maps are reported in fig. S4. Discriminative
patterns for vowels [red color (Fig. 3B and
fig. 83)] were widely distributed bilaterally in the
superior temporal cortex and included regions in

indicates mean value and standard de- B 0
viation of the fundamental frequency (FO)
for each of the speakers. % Dag o a0
. 400 i
2
=
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Fig. 3. Cortical discriminative maps and activation fingerprints for decoding of vowels and
speakers. (A to €) Group discriminative maps obtained from cortex-based realignment of individual
maps. Maps are visualized on the folded (A) or inflated representation of the cortex [auditory cortex
detail in (B and C); light gray, gyri, dark gray, sulci] resulting from the realignment of the cortices
of the seven participants. A location was color-coded (vowels, red; speakers, blue) if it was present
on the individual maps of at least four uf the seven subjects. This corresponds to a false discovery

rate—corrected threshold of ¢ = 6 x 10~

for vowels and ¢ = 9 x 107" for speakers (21). Outlined

regions in {B) and (C) indicate cortical regions that were also included in the group maps obtained
with the generalization analysis. (D and E) Activation fingerprints of the sounds created from the
15 most discriminative voxels for decoding of vowels (D) and speakers (E) (single-subject data,
subject 1). Each axis of the polar plot forming a fingerprint displays the normalized activation level
in a voxel. Note the similarity among the fingerprints of the same vowel [horizontal direction in

(D) or speaker [vertical direction in (E).

the anterior-lateral portion of Heschls gyrus—
Heschl’s sulcus, in the PT (mainly in the left
hemisphere), and extended portions of the STS/STG
(both hem:spheres). Discriminative pattems for
speakers [blue color (Fig. 3C and fig. 83)] were
more confined and right-lateralized than those
obtained for vowel discrimination. These pat-
terns included the lateral portion of Heschl’s
gyrus—Hesch!’s sulcus, located in the posterior
adjacenty to a similar region described far vowel
discrimination and three clustered regions along
the anterior-posterior axis of the right STS, also
interspersed with vowels regions (fig. 83). These
findings indicate a spatially distributed model for
both the representation of vowel and speaker
identity (see supporting online text).
Encouraged by these results, we tested the
capability of our algorithm to decipher the brain
activity into speech content and speaker identity
also in the case of completely novel stimuli (ie.,

7 NOVEMBER 2008 VOL 322 SCIENCE

stimuli not used during the training). We trained
the algoritim in discriminating vowels with
samples from one speaker (e.g., /a/ versus // for
spl) or one vowel (e.g., spl versus sp2 for /a)
and tested the carrectness of this discrimination
in the other speakers (e.g., sp2 and sp3) or in the
other vowels (e.g., /i and Aw/). With this sirategy,
stimuli used for training and for testing differ in
many acoustical dimensions. An accurate decod-
ing of activation patterns associated with the test
stimuli would thus indicate that the leamed func-
tional relation between a cortical activation pat-
tern and a vowel (or a speaker) entails infonmation
on that vowel {or speaker) beyond the contingent
mapping of its acoustic propertics. Despite the
small number of training samples (20 trials),
classification of novel stimuli was accurate in all
subjects and in all possible pairwise comparisons,
both in the case of vowels [/a/ versus i/ = 0.66
(mean accuracy), P=1 x 107%; /a/ versus i/ =

0.62, P=3 % 107% /i versus W/ = 0.60, P=7 %
107 (Fig. 2C)] and in the case of speakers [spl
versus sp2 = 0.62 (mean accuracy), P= 6 * 107°;
spl versus sp3 = 0.65, P= 8§ » 107; sp2 versus
spd = 063, P =2 % 107° (Fig 2D)] Although
sparser, the corresponding discriminative maps
included a subset of the locations highlighted
by the previous analyses (outlined regions in
Fig. 3, B and C).

The abstract nature of the estimated cortical
Tepresentations is illustrated in Figs. 3, D and E,
and 4. First, we visualized the speaker-invariant
cortical representation of vowels and the vowel-
invariant representation of speakers for whlt:h
we used multidi ional displays [

(Fig. 3, D and E)]. Second, we visualized the
relation between the discriminative pattems of ac-
tivations for the nine conditions using self orga-
nizing maps (SOMs) (21), which convert complex
relations between high-dimensional items into
simple geometric relations. The spatial proxim-
ity and grouping of the conditions in the SOM-
based two-dimensional display thus reflects the
level of abstraction and categorical information
entailed in the discriminative patterns of vowels
(Fig. 4, A and B) and speakers (Fig. 4, C and
D). To investigate which acoustic features in the
original sounds drive this neural abstraction, we
examined the relative distance between the brain-
based representations of the stimuli and their
description in terms of typical acoustic features
{formants, Fig. 1B). We found that the distances
between the cortical representations of the sounds
correlated best with a description of the stimulus
based on the first two formants (F1, F2) in the
case of vowels [r = 0.75, P= 2 % 1077 (Fig. 4E
and fig. $5)] and on the fundamental frequency
(FD)inl]iccascofspeakm [F=064, p=2x
107° (Fig. 4F and fig. $5)]. These results provide
cmpmcal support | for cogamvc rnodels uf speech
and voice of
intermediate eompulanonal entities r:sulung from
the transformation of relevant acoustic features
[the (F1, F2) pair for vowels and (F0) for speakers]
and the suppression of the irrelevant ones.

Our findings demonstrate that an abstract
representation of a vowel or speaker emerges
from the joint encoding of information occurring
not only in specialized higher-level regions but
also in auditory regions, which—because of their
have been associated with early stages of sound
processing. This is in agreement with recent
neurophysiological findings indicating that neu-
tons in early auditory regions may exhibit com-
plex spectrotemporal receptive fields and may
participate in high-level encoding of auditory
objects (25-29), eg, via local feedback loops
and reentrant processing. Taken together, these re-
sults prompt a revision of models of phoneme and
voice abstraction, which assumes that a hierarchy
of processing steps is “mapped” into a functional
hierarchy of specialized neural modules.

In conclusion, we demonstrated the feasi-
bility of decoding speech content and speaker

www.sciencemag.org



Fig. 4. Visualization
of the brain-based rep- 2
resenttation of the sounds T

and relation with acous-
tical features. (A to D}
SOM-based display of
the discriminative pat-
terns in a single-subject
(subject 1, Aand C) and
in the group of seven
subjects (B and D) for
vowel (A and B) and
speaker leaming (C and
D). (E and F) Relation
between normalized
distances of the multi-
dimensional auditory B
cortical activation pat-
terns and normalized dis-
tances of the vowels in
the (F1, F2) space of for-
mants (E) and of the
speakers in the space
of fundamental frequen-
cy (FO) (F).

ul

ud 2

a3

at ut

identity from observation of auditory cortical
activation patterns of the listeners. Our analy-
ses provided a detailed empirical demonstration
of how the human brain forms computationally
efficient representations required for speech com-
prehension and speaker identification. Our exper-
imental settings, however, were restricted to three
vowels and three speakers; furthermore, all sounds
were presented in isolation to obtain distinct fMRT
activation pattems. Extension of these results to
identify a word or concatenation of words in
streams of longer speech segments, provides a

ipeling chall and will ibute to create
a general brain-based decoder of sounds in the
context of real-life situations.
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AAAS/Science Business Office Feature

MICROFLUIDICS:
BRINGING NEW THINGS TO LIFE SCIENCE

Most everything we know about fluids is based on macroscale observation. But
things are different at the microscale, where “channels” can be built with two walls
instead of four, turbulence doesn’t exist, and fluids can flow side by side without
mixing. For years, microfluidics has been the subject of hyperbole, with some
speculating that laboratory process would one day be miniaturized onto a chip.
Current commercial offerings leverage microfluidics’ most obvious advantages:
small sample volumes, rapid results, and lower costs. But as researchers have
discovered, microfluidics also has a second benefit: enabling experiments that
cannot otherwise be accomplished. By Jeffrey M. Perlel

s anew assistant professor, Adela Ben-Yakar found a way to use low-energy
laser pulses to sever a single neuron in the millimeter-sized nematode,
Caenorhabditis elegans. The technique is called femtosecond laser
axotomy, and according to Ben-Yakar, it has been well received.

“We developed nanoaxotomy in 2004," says Ben-Yakar, of the University of
Texas in Austin, “and at a C. elegans meeting in June there was a whole session on
using it.”

Unfortunately, the technique is far loo unwieldy for large-scale genetics. Between
picking up the animal, positioning it on the microscope, anesthetizing it, and the
surgery itself, each worm takes about 10 minutes, says Ben-Yakar, who has a Ph.D.
in mechanical engineering and a postdoc in applied physics.

She could have thrown more students at the project, like so much laboratary
cannon fodder, but that would have occupied them for years, she suspected. “I
thought maybe | could make a microfluidic device and do the work with far fewer
people in much less time.”

What she created was a so-called “lab-on-a-chip” device capable of capturing a
worm, holding it steady during surgery, and shunting the animal to any of three
recovery chambers. The process takes under a minute per animal, she says.

Itis an enabling technology for Ben-Yakar, who says she now can screen for new
genes and chemicals that might influence neuroregeneration in vivo. It also is a
development that, in a sense, encapsulates the promise of microfluidics, a field that
is about more than miniaturization, lower reagent volumes, and cost.

“The desire to use less sample is important and it is what got people excited,”
says Nate Cosper, marketing director at Caliper Life Sciences. “But really what’s
different is you can now do things you previously couldn’t do.”

Thinking Small

“The trick with microfluidics is, you have to think small,” says Glenn Walker, assistant
professor of biomedical engineering at the University of North Carolina (UNC) and
North Carolina State University. “You can’t just take something that works big,
shrink it down, and expect it to work.”

That’s because fluid dynamics don’t scale, he says. Fluids that flow like water
at the macroscopic level behave more like honey at the microscale. Inertial forces
decline while shear forces become important. Turbulence becomes a nonissue,
while interactions between the fluid and the channel wall become critical. Even
the seemingly simplest of processes can become problematic. For instance, since
magnetic forces also don’t scale well, magnetic-based separations generally aren’t
as effective on a chip.

On the other hand, the physics of microfluidics is also enabling, Walker says. Two
parallel fluid streams in a microchannel, if they flow fast enough, will ontived

www.sciencemag.org/products
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Look for these Upcoming Articles
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not mix, for example. “There will be a very sharp interface [between
them],” Walker says. Thus, it is possible to bathe just one side of a
cell with a chemical, to see how it reacts.

“That in particular is a really good example of a new, enabling tool
that lets you do something you cannot do with pipettes and flasks,”
Walker says. “The ability to treat only part of a cell with a chemical
is really powerful.”

Yet there is something of a disconnect between microfluidics
experts like Walker and the intended end-users of their engineering
creativity. Despile a few notable commercial successes, such as
Agilent Technologies’ Bioanalyzer 2100, the majority of microfluidic
advances remain bound up in the literature, beyond the reach of the
life science community.

“The technology is in its early adolescence,” says George
Whitesides, professor of chemistry and chemical biology at Harvard
University. “To me one of the big issues is—whether users are in
analytical work or in biopharmaceuticals—that, quite correctly,
they don’t want to be in the business of making the device. Their
expertise is not in microfabrication,” Whitesides says. “So as with
electronics, what happens is there is a critical mass of applications
where it becomes worth it for manufacturers to get into the area, to
make products that are commercially available.”

“It's like a computer or a car: Most people cannot build one or
fix one, but they can learn how to use them,” says Stephen Quake,
professor of bioengineering at Stanford University and the Howard
Hughes Medical Institute and co-founder of microfluidics firm
Fluidigm. “When a technology reaches that point, you can say it has
arrived. And that’s where we are right now for some applications.”

Material Support

At least some of that success stems from advances in materials. While
some build chips out of glass or hard plastic, many others (including
Fluidigm) prefer poly{dimethylsiloxane) (PDMS), a rubbery material
also used to make soft contact lenses. According to Whitesides, who
heads one of two groups that first worked with the polymer, PDMS
has become a popular choice for microfluidic device fabrication for
ils ease of use.

Glass and hard plastics are easy to break and hard to etch and
bond, he says. In contrast, “PDMS is just very easy to work with.
There’s a very simple procedure to go from design to master to mold,
and you can seal the layers together almost effortlessly,” he says. A
rubbery elastomer, PDMS won't break if dropped. It also breathes,
s0 gases can exchange with the environment beyond the chip, while
the material’s springiness enables pneumatic control.

976

Pneumatic control circuits, which Quake developed while at the
California Institute of Technology and licensed to Fluidigm, comprise
two layers. Fluid flows through channels in the bottom layer. In
the top layer, separated from the bottom by a thin layer of PDMS,
emply control channels run perpendicular to the fluid channels.
Pressurization of the control channels with air closes the fluid
channels below, just as stepping on a hose will staunch the flow
of water.

Ben-Yakar’s nancaxotomy chip uses this process to trap individual
worms in a microfluidic “surgical suite” as if with a finger. For
Fluidigm, pneumatic valves also enable system integration on
an unprecedented level. The company’s 96,96 Dynamic Array, for
instance, uses more than 25,000 valves and about a million features
to run 9,216 parallel 6.7-nl polymerase chain reactions in just
three hours.

That’s just miniaturization. But the company’s newest chip is truly
enabling, says Gajus Worthington, Fluidigm’s co-founder, CEO, and
president. “The [BioMark 12.765] Digital Array allows you to do
things you could never do before. It literally does digital PCR.”

“Suppose you have a 5-pl sample with a single molecule you want
to test,” he explains. “We break it into 1,000 different compartments,
and we effectively increase the concentration of what you are looking
for 1,000 times, That makes it 1,000 times easier to find.”

That means it might be possible to, for instance, screen for
evidence of fetal aneuploidy in maternal blood, a test that currently
cannot otherwise be run, says Worthington.

Making the Impractical Practical
Swedish microfluidics firm Cellectricon targets a decidedly smaller
niche with its Dynaflow system.

A microfluidic perfusion system intended for drug developers
who use patch clamping for optimization of potential ion channel
compounds, Dynaflow “is an add-on that enables the customer to
rapidly control fluids around the patch-clamped cells,” says Matthias
Karlsson, chief technical officer and scientific co-founder. The cell is
patch-clamped as normal and placed in the chip; then the system
simply switches the fluid channel to which the cell happens to
be exposed.

According to Karlsson, existing technology does not allow for
controlled, rapid changes in the fluid environment around a clamped
cell, and that can be a problem, because signaling events occur
in milliseconds.

“If you cannot monitor with millisecond resolution, you will not see
the reaction ofthe drug with the channel,” he says, adding, “Dynaflow
makes Lhese experiments possible in an industrial setting.”

According to Karlsson, “The benefit of having this on a microfluidic
system is that the only mixing is by diffusion, not by turbulence, so
the transition from one compound to another is very sharp, like a
step function.”

The throughput is about 200 compound wells per day, Karlsson
says, or “10 to 20 times faster than what a skilled electrophysiologist
could do now.” The company’s nexl-generation system, due late
2009, will bump that up to around 5,000 wells per day.

|. Michael Ramsey, Goldby Distinguished Professor of Chemistry at
UNC and co-founder of Caliper Life Sciences, uses glass microfluidic
devices to enable yet another highly impractical process: single-cell
kinase assays.

Ramsey’s collaborator, Nancy Allbritton, had previously developed
amethod to load cells with a fluorescent kinase substrate, lyse those

www.sciencemag.org/products

CREDIT: IMAGE PROVIDED BY FLUIDIGM



cells one at atime using a laser,and then run capillary electrophoresis
on the contents to measure enzymatic activity.

“They could do eight to 10 cells per day,” says Ramsey. Using a
microfiuidic device built of glass, Ramsey’s team has made the assay
realistically useful. “We can do 10 cells per minute,” he says, “and
we could probably speed that up.”

He explains, “We have a continuous flow of cells that stochastically
arrive at a point where they are lysed, and the lysate is directed into a
capillary electrophoresis channeland separated.” Itisthe same assay
Allbritton devised, except “it has essentially been automated.”

Unique Advances

Sometimes microfluidic devices enable richer data from traditional
assays. Caliper’s Cosper says kinase assays run on the company’s
LabChip systems yield more than a number, for instance; because
the reaction components flow through a separation channel, the
data are both quantitative and qualitative.

“In a typical single-pot assay, you can gel false positives or
negatives because things interfere with the reaction and cause you
to misinterpret the assay,” he says. By running that same assay on
the LabChip platform, “you get the same separation quality as in
HPLE, to get very high quality data without artifacts. You cannot do
that in a standard microwell.”

Gyros has successfully commercialized a microlaboratory in
compact disc format, utilizing flow-through immunoassay principles
for protein quantification for the developmentof protein therapeutics,
The Gyrolab system allows assays to be performed at nanoliter scale
enabling users to extract more information from minute sample
volumes, allowing repetitive sampling from individual animals,
during the early development stages of protein therapeutics.

Gyrolab provides a completely different way of interacting analytes
with capture reagent. “In our case, this is done under constant flow,”
says Mats Ingands, Gyros’ director of applications and technology
assessment. “With ELISA, a sample needs to incubate in a static
situation for hours to get the same reaction completed. Our system
reduces both assay time —over a hundred assays can be processed
in under one hour—and matrix effects.”

New Takes on Old Techniques

David Beebe, professor of biomedical engineering at the University
of Wisconsin, Madison, uses lab-on-a-chip technology to gain new
insights into cell behavior.

Beebe’s lab focuses on cell-cell communication, especially in
cancer. One project studies the interaction between epithelial cells
and the underlying stroma. “It’s very difficult to do this with standard
methods,” he says, as these require either conditioned media or
transwell systems, both of which will miss short-lived factors as well
as reciprocal signaling events.

Instead, Beebe uses simple microfluidic alternatives to uncover
novel phenomena not previously seen in a Petri dish. “For instance,
we see a bimodal distribution of proliferative capacity [in primary
mouse mammary cells],” he says, which he suspects reflect stem
cells. “Itis a cell behavior no one has observed in vitro before.”

For juan Santiago, associate professor of mechanical engineering
at Stanford University, microfluidics also enables new approaches
to PCR. He and his student, Alexandre Persat, are pursuing a
process they call chemical-cycling PCR, which denatures DNA with
a denaturant like formamide instead of heal. “Our chip works by
cycling chemistry rather than temperature,” Santiago explains. “We
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inject clouds of denaturant while holding the DNA stationary in an
electric field.”

Besides obviating heating and cooling elements {and thus, making
PCR machines smaller and lighter), this approach is also faster than
traditional PCR—Persat has amplified 194-bp targets in just 18
30-second cycles—lowervolume, and possibly more quantitative,
Santiago says. In addition, because the amplified DNA is already in a
microchannel, it can immediately be reacted or separated.

“As the PCR cycles occur, we are already separating the products,”
he says. “No one has ever done that before in real time.” Santiago
says the approach could find use in areas like forensics, where sample
volume, sensitivity, and contamination are primary concerns.

Santiago says he “strictly” uses off-the-shelf chips, mostly
available from Caliper for about $50, for his work. For those who
want a more customized solution, PDMS fabrication is relatively
straightforward, says Quake, and can easily be done ina lab, or even
a garage, though a clean room is preferable. Stanford’s microfluidics
foundry (thebigone.stanford.edu/foundry/) can create microfluidics
chips on demand.

Alternatively, you can try Mark Burns’s approach. A professor of
chemical engineering and biomedical engineering at the University
of Michigan, Burns and student Minsoung Rhee developed a toolkit
of 15 “microfluidic assembly blocks,” essentially PDMS “LEGO”
pieces that users can assemble into any desired structure.

“I’s like making a mosaic,” Burns explains. “You put each tile
down, and it makes a picture when you're done. Only, instead of a
picture, it is actually a functioning device.”

An enabling technology for an enabling technology? Only time
will tell.

Jeffrey Perkel is a freelance writer based in Pocatello, ldaho.
DOL 10.1126/science.opms.p0800029
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Microfluidic Chip

A reusable, high-performance liquid chromatography (HPLC),
nanoflow-rate  chip features titanium-dioxide-particle-based
phosphopeptide enrichment. The chip is a multilayer polyimide
laminate that contains an enrichment section with titanium dioxide
beads flanked on both sides with 18 reversed-phase material. The
three sections of the sandwich are separated by microfabricated
frits. The unique sandwich configuration of the enrichment section
provides researchers three modes of peptide analysis: standard
peptide analysis, phosphopeptide analysis only, and combined
peptide and phosphopeptide analysis. The chip can be used with
Agilent HPLC-chip/mass spectrometry instrumentation, with a choice
of mass spectromelers

Agilent Techn €

For information 408 553-7191
www.agilent.com

Integrated Fluidic Circuit

The BioMark 96.96 Dynamic Array is a new integrated fluidic circuit
(IFC) capable of performing 9,216 simultaneous real-time polymerase
chain reaction (PCR) experiments running TagMan assays in nanoliter
quantities. This new-generation IFC enables life science researchers
to achieve new levels of cost and logistical efficiency and flexibility,
as well as comprehensive profiling from minuscule amounts of
sample. The 96.96 Dynamic Array provides the flexibility of a
microwell plate and the density of a microarray in one easy-to-use
consumable. IFCs meter, multiplex, and combine nanoliter volumes,
of fluids thousands of times in parallel on a single chip with precise
control and reproducibility. With this new dynamic array, researchers
can set up 9,216 experiments with just 192 pipetting steps.
Fluidigm

For information 650-266-6081

wwwi.fluidigm.com

Purification System

The compact Isolera Flash purification system enables chemists to
achieve better separations in significantly shorter purification run
times with new features that result in maximum purity and vyield.
The advanced thin layer chromatography (TLC)-to-gradient feature
automatically creates elution gradients and suggests cartridge
and sample size. Compounds can be collected on fwo separate
wavelengths using a variable-wavelength detector option, resulting
in increased compound recovery and cleaner fractions. Up to four
solvents can be used in a single gradient to easily purify samples with
diverse polarity. Athird cosolvent can be isocratically pumped into the
binary gradient, maintaining compound solubility and eliminating the

978

Microfluidic Instruments

The LabChip GX and LabChip GXII benchtop microfluidics systems are for fast, automated, one-
dimensional electrophoretic separations of protein, DNA, and RNA samples. The LabChip GX
is a low-price, entry-level system targeted at genomics applications, while the GXII combines
genomics and protein research applications. The instruments offer extended walk-away time,
and economical plate-processing ability. Both systems combine highly
reproducible assay technology with advanced data analysis and visualization software. They
offer 96-well and 384-well plate compatibility and the ability to select single wells at any location
in a plate. Users can thoroughly analyze samples in seconds instead of minutes, eliminating
throughput bottlenecks and improving efficiency.

For information 877-522-2447

over-pressure issues that can be caused by precipitating compounds.
Users have full control over sample purification conditions, as a full
range of editing options is available, including gradient, flow rate,
cullecllun wolume, and fraction wavelengths and modes.

Biotage
For information 434-979-2319
www.biotage.com

Immunoassay Device

The Gravi ELISA-Cell is a USB-powered, microfluidics-based
immunoassaydevice forrunning bead-based protocols with standard
immunology reagents. The instrument works with Gravi ELISA-Chip
(microchannel-harboring biosensors) for performing everything from
sample preparation through signal detection. The compact device is
designed for manual operation, to generate results wherever needed
and most convenient. The device offers the flexibility of running
almost any available enzyme-linked immunosorbent assay (ELISA)
or affinity assay.

Calbiotech

For information 619-660-6162

www.calbiotech.com

Vibration Cancellation System

The TableTop PZT is an active, hard-mount vibration cancellation
system for small precision instruments, particularly those in
buildings where floor vibration is severe. The TableTop PZT features
a lightweight, compact design; extended stroke piezoelectric
actuators; and sub-HZ vibration cancellation, both vertical and
horizontal. It has no soft air suspension. It has a payload capacity of
up to 300 pounds.

Technical Manufacturing Corp.

For information 800-542-9725

www.techmfg.com

Electronically submit your new product description or product literature
information! Go to www.sciencemag.org/products/newproducts.dtl for
more information.

Newly offered instrumentation, apparatus, and laboratory materials of
interest to researchers in all disciplines in academic, industrial, and gov-
ernmental organizations are featured in this space. Emphasis is given to
purpose, chief characteristics, and availabilty of products and materi-
als. Endorsement by Science or AAAS of any products or materials men-
tioned is not implied. Additional information may be obtained from the
manufacturer or supplier.

www.sciencemag.org/products
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