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BIOCHEMISTRY

Structure and Molecular Mechanism of a Nucleobase-Cation-Symport-1
Family Transporter

5. Weyand et al.

The structure of a membrane transporter in an open state suggests that in- and
out-facing cavities reciprocally open and close coordinated by two transmembrane

segments. ;
10.1126/science. 1164440

ASTRONOMY

The Fermi Gamma-Ray Space Telescope Discovers the Pulsar in the Young

Galactic Supernova Remnant CTA 1

G. Kanbach et al.

The Fermi Space Telescope has detected a gamma-ray pulsar associated with a young

supernova remnant, implying that such stars may be unidentified gamma-ray sources.
10.1126/science.1165572

CONTENTS I

CELL BIOLOGY
Detection of GTP-Tubulin Conformation in Vivo Reveals a Role for GTP

Remnants in Microtubule Rescues

A. Dimitrov, M. Quesnoit, S. Moutel, I. Cantaloube, C. Poiis, F. Perez

GTP-bound tubulin is found at microtubule ends in living cells and also within

microtubules, where it may promote repolymerization and avert microtubule collapse.
10.1126&/science. 1165401

ASTRONOMY

Observation of Pulsed y-Rays Above 25 GeV from the Crab Pulsar with

MAGIC

The MAGIC Collaboration

The MAGIC telescope has detected higher-energy, pulsed gamma rays from the Crab

pulsar and a threshold suggesting that they are emitted from the outer magnetosphere.
10.1126/science.1164718
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GEOCHEMISTRY

The Miller Violcanic Spark Discharge Experiment 404
A. P Johnson et al.

Reanalysis of archived samples of an experiment simulating
production of organic molecules in volcanic gases by lightning
shows that they contain many amino acids. == Science Podcast
RESEARCH ARTICLE

GEMNETICS

Conservation and Rewiring of Functional Modules 405
Revealed by an Epistasis Map in Fission Yeast

A. Roguevet al.

Comparison of genetic wiring in two types of yeast reveals that
protein complexes are conserved, but the interactions between

them can change radically between species.

REPORTS

PHYSICS

Current-Induced Spin-Wave Doppler Shift 410

V. Vlaminck and M. Bailleul
A current-induced shift in the frequency of propagating spin waves
provides a simple technique to probe spin-polarized currents in

engineering spintronic devices, -

APPLIED PHYSICS

Complex Patterning by Vertical Interchange Atom
Manipulation Using Atomic Force Microscopy

Y. Sugimoto et al.

Atoms of tin and silicon are reversibly and controllably exchanged
between the tip of an atomic force microscope and a substrate,
allowing atomic patterning of a surface.

CHEMISTRY

Catalytic Conversion of Biomass to Monofunctional
Hydrocarbons and Targeted Liquid-Fuel Classes

E. L. Kunkes et al.

A set of two reactors, one that breaks down biomass sugars and
a second that directs chain formation, can synthesize various
hydrocarbon fuels.
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REPORTS CONTINUED...

CHEMISTRY

Accurate Temperature Imaging Based on 421
Intermolecular Coherences in Magnetic Resonance

G. Galiana, R. T. Branca, E. R. Jenista, W. 5. Warren

The shift of water nuclear magnetic resonance peaks relative to those
of lipids provides an accurate thermometer of internal temperatures,
for example, in a mouse.

CHEMISTRY

Molecular Layering of Fluorinated lonic Liquids ata 424
Charged Sapphire (0001) Surface

M. Mezger et al.

Reflections of high-energy x-rays reveal that when in contact with

a sapphire surface, and likely other surfaces, an ionic liquid forms
alternating layers of cations and anions.

MATERIALS SCIENCE

Evolution of Block Copolymer Lithography to Highly 429
Ordered Square Arrays

C. Tang et al.

The addition of hydrogen bonding units to two block copolymers
leads to a template with square patterns that can be used for
manufacturing integrated circuits.

PLANETARY SCIENCE

The Extreme Kuiper Belt Binary 2001 QW3;; 432
JL-M. Petit et al.

Two small, weakly bound objects in the outer solar system orbit each
other more than 100,000 kilometers apart, a distance that challenges
ideas for how such binaries form.

GENETICS

Species-Specific Transcription in Mice Carrying 434
Human Chromosome 21

M. D. Wilson et al.

An aneuploid mouse carrying a human chromosome shows that
genetic sequence can dominate epigenetic, cellular, and organismal
effects in determining transcriptional regulation and gene expression.

>> Perspective p, 380

BIOCHEMISTRY

Surface Sites for Engineering Allosteric Control in 438
Proteins

J. Lleeetal.

Two allosterically requlated proteins can be engineered to interact

so that when light activates one, it triggers the enzymatic output
(dihydrofolate reductase) of the other.

BIOCHEMISTRY

A Stochastic Single-Molecule Event Triggers 442
Phenotype Switching of a Bacterial Cell

P.]. Choi, L. Cai, K. Frieda, X. S. Xie

A stochastic process, in which a requlatory repressor dissociates from
either one or two DNA sites, determines which of two phenotypes is
seen in genetically identical bacteria.

MYAAAS

SCAENCE (185N 0036-B075) is published weskly om Friday, except the Let week in December, by the American Association
for the Advancesent of Science, 1200 New York Avenue, NW, Washington, D€ 20005, Periodicals Mafl postage (publication Mo,
4344600 paid at Washingion, DC, and additioral matling offices. Copyright © 2008 by the Amevican Assodation for the Advanoement
of Science, The title SCENCE & a reglstened rademark of the ARAS. Domestsr individual membership and subscription (51 teased: $ 144
(574 allocated o subscription). Domestic institutional sehscrption (51 Bwest $770; Foreign postage extrac Mexico, Caribbean tarface
ADVAMCING SCIEMCE, SERVIMG SOCIETy  Maill 555 otber coustries (air assist defiveny) 385, First class, airmail, sudent, and omeritus rates on request. Canadian s with G57
available upen request, GST #1254 88122, Publications Mail Agreement Number 1067624, SCIERCE is printed on 30 perornt post-
comumer recyded paper. Printed In the US.A.
Change ol adedress: Allow 4 weeks, giving old and new addmsses and 8-digit sccount number, Posteaster: Send change of addres i AARS, P.0. Box 96178, Wak hingios, DC 20090-6178. Simgle-copy sales
$10.00 current issoe, $15.00 back toue peepaid indudes sorfsce postage; bulk rates on request. Awtho rization te photocopy material for imbernal o personsl we under diusmtances not falling within the

BIOCHEMISTRY

Remeasuring the Double Helix 446
R. 5. Mathew-Fenn, R. Das, P. A. B. Harbury

Pieces of DNA in solution are much softer than DNA under tension
and unexpectedly stretch large amounts over several helical turns.

NEUROSCIENCE

Relation Between Obesity and Blunted Striatal 449
Response to Food |s Moderated by TaglA Al Allele

E. Stice, 5. Spoor, C. Bohon, D. M. Small

Individuals whose reward centers of the brain respond sluggishly
after eating prefer calorie-dense foods, which may account for their
greater propensity to gain weight. == Science Podrast

CELL BIOLOGY

Phosphorylation Networks Regulating JNK Activity 453
in Diverse Genetic Backgrounds

C. Bakal et al.

Data from an RNA interference screen, combined with genetic
interaction analysis, allow construction of a comprehensive kinase
cellular signaling network in Drosophila.

CELL BIOLOGY

Higher-Order Cellular Information Processing with 456
Synthetic RNA Devices

M. N. Win and C. D. Smolke

The intrinsic ribozyme of a simple RNA-based Boolean logic device
that can be engineered into cells is activated when it is bound by

two particular molecules. = Perspective p, 367
IMMUNOLOGY
Innate Immunity in Caenorhabditis elegans s 460

Regulated by Neurons Expressing NPR-1/GPCR

K. L. Styer et al.

In the worm Caenarhabditis elegans, sensory neurons surprisingly
can inhibit innate immune responses, in part through the
mitogen-activated protein kinase (MAPK) signaling pathway.
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Separate and unequal.

SCIENCENOW

WWW.scienc ENOW.Org

Don't Judge a Worm by Its Color
Scientists parse four species of earthworm from one, despite
similarities in appearance.

Unconscious Brain Still Registers Pain
Some brain-injury patients may be hurting even if they can't show it.

The Come-Hither Voice
Fitch of a woman's voice rises during ovulation,

VILIP1 interacts with P2X2 receptors in dendrites.

SCIENCE SIGNALING
www.sciencesignaling.org

RESEARCH ARTICLE: Regulation of P2X2 Receptors by the Neuronal
Calcium Sensor VILIP1

S. Chaumont, V. Compan, E. Toulme, E. Richler, G. D. Housley,

F. Rassendren, B. 5. Khakh

Optics and electrophysiology reveal the dynamics of an ATP-gated ion
channel signaling complex.

RESEARCH ARTICLE: BDONF Selectively Regulates GABA, Receptor
Transcription by Activation of the JAK/STAT Pathway

I. V. Lund, Y. Hu, Y. H. Raol, R. S. Benham, R. Faris, 5. ]. Russek,

A. R. Brooks-Kayal

Brain-derived neurotrophic factor regulates a GABA receptor subunit through
the repressor |CER.

PERSPECTIVE: Acetylation of MKP-1 and the Control of Inflammation
H. Chi and R. A. Flavell

Toll-like receptor signaling is inhibited by acetylated MKP-1, a mitogen-
activated protein kinase phosphatase.

PREVIEW

Get a sneak peek at articles coming up in the 21 October issue related to this

week's Scence special issue on cell signaling.
== Cell Signaling section p. 389 and waw. sciencemag.org/cellsignaling 08/
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Building a synthetic biology career.

SCIENCE CAREERS

www.sciencecareers.org/career_development

ESOURCES FOR SCIENTIST

Special Feature: Opportunities in Synthetic Biology

E. Pain

Synthetic biology may be in its infancy, but the field is growing
rapidly and gaining support. == Science Podeast

Getting Ready for Synthetic Biology

E. Pain

Synthetic biology offers new opportunities for scientists willing
to challenge their ways of thinking and doing research.

A Multidisciplinary Approach to Life

E. Pain

A microbiologist, a mechanical engineer, and a chemist tell
Science Careers how they ended up in synthetic biology.

Science Careers Podcast

K. Travis

Hear three scientists talk about their career paths and the future
of synthetic biology research.

SCIENCEPODCAST
www.sciencemag.org/multimedia/podcast
i NEEE cHOW

Download the 17 October Science
Podcast to hear about a link
between dopamine signaling
and obesity, organic molecules
from volcanic sparks, careers
in synthetic biology, and more.

Separate individual or institutional subscriptions to these products may be required for full-text access.
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CREDITS (TOP TO BOTTOME: MATTHEW-FEMM ET AL; GALIAMNA ET AL

Riding the Spin-Wave

Much work is being undertaken that uses the
spin property of electrons rather than, or as
well as, its charge. Spin density waves are exci-
tations of polarized electrons that propagate
through magnetic systems. Determining the
spin properties in a circuit, however, is a chal-
lenge. Vlaminck and Bailleul (p. 410; see the
Perspective by McMichael and Stiles) demon-
strate a long-proposed effect in which an
injected current should result in the frequency-
shift (or Doppler shift) of the propagating spin
waves. Such a simple technique should prove
invaluable in the development of spintronics.

Double Cosmic Rubble

About 70 small binary asteroids have been found
in which two small bodies orbit each other. Many
of these binary asteroids are weak objects com-
posed of rubble held together by their weak
gravity, and it has been suggested that some
may have formed by the disruption of a single
object. Petit et al. (p. 432) have now tracked
one enigmatic binary in the Kuiper Belt, beyond
Pluto, and show that its pairs are orbiting in an
eccentric orbit more than 100,000 km apart.
This great distance, 2000 times their radii, is dif-
ficult to create and maintain against disruption
from the gravitation attraction of other objects.
It is thus most likely that it formed from a colli-
sion, and its fragile existence could imply that
such bodies would have been more common
early in the solar system.

Fuel from Sorbitol

The chemical infrastructure for converting
crude petroleum into fuel and functional com-

www.sciencemag.org SCIENCE

EDITED BY STELLA HURTLEY

<< Flexing the Double Helix

The DNA duplex at equilibrium is generally viewed as an
elastic rod. Recent experimental observations have
highlighted that this is an oversimplification, but it
has been difficult to resolve bending, twisting, and
stretching fluctuations at a microscopic level. Now

Matthew-Fenn et al. (p. 446) have used small-angle

X-ray scattering interference between gold nanocrystals

attached to the ends of DNA double helices to meas-

ure directly the distance distributions of DNA frag-
ments short enough to limit bending. The results
show that stretching fluctuations are much
larger than expected for an ideal elastic rod and
that stretching is correlated over at least two
turns of the double helix. This correlated stretching could

allow for allosteric communication along the DNA structure.

pounds relies largely on breaking down and
oxidizing long hydrocarbons. In contrast, a
switch to carbohydrate biomass as the basic
feedstock requires processing a set of very dif-
ferent building blocks that come excessively
oxygenated. Kunkes et al. (p. 417, published
online 18 September) present a two-stage strat-
eqy for converting abundant sugars such as
glucose and sorbitol into fuels and commadity
chemicals. In an initial reactor, a platinum-
rhenium catalyst breaks down the aqueous sugar
feed into alcohol and carbonyl compounds. The
product can then be directed into a second
reactor for catenation of these intermediates
into chains, with an array of different catalysts
available to select for either the highly branched
structure of gasoline, or the longer-chain,
more linear geometry used in Diesel and jet
fuel mixtures.

Regulating Gene
Regulation

Tissue-specific gene expression is established
by sets of highly conserved transcription fac-
tors, common throughout mammals. However,
the transcription factor binding sites them-
selves have changed dramatically during evolu-
tion. These changes could be the result of a
variety of factors, including epigenetics, chro-
matin structure, underlying sequence changes,
environment, and diet. To sort out the environ-
mental versus genetic factors controlling gene
expression, Wilson et al. (p. 434, published
online 11 September; see the Perspective by
Coller and Kruglyak) studied expression in the
liver of mice that stably transmit a copy of
human chromosome 21. This made it possible

VOL 322

17 OCTOBER 2008

to study transcriptional regulation of complete
homologous chromosomes of human and
mouse sequences simultaneously in the same
nuclei. In terms of protein-DNA binding, his-
tone methylation, and transcription in vivo,
DNA sequence was a more important determi-
nant than the environment.

Imaging Internal

Temperatures

Temperature is normally measured locally at the
surface of a sample but, in many clinical situa-
tions, it would be useful to
obtain temperature profiles
inside the tissue, for example,
during hyperthermic therapy.
Such profiles can be obtained
with contrast agents in conven-
tional magnetic resonance imag-
ing but drawbacks can arise from
inhomogeneities in the magnetic
fields as they pass through the
body or from the technique’s
inability to work well in fatty tis-
sue, such as the breast. Galiana
et al. (p. 421) have developed a
method that allows the tempera-
ture-dependent chemical shift of
water to be measured relative to
the temperature-independent
chemical shift of lipids by using
long-range intermolecular zero- and double-
quantum coherences. The authors use their
method to produce temperature profiles across
the body of a living mouse.

Continued on page 343
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This Week in Science

Continved from page 341

Ordered Solution

Block copolymers consisting of two chemically dissimilar covalently connected polymers will sponta-
neously phase separate into arrays of spheres or cylinders, depending on the concentration of the two
blocks. With dissolution of one of the components, the materials can be used for templating semiconduc-
tor materials, for example, in the fabrication of memory chips. However, while the semiconductor indus-
try is used to working with rectilinear patterns, the ordering of the spheres or cylinders tends to be hexag-
onal. Tang et al. (p. 429, published online 25 September) engineered two block copolymers to induce
hydrogen bonding between the polystyrene blocks in each of them. When mixed, the polymers generated
well-defined patterns with square symmetry.

Stochastic Changes

Cells that are genetically identical and in the same environment can display different phenotypes with
a single cell switching stochastically between the phenotypes. A classic example is lactose metabolism
in Escherichia coli—at intermediate inducer concentrations a fraction of cells in a population display -
aninduced phenotype. Choi et al. (p. 442) examined the molecular basis of this switching by directly |:| r d
monitoring the expression of lac genes at a single molecule level. The tetrameric lac repressor, which !
binds to two operators on looped DNA, frequently dissociates from one operator to give basal level
expression. Infrequently, there is complete dissociation from both operators to give large bursts of

[}
expression that trigger full induction. Thus, a stochastic molecular event acts to switch individual cells D e C | C e
]

from an uninduced to an induced phenotype.

Mapping Out Redundancy B Jy

Living organisms often have compensatory signaling
mechanisms that allow the loss of function of a single
component to be tolerated, even in important regulatory 4
pathways. This makes such pathways robust to potential B e-l: e r
challenges, but makes the job of unraveling and mapping E '
the pathways more difficult. To work around such buffer-
ing or functional redundancy, Bakal et al. (p. 453) sys-

tematically tested more than 16,000 RNAi combinations Try the neW

in Drosophila tissue culture cells in order to identify requ-
lators of Drosophila Jun NH,-terminal Kinase (JNK). Fur- ‘ I

ther analysis with phosphoproteomic data and computa- nVITrOgen ' Com
tional models of kinase specificity was used to establish

where the components identified fitin a requlatory network. Similar approaches should help to
unravel other critical targets for therapeutic modulation of cell function.

Genes and Weight Gain

What are the factors that increase an individual's risk of future weight gain? It has been hypothe-
sized that obese individuals may have an underactive reward circuitry, which leads them to overeat
in an effort to boost a sluggish dopamine reward system. Using brain imaging, Stice et al. (p. 449;
cover) discovered a relationship between activation of the striatum and ingestion of a tasty calorific
liquid compared with a neutral liquid that could differentiate between obese and non-obese indi-
viduals. This differential activation was accentuated in individuals bearing the A1l allele of the
dopamine D2 receptor gene, which is associated with reduced dopamine transmission in the stria-
tum. This relationship predicted an individual's weight gain when measured a year later.

Nematode Immune Defenses

Like all of us, the nematode worm, Caenorhadbditis elegans, is susceptible to illness and infection
caused by bacteria. And, like all of us, worms mount an immune defense against infection. Styer et al.

(p. 460, published online 18 September) now present data that suggest that the innate immune . » . )
2 response of C. elegans requires expression of a G protein—coupled receptor, npr-1, in sensory neu- e InVItrogen

rons. The response also requires other signaling-related molecules, a cyclic GMP—gated ion channel T e e
g and a soluble guanylate cyclase. The sensory neurons act to control the immune response throughout

& the worm. Thus, these neurons seem to control innate immunity in C. elegans by receiving signals
8 from pathogens and then initiating an organism-wide immune response. 2008 Invitrogen Comoration. Alligh s reserved
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U.S.-Cuban Scientific Relations

IN A FEW YEARS, THE TWO OLDEST NATIONAL ACADEMIES OF SCIENCE IN THE WORLD OUTSIDE
of Europe—those of the United States and Cuba—will celebrate their 150th anniversaries. Yet
despite the proximity of both nations and many common scientific interests, the U.S. embargo
on exchanges with Cuba, which began in 1961 and is now based on the 1996 U.S. Helms-
Burton Act and subsequent regulations, has largely blocked scientific exchange. It's time to
establish a new scientific relationship, not only to address shared challenges in health, climate,
agriculture, and energy, but also to start building a framework for expanded cooperation.

Restrictions on U.S.-Cuba scientific cooperation deprive both research communities of
opportunities that could benefit our societies, as well as others in the hemisphere, particularly in
the Caribbean. Cuba is scientifically proficient in disaster management and mitigation, vaccine
production, and epidemiology. Cuban scientists could benefit from access to research facilities
that are beyond the capabilities of any developing country, and the U.S.
scientific community could benefit from high-quality science being
done in Cuba. For example, Cuba typically sits in the path of hurricanes
bound for the U.S. mainland that create great destruction, as was the case
with Hurricane Katrina and again last month with Hurricane lke. Cuban
scientists and engineers have learned how to protect threatened popula-
tions and minimize damage. Despite the category 3 rating of Hurricane
lke when it struck Cuba, there was less loss of life after a 3-day pounding
than that which occurred when it later struck Texas as a category 2 hurri-
cane. Sharing knowledge in this area would benefit everybody.

Another major example where scientific cooperation could save lives
is Cuba’s extensive research on tropical diseases, such as dengue fever.
This viral disease is epidemic throughout the tropics, notably in the
Americas, and one of the first recorded outbreaks occurred in Phila-
delphia in the 18th century. Today, one of the world’s most outstanding research centers dedi-
cated to dengue fever is in Cuba, and although it actively cooperates with Latin America and
Adfrica, there is almost no interaction with U.S, scientists, Dengue fever presents a threat to the
U.S. mainland, and sharing knowledge resources to counter outbreaks of the disease would be
an investment in the health security of both peoples.

Cuba has also made important strides in biotechnology, including the production of several
important vaccines and monoclonal antibodies, and its research interests continue to expand in
diverse fields, ranging from drug addiction treatment to the preservation of biodiversity. Cuban
scientists are engaged in research cooperation with many countries, including the United
Kingdom, Brazil, Mexico, China, and India. Yet there is no program of cooperation with any
U.S. research institution.

The value system of science—openness, shared communication, integrity, and a respect for
evidence—provides a framework for open engagement and could encourage evidence-based
approaches that cross from science into the social, economic, and political arenas. Beyond
allowing for the mutual leveraging of knowledge and resources, scientific contacts could build
important cultural and social links among peoples. A recent Council on Foreign Relations report
argues that the United States needs to revamp its engagement with Latin America because it is
no longer the only significant force in this hemisphere. U.S. policies that are seen as unfairly
penalizing Cuba, including the imposition of trade limitations that extend into scientific rela-
tions, continue to undermine U.S. standing in the entire region, especially because neither Cuba
nor any other Latin American country imposes such restrictions.

As a start, we urge that the present license that permits restricted travel to Cuba by scientists,
as dictated by the U.S. Treasury Department’s Office of Foreign Assets Control, be expanded so
as to allow direct cooperation in research. At the same time, Cuba should favor increased scien-
tific exchanges. Allowing scientists to fully engage will not only support progress in science, it
may well favor positive interactions elsewhere to promote human well-being. The U.S. embargo
on Cuba has hindered exchanges for the past 50 years. Let us celebrate our mutual anniversaries
by starting a new era of scientific cooperation. = Sergio Jorge Pastrana and Michael T. Clegg

10.1126/science. 1162561
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__EDITORS'CHOICE |

EDITED BY GILBERT CHIN AND JAKE YESTON

Not Kept Apart by Competition

According to the theory of limiting similarity, in order to minimize com-
petition, species coexisting in the same habitat must differ enough in
size, shape, or other variables. Ecologists and paleontologists have
reported such differences in a wide range of organisms in modern envi-
ronments or time-averaged deposits. To provide a temporal context, Hunt-
ley et al. examined the size and shape of Quaternary endemic land snails
from the Canary Islands through the past 42,500 years. They considered
two types of limiting similarity: ecological character displacement (differ-
ences between two closely related species are greater when speciation is
ongoing in the same location) and community-wide character displace-
ment (particularly large size or morphology variation among potentially
competing species). The data showed that the two most abundant species
of the pulmonate gastropod Theba exhibited a parallel reduction in size,
but when one went extinct the other did not show convergence (a shift
toward the other) or release (increased variation). Thus, limiting similarity
appears to be a transient ecological phenomenon rather than a long-term
evolutionary process. — 5]5

Paleobiology 34, 378 (2008).

CHEMISTRY
lectron Chai

Organic materials that contain linear chains of
metals in different valence states can behave as
semiconductors or even exhibit metallic conduc-
tivity. Mitsumi et al. have explored a strategy for
creating mixed-valence platinum (Pt) com-
pounds by electrochemically oxidizing Pt(lI)
dimer precursors in organic solvents with nonco-
ordinating ClO," counterions. These dimers are
stabilized by bridging dithiocarboxylato ligands
(RCS,~where Ris an alkyl group), and, in the
mixed-valence form, the Coulomb barrier that

limits conduc- "
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analogs, the Pt dimers form

linear chains with a mix of Pt,* and Pt,* centers
{average oxidation states of 2.125 and 2.2,
respectively). Crystal structures reveal that in the
methyl analog, the chains arrange in parallel
stacks separated by layers of solvent and ClO,~

348

counterions. This compound, with one unpaired
electron per chain repeat, exhibits high metallic
conductivity at room temperature that persists to
about 125 K (between 4 and 8 Siemens per cm).
In the ethyl analog, in contrast, each chain is
surrounded by solvent and counterions, and a
longer repeat unit leads to pairing of the odd
electrons and semiconducting behavior, — PDS

J. Am. Chem. Soc. 130, 10.1021/a805794a (2008).

CELL BIOLOGY

Losing Conti

Parkinson's disease is a neurodegenerative disor-
der that affects 1% of people over 65, rising to
5% of those over 85. Nerve cells
in the brain produce the neuro-
T transmitter dopamine, which con-
trols the smooth movement of mus-
cle. In Parkinson's patients, these
dopaminergic neurons are damaged,

et * =.-=* -.._-A'*-L «. tausing them to fire inappropriately and

¥ 't" S ‘q.
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affect controlled body movements. The
most common molecular cause of Parkin-
son’s disease is a mutation in the gene
encoding leucine-rich repeat kinase 2 (LRKK2);
however, how this causes neuronal degeneration
has been unclear. Now Imai et al. find that LRRK2
requlates the production of proteins in the cell
during a stress response. When environmental

Quaternary land snails.

conditions change, a cell needs to rapidly respond
in order to survive. One effective way of doing this
is by quickly generating additional proteins by
translating existing mRNA. Both human and
Drosophila forms of LRRK2 phosphorylated the
translational regulator, eukaryotic initiation factor
4E-binding protein. This caused an increase in
protein translation and attenuated resistance to
oxidative stress and survival of dopaminergic neu-
rons. In some patients, mutant LRRK2 has
increased kinase activity, which could cause cells
to lose control of translation. Thus, deregulated
protein translation could affect the neurodegener-
ation seen in Parkinson's disease. — HP*

EMBO J. 27, 2432 (2008).

IMMUNOLOGY

One of the few effective treatments for allergies to
common substances such as pollen is allergen-spe-
cific immunotherapy. Doses of allergen too small
to produce full-blown allergic reactions are admin-
istered to patients in an attempt to stimulate their
immune systems to produce immunoglobulin G
(IgG) molecules capable of blocking allergen
recognition by the IgE molecules that orchestrate
the inflammatory symptoms. Mothes-Luksch et al.
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report an alternative approach to modify allergens
to produce immune response without triggering
inflammation, making them potentially suitable
for use as vaccines. A pollen allergen from timothy
grass, Phl p 2, was divided it into equal-length
peptides, none of which was recognized by IgE-
containing serum from allergic patients. Neither
Phl p 2 nor the peptide fragments produced an
immune response in rabbits. However, a protein
assembled from these peptides but in a different
order produced a plentiful supply of IgG molecules
capable of binding Phl p 2 and of blocking the
binding of IgE. Changing the order of peptides
stopped the mosaic protein from adopting the
same three-dimensional structure as Phl p 2, mak-
ing it hypoallergenic because it was effectively
invisible to anti-Phl p2 IgE molecules. — C5*

. Immunol. 181, 4864 (2008).

ECOLOGY
Going My Way?

Genetic hitchhiking refers to the non-neutral fixa-
tion of nonselected alleles because of their physi-
cal proximity to loci under selection. If ecologi-
cally relevant loci are under divergent selection
between populations, such as may occur during
speciation, it may reduce recombination and fur-
ther isolate these genomic regions, which in tum
can facilitate the evolution of reproductive isola-
tion. Via and West have tested this theory by
measuring genetic differentiation in diverging
host races of pea aphids
found on clover and alfalfa.
The authors identified
highly diverged markers
between aphids found on
the different host plants, in
particular near putative loci
associated with ecologically
important traits, and found
that genetic differentiation
between races extended
much farther away from the
loci under selection than
expected. Divergence was also much less pro-
nounced at markers linked to selected loci among
aphids that shared the same crop type, even when
these crops were geographically distant. — LMZ

Mol. Ecol. 17, 4334 (2008).

CHEMISTRY
How Holes Move

Quantum mechanics can explain how a single
electron behaves in the presence of an oppo-
sitely charged proton. Add just one more elec-
tron, however, and the analysis becomes vastly
more complicated. Because electrons affect one
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another, any motion by one of them must be
considered in the context of correlated motion
by the other—a scenario that proves ever more
challenging to model as the number of electrons
grows to molecular proportions. Linnemann et
al. explore the underlying effects of this corre-
lated behavior in a computational study of how
three molecules respond to ionization. After
removing the most weakly bound electron from a
phenyl, ethylene, or butadiene group tethered to
an amine, the rate at which the resulting positive
charge migrates to the nitrogen center was cal-
culated. Because this delocalization is mediated
by correlation effects rather than charge flow
kinetics, the rates are extremely rapid (several
femtoseconds). Migration is effectively total for
the butadiene substrate, partial for the phenyl
substrate, and minimal for the ethylene sub-
strate. These trends are highly sensitive to
molecular conformation and vary when the tor-
sion angle of the amine is shifted. — ]SY

J. Chem. Phys. 129, 104305 (2008).

PHYSIOLOGY
Tick Tock Liver Clock

Rodents harbor an endogenous cycling clock
with a period of about 24 hours. The so-called
"master clock" in the brain is set by light,
whereas subsidiary “peripheral” clocks are
entrained by the animals' feeding schedule.
Without these clocks, animals show impaired
sleeping, eating, and activity rhythms,
aswell as pronounced problems in
energy balance and glucose home-
ostasis. To understand how circadian
clocks participate in glucose home-
ostasis, Lamia et al. selectively inacti-
vated the clock in the liver by engi-
neering mice with a conditional
knockout allele for an essential clock
component, the protein Bmal. These
mice were unable to maintain steady
levels of blood glucose, showing a
drop in glucose during the fasting seg-
ment of their daily feeding cycle. This drop is
normally prevented by a daily increase in the
transcription of glucose transporter 2, a gene
coding for the membrane protein that exports
stored glucose from the liver into the blood.
Other similarly requlated genes contribute to
metabolic homeostasis. Thus, the liver circadian
clock, entrained by the feeding cycle, has daily
cycles of metabolic activity that ensure a steady
supply of energy for the organism. — KK
Proc. Natl. Acad. Sci. U.S.A. 105, 15172 (2008).

*Helen Pickersgill and Chris Surridge are locum editors
in Science’s editorial department,
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Sumo Non Bonum

Rugby players call it scrumpox. Now sumo wrestlers are being plagued with their own
version of the aptly named herpes gladiatorum.

It's a nasty strain of the herpes simplex virus that usually causes cold sores that are
confined to the lips. But it spreads all over wrestlers, taking advantage of abrasions on
faces, necks, arms, and legs to generate grotesque rashes of sores and blisters. Once
acquired, the virus hides in nerve cells and periodically comes back to spread afresh.

Kazuo Yanagi, a virologist at the National Institute of Infectious Diseases in Tokyo,
realized that sumo wrestlers, who live and train communally in sumo stables, were “a
good group to study from an epidemiological point of view.” Yanagi and colleagues
studied serum samples collected from sumo wrestlers in the late 1980s and early
1990s, when a spike in infections appeared and one wrestler died. In the October
issue of the Journal of General Virology, they report that a particularly virulent strain,
BgK,, entered the sumo community and quickly displaced a weaker strain, more read-
ily infecting large parts of the body.

William Ruyechan, a virologist at the University at Buffalo in New York state, says the
work shows how herpes can have drastic effects in certain subgroups. Yanagi believes but
can't confirm that the virus is still circulating in the sumo community. “Information con-
cerning diseases among sumo wrestlers is not released to outsiders,” he says.

BUSt ling in the Deeps Jacobson, an operations research specialist at didate of carrying each state. They then con-
the University of Illinois, Urbana-Champaign, verted the estimates into a probability distribu-

Surprises still lurk in the deep. Last week, a and colleagues, including a group of students, tion for the total number of Electoral College

school of snailfish was filmed for the first time have attempted to quantify that insight for the votes a candidate might receive.

at the record depth of 7700 meters in the current United States presidential election, In Indiana, for example, polls as of 4 October

Pacific Ocean’s Japan Trench. The video shows putting their predictions for the Electoral gave McCain a slight 2.5% lead. But given that

the highly active, sociable College on a Web site, Bush carried Indiana in 2004 by 20.7%, a

fishes swarming over shrimps election08.cs.uiuc.edu. Bayesian calculation indicates McCain's chance

attracted by bait the scien- Using a statistical method of winning the state’s 11 Electoral College

tists had deployed. It's one known as Bayesian estimation, votes at about 87%.

result of a 2-week expedition they combined an analysis of Most states are now in the bag for one candi-

by a British-Japanese team results from the 2004 Bush- date or the other; only a handful are truly in

working from the research versus-Kerry contest with cur- Bayesian play. Current calculations give

ship Hakuho-Maru. rent state-by-state polls for McCain no chance of victory. “However,”
Deep-sea fish were Obama versus McCain to pro- Jacobson cautions, “if the polls move, then so

thought to be mostly slow- duce probabilities for each can- will our forecasts.”

moving, solitary species. But
the busy snailfish, which are up to 23 cm long, X

belie that stereatype despite living in nearly A MAN S R EAC H...
freezing waters, under extreme pressure, and in
total darkness. "What is really interesting is how

This spaceship, designed for humans orbiting

many of them were rapidly attracted to bait and the moon, sprang from the fertile mind of
how active they seem,” says oceanographer pioneering rocket scientist Wernher von
Jeffrey Drazen of the University of Hawaii, Braun in 1952, 16 years before Apollo 8
Honolulu, who was surprised to see the snailfish )

snapping at the large shrimps, which are them- made the trip for real.

selves fish-eaters, The team operated a spedially It's one of a collection of drawings, dia-
designed camera that took 5 hours to reach the grams, and letters to be auctioned off this
bottom of the ocean and worked for 2 days in month for an estimated $15,000 to $20,000

the high-pressure environment, offering a novel

view of the deep-sea ecosystem at work. at Bonhams in New York City. Von Braun cre-

ated the materials in the course of writing a

The (B) ayes Have It series of articles for Collier's magazine titled
i " |H‘
In the winner-take-all world of politics, candi- #an Wil Conquerspdce Saant that kan

dates know that even a modest lead in the from 1952 to 1954.
polls can spell almost certain victory. Sheldon
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RISING STARS

SPEEDING. Many biologists get hooked on science as children,
but Kelsey Curd Ladt’s early experiences go far beyond the
norm. A premed senior majoring in biology at the University
of Kentucky (UK) in Lexington, the 13-year-old Ladt worked
this summer in a neuroscience lab at the U.S. National
Institutes of Health—probably the youngest NIH researcher
ever, NIH officials say.

The daughter of a chemical engineer and a human resources
consultant, Kelsey finished elementary school at age 7 and
entered UK atage 11. NIH waived the requirement that summer
interns be at least 16 because of her abilities, says NIHs Rita
Ward. Working for Eric Wassermann of the National Institute of
Neurological Disorders and Stroke, she recruited patients, ran
experiments, and analyzed data for a study on whether trans-
cranial magnetic stimulation can be used to assess how the
human brain responds to a potential reward.

*Having someone young and excited with a different take on
things, that makes science fun,” says Wassermann, who expects
Kelsey to be a co-author on an upcoming paper. Kelsey isn’t
planning to slow down, either: She plans to return to his lab after

CREDITS(TOP TO BOTTOME SOURCE: EELSEY CURD LADT, STAMFORD SCHOOL OF MEDICINE; HBS

ON CAMPUS

PARTIAL DISCLOSURE. Charles Nemeroff, the
chair of psychiatry at Emory University School
of Medicine, has stepped down from his post
while the Atlanta, Georgia, university investi-
gates Senate allegations that he failed to
report at least $1.2 million in income from
drug companies.

Nemeroff is the latest target of a probe by
Senator Charles Grassley (R=IA) into financial
conflicts of interest at more than 20 universi-

MONEY MATTERS

MIMICKING NATURE. A Harvard University
alum is donating $125 million to the uni-
versity to foster advances in biomedical
engineering.

Hansjorg Wyss (below), the former head of
Synthes—a global multibillion-dollar medical
devices company—is a Swiss-born engineer
who got an MBA from Harvard in 1965. His
gift will create the Hansjorg Wyss Institute for
Biologically Inspired
Engineering, which
will build on recent
advances in nano-
technology, genet-
ics, and cellular
engineering.

Donald Ingber, a
cell biologist and
bioengineer who
will be the insti-

www.sciencemag.org SCIENCE

ties (Science, 27 June, p. 1708). According to
documents released by Grassley last week,
Nemeroff reported only half of at least

$2.4 million that he earned from drug and
device companies between 2000 and 2007
on financial disclosure forms. In 2004, for
example, Nemeroff promised Emory officials
that his income from GlaxoSmithKline (GSK)
would not exceed $10,000 a year. But com-
pany records show that he was paid $282,000
from 2004 to 2007. At the time, Nemeroff

tute’s new director, says Wyss asked the uni-
versity to develop a plan for bringing together
faculty members from different schools of
engineering, medicine, and Harvard's affili-
ated hospitals before making the donation,
which will be given out over 5 years. Getting
those departments and researchers on the
same page, says Ingber, “took a lot of fore-
thought and planning.”

PRIVATE GOOD. Business Wire founder Lorry
Lokey, 81, jokes that he has a selfish reason
for donating $75 million for a new stem cell
research center at Stanford University in Palo
Alto, California. "I expect to live 20 years
longer because of it,” he says of the gift,
announced last week. The 1949 Stanford
journalism graduate, who made his fortune
by establishing a wire service for distributing
press releases, says he was also motivated by
the Bush Administration’s restrictions on
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graduation before beginning an M.D./Ph.D. program in 2010,

was conducting a National Institutes of
Health—funded study testing GSK drugs.

Possible outcomes of Emory's investiga-
tion could include firing Nemeroff, a univer-
sity official has told reporters. Nemeroff said
in an Emory statement that “to the best of my
knowledge, | have followed the appropriate
University regulations concerning financial
disclosures.”

Got a tip for this page? E-mail people@aaas.org

federal funding for stem cell research.

The gift comes with few conditions on
how it should be spent: Lokey says the recip-
ients should be able to pick the paint color
on their buildings. Officials at Stanford’s
School of Medicine are planning to break
ground this month on an 18,580-m? facility,
likely to be the nation’s largest devoted to
stem cell research.
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SCIENTIFIC MISCONDUCT

Bad water and a
mass extinction

Falsification Charge Highlights
Image-Manipulation Standards

Controversy continues to plague work from the
lab of prominent stem cell researcher Catherine
Verfaillie. The University of Minnesota (UM)
announced last week that an academic miscon-
duct committee had concluded that Morayma
Reyes, while a graduate student in Verfaillies
lab there, “falsified” four data images in fig-
ures i a 2001 stem cell article. The committee
found that misconduct allegations against
Verfaillie were unsubstantiated, but it did criti-
cize her oversight and mentoring of lab person-
nel. The new charges come a year after ques-
tions were raised about the misuse of images in
another key stem cell publication from the
group (Science, 2 March 2007, p. 1207).
Reyes, now an assistant professor of
pathology at the University of Washington
(UW), Seattle, and Verfaillie, who now heads
the Stem Cell Institute at the Catholic Univer-
sity of Leuven in Belgium, both acknowledge
that errors were made in the preparation of the
2001 paper. But Verfaillie defends her supervi-
sion, and Reyes says that for several of the dis-
puted images she merely globally adjusted the
brightness and contrast in data images without
any intent to deceive. “These
errors were unintentional and
were common and accepted
practices at the time,” Reyes
wrote in an e-mail to Science.

Plemary paer

The paper, published in s =

Blood, claims that stem cells
purified from human blood can
form precursors ofbone, fat, car-
tilage and muscle cells, as well as
the endothelial cells that line
blood vessels, At the time, blood
stem cells weren’t thought to be
that versatile. Verfaillie and Reyes
say the figure errors do not alter the
Blood paper’s conclusions, but
Verfaillie has asked the journal to
retract the paper, calling it “the
proper course in this situation.”
The Blood paper relates to
work that the group later pub-
lished in Narure, reporting that
cells from mouse bone marrow

sTREIRERT

) suskal i
Purificaihon sid ex VIVOC wuaisteg) ol sdr

resoerTnal progeniiol celis

Disputed 2001
Blood paper

Although depicting
different proteins, the
bottom panel of Fig. 5¢
is a flipped version of
the top panel of Fig. &b. Reyes et al. Fig. 6b
An investigation [
concluded that this
represented “falsified”
data, but the lead
author says it was an
inadvertent mistake.

could become a wide variety of cell types.
Several groups have reported trouble repro-
ducing that paper’s results (Science, 9 Febru-
ary 2007, p. 760). Then last year, Nature
conducted a re-review of the paper when a
journalist at New Scientist questioned
whether some data shown were identical to
those in another paper. A UM investigation
concluded that any duplication was the
result of honest error. Nature published sev-
eral corrections but said that the paper’s con-
clusions were still valid and that Verfaillie
continues to stand by the work.

New Scientist also alerted the university to
an apparent duplicated image in the Blood
paper (Science, 30 March 2007, p. 1779). The
university then convened a new committee,
which submitted its final report on 5 Septem-
ber. The school last week stated that the com-
mittee found that in four of the seven figures
in the Blood paper, “aspects of the figures
were altered in such a way that the manipula-
tion misrepresented experimental data and
sufficiently altered the original research
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record to constitute falsification.” The com-
mittee cited “elimination of bands on blots,
altered orientation of bands, introduction of
lanes not included in the original figure, and
covering objects or image density in certain
lanes,” the statement says.

The university has not released the full
report, citing privacy laws, and experts in
image analysis say it is hard to determine
intentional fraud solely from the original
paper. James Hayden, manager of the
microscopy core facility at the Wistar Insti-
tute in Philadelphia, Pennsylvania, says that
to make a clear point, scientists often alter
images, sometimes more than they should.
Good laboratory practice means all such
adjustments should be noted in a paper and
copies of the original image files kept, he says.
Jerry Sedgewick, head of the Biomedical
Image Processing Lab at UM and one of
Reyes’s mentors, says he is not convinced that
she did anything wrong with the image
adjustments she made. “This is done rou-
tinely and has been done since film and imag-
ing began,” he says.

During the investigation, Reyes asked
George Reis, who heads the consulting firm
Imaging Forensics in Fountain Valley, Cali-
fornia, to assess whether changes made
between the original image scans and the
published images could be due to “global™
adjustments, which would imply there was
no intent to deceive. Reis told Science that he
did determine that significant global adjust-
ments could account for “most of the
changes in most of the images.” But he says
he did not examine the images specifically
for signs of editing such as adding or deleting
individual lanes.

UM says it has forwarded the panel’s
report and supporting materials to the federal
Office of Research Integrity in Rockville,
Maryland. UW is waiting for more informa-
tion from UM before deciding whether to dis-
cipline Reyes, according to a spokesperson.

Both Verfaillie and Reyes say they have
implemented much stricter rules for deal-
ing with data images in their labs as aresult
of the case. “I have learned a hard lesson,”
Reyes e-mailed Science. “Now that [ am a
mentor ... [ will make sure that my students
will get the proper training, supervision
and education.”

=GRETCHEN VOGEL
With reporting by Rachel Zelkowitz.
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GENETICS

Q&A with
China’s premier

Puzzling results
from diabetes trials

DNA Test for Breast Cancer Risk Draws Criticism

It’s been 8 years since the human genome
was sequenced with the promise of revolu-
tionizing medicine, and since then, efforts to
put DNA discoveries into the doctor’s office
have only grown more controversial. The
latest tussle came last week after deCODE
Genetics, an lcelandic company, released
the first-ever breast cancer risk test designed
to cover common forms of the disease. The
rollout and reaction were predictable:
deCODE hailed the test as offering women a
chance to take advantage of more aggressive
screening if they're found at higher risk.
Many oncologists and geneticists decried
the $1625 test as premature because it
includes just seven genetic variants out of
the dozens or hundreds driving breast cancer
that scientists expect to find soon.

Unlike some new genetic tests, this one is
not in question over its science: The seven
variants it uses, all single-nucleotide poly-
morphisms (SNPs) found in the last couple of
years, have been linked to an increased risk of
breast cancer in thousands of women, mainly
of European descent. Five of the variants
were identified by a group at the University
of Cambridge, UK., using genome-wide
association. These SNPs are in the public
domain, and companies can incorporate them
into new products.

The test does not check for mutations in
BRCAI and BRCA2, two genes that dramat-
ically increase the risk of breast cancer.
Those mutations are rare, accounting for
only a small fraction of cases, and they have
been patented by a company in Utah that
holds exclusive rights to test for them in the
United States.

The quandary presented by deCODEs
breast cancer test, its sixth genetic risk test
for a common disease, reflects a broader
puzzle in genetics. Each new disease-linked
SNP scientists uncover confers only aslight
increase in risk, often no more than 20%.
That might boost someone’s lifetime chance
of a chronic disease from 8% to 10%, so
small as to be of questionable use to an indi-
vidual. Even having several of these SNPs
isn’t likely to increase risk more than 100%,
which amounts to a doubling. For breast
cancer, that’s roughly equivalent to having

www.sciencemag.org SCIENCE

one family member with the disease.
Whereas some argue that such informa-
tion isn’t robust enough for clinical use, oth-
ers see no reason to hold off. “It goes against
our tradition to say, ‘Let’s wait until we dis-
cover more, " says Kari Stefansson, a neurol-
ogist and the chief executive officer of
deCODE. The risk his test uncovers, he

Tipping point. A $1625 genetic test will inform women if they're at
high enough risk to merit MRI screening for breast cancer, the manu-
facturer says.

argues, is meaningful: Published work sug-
gests that about 5% of women who use the
company s test will find that they have a 20%
risk of breast cancer; average risk is just over
12%. At 20% risk, U.S. guidelines recom-
mend additional screening using magnetic
resonance imaging (MRI).

*This 15 a suitable test for anyone,” says
Owen Winsett, a surgeon and director of the
Breast Center of Austin in Texas. Winsett
contacted deCODE last spring after learning
about its work, and the company quotes his
favorable comments in its press release.
Winsett, who says he has not received any
compensation, 15 backing his words with
action. In the last month, he has offered the
test to about 25 patients worried about breast
cancer and recommended regular MRIs for
some based on the results. Winsett says he
would support prescribing tamoxifen, a

VOL 322

drug taken to prevent breast cancer, based on
the deCODE test results, though he hasn’t
done that vyet.

Others are more wary. “Any test, even
based on the best SNPs so far, will probably
misclassify a substantial fraction of
women,” says David Hunter, a genetic
epidemiologist at Harvard School of Public
Health in Boston. That’s
because many believe the
genetic risk identified in
DNA so far is only a few per-
cent of what will eventually
be discovered. “Women need
to know that their risk esti-
mates might actually change
over time as more variants
become available,” Hunter
adds, noting that some labeled
high-risk may later learn that
the news isn’t so bad, or
vice versa.

“What you're seeing is
someone’s risk based on a
small subset of variants,”
agrees Douglas Easton, a
genetic epidemiologist at the
University of Cambridge in
the UK. who led the team that
identified five breast cancer
SNPs last year. “You don’t
know what the whole hand is.”

Mitchell Gail, a medical statistician at
the National Cancer Institute in Bethesda,
Maryland, who designed a commonly used
breast cancer risk model, earlier this year
analyzed how much risk predictions would
be strengthened by testing for most of the
SNPs in deCODE’s test. (Predictions are
now based on factors such as family his-
tory.) “I"'m not seeing a lot of improvement,”
says Gail, who published his analysis in July.
He estimates that about 300 SNPs are
needed to dramatically improve risk fore-
casts for breast cancer.

Stefansson finds such arguments infuri-
ating. “They basically say we should wait
until we have discovered everything about
breast cancer,” he says of his colleagues.
*“That is somewhere between ridiculous and
incredibly dangerous.”  -JENNIFER COUZIN
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RESEARCH FACILITIES

Hawaii Marine Lab Fights to Stay Afloat

Just a few kilometers down the coast from
Waikiki Beach in Hawaii, the death knell is
tolling for the University of Hawaii’s (UH’s)
Kewalo Marine Laboratory. The university
has agreed to give up its lease on the
35-year-old lab 17 years early and plans
to move the lab’s faculty to its other
marine lab on Coconut Island, or to the
main Manoa campus, or even to the
Waikiki Aquarium. The state redevelop-
ment agency, which owns the land, plans
to tear down the waterfront lab to expand
a park and set up a public arts place.

Word of the lab’s demise is spreading
through blogs and listservs, setting off
protests across the globe. Last week,
biologist Paul “PZ” Myers of the Uni-
versity of Minnesota, Morris, called the
decision “short-sighted” in his blog,
Pharyngula. In a letter to UH officials,
Alessandro Minelli of the University of
Padua in Italy praised the lab’s evolu-
tionary and developmental research and
wamed: “Stopping this activity would be
a disaster for biology.”

But Gary Ostrander, UH Manoa vice chan-
cellor for research and graduate education,
insists that he has no altematives. I don’t like
the idea of closing a marine lab, but we are a
university that’s struggling with budgets, and |
have needs that are more pressing right now,”
he told Science.

The lab was established in 1972 with a

focus on using marine animals and molecular
methods to study cell and developmental
biology. Given Hawaii’s location and the cen-
tral role marine resources play in Hawaii's

Waterfront property. The
University of Hawaii's Kewalo
Marine Laboratory may soon
be demolished fora-park:

economy, it would be “tragic™ if the lab
closes, says its director, Mark Martindale.
“We will have the same number of marine
labs as Alabama and Ohio.”

The closure will be “really creating a
deficit” both for Hawaii and the country,
says George Boehlert, director of the Ore-
gon State University Hatfield Marine Sci-
ence Center in Newport. “You have very

NATIONAL INSTITUTES OF HEALTH

Two Strikes and You're Out, Grant Applicants Learn

Taking some by surprise, the National Insti-
tutes of Health (NIH) announced last week
that scientists applying for grants will get
only one chance to resubmit a rejected pro-
posal. The current policy, which allows two
revisions, bogged down the review process
and forced investigators to wait in line for
funding, NIH says. Giving applicants just one
more try should fund the best science sooner.

The change is in response to an advisory
panel that identified problems in peer review
earlier this year. The panel found that
because more researchers are applying for
money at a time when NIH’s budget has
stopped growing, study sections are shying
away from funding applications submitted
for the first time. Instead, NIH data show,
even investigators with very strong proposals

must resubmit at least once. This has
increased the workload for reviewers and
applicants, and it means that many grantees
wait up to 2 years for a decision, The advi-
sory panel had a radical solution: Abolish
revised proposals and consider all applica-
tions “new.”

Some scientists, including the 80,000-
member Federation of American Societies
for Experimental Biology (FASEB), argued
that was too harsh. In June, NIH officials said
they planned to continue to permit more than
one revision but would “rebalance” the sys-
tem to lower the success rates for resubmitted
proposals (Science, 13 June, p. 1404).

Over the summer, NIH decided to scrap
the rebalancing idea, says Anthony Scarpa,
director of NIH’s Center for Scientific

limited resources in the United States to do
work on coral reefs, so this would be a sig-
nificant blow to the research capacity of the
United States.”

But Ostrander says the lab is falling
apart, and for several years the landlord,
the Hawaii Community Development
Authority, has been pushing to get the
land back before the lease is up in 2030.
Ostrander says he’s looked into moving
the lab a few blocks back from the water
but has been unable to raise the $30 mil-
lion estimated to be needed to rebuild
the facility in this new location.

Places like the Kewalo lab “tend to
have a fragile existence.” being small
and off campus and therefore more vul-
nerable to being closed down, says
James Sanders, president of the
Mational Association of Marine Labo-
ratories and director of the Skidaway
Institute of Oceanography in Savan-
nah, Georgia. Indeed, Kewalo has been

overshadowed by UH’s other marine
lab, the | 5-year-old Hawaii Institute of
Marine Biology, which also has dorms and
conference facilities. But Sanders says that
Kewalo is “well-respected™ and that he
would like to see it protected somehow, “We
tend to view marine labs as windows on the
ocean,” he says. “I hate to see any of those
windows shut.”

-ELIZABETH PENNISI

Review. “This goes further and achieves the
same thing,” he says. Beginning in January,
only one amended application will be
allowed. If that is rejected, the applicant
“should substantially re-design the project,”
states an 8 October notice.

“It’s a reasonable compromise,” says
Princeton University geneticist David
Botstein, a member of the peer-review advi-
sory committee, “It will push study sections
in the direction that we want them to go.”
But “there has not been a lot of enthusiasm™
among FASEB members, says Howard
Garrison, the society’s public-affairs direc-
tor. He worries that “meritorious projects”
will not get funded. But as Garrison notes,
there is little point in protesting, as the new
policy is final. ~JOCELYN KAISER
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MASS EXTINCTION

Most Devastating Mass Extinction
Followed Long Bout of Sea Sickness

Dying in a cesspool may not have the popular
appeal of perishing in a giant asteroid impact,
but fouled waters are looking more and more
like the cause of the ocean’s greatest mass
extinction 252 million years ago. The witches’
brew that may have wiped out 90% of marine
species in a geologic moment “had been stew-
ing for millions of years,” says paleontologist
David Bottjer of the University of Southern
California in Los Angeles. Geochemists and
paleontologists have new evidence that fouled
ocean water “was a prelude to the mass extine-
tion,” Bottjer says, not just the immediate
driving force behind it.

Geochemically, traces of bad water are
preserved in the chemical and isotopic com-
position of marine sediments laid down late
in the Permian Period. At the upcoming fall
meeting of the American Geophysical Union
(AGU) this December, biogeochemist
Changqun Cao of the Nanjing Institute of
Geology and Paleontology of the Chinese
Academy of Sciences and his colleagues will
report their analyses of organic matter from a
rock core drilled at Meishan in southern
China. Throughout the core, which spans the
extinction and the 3 million years before it,
they found distinctive hydrocarbons pro-
duced only by green sulfur bacteria. These
bacteria live only in sunlit (and thus shallow)
waters that are oxygen-free and loaded with
usually noxious hydrogen sulfide. Toxic lev-
els of carbon dioxide are common under such
conditions as well,

Signs of similar circumstances inimical
to higher life forms, much like those of the
stagnant depths of the Black Sea today, are
widespread in the geologic record of the Per-
mian-Triassic mass extinction as well as the
few million years before it, says geochemist
Roger Summons of the Massachusetts Insti-
tute of Technology in Cambridge, a co-
author on the AGU presentation. Judging by
his work and that of others. the encroach-
ment of these foul waters was “progressive
and pervasive” around the late Permian
world, Summons says.

Bottjer and his colleagues found signs of
the same progressive deterioration of envi-

5 ronmental conditions in the fossil record of

:
;

the late Permian. Reporting in the September
issue of GSA Today, they summarize their
published and in press analyses of the fossil

like bryozoans; and bottom-dwelling mol-
lusks. They counted not just the number of
species but also the abundance of individual
fossils as a clue to ecological changes. They
found that starting as much as 8 million years
before the extinction, the abundance of bra-
chiopods in deeper, offshore waters began to
drop: bryozoans started becoming less
diverse there, while mollusks proliferated.
The more mobile mollusks would dominate
the oceans after the extinction.

“I certainly don’t mean to say the mass

Early losers. Brachiopods (shells) and spongelike
Bryozoa suffered an early battering.

extinction wasn’t abrupt,” Bottjer says, but *it
was brewing for a long time, and it was com-
ing from deep water.” Perhaps all that the ris-
ing foul waters needed to precipitate the crisis
of the extinction was a trigger, he says. The
huge, climate-altering eruption of the Siberian
Traps coincides with the extinction (Science,
17 September 2004, p. 1705) and could have
sent foul waters shoreward.

The new results from the late Permian “are
starting to swing the pendulum back™ toward a
more protracted episode of change for life,
says paleontologist Paul Wignall of the Uni-
versity of Leeds, U.K. The exact nature of that
episode—its pace throughout and the identity

N\ U

“Free” Gets Sold

Berlin-based publisher Springer is buying Bio-
Med Central (BMC), the world's largest pub-
lisher of open-access journals. Launched in
2000 by entrepreneur Vitek Tracz, BMC pio-
neered the concept of making full-text articles
freely available at the time of publication. Along
the way, the company began charging authors,
who once could publish for free; the fee for its
priciest journals is now $2390 per article. The
company publishes more than 180 titles and
last year had profits of €15 million. The sale
price was not disclosed. The deal shows that
“open access is a successful business model,”
says epidemiologist R. Brian Haynes of McMaster
University in Hamilton, Canada, a member of
the board of trustees for London-based BMC.
Springer will retain the open-access model and
has "no immediate plans” to raise author fees,
says a spokesperson. ~]JOCELYN KAISER

NASA Keeps Mars Mission
on Track

Despite technical troubles, the Mars Science
Laboratory remains on track for an October
2009 launch. But at a 10 October press con-
ference, NASA officials said that although
technical problems are under control, costs
are rising. Originally budgeted at 51.6 billion,
the lab is now pegged at $1.9 billion, says
Doug McCuistion, director of NASA's Mars
Exploration Program. Others at NASA expect
the total to exceed 52 billion and say the
overruns could affect additional efforts to
study Mars and other planets. The program'’s
next hurdle will be a NASA review in January.
-ANDREW LAWLER

Legal Monkey Business

A legal battle is brewing over primate research
in Bremen, Germany. Last year, Bremen's legis-
lature passed a nonbinding resolution to phase
out primate research in the city-state. Andreas
Kreiter, a neuroscientist at the University of Bre-
men, is the only one conducting such studies,
and his animal license runs out on 30 November.
However, on 2 October, city authorities
informed him that they intend to reject his
application. The university and Germany's main
research funding agency, DFG, have all said
that that would violate Germany's constitutional
guarantee of “research freedom.” The university
has threatened legal action if the city rejects the
license, appealing all the way to the country's
highest court if necessary, a move that experts
say would impact other ongoing efforts to limit
animal research across Germany.

E records of three late Permian animals: clam-  of the killer agent or agents—remain to be =GRETCHEN VOGEL
& like, stalked brachiopods: encrusting, coral-  determined, he says. ~RICHARD A. KERR
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NOBEL PRIZE IN PHYSICS

Skewed Symmetries Net Honors for Particle Theorists
o

When Yoichiro Nambu won
halfof this year’s Nobel Prize in
physics he was surprised, ironi-
cally, because he had grown so
used to others’ saying that he
deserved it. “I've been told that
this 15 a possibility for many,
many years,” says Nambu, 87,
who emigrated from Japan in
1952 and has been at the Uni-
versity of Chicago in [llinois
since 1954, “I was not expect-
ing it.” Nambu’s peers are
happy to see him finally hon-
ored. “It’s high time,” says theo-
rist Jonathan Ellis of the Euro-
pean particle physics labora-
tory, CERN, near Geneva, Switzerland. “This
prize could have been awarded when I was a
graduate student in 1968,

Nambu is cited for applying a concept
called spontaneous symmetry breaking to
particle physics. The other half of the prize
goes to Makoto Kobayashi, 64, of the High
Energy Accelerator Research Organization
(KEK) in Tsukuba and Toshihide Maskawa,
68, of Kyoto Sangyo University, both in

NOBEL PRIZE IN ECONOMICS
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Triumphant trio. Nambu, Maskawa, and Kobayashi teased deep insight
out of “broken” symmetries in interactions of subatomic particles.

Japan. While trying to explain an asymmetry
between matter and antimatter, they correctly
predicted the existence of new fundamental
particles.

Spontaneous symmetry breaking occurs
whenever the forces within a system are in
some way symmetric but the lowest energy
“ground state™ that the system nestles into is
not. Balance a pencil on its tip, for example,
and gravity will pull the pencil down but won’t

tug it in any particular horizontal direction.
The symmetry “breaks” only when the pencil
flops onto the table in some random direction.

In the early 1960s, Nambu applied this con-
cept to the interactions of protons and neu-
trons, known collectively as nucleons. Physi-
cists knew the strong force that binds nucleons
into atomic nuclei is conveyed by particles
called pions whizzing between them. Nambu
assumed a subtle symmetry among nucleons
involving the way the particles spin and the
fact that, to the strong force, a proton is essen-
tially indistinguishable from a neutron. He
showed that if the symmetry were sponta-
neously broken, pions had to emerge with
exactly the mass and other properties they
were already known to have.

Spontaneous symmetry breaking has since
become akey tool in particle theory. Physicists
think that spontaneous breaking of a different
symmetry explains how fundamental particles
obtain mass. That bit of conceptual calisthen-
ics also predicts a new particle, the long-
sought Higgs boson.

Kobayashi and Maskawa made one of sci-
ence’s more inspired educated guesses. In
1972, physicists knew of three types of »

Theorist Revolutionized Study of What Gets Made Where

A Nobel Prize often gives its winner a first
taste of fame. The winner of this year’s
Sveriges Riksbank Prize in Economic Sci-
ences in Memory of Alfred Nobel was
already well known, Paul Krugman, an econ-
omist at Princeton University, a columnist for
The New York Times, and a best-selling
author, has won for his analyses of interna-
tional trade and economic geography.

“The papers he writes are so simple and
crystal clear that in hindsight, you might say,
‘I could have thought of that,” ™ says Samuel
Kortum, an economist at the University of
Chicago. “But nobody did” until Krugman
did. In 1979, Krugman reshaped the study of
international trade. Economists had generally
argued that countries trade with one another
in response to differences between them. So a
country that makes cars might trade with one
that produces cotton to their mutual benefit.
In reality, a country that produces cars often
ends up trading with another country that
makes cars.

Krugman explained that seemingly
illogical “intra-industry trade™ by taking

into account “economies of scale”—the
fact that the cost of producing an object
decreases the more you make. If two coun-
tries trade, then each will effectively
enlarge its economy, leading to a prolifera-
tion of goods and companies. However, to
exploit economies of scale, each company
will be based in one country or the other,

Back in the day. Perhaps best known now as a pundit, Krugman
performed seminal analyses of trade and city formation.

even if that means Sweden sends Volvos to
Germany as Germany sends BMWs to
Sweden, Kortum explains.

In 1991, Krugman applied similar think-
ing to the growth of cities. He showed that,
because more economically developed areas
provide a wider variety of goods, they will
also attract more people, further fueling

economic growth and speeding
| I : the process of agglomeration.
“Krugman’s insight was that the
towns themselves are sources for
the demand for products,” says
Vernon Henderson, an economist
at Brown University.

A self-proclaimed liberal,
Krugman has criticized the policies
of President Georze W. Bush. But
Henry Overman of the London
School of Economics says Krugman
won for his economic insights and
not his politics—although he notes
that Krugman’s win is “not going to
be very popular with Bush lovers.”

~ADRIAN CHO
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particles called quarks: the up quark and down
quark that make up nucleons, and the strange
quark found in fleeting particles called
K mesons. Kobayashi and Maskawa predicted
that at least six types of quarks had to exist.

“It was very brave,” says Michael Gronau,
a theorist at Technion-Israel Institute of Tech-
nology in Haifa. “Nobody took the model
seriously when it came out, but it turned out
to be the right one.” From ever-higher-energy
particle collisions the charm quark emerged
in 1974, the bottom quark in 1977, and the
top quark in 1995,

Of course, the two theorists didn’t just toss
out a number., They were trying to explain an

NOBEL PRIZE IN CHEMISTRY

asymmetry between matter and antimatter
called charge-parity (CP) violation that had
been observed 8 years earlier in the decays
of K and anti—K mesons. Kobayashi and
Maskawa found that if there were six quarks,
then there would be enough theoretical wiggle
room so that, in particle decays, effects con-
ceptually akin to the interference between
waves could create differences between mat-
ter and antimatter.

Their scheme was confirmed to high pre-
cision when, starting in 1999, experimenters
at KEK and the Stanford Linear Accelerator
Center in Menlo Park, California, studied
decays of B mesons, which contain bottom

NEWS OF THE WEEK I

quarks and are the only other particles so far
to exhibit CP violation. That was both a tri-
umph and a disappointment. The Kobayashi-
Maskawa “mechanism™ produces too little
CP violation to explain the bigger mystery of
why the universe contains so much matter
and so little antimatter. So, many physicists
had hoped to see discrepancies that would
lead to a more complete theory.

Even Kobayashi says, “in the sense that
a deviation is a clue to new physics, then, of
course, 1t's desirable.” Nobels aside,
science’s most coveted prize is still a
deeper understanding. —ADRIAN CHO
With reporting by Dennis Normile in Tokyo.

Three Scientists Bask in Prize's Fluorescent Glow

Early in the summer of 1961, a young Japanese
organic chemist named Osamu Shimomura
wedged himself into a station wagon packed
with lab equipment and three other passengers
and drove across the United States looking for
the secret of what makes certain jellyfish
glow in the dark. The work was pure curiosity-
driven basic research, Shimomura says. But
his discovery—a luminescent protein known
as green fluorescent protein (GFP)—
blossomed into one of the most powerful
imaging tools for molecular biology. Last
week, it earned Shimomura and two Ameri-
cans—Martin Chalfie of Columbia University
in New York City and Roger Tsien of the
University of California, San Diego—this
year’s Nobel Prize in chemistry.

Shimomura, who retired in 2001 from the
Marine Biological Laboratory in Woods Hole,
Massachusetts, set out from Princeton for San
Juan Island off the coast of Washington state
to collect samples of the jellyfish Aequorea
victoria, whose outer edge glows green when
the jellyfish is agitated. Initially, Shimomura,
working with Princeton University biologist
Frank Johnson, 1solated a blue luminescent
protein they called aequorin. But almost in
passing, their 1962 paper describing aequorin
also mentioned that they had found another
protein, later called GFP. that puts out a soft
green glow. I had no idea™ GFP would go on
to become such a major tool for biologists,
says Shimomura, who continues to study bio-
luminescence in a lab in his home.

Decades later, Douglas Prasher, abiologist
then at the Woods Hole Oceanographic Insti-
tution in Massachusetts, did get an inkling of
GFP’%s future utility. Unlike aequorin and other
bioluminescent proteins, GFP doesn’t need
other proteins or cofactors to glow. That prop-
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Bright idea. Shimomura, Chalfie, and Tsien discovered luminescent
proteins that have cast a new light on cells and tissues (fop).

erty raised the possibility that GFP’s light-
emitting capability could be transferred to
other organisms by outfitting them with just a
single extra gene. Ina 1992 paper in Gene,
Prasher reported sequencing and cloning the
gene for GFP. Prasher and others later tried
inserting the gene and expressing it in bacte-
ria, without success.

In 1994, Prasher teamed up with Chalfie
and three other colleagues. The team reported
in Seience that they had successfully cloned
the gene for GFP into Escherichia coli bacteria
and the Caenorhabditis elegans worm and
could use its luminescence to track the expres-
sion of neighboring genes (Science, 11 Febru-
ary 1994, p. 802). The result set off an ava-
lanche of interest in using GFP as a marker to
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investigate everything from how
cells develop to what makes cancer
cells metastasize. The fact that
Prasher didn’t share in the Nobel,
' Chalfie says, “is a very bittersweet
aspect to this award.”

But Chalfie and others agree
that Tsien also richly deserves the
recognition. Over the past 2 de-
cades, Tsien has created an
extended family of GFP relatives
that fluoresce in a palette of colors
across the visible spectrum. These
enable biologists today to track the
expression of multiple genes and
other molecules inside cells
simultaneously. Tsien says he
periodically considers moving on
from making fluorescent proteins,
but the steady progress in the field
“isn’t making it easy to give itup.”

“The fluorescent proteins have
revolutionized medical research,”

says John Frangioni, an oncologist and imag-
ing expert at Harvard Medical School in
Boston. Last year, more than 12,000 papers
reported using GFP and other fluorescent
proteins, according to Marc Zimmer, a
chemist at Connecticut College in New Lon-
don whose book Glowing Genes recounts the
discovery of fluorescent proteins. Today, GFP
and other fluorescent proteins “are probably
as important as the development of the micro-
scope,” he says. That underscores the value of
basic research: If Shimomura’s pursuit of
jellyfish fluorescence were funded today,
Zimmer says, it would be more likely to earn
scomn than anything else. It would be “a great
candidate for the Ig Nobels. ™

~ROBERTF. SERVICE
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development in sound science

BEIJING—2008 has been a roller-coaster ride
for China and for Premier Wen Jiabao.
Recent highs were the spectacular Olympics
and the successful space walk late last month
during the Shenzhou-7 mission, a key step
toward China’s aspirations of building a
space station and sending astro-
nauts to the moon. Lows included
the Tibet riot, a devastating earth-
quake in Sichuan Province, and
the tainted milk scandal.

In 2003, early in his first term
as head of China’s government,
Wen promoted measures to address the spread
of AIDS and the emergence of SARS. His
leadership qualities were tested again after the
12 May Wenchuan earthquake. Within hours,
Wen was on the scene, rallying rescuers and
comforting victims.

Wen led the earthquake response with tech-
nical authority few politicians anywhere could
match. The Tianjin native studied geological
surveying as an undergraduate and geological
structure as a graduate student at the Beijing
Institute of Geology from 1960 to 1968, then
spent the next 14 years with Gansu Provincial
Geological Bureau in western China. In the
1980s, Wen rose through the ranks of the Com-
munist Party and became vice premier of the
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State Council, China’s Cabinet, in 1998 and
premier in 2003. Wen began a second 5-year
term as premier last March.

In a 2-hour conversation with Science
Editor-in-Chief Bruce Alberts at the Zhong-
nanhai leadership compound in the heart of
Beijing on 30 September, Wen,
66, spoke candidly and force-
fully, without notes, on every-
thing from social and economic
development being the “well-
spring” of science and technol-
ogy to cultivating scientific
ethics and reducing China’s reliance on fossil
fuels. Here are highlights edited for clarity
and brevity; a more complete version is
posted on the Science Web site.

—~HAO XIN AND RICHARD STONE

Bruce Alberts: You were famous all over the
world for going to the site of the earthquake as
a professional geologist immediately after-
wards and having a great effect on China's
response. Could you tell us more about your
response to the earthquake and what you see
in the future in the way of earthquake protec-
tion for China?

Wen Jiabao: When the Wenchuan earthquake
occurred on 12 May, I was sitting inmy office.

Beijing shook, too. My instinct told me it was
an earthquake. | instantly knew this disaster
would affect a large area and the devastation
would be severe.

I decided to go to the scene immediately. |
understood clearly the importance of the [ini-

tial] 72 hours and especially the importance of

the first day in saving people’s lives. Simply
put, the faster the better.

Within 3 days, we mobilized a force of

more than 100,000 people and rescued some
80,000 from undemeath the rubble. Often it is
the inattention to aftershocks that causes more
severe damage than the main shock. This
required us to mobilize the residents to leave
their homes and to find shelter.

More than 100 quake lakes were formed,
the largest of which was Tangjiashan quake
lake, which contained 300 million cubic
meters of water. A possible bursting of the
dammed-up quake lake would endanger large
cities such as Mianyang and more than 10 mil-
lion people along the path of the water. 1 went
to the site of the quake lake many times and,
together with engineers and experts,
researched technical solutions and decided to
solve the quake-lake problem quickly, safely,
and efficiently. We dealt with perhaps the
biggest quake lake in the world very success-
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Taking charge, Hours after the Sichuan earthquake
struck, Wen was on the scene.

fully; not a single person was injured or died.

We need to gradually restore life, produc-
tion, and ecological function in the region.
This is a very arduous task.

B.A.: Will new buildings in this area be built in a
special way to make them highly resistant to
future earthquakes?

W.).: We must establish building codes accord-
ing to the magnitude and intensity of possible
earthquakes in this region. Especially for pub-
lic buildings such as schools and hospitals, we
need to apply even safer standards, to assure
parents and make children feel at ease.

B.A.:In the United States, we read every day
about what you were doing and the earth-
quakes ... but also how people came as
volunteers from all over China
to try to help.

W.).: We put into practice the prin-
ciple of opening to the outside and
announced news about the earth-
quake in real time to China and
also to the world. The reason we
did this is to tell people ways to
avold harm and help them prop-
erly settle [in shelters].

B.A.:| assume that what you did in
the earthquake is related to your
new campaign to implement some-
thing you call “The Scientific Out-
look on Development. " | think most
of us don't understand exactly what
that is. Could you explain what the
plans are and how Chinese scien-
tists are going to contribute?

W.].: The number-one principle is
to put people first. The second is comprehen-
sive development, the integration of economic
development with social development, the
integration of economic reform with political
reform, the integration of an opening-up and
inclusive approach with independent innova-
tion, and the integration of advanced civiliza-
tion with traditional Chinese culture. Thirdly,
we need to resolve the disparities—rich-poor
disparity, regional disparity, and urban-rural
disparity—in our country’s developmental
process. Fourthly, sustainable development:
That 1s, to meet the challenges of population,
resources, and environmental protection
faced by a population of 1.3 billion in its
modernization process. We want to achieve
sustainable development by adopting a
resource-conserving and environment-
friendly approach. These four goals cannot be

I -

www.sciencemag.org SCIENCE

achieved without science and technology or
without innovations.

B.A.: We just published a major article from
China (Science, 19 September, p. 1676) that
shows that your transgenic cotton, used in your
country, has reduced the need for pesticides not
only for the cotton but also on other crops in the
vicinity.

W.].: You know, 10 years ago, we did not have
this transgenic technology in cotton plants.
Back then, the cotton bollworms would not
die even when immersed in pesticides. Since
we began transgenic engineering of cotton,
the plants not only increased their ability to
resist bollworms but also increased yield.
Therefore, I strongly advocate making great
efforts to pursue transgenic engineering. The
recent food shortages around the world have
further strengthened my belief [in developing
such technologies).

Meeting of the minds. Bruce Alberts and Wen Jiabao share a light moment
during their 2-hour discussion of China's scientific challenges.

B.A.: As you know, in Europe there's been a big
reaction against transgenic crops, and this
has affected the use of this important technol-
ogy all across Africa as well.

W.].: Don’t mix transgenic science with trade
barriers. That would block the development
of science.

B.A.: May I turn to the issue of your attempts
to create a more innovative system, which, of
course, means you must attract innovative,
talented people to China and train your own
people to be innovative as well as smart. How
is that going?

W.).: This has two aspects. One is we need to
cultivate our own large numbers of innovative
talents. This needs to start with children, to
develop independent thinking from a young
age. After they enter secondary schools and
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universities, there needs to be a free environ-
ment to enable them to develop creative
thinking and critical thinking. | often say that
to raise a question or to discover a problem is
more important than solving a problem. This
is exactly the kind of talents we need.

Secondly, we also need to integrate closely
science and technology with economic and
social development, because science and
technology finds its wellspring in economic
and social development. That’s why we
strongly push for integration of production,
academic study, and research.

Thirdly, our scientists need to cultivate
scientific ethics; most importantly, they
need to uphold the truth, seek truth from
facts, be bold in innovation and tolerant to
failure. Only science and the spirit of seek-
ing truth from facts can save China. I firmly
believe in this.

We hold fast the policy of opening up to
the outside world. To bring in the
best brainpower and scientific
and technological talents through
opening up is most important.

From this perspective, scien-
tists can leap over barriers of ide-
ology and national boundaries to
serve all of humanity. I can assure
you that we will certainly create a
good environment for scientists
from the outside to work in
China. But I don’t believe this is
the main thing. They should feel
that they have the right condi-
tions to develop their careers in
China, that they are respected by
China, that the results of their
work are respected by China.
This will require us to protect
their independent creative spirits
and intellectual-property rights.

B.A.: In the United States, we often talk about
the fact that the real innovation, if we look
backwards, comes from fundamental science,
basic science, that was done 20 to 25 years ear-
lier. When [ visited the Ministry of Science and
Technology, | was told that China's investment
in what we call basic research has been fixed at
5% of total research investment. Do you think
that is the right number?

W.].: Personally, | attach great importance to
research in fundamental sciences because |
believe that no applied or developmental
research can do without basic research as the
wellspring and driving force. But, in this
world of ours, often because of material gains
and immediate interests, it is easy to neglect
basic research. This should be avoided. In
recent years, we have continuously increased
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the level of support, but I think the [invest-
ment] ratio is still insufficient.

B.A.: One of the things that | think is very
impressive about China is the extent to which
Chinese-Americans feel a great sense of belong-
ing also to China. There's a very effective organ-
ization of Chinese scientists in the United States
dedicated to helping China develop its own sci-
ence. This is unusual—other countries do not
have this kind of loyalty of their scientists to
their homeland.

W.].: Our policy is to let them come and go
freely. They can serve the motherland in dif-
ferent ways. We impose no restrictions on
them and adopt a welcoming attitude.

B.A.: As you probably know, the National Insti-
tutes of Health has put a very strong emphasis
lately on supporting innovative young scien-
tists. | met with many wonderful young scien-
tists in China already, both students and young
faculty, and having those kinds of opportunities
would be very encouraging for them.

W.].: We should pay more attention to
young scientists. I should say that we
haven’t done enough in this respect. In the
future, we will definitely increase support
for young scientists.

B.A.: Your response to the milk crisis was very
impressive, and it still needs, of course, a lot of
attention. That terrible crisis awakens the need
for more efforts in food safety, more broadly. Do
you have new plans for food-safety protection
in China?

W.].: We feel great sorrow about the milk inci-
dent. We feel that although problems
occurred at the company, the government also
has a responsibility. The important steps in
making milk products—production of raw
milk, collection, transportation, processing
and making formula—all need to have clear
standards and testing requirements and corre-
sponding responsibilities, up to legal respon-
sibilities. I once again solemnly emphasize
that it is absolutely impermissible to sacrifice
people’s lives and health in exchange for tem-
porary economic development. Food, all
food, must meet international standards,
Exported food must also meet the standards
of importing countries. We have decided that
the Ministry of Health will have main over-
sight responsibility over food safety.

B.A.: There's another very important area in
which scientists and engineers must collabo-
rate all over the world, and that, of course, is
in developing better ways to use and obtain
energy. We have a world crisis with green-
house gases and shortages of resources. What

we do in China and the United States will be
central with regard to how we treat this planet
we're on and make sure that we don't destroy
it. What are China's plans now for energy
usage and development?
W.].: China is a main energy consumer and,
therefore, is also a big greenhouse gas emitter.
We must use energy resources rationally and
must conserve. This needs us to adjust our
gconomic structure, transform the mode of
development, to make economic development
more dependent on progress of science and
technology and the quality of the work force.
We need to take strong measures, includ-
ing economic, legal, and administrative
measures when necessary, to restrict high
energy consuming and heavily polluting

Spilt milk. Wen, expressing sorrow, promises
new food regulations after melamine-tainted milk
poisoned thousands of babies.

enterprises and encourage the development
of energy conserving and environmentally
friendly enterprises.

Now every year, China produces about 180
million tons of crude oil and imports about
170 million tons. China’s coal production
exceeds 2.5 billion tons a year. This kind of
huge consumption of energy, especially non-
renewable fossil fuel, will not be sustainable,

We have established a goal that our GDP
[gross domestic product] growth every year
must be accompanied by a 4% decrease in
energy consumption and a 2% reduction
in COD [chemical oxygen demand] and
sulfur dioxide emissions every year. We
will also adopt various measures to reduce
the use of oil and coal in order to reduce the

emission of greenhouse gases, including
energy-conserving technologies and
carbon-capture technologies.

We have only been industrializing for
several decades, while developed countries
have been on this road for over 200 years.
But we will now begin to shoulder our due
responsibilities, namely, the common but
differentiated responsibilities set forth in
the United Nations Framework Convention
on Climate Change and the Kyoto Protocol.

B.A.: The U.S. and China have a special role to
play by working together. | wonder if we could
imagine a really large-scale joint effort on
issues like carbon capture. | know we're work-
ing on that in the United States, you're work-
ing on it in China, but working closely
together on some of these things might make
progress more rapid. It would also be a great
symbol, for the world, that we are seriously,
both of us, taking this issue to heart and are
really going to do something about it.

W.].: China and the United States have just
signed an agreement on a 10-year collabora-
tion in energy conservation and adapting to
climate change. This is a new highlight in our
bilateral cooperation.

I agree to strengthen our cooperation.
We can send a message to the world:
We will make joint efforts to protect our
common habitat.

B.A.: Another area where | think we can be
effective is using science for diplomacy. Scien-
tists from all nations can work together effec-
tively, even when their governments don't
agree. | wonder if there is an enhanced role you
might seek for cooperation of scientists, includ-
ing China and the United 5States, with North
Korean scientists who seem to be so isolated,
and whether building new bridges to North
Korea that way, through our scientific commu-
nities, might help the cause of world peace.
W.).: 1 believe that’s entirely possible. Scien-
tists from all over the world share the same
desires and characteristics in their pursuit of
scientific research, respect for science, and
seeking truth through facts. Strengthening
their collaboration and association will cer-
tainly make it easier to build consensus and
mutual trust.

Secondly, the work scientists do has
become increasingly relevant to economic
and social development and everyday life: for
example, the Intemet. Therefore, exchanges
and collaborations between scientists can help
promote exchange and cooperation in eco-
nomic and social realms between countries.
More scientific language and less diplomatic
rhetoric may make this world even better.
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Paradoxical Effects of Tightly
Controlled Blood Sugar

Researchers are puzzling over recent trials that had great success in lowering blood sugar
in type 2 diabetics but no success in reducing deaths from cardiovascular disease

Last January, the steering committee over-
seeing aclinical trial on diabetes and heart dis-
ease received some disturbing news. One of
the interventions being tested—intensive con-
trol of blood sugar in patients with type 2
{(formerly called adult onset) diabetes—was
anything but benign: The death rate among
subjects undergoing the intensive therapy was
higher than among those following the stan-
dard blood sugar-lowering strategy to which it
was being compared. On 7 February, this part
of the so-called ACCORD study (for Actionto
Control Cardiovascular Risk in Diabetes)
came to an end, 17 months prematurely.

By the time the ACCORD collaboration
released detailed results in early June, it was
one of three major trials—comprising in
total nearly 23,000 type 2 diabetics—
reporting that lowering blood sugar in dia-
betics to levels considered normal provides
no benefit in preventing heart attacks and
strokes. If the ACCORD trial was any indi-
cation, more intensive therapy might even
do more harm than good.
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The three trials have intensified debate
over what David Nathan, a diabetes special-
ist at Harvard Medical School (HMS) in
Boston, calls “one of the most contentious
issues in medicine”—the relationship
between high blood sugar and the numerous
long-term complications that beset diabet-
ics. The results challenge a long-standing
assumption that high blood sugar is the cen-
tral villain, but they have left the field
divided over where to cast the blame.

All three trials—ACCORD, a 20-country
study called ADVANCE, and the Veterans
Affairs Diabetes Trial (VADT)—were
designed to see whether older patients with
type 2 diabetes could reduce the nisk of heart
attacks and strokes—and thereby prolong
their lives—by maintaining their blood
sugar at near-healthy levels. The clinical
results were clear: The trials failed to
demonstrate the hoped-for benefit. Why
they failed, though, and why ACCORD saw
significantly more deaths in the intensive-
therapy arm of the study are matters of dis-
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pute. “You can reach a lot of conclusions”
based on these studies, says Derek LeRoith,
an endocrinologist at the Mount Sinai
School of Medicine in New York City. “The
question is whether anybody concludes
anything correctly.”

Trouble in the blood
Type 1 diabetics, who lose their insulin-
making cells and must take insulin to stay
alive, are beset by a host of complications—
from eye and nerve damage to extensive,
accelerated atherosclerosis and a twofold to
fivefold increased risk of dying from a heart
attack. Since the 1940s, diabetes specialists
have assumed that high blood sugar, or
hyperglycemia, was at least partially respon-
sible for these problems. It wasn't until the
1980s, when type 2 diabetes became a rela-
tively common disorder and type 2 patients
were living longer, says Nathan, that it
became clear that these diabetics suffered
many of the same complications.
Diabetologists divide these complica-
tions into two categories: macrovascular,
including stroke and cardiovascular disease,
and microvascular, including kidney dis-
ease, blindness, and nerve damage. In 1993,
a North American trial, the Diabetes Con-
trol and Complications Trial (DCCT),
reported that microvascular complications
in type | diabetics could be delayed and sup-
pressed by keeping blood sugar levels low
and under very tight control. In 2005, an
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observational follow-up to DCCT reported
that heart attacks and strokes could also
be partially prevented.

The question since then has been
whether the same cause and effect
could be demonstrated in type 2
diabetics, who develop a resist-
ance to the insulin they secrete.
“There has always been a fair
amount of evidence that
chronic hyperglycemia in
type 2 diabetics is associated
with increased rates of cardio-
vascular events,” says William
Duckworth, co-chair of the
VADT study and a diabetes
special-zist at the Carl T.

Compromised autonomic
nervous system.
Risk of arrhythmia.

Safe range. Diabetics monitor their blood to avoid high levels of blood sugar, but very low

Damage to blood vessels,
nerves, kidney function.
Increased risk of heart
disease and stroke?

turely, showed a mild but insignificant
benefit on nonfatal heart attacks and
strokes and all deaths from cardio-
vascular disease.

One possibility is that, like
the DCCT study of type 1 dia-
betics, these trials simply
didn’t run long enough to

see a benefit. Just last

week, British researchers
published the latest results
from the United Kingdom

Prospective Diabetes

Study (UKPDS) suggest-

ing that this might be the

case. UKPDS began in the
late 1970s, comparing

Hayden VA Medical Center  |evels—below 70 mg/dl—can be dangerous as well. Clinical studies use a different, long-term  dietary therapy in type 2

in Phoenix, Arizona.

A range of biological
mechanisms point to hyperglycemia as a
possible cause. “There are several ways that
glucose can alter vascular structure and func-
tion,” says Duckworth. The accumulation of
glucose molecules permanently bound to
structural and functional molecules may con-
tribute to stiffening of the arteries and the
oxidation of low-density lipoprotein parti-
cles, an early and necessary step in the for-
mation of atherosclerotic plaques. Hyper-
glycemia can also theoretically alter vascular
function by altering oxygen delivery and
nitric oxide in the cell, Duckworth adds.
“There’s also some suspicion it might cause
turbulence in the vascular system, which can
lead to increased clotting.”

For decades, the notion that high blood
sugar is a causal agent in cardiovascular dis-
ease remained a hypothesis; diabetologists
wanted proof that lowering blood sugar in
type 2 diabetics would prevent disease. “The
only way to prove that halfway definitively
is to take a group of people and lower their
glucose and see if that decreases these
macrovascular events,” says Duckworth.
“These three studies are unfortunately unan-
imous in saying, ‘No, it doesn’t.””

What failed?

Interpreting the negative results is compli-
cated, however, partly because the methods
of controlling blood sugar varied from study
to study and even patient to patient, The best
measure of blood sugar control is a variable
called hemoglobin Alc, the percentage of
hemoglobin molecules in the blood that are
bound to a glucose molecule, or glycated.
Measuring blood sugar directly provides an
indication of current blood sugar levels:
hemoglobin A lc reflects the levels over the
course of a few months. In healthy individu-

measure of blood sugar, the percentage of glycated hemoglobin, or Alc, in dirculation.

als, less than 6% of hemoglobin is glycated.
In untreated diabetics, the levels are typi-
cally above 9.5% and can be far higher. Lev-
els of 7.5% to 8.5% are reachable with stan-
dard insulin and insulin-sensitizing therapy.
The ACCORD, ADVANCE, and VADT tri-
als all compared these standard blood-sugar-
lowering strategies with intensive therapies
that lowered hemoglobin A I ¢ below 6.5%.

The obvious explanation for why the
three studies came up negative is that the
hypothesis that high blood sugar causes
macrovascular complications in type 2 dia-
betes is simply wrong. But these studies can-
not absolutely rule it out; there are too many
variables. Type 2 diabetes is associated with
a spectrum of metabolic disorders, all of
which are risk factors for cardiovascular dis-
ease: insulin resistance, obesity, hyper-
tension, and cholesterol and lipid abnormal-
ities known as diabetic dyslipidemia.

In all three trials, the investigators
aggressively treated hypertension and dia-
betic dyslipidemia in all the subjects. As a
result, mortality rates were so low that the
trials may have had insufficient statistical
power to demonstrate a beneficial effect
from lowering blood sugar alone.

The ACCORD trial was planned with the
expectation that 10% of the subjects would
have a heart attack or stroke over 3.5 years.
Instead, only 3% to 4% did. The same trend
held true for ADVANCE. Its results were
consistent with no benefit at all, says
Anushka Patel, a co-chair of the ADVANCE
trial and cardiologist at the George Institute
for International Health in Sydney, Australia,
but because of their statistical weakness, they
were also “potentially consistent with a ben-
efit on macrovascular disease.” Even the
ACCORD trial, despite being halted prema-

diabetics with drug ther-
apy that lowered hemo-
globin Alc levels from 7.9% to 7%. The
initial 5-year follow-up, published in 1998,
reported no benefits on macrovascular com-
plications. Now, after an average of 17 years
of follow-up, slight reductions in heart
attacks and mortality were seen. What caused
this “legacy effect.,” however, was still open
to speculation because glycemic control in
the two groups had been identical for all but
the first year of the study.

Lower may not be better

The most intriguing question is why, even
with a slightly decreased risk of nonfatal
heart attacks and strokes, the intensive-
therapy subjects in the ACCORD trial had
an increased risk of death. Here, again,
hypotheses are plentiful, but not so the evi-
dence to nail them down.

The goal of the ACCORD trial was to
lower hemoglobin A lc levels in the intensive-
therapy group below 6% rather than 6.5% in
the ADVANCE and VA DT trials. To do so, as
LeRoith says, “they threw the kitchen sink”
at these subjects. They were given more
drugs than those in the intensive-therapy
arms of ADVANCE or the VADT trial,
at higher does, in more combinations, and
more insulin itself.

As a result, one possible explanation for
the excess deaths in ACCORD is that inten-
sive therapy resulted in blood sugar so
low—a condition known as hypoglycemia,
defined as blood sugar below 70 milli-
grams/deciliter (mg/dL)—that it in turn
caused deaths that would not necessarily
have been identified as heart attacks or
strokes. When blood sugar dips into the
hypoglycemic range, it activates para-
sympathetic nerves, triggering hormonal
responses that include secretion of
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epinephrine, glucagon, growth hormone,
and cortisol, all aimed at limiting glucose
uptake and exit from the bloodstream. It’s
possible, says Graham McMahon, a dia-
betes specialist at HMS and Brigham and
Women's Hospital in Boston, that in the
older type 2 diabetics recruited by
ACCORD—with longer-standing disease
and poorer underlying vascular function—
these compensatory responses, combined
with nerve damage in the autonomic
nervous system, triggered fatal cardiac
arrhythmias.

“We know when we drive people’s
blood sugar down this far,” says William
Friedewald, a biostatistician at the Columbia
University Mailman School of Public
Health and chair of the ACCORD Steering
Committee, “they have a much higher rate
of hypoglycemia and that, in fact. is what
we observed in ACCORD.” But when the

ACCORD researchers
searched for an association EYNEE IR AT Intensive therapy
in their data between hypo- Number Percent  Number Percent
glycemic events in the sub- GLUCOSE LOWERING g3y (5123)
jects and mortality, they  primary Outcome 2 69 M 72
came up empty. (First occurrence of nonfatal

But hypoglycemia still  myocardial infarction, stroke, or
can’t be ruled out. The death from cardiovascular causes)
more intensive the blood- Secondary Outcome
sugar control in diabetics,  peath, any cause 257 5.0 203 4.0
says Stephen Davis, a .
dislistae Tesearohar it Death, cardiovascular causes 135 2.6 94 18
Vanderbilt University in  Nonfatal myocardial infarction 186 3.6 235 4.6
Nashville, Tennessee, the o e crore 67 13 61 12
more frequently a patient
suffers a h}rpog[}rcemjc Fatal or nonfatal congestive 152 3.0 124 2.4

heart failure

event, even a mild one,
and the more likely they
will be unaware of future hypoglycemic
events. “Even quite minor levels of hypo-
glycemia,” he says, “can down-regulate
defenses against subsequent hypoglycemia.
You get a vicious cycle whereby hypo-
glycemia begets more hypoglycemia.” In
these cases, blood sugar can drop to 30 or
40 mg/dL, without evoking compensatory
responses or noticeable symptoms. In this
hypothesis, the researchers running the
trial would be unaware of many hypo-
glycemic events and therefore unable to
link them directly to the death. “The data
we have in ACCORD shows no tie-in to
hypoglycemia,” says Friedewald, “but it
may still be a factor.”

Is it the insulin?

Another possible explanation for the excess
deaths in ACCORD is that some drug or
combination of drugs turned out to have fatal
side effects. One prime suspect is a drug

www.sciencemag.org

called rosiglitazone, an insulin-sensitizing
drug marketed by GlaxoSmithKline as Avan-
dia and used widely to treat type 2 diabetics.

Last year, both The New England Journal of

Medicine and the Journal of the American
Medical Association published meta-
analyses reporting that rosiglitazone use was
associated with an increased risk of heart
attacks and, perhaps, an increased risk of
death. Neither ACCORD nor the VADT ftrial,
however, could find such an association. The
researchers in the ADVANCE trial, says
Patel, are not planning to do that analysis
because of the many ways it can be con-
founded by other factors.

The most controversial hypothesis to
explain the excess deaths in the intensive-
therapy arm of ACCORD is that insulin
therapy itself was responsible. Since the
1980s, when type 2 diabetes was widely
accepted as a disease of insulin resistance

rather than insulin deficit, diabetes special-
ists have debated whether macrovascular
complications are caused primarily by high
blood sugar or by chronically elevated
insulin levels. This condition, known as
hyperinsulinemia, arises when the beta
cells of the pancreas compensate for insulin
resistance elsewhere in the body by secret-
ing ever-greater amounts of insulin. Many
of the other metabolic disorders that
accompany type 2 diabetes—obesity,
hypertension, and diabetic dyslipidemia—
may in turn be caused by hyperinsulinemia.
“The idea has been around for a long time
that insulin itself is a problem,” says
Friedewald, “and certainly people in the
intensive group in ACCORD had higher
exogenous insulin levels than people in the
standard group.”

Ralph DeFronzo, chief of the Diabetes
Division at the University of Texas Health
Science Center in San Antonio, is a leading

SCIENCE VOL 322
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proponent of the idea that heart disease in
type 2 diabetics is not caused by high blood
sugar but by insulin resistance, hyper-
insulinemia, and the metabolic disorders
that follow. “*When you're treating and try-
ing to control type 2 diabetes,” says
DeFronzo, “you have to understand that the
basic defect is insulin resistance. You have to
give enormous amounts of insulin to over-
come that resistance, and when you do that,
you activate growth-promoting inflamma-
tory pathways.” These in turn have direct
effects on blood vessels and so can poten-
tially cause or exacerbate cardiovascular
disease, leading to heart attacks and death.
McMahon says that diabetologists
don’t like to think about this possibility
because insulin is often lifesaving for type 2
diabetics. As these diabetics age, their beta
cells eventually fail to maintain the exces-
sive insulin secretion necessary to lower
blood sugar in the face of
insulin resistance. In those

Intensive vs. cases, says McMahon,
Standard insulin therapy “is the
0.90 only rational treatment
and the only treatment
that works.”
At the moment, the
insulin hypothesis remains
1337 speculative, The ACCORD
e data revealed no link
be-tween mortality and
0.76 insulin use, says Friede-
1.06 wald, but this could be a
product of the various
1148

biases and confounding
factors inherent in these
kinds of studies. *“The fun-
damental problem in this area of investiga-
tion,” says Harvard’s Nathan, “is that the
studies, almost by design, build in con-
founding elements. Whenever you're inter-
preting clinical trials, there’s always other
consequences of the intervention that affect
the outcome. ... The ideal study would have
patients treated with exactly the same pro-
file of medications, with the exception of
one drug that you would ramp up in one
group but not the controls. For example, if
you put one group on a lower dose of insulin
and one on a higher dose, that would be
closer to an ideal trial”

Without such studies, the only thing that
can be said with any confidence about the
ACCORD, ADVANCE, and VADT results,
as Friedewald says, is that they are more
evidence against the hypothesis that high
blood sugar is a fundamental cause of heart
disease and stroke in type 2 diabetics.
=GARY TAUBES
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THIRD INTERNATIONAL SYMPOSIUM ON BIOMOLECULAR ARCHAEOLOGY |

Herds of horses still race across the steppes of
Northern Kazakhstan, and the people in that
harsh environment have long depended on the
animals, riding them, eating their meat, and
exploiting their skins for clothes. Indeed. the
oldest accepted evidence for horse domestica-
tion—equine bones and chariots found
together and dated to 2000 B.C_.E.—come
from the region. Now, traces of ancient mares’
milk may extend Northern Kazakhstan's
equine roots another 1500 years.

Locals today still consume a fermented
drink called koumiss made from mare’s milk.
Koumiss tastes “horrible™ to her Western
palate, confesses chemistry Ph.D. student
Natalie Stear of the University of Bristol in the
U.K., but an ancient version may have yielded
some appetizing data: Stear reported at the
meeting that she found the 1sotopic signature
of mare’s milk on 5500-year-old pottery frag-
ments from Kazakhstan. “It is the smoking gun
for horse domestication, since no one would
attempt to milk a wild mare,” says anthropolo-
gist Sandra Olsen of the Camegie Museum of
Natural History in Pittsburgh, Pennsylvania.

Many researchers believe people began
domesticating horses about 4000 B.C.E., but

Trail of Mare's Milk Leads
To First Tamed Horses

finding clear evidence of that has been diffi-
cult. The shards Stear analyzed were made by
the Botai, who dwelled in Central Asia
between 3700 and 3100 B.C.E. In the 1990s,
Olsen’s team excavated one of their villages,
revealing tons of animal bones, 90% of them
equine. Olsen and others digging at Botai sites
have uncovered other suggestive evidence of
horse domestication, including signs of cor-
rals and bit wear marks on horse teeth. But the
bit wear conclusions have been hotly disputed,
and some argued that the Botai primarily
hunted wild horses for meat.

Stear’s attempt to settle the issue evolved
out of her work in Richard Evershed’s group
at Bristol, which has pioneered the technique
of identifying milk residues on ancient pot-
tery by carbon-isotope analysis. The varying
amounts of such isotopes within lipids that
permeate the vessels can sometimes reveal
what species the fat came from and whether it
was from meat or milk. In a paper that
appeared online in Nature in August, for
example, Evershed’ team pushed the earliest
dairy use back by 2000 years, to about 6050
B.C.E., after detecting milk fats in ancient
Turkish pottery shards.

14-16 SEPTEMBER | YORK, U.K.

Got milk? People in central Asia still milk mares
(leff), and residues on ancient potsherds (inset)
show that this practice goes way back.

Stear used carbon isotopes to confirm the
presence of equine fats on about 50 Botai
shards, but the method couldn’t distinguish
between lipids from milk or meat. So she tested
local horse meat and koumiss and confirmed
a hypothesis posed by Evershed and Alan
Outram of the University of Exeter, U.K.: that
horse meat and milk contain different amounts
of the hydrogen isotope deuterium. For reasons
related to the isotope s heavier weight, summer
rains in the region contain much more deu-
terium than winter precipitation. Because
mares are only milked after they foal in the
spring, researchers theorized that the isotope
would be concentrated in milk,

whereas horse meats deuterium
signal would be averaged over
the course of each year.
Testing the ancient potsherds,
Stear found that five had the horse-
milk deuterium signature. “The
way she did it was quite elegant,”
says Oliver Craig, a biomolecular
archaeologist at the University of
York. Stear also notes that colleagues
have found new signs of bit use on the Botai
horse teeth, giving her greater confidence that
the animals were domesticated.

Still, some are reserving judgment.
Marsha Levine of the McDonald Institute for
Archaeological Research in Cambridge,
U.K., has argued that the Botai primarily
hunted wild horses, but she accepts that the
deuterium evidence suggests that at least
some horses there were domesticated.
Levine cautions, however, that the new tech-
nique must be independently vetted before
the Botai horses are definitively tamed.

Old Bones Reveal
New Signs of Scurvy

By some estimates, scurvy killed or debili-
tated millions of early sailors before it was rec-
ognized that vitamin C can ward off the condi-
tion’s connective tissue degradation, which
results in spotty skin, gum disease, and bleed-
ing throughout the body. Many researchers
suspect that other ancient peoples were also
vulnerable to scurvy, such as those facing
famine or early farmers who ate little wild
fruit as they transitioned to a cereal-based diet.
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But such ideas are hard to prove because only
the most severe cases leave telltale lesions on
the slow-growing bones of adults.

At the meeting, however, postdoctoral
researcher Hannah Koon of the University of
York, U.K., described a new way to detect
signs of scurvy in human skeletons. “Making
a diagnosis with what you see on a skeleton is
really problematic,” says Megan Brickley of
the University of Birmingham, U.K., a foren-
sic anthropologist who specializes in scurvy
and skeletal diseases, “This technique could
potentially have a huge impact.”

Koon focuses on collagen, the most abun-
dant protein in the human body and the mole-
cule at the heart of scurvy. Collagen molecules
consist of three long chains of about 1000
amino acids, which twist and bind together and
then pack into fibers that are the building
blocks of bones and connective tissue. Colla-
gen chains contain numerous proline amino
acids, and for the fibers to become stable, many
prolines must have hydroxyl groups attached to
them through the work of an
enzyme, For this hydroxylation,
explains Koon, “one of the B2
cofactors needed is vitamin C.”

The prevailing wisdom
had been that certain prolines
in a collagen molecule were
always hydroxylated and
others never were. But in
studying different collagen
molecules from the same
samples of modern cow and
human bones, Koon found
that certain prolines are only
hydroxylated sometimes. She
hypothesized that scurvy
would alter how frequently
these variable prolines are
hydroxylated. Tests on guinea
pigs raised on a low-vitamin
C diet supported the idea.

Now Koon has begun to
extend the work to humans,
testing skeletons from a group of 17th to
1 8th century Dutch whalers excavated from
the permafrost in the 1980s by George Maat
of Leiden University in the Netherlands.
Although they lack major bone lesions, most
such sailors described scurvy symptoms in
diaries or had scurvy-induced hemorrhages
still evident in their well-preserved bodies.
If the collagen assay “can’t see scurvy in
[the bones of] these guys, you won’t see it
anywhere,” says Matthew Collins, Koon’s
lab chief.

Koon reported in York that collagen from
the first two whalers does indeed reveal
fewer hydroxylated prolines. “1"'m cautiously

www.sciencemag.org

European sturgeon
presance in 1850

T

Good old days. In 1850, the European sea sturgeon roamed widely (blue) and spawned
in many rivers. Today, few survive, but captive-bred larvae (insef) may be reintroduced.

optimistic” that the technique will work, she
says. After more work on whalers, Koon
plans to test bones of British sailors from
before and after the turn of the 18th century,
when the Royal and Merchant navies began
to require sailors to drink lime juice daily to
thwart scurvy, a practice resulting in the
nickname of Limey.

Hope for the Rhone’s
Missing Sturgeon

Ancient DNA research typically provides a
glimpse into a species’ past, but work pre-
sented in York showed that it may also help
give one species, the European sea sturgeon
(Acipenser sturio), a new future.

Until the 19th century, this large fish
thrived along the coast of Europe and
spawned in most of the major rivers
from the Baltic Sea to the Black

Sea. Once amajor source of food and caviar, it
was fished almost to extinction. Today, only a
few thousand remain, all breeding at a single
site, the Gironde estuary, where the French
rivers Dordogne and Garonne meet.

Captive-breeding efforts using sturgeon
from this site were begun in the 1990s, and
last year 11,000 larvae were born from cap-
tive-bred fish for the first time. France's
Cemagref (Research Institute for Agricul-
tural and Environmental Engineering)
released those hatchlings into the Gironde
last summer.

Now Cemagref and its partners want to
reintroduce their hatchlings to other rivers in
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which the European sturgeon once swam.
The Rhone is an obvious target—or is 1t?
There’s little doubt that some kind of stur-
geon once densely populated the river, but no
one has been sure whether the native Rhone
fish was A. sturio or the Adriatic sturgeon,
A. naccarii. The two fish are quite different
ecologically—the European sturgeon spends
much of its life at sea before briefly visiting
rivers to spawn, and the Adriatic sturgeon is
more of a freshwater homebody that strug-
gles in sea migrations. Which one should be
reintroduced to the Rhone?

In York, Olivier Chassaing of the Ecole
Normale Supérieure in Lyon described how
he and colleagues used ancient DNA to find
out. Researchers had previously analyzed
DNA from museum specimens labeled as
Rhone sturgeons, but the results were
inconclusive. So Chassaing, Patrick Berrebi
of the University of Montpellier, and col-
leagues in the Lyon lab
of Catherine Hinni
turned to an unusual
collection of thou-
sands of sturgeon
bones found several
decades ago on the

Rhone river bank
near Arles. Dated to
between the 6th and
2nd century B.C.E.
and apparently left by
people fishing, the
bones look like those
of modern A. sturio.
The DNA extracted from them
clinched the case, Chassaing
reported: All 14 samples
tested were from the European
sea sturgeon. There was no
evidence of its Adriatic rela-
tive, or hybrids between the
two. “We're convinced there
was 4. sturio in the Rhone,”
says Chassaing. “Our recom-
mendation is to reintroduce A. sturio but not
A. naccarii”

Although the ancient DNA work can’t
rule out that 4. naccarii ever roamed the
Rhone, the evidence is good enough for
Cemagref fish biologist Mario Lepage, who
has worked on the sturgeon recovery plan.
Still, he cautions, it may be some time
before the European sea sturgeon returns to
its former home. He says researchers need
to assess whether the modern Rhone is now
suitable for young sturgeon and whether
their reintroduction would harm species
that took the sturgeon’s ecological role
decades ago. —~JOHN TRAVIS
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Quantifying Coauthor Contributions

FIFTY YEARS AGO IN SC/ENCE, D. MCCONNELL ARGUED THAT
anything short of a monographic treatment, the indication of more than
three authors is not justifiable™ (/). He was never cited. Coauthor num-
bers kept rising, and it has been recently suggested that in some fields
“multiple authorship endangers the author credit system™ (2). In 2006,

more than 100 papers had over 500
coauthors, and one physics paper had
a record 2512 coauthors (3). With
research groups growing larger (4),
this trend will continue. Given the
increasing interest in the quantifica-
tion and standardization of scientific
impact with various metries like the
h index (5, 6) and the growing debate
on potential biases (7, §) and unethical
behavior (4, 9, 10), a standardized
method to quantify coauthor contribu-
tions is needed (/01 3).

Rarely do all coauthors contribute
to a paper equally. However, aca-
demic search engines (such as Google
Scholar, Scopus, and Web of Science)
calculate citations, hh indices, and rank-
ings without regard to author rank.

Quantification of coauthor contributions will motivate coauthors to
clarify each person’s percent of contribution.

[ propose that the kth ranked coauthor be considered to contribute

“FOR

1/k as much as the first author, This way, coauthors’ contributions can be
standardized to sum to one, regardless of the author number or how
authors are ranked. Author rank can be different from author order, pro-
vided that this is declared in the paper. Multiple authors can have the
same rank, as long as this is stated and is reflected in the calculations.

Quantifying coauthors’ contributions will encourage a healthy dia-
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logue about the meaning of coauthorship and author rank (2, 4, /0,
13), will promote better consideration of author rank in assessing sci-
entific impact, and will lead to improved ways to measure and report
coauthor contributions.
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Biofuels: Clarifying
Assumptions

THE REPORT BY T. SEARCHINGER ET AL.
(“Use of U.S. croplands for biofuels in-
creases greenhouse gases through emissions
from land-use change,” 29 February, p. 1238)
provides one scenario for the conversion
from a fossil-based energy economy to a bio-
based, renewable-energy economy. However,
Searchinger er al. failed to include several
important considerations.

It is inaccurate and misleading to allocate
the cutting down of Brazilian rainforest,
which is done often for timber production, to
biofuels use. The economic signals driving
biofuels or agricultural land-use changes are

www.sciencemag.org SCIENCE

different from the timber-driven economic
signals driving land-use change patterns. The
deforestation estimates of Searchinger et al.
are appropriate for biodiesel production in the

Far East. A cheaper and more likely use of

land for increased biofuels production is the 6
billion acres of underutilized or unused rain-
fed agriculture land available, according to a
Food and Agriculture Organization report ( /).

Searchinger et al. analyze switchgrass as
an energy crop when miscanthus and sorghum
have much higher yields [a recent study esti-
mated that miscanthus yields are 250% that
of switchgrass (2)] and would dramatically
reduce the demand for land. Furthermore, be-
cause these crops have not been optimized for
biomass, they are likely to produce substantial
further yield increases per acre. Given the the-

VOL 322

oretical maximum yield of 40 to 50 tons per
acre in aregion with an average of 40 inches of
rain, practical yields of 50 to 60% of this max-
imum are likely. It has even been suggested
that maximum theoretical yield values will be
reached and possibly surpassed (3).

Searchinger ef al. assume that crops grown
in developing countries will have lower yields.
The yields are lower because of low prices and
lack of farmer income. In these conditions,
farmers cannot afford the best seed crops and
other inputs such as fertilizer (1). It is likely
that if farmer incomes improve, yields will
also increase.

Searchinger et al. state that “[h]igher
prices triggered by biofuels will accelerate
forest and grassland conversion there even if
surplus croplands exist elsewhere.” Energy
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costs influence the food Consumer Price
Index {(CPT) three times as much as does the
basic price of corn (4, 5). Implying that these
price increases are principally caused by bio-
fuels production is inaccurate.

Cellulosic ethanol will probably be somuch
cheaper to produce (even at $50 per dry ton
feedstock costs) that it will displace all corn
ethanol based on price alone, thus freeing up
much of the more than 20 million acres of land
used in 2007 for corn produced for ethanol.

The potential for biomass from other
sources is grossly underestimated. If biomass-
oriented winter crops were planted on annual
crop lands, it would improve land ecology and
produce substantial biomass for cellulosic
biofuels. A yield of 3 tons per acre on 50 to
70% of our annual crop lands (320 million
acres) would yield 480 to 672 million tons of
biomass; a yield of 5 tons per acre by 2030
(assuming crop optimization for biomass by
then) could yield 800 to 1120 million tons of
biomass or sufficient biomass for more than
100 to 145 billion gallons with no additional
land use. If corn stover and crop waste are
included, even larger quantities of biomass
can be made available without land use.

Sustainable removal of stover from corn
is estimated to be between 1.5 and 2.0 addi-
tional tons per acre.

The potential-for-waste outline in the U.S.
Department of Energy biemass study (6) is
completely ignored. The study concludes that
up to 1.3 billion tens of inable bi

sands and oil shales, not an average value of
emissions for oil.
VINOD KHOSLA

Khosla Ventures, Menla Park, CA 94028, USA. E-mail:
vk@khoslaventures.com

can be available “without a significant change
in agricultural practices.” Additional cellu-
losic and waste production will result from
organic municipal waste, sewage, and other
waste sources.

The authors assume that more marginal
lands will be used for food cultivation, when
in fact “land recovery™ can happen with proper
crop rotation practices on marginal and
degraded agriculture lands and especially
with perennial, polycultured energy crops,
which are likely to dominate the energy crop
field (7, 8).

Inallocating land displacement, Searchinger
et al. fail to account for the most attractive
regions in the world, namely, parts of Africa
where biomass income is sorely needed.

Furthermore, the baseline for carbon
emission costs of biofuels should be incre-
mental alternative sources of new oil like tar

Ref and Notes
L FA, Warld Agriculture Towords 2015/2030: An FAD
Perspective (FAQ, Rome, 2003).
S. P. long ef al., Glabal Change Biol. 14, 2000 (2008).
S. P. Lang et al., Plant Cell Environ. 29, 315 (2006},
1. Urbanchuk, “The relative impact of com and energy
prices in the grocery aisle” {LECG Report, 2007},
WNCGA.C
Prices. pdf.
P A, Sanchez, Science 295, 2019 (2002).
R.D. Perlack et al, Biomass as Feedstack for a Bioenergy
and Biopraducts Industry: The Technicat Feasibitity of a
Biltion-Ton Anaual Supply {).5. Department of Energy
and 1.5, Department of Agriculture, April 2005); httpf
woodycrops.org/reports/Billion%20Ton%: 20 Supply. pdf.
D.Tilman ef ol., Science 294, 843 2001
0. Tilman, ). Hill, C. Lehman, Science 314, 1598 (2006).
Khosla Ventures is an investor in various biofuels
startups; a full list can be seen at www khoslaventures.com/
presentatians/Flower_Chart.ppt.

B

L

e

Response

ON BALANCE, KHOSLA'S LETTER PROMOTES
hope for biofuels that use agricultural and for-
est residues, cover crops, and municipal
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waste, and that therefore do not divert the
capacity of productive land. Our Report also
encouraged such biofuels. We similarly
encouraged a focus on lands that would other-
wise provide little food or carbon storage but
that might produce ample biofuels. We even
cited the U.S. Department of Energy’s (DOE’)
“billion-ton study,” precisely because most of
the potential biomass it estimates is waste. Yet
DOE’ full 1.3 billion tons also relied on
diverting millions of hectares of cropland to
grow biofuel crops. All cellulosic biofuels are
notthe same, and policies should support only
those that do not use productive land.
Unfortunately, the Food and Agriculture
Organization’s (FAO’s) estimate of roughly
6 billion acres of potential new rain-fed crop-
land referenced by Khosla in fact consists
primarily of the world’s wetter forests and
grasslands, not “underutilized or unused”
agricultural land (/). Studies predicting
future cropland expansion point heavily to
carbon-rich areas in Latin America and
sub-Saharan Africa, which contain most of
the best potential cropland (7, 2). The U.S.
Department of Agriculture now predicts that
future food growth will rely more heavily on

cropland expansion and less on yield growth
than on past growth because cereal yield
growth has fallen below 1% per year (3),
well below the rate of population growth.
Khosla correctly notes the capacity to boost
yields in many developing countries, but the
world must already unleash that capacity to
feed a larger, selectively richer, world popu-
lation while also reducing deforestation.
Biofuels should not exacerbate this already
imposing challenge.

The plight of the Amazon is a matter of
both forestry and agriculture. Typical logging
removes a few trees per hectare, causes col-
lateral damage, and facilitates conversion
through road-building, but forests regrow car-
bon if the land is not subsequently converted
to agriculture {4). Biofuels that use good crop-
land anywhere in the world raise crop and
meat prices and help spur the actual conver-
sion to pasture or cropland by increasing their
net economic return.

For cellulosic ethanol grown on corn land,
our study found inereased greenhouse gas
emissions, even with dramatically higher
vields (18 tons per hectare) and conversion
rates (362 liters per hectare) than now broadly

LETTERS I

obtainable. As Khosla indicates, researchers
using [Tlinois cropland to grow the hybrid mis-
canthus giganteus have obtained higher
yields, but planting this hybrid requires dig-
ging up the roots to sever and then replant the
thizomes, which implies an expensive, slow
process of expansion (). Efforts to use seed-
producing varieties continue to face obstacles
{5). Yet even with major breakthroughs that
double our assumed biomass yields, cellulosic
ethanol grown on corn land would only reduce
emissions compared with gasoline by 37%
counting land-use change. By avoiding land
use change, biofuels from wastes and residues
could achieve far greater reductions.

Although Khosla correctly points out that
rising erop prices only modestly increase food
prices in U.S. grocery stores, the poor around
the world eat basic cereals and vegetable oil.
Their prices worldwide rose 300 and 400%,
respectively, between 2000 and spring 2008
(6). Nearly all analyses assign a major role to
biofuels (6, 7): Biofuels consumed the vast
bulk of the world’s growth in cereals and veg-
etable oil between 2005 and 2007, requiring
the werld to deplete stocks to meet growing
food demand (8).

800-445-7661
www.pipetman.com

L.

-

Gilson, Inc | 3000 Parmenter Street | Middleton, Wi 53562-0027, USA | Tel: 800-445-7661 | Fax: 608-821-4403

ce - pipettes - tips « service

pipettes - tip!

AN

s « service * P



LETTERS

374

Khosla’s high confidence in a quick transi-
tion to better biofuels, however welcome, also
seems excessive. Even the latest hopeful DOE
research plan in 2003 envisions 15 years of
research and development before cellulosic
production can start to scale up (9). Optimistic
scenarios predict modestly lower costs after
many years (10}, but some studies conclude
that cellulose will indefinitely remain more
expensive than corn ethanol (/7). It will be a
great achievement if cellulosic biofuels can
supply the 21 billion gallons (79 billion liters)
of noncorn biofuel now required by U.S. law in
2022, letalone the additional 15 billion gallons
mandated (57 billion liters) that corn ethanol
may supply. Yet, because some corn ethanol is
cheaper than gasoline at reasonably high oil
prices, corn ethanol from existing plants will
probably remain with us, regardless of the sup-
ply of cellulosic biofuels (7, 17).

Contrary to Khosla’s claim, our analysis
actually did predict a modest expansion of
cropland in Africa in response to U.S. bio-
fuels. More expansion there would not change
our result b it g g h
gases comparable to the world average (/2).
Sub-Saharan Africa already imports much of

its food and has roughly 400 million hungry
people who together suffer 85% of the world’s
calorie gap (/3). Climate change could de-
crease yields by 50% in the region (/4).
Although small-scale bioenergy production
might justifiably help local people fill unmet
needs or switch from inefficient use of fuel
wood, as a whole, sub-Saharan Africa needs to
use its good arable land for food even more
than other regions.

Finally, our result would change little even
if all alternative gasoline to biofuels origi-
nated i tar sands (and only some will) (15).

TIMOTHY D. SEARCHINGER? AND
R. A. HOUGHTON?
"Woodrow Wilson School, Princeton University, Princeton,

M) 08544, USA. *Weads Hole Research Center, Woods Hole,
WA OZ546, USA.
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Letters to the Editor

CORRECTIONS AND CLARIFICATIONS
Random Samples: “Hoiormouth” {22 Augusi,

News Focus: “Reinventing rice to feed the warld” by 0.
Marmile (18 July, p. 336). The article should have induded
Dhaka University, in Bangladesh, as among the institutions
collaborating on research on salt-tolerant rice varieties.

Perspectives: “Long-distance dispersal of plants” by R
Nathan {11 August 2006, p. 786). There was an ermor in the
formula used 1o create Fig. 2, panels A and C. The corrected
panels are shawn o the right. The figure caption is correct,
but the ermor affects two sentences in the text. Gn page 786,
the text at the top of the second column should read “In the
Typothetical case showm in Fig. 2, the expected time for asin-
qgle effective dispersal event to accur is longer than 1 millien
years beyond 250 km. Nevertheless, an effeciive LDD event
415 km from the source, expected to occur once in almost 10
million years under the mean trend, may occur ance in 25
years as aresult of processes or events that ‘break the nules.”
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Research Articles: “Fssential cytoplasmic transloca-
tion af a cytokine receptar-assembled signaling com-
plex” by A Matsuzawa et 61, (1 August, p. 663). There
was inadvertent duplication of some of the loading
control panels in two of the figures. in Fig. 1A, the JNK
Inading controls for the phospho-JMK blat (but not for
the JNK kinase assay) were inadvertently duplicated
between the TRAF3- and IRAF6 lanes. In Fig. 6D

the TAX1 lading cantrols in the TAK1 i P
itate were inadvertently duplicates. The comected fi rg
ures are shomn o the right. Neither error alters the
scientific content of the figure o its i L

Genome Canada has completed the
second cycle of its innovative position
paper precess to identify strategic
research themes that are specially
targeted to nationally recognized area:
of interest and are of socic-economic.
impartance to Canadians.

CHAIR
Or. Kenry B. Friesen, Professor Emeritus, University
of Manitoba, Canada

MEMBERS:
Or. Alan Archibald, The Rastin fastitute, Scotland

Or. Jesse H. Ausubel, The Rockefelfer tniversity, USA
Or. Martin Bobrow, Cambridge University, Uit

Or. Mildred Cho, Stanfo

Dr. John Aithison, fastitute far Systems Binlogy, USA

Dr. Allan Bradley, Watlcome Frust Sanges fastitute, UK
Or. Danald Chalmers, Itmbersif]m’ Tasmania, Australia
jeal Schoof USA

The identification of these strategic
research themes was the object of an
International Review Panel that met in
September 2008 to evaluate position
papers in seven different areas of
genomic and pratesmic science.

3

Thank you..

Or. David | Druta, Pacitic Rim Ventures Ca,, Ltd, USA
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M. Alain Drouin, £PMG, Canada
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WWW. genomecanada.ca
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o Department of Agriculture, US4
Dr. Jane Kaye. University of Odford, UK

Dr. Malcolm Law, Queen Mary’s School of Medicine
and Dentistey, Uk

i

Genome Canada would like to thank
the individuals below wha contributed
their considerable expertise to the
examination of the position papers
and ensured a high quality review,
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Dr. Anthony Monaco, Unnwsmaﬁazm‘. uK
Dr. Carl Mathan, Jeif Medical Collage of Comel], USA
Dr: Roberto Neira, Universidad de Chife Santiago, Chite
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Dr. Bruce Wiersma, University of Maing USA
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CLIMATE CHANGE

Taming the Angry Beast

Ken Caldeira

brilliant and icono-
clastic scientist, Wally
Broecker is largely re-

sponsible for shaping the mod-
ern discipline of chemical
oceanography. His pioneering
work has improved our under-
standing of the ocean’s roles in
the carbon cycle and climate
system and demonstrated that
climate often shifts in unpre-
dictable jumps and spurts. In
Fixing Climarte, Broecker teams
with science journalist Robert Kunzig to offer
a well-crafted description of the history of
such research, our current climate predica-
ment, and possible paths forward.

The book is mostly written by Kunzig,
looking over Broecker’s shoulder. It lacks the
idiosyncratic prose, roughly hewn and prick-
ling with personality, found in other books by
Broecker [such as (/)]. Those books immerse
readers in a panoply of slightly oblique and
satiric references to his scientific colleagues
and favor the vernacular over complex mathe-
matical expressions. Fixing Climate has been
shorn of such rough edges and eccentricities,
producing mainstream science writing aimed
ata general audience.

The book starts with a history of climate
and carbon-cycle research, which emphasizes
work Broecker and his contemporaries car-
ried out in the mid-20th century. The authors
then describe what we have leamed about pre-
vious rapid and dramatic changes in climate.
Nearly 13,000 years ago, temperatures in
Greenland dropped 6°C within a few decades
and then stayed there for 13 centuries. In the
succeeding thousand warm years, sea level
rose about 15 meters. Such swings have led
Broecker to regard the climate system as an
“angry beast” given to unpredictable out-
bursts, He likens our modemn carbon dioxide
emissions to “poking the angry beast.” We
can’t be sure what will happen from doing so,
and we might not want to find out.

Climate models suggest that global warm-
ing will tend to make wet places wetter and
dry places dnier. Broecker and Kunzig point
out that the lack of water already impedes

The reviewer is at the Department of Global Ecology,
Carnegie Institution, 260 Panama Street, Stanford, CA

94305, USA. E-mail: kcaldeira@ciw.edu

Fixing Climate

What Past Climate
Changes Reveal About
the Current Threat—
and How to Counter [t

by Wallace S. Broecker
and Robert Kunzig

Hill and Wang (Farrar,
Straus and Giroux),

New York, 2008. 269 pp. $25.
ISEN 9780809045013.

development in many areas of
the world and further drying is
likely to magnify this impact.
In addition, as warmer oceans
expand and are supplemented
by melting glaciers and ice
sheets, they threaten to spill
over today’s coastlines onto
the continents.

Nevertheless, the authors
do not see climate change as
an existential threat to human
civilization, We are supremely
adaptable animals, who already prosper in
both the snowy Arctic and the sweltering trop-
ics. However, climate change does threaten
humans, especially those who have few re-
sources at their disposal.

Broecker and Kunzig see alle-
viating human misery as more
urgent than solving the climate
problem. We need to help people
escape poverty. Unfortunately, as
the global economy develops,
demand for cheap, reliable fossil
fuels and the resulting carbon
dioxide emissions increase.

To reduce the risks posed by cli-
mate change, the authors advocate
a per capita allotment of carbon-
emission allowances. The value of
such allowances would give every-
one incentive to reduce emissions.
The poor could sell allowances to the
rich to obtain the resources needed to
deploy clean energy and transporta-
tion systems in impoverished parts of
the world. (Developing a political consensus
around this proposal may be even more daunt-
ing than developing the needed technologies. A
physical scientist, Broecker seems to shy away
from addressing the political challenges. )

Placing a price on carbon dioxide emis-
sion, however, does not solve the problem of
meeting the demands for energy. Broecker
and Kunzig dismiss wind and solar energy
sources as too costly and unreliable, and they
believe nuclear power cannot surmount the
problems of nuclear proliferation, waste dis-
posal, and public acceptance. Thus, they antic-
ipate our continued reliance on fossil fuels.

The authors see as nearly inevitable the
widespread deployment of systems that cap-
ture CO, from power plants and dispose of it

underground. They find hope in the European
carbon-trading market’s track record and in
the Bush administration’s press releases. But
the dominant activities on the carbon emis-
sions front have been good-sounding talk and
handouts to special interests. We have yet to
witness effective action at a scale commensu-
rate with the size of the problem. And since
the book went to press, the Bush administra-
tion has pulled the plug on FutureGen, its flag-
ship carbon capture and disposal demonstra-
tion project. Hence the optimism of Broecker
and Kunzig seems hard to maintain.
Although carbon dioxide may be captured
from large stationary power plants, no one has
found ways to capture CO, from automobile
exhaust or jet engines. Skeptical that afford-
able electric or hydrogen cars can be ready in
time, the authors turn instead to the prospect
of removing CO, from the atmosphere after it
has already escaped from the tailpipe. This
approach, pioneered by Klaus Lackner (2),
appears to be costly but technically feasible.
Broecker and Kunzig believe that cobbling
together a motley collection of existing tech-

Sign of the change. Record minimum extent of Arctic sea ice,
14 September 2007,

nologies will not provide the vast amounts of
power required later this century while reduc-
ing CO, emissions. Rather, they contend, we
will come to depend on a small handful of
energy technologies that are presently possi-
ble but not ready. Therefore, “we need a mas-
sive research program to get them ready—we
need to be investing heavily in research into
solar energy as well as carbon capture.”
Unfortunately, history reminds us that even
experts are not good at picking technological
successes. Instead of betting on a small hand-
ful of possibilities, we should support a broad
but carefully selected research portfolio in
energy technology.

The specific solutions proposed in Fixing
Climate may not stand the test of time. But the
book demonstrates that Broecker has again
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identified an important and difficult problem
for which he offers creative solutions that will
open new lines of productive research.
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CLIMATE CHANGE

Talk Instead of Yelling

Frank T. Manheim

red Krupp and Miriam Horn [respec-
F tively the president of and a writer at

Environmental Defense Fund (EDF)]
begin Earth: The Sequel with a prediction:
The revolution needed to stop accelerating
global warming “will depend on industrial
technology—capital-intensive, shovel-in-the-
ground industries.” In Europe, such a state-
ment might be unremarkable. But in the

United States, positive reference to industry
from a leading activist environmental organi-
zation, whose informal motto in the early
1980s was “Sue the bastards.” is an attention-
getter. A subtext of the opener is the contlict
between environmentalists and industry
in America. Kert Davies, of Greenpeace’s
Washington oftfice, notes that EDF has “carved
out a space that no one else has, dancing with
companies, while groups like Greenpeace
tend to dance on companies™ (/).

Krupp and Horn focus their account on
“inventors who will stabilize our climate, gen-
erate enormous economic growth, and save
the planet.” They offer a detailed review of
technologies that could reduce carbon emis-

The reviewer is at the Schoal of Public Policy, George Mason
University, Fairfax, VA 22030, USA. E-mail: fmanheil@
gmu.edu
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sions. In addition to established methods, they
discuss advanced coal options (such as sepa-
ration, storage, or algal uptake of CO,),
cogeneration, energy storage, smart real estate
development, and pay-as-you-drive insur-
ance—and even mention futuristic geoengi-
neering dazzlers like charged CO, molecules
that can be moved to outer space. ]

To appreciate the vanguard role of Krupp
and EDF, some background is
necessary. Founded in 1967 by
four Long Island scientists, EDF
acquired skill in using citizen
litigation provisions of the early
1970s environmental laws. It won
a nationwide ban on DDT in
1972, Subsequently, EDF focused
on industrial chemicals while
expanding its activities, teaming
with other environmental non-
governmental organizations in
joint legal-political campaigns
against industry.

As a young environmental lawyer, Krupp
interned with EDF and the Natural Resources
Defense Council (NRDC), pre-
paring himself to haul industry
into court, But a chemical engi-
neering professor at Yale con-
vinced him that “people could
create solutions if they would
stop yelling at each other.” Two
years after assuming the presi-
dency of EDF in 1984, Krupp an-
nounced in the Wall Street Jowrnal
“a mew environmentalism,” in
which EDF’s fight against pollu-
tion would include “coalitions of
former enemies™ (2).

Krupp’s first major break-
through was a proposal to the
George H. W. Bush administration for a
cap-and-trade system to reduce sulfur emis-
sions. With support from Senator George
Mitchell, other members of Congress, and En-
vironmental Protection Agency (EPA) Admin-
istrator William Reilly and after intense
debate, cap and trade was incorporated in the
1990 amendments to the Clean Air Act.
Replacing the rigid provisions of the 1977 law
with market incentives proved a huge success.

Krupp and EDF next pushed the Clinton
administration to adopt cap and trade as
the U.S.-proposed methodology for reduc-
ing global CO, emissions under the United
Nations Framework Convention on Climate
Change. Intensive debates among EPA and
other U.S. officials, and later in the European

Earth: The Sequel
The Race to Reinvent
Energy and Stop
Global Warming

by Fred Krupp and
Miriam Horn

Morton, New York, 2008.
287 pp. $24.95, C$24.95.
ISBM 9780393066306,

BOOKSETAL

for lowering carbon emissions, but the United
States failed to ratify the convention.

Krupp is not one to hide his light under a
bushel. However, the book does not dwell on
his green deals negotiated with big companies
like Wal-Mart, McDonald’s, and FedEx or
his personal role in other major initiatives.
EDF, the World Resources Institute, the
Pew Center on Global Climate Change, and
NRDC helped achieve the
breakthrough U.S. Climate
Action Partmership in 2007.
Ten major U.S. corporations
called for a national cap
on carbon emissions and *‘be-
gan operating as if a federal
carbon cap were already in
place” (3). That same year,
EDF and NRDC brokered a
compromise with Texas
energy provider TXU that
included scrapping 8 of 11
proposed coal-fired power plants.

Unlike some renewable energy projec-
tions, the authors’ account considers practi-
calities. Though a believer in capitalist
enterprise, Krupp keeps a figurative base-
ball bat in the corner for when extra persua-
sion is needed to achieve agreements with
industry. He recognizes not only “tragedy of
the commons™ market failures but also mis-
aligned incentives and counterproductive
regulatory systems. Earth: The Sequel does
not provide details about regulatory reform,
such as are described in Daniel Fiorino’s rec-
ommendations for performance-based alter-
natives (4) and my recent review of regula-
tory obstacles to green energy objectives
(5). Krupps approach has critics on the
industrial side (6) and among environmen-
talists (7, &). Nonetheless, he and EDF may
well become major players in future U.S.
energy developments.
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From Tacoma to
Thermal Diffusion

Charles T. Prewitt

combination of autobiography and
A biography, Uncle Phil and the Atomic

Bomb offers an enjoyable perspective
on Philip Abelson’s amazing career. John
Abelson (an emeritus professor of biology at
Caltech) primarily based the book on manu-
scripts and other documents given to him by
his uncle. He weaves these
together with additional com-
ments and explanations to
describe Philip Abelson’s life.
The book chronicles Abelson’s
story from his Norwegian par-
ents’ immigration to America;
through his early childhood
and education in Washington
state, graduate work at Berkeley,
the discovery of neptunium,

The reviewer is at the Department of Geosciences,
University of Arizona, Tucson, AZ 85721, USA. E-mail:
prewitt@email.arizona.edu

and wartime research; to his work on the
atomic submarine. A couple of pages sum-
marize his subsequent years at the Carnegie
Institution of Washington, as editor of
Science (1962—1985), and
with AAAS.

The book is full of
Abelson’s interesting ad-
ventures. For example,
like many young men dur-
ing the Depression, he
caught rides on freight
trains. At first, these were local trips. But
eventually he rode the rails east to attend the
1933 world’s fair in Chicago, returning to
Tacoma by way of the Dust Bowl and
Los Angeles.

Completing his physics doctorate
in 1939, Abelson then joined the
Camegie Institution’s Department of
Terrestrial Magnetism, After Germany
invaded France, he decided to exam-
ine the feasibility of large-scale sepa-
ration of uranium isotopes and, after
a search of the literature, elected
to explore liquid thermal diffusion.
Because of concerns about radioactiv-
ity contamination, his experiments were shifted
to the National Bureau of Standards. There he
synthesized 10 kg of uranium hexafluoride and

Uncle Phil and the Atomic Bomb
by John Abelson and Philip H. Abelson

Roberts, Greenwood Village, CO, 2007,
151 pp. §25. ISBN 9780974707778,

used it in a thermal diffusion column that suc-
cessfully separated small amounts of #3U.
Later, the project was transferred to the Naval
Research Laboratory (for its high-temperature
steam) and then to the
Philadelphia Naval Base
(which had even better
facilities for uranium sep-
aration). The book de-
scribes a curious competi-
tion between personnel in
the Army’s Manhattan
Project and those at the Naval Research Lab.
They eventually collaborated, and the Navy’s
liquid thermal diffusion plant in Philadelphia
was duplicated at Oak Ridge. It provided
B5U-enriched uranium for input to the electro-
magnetic and gaseous diffusion plants, which
eventually produced substantial quantities of
bomb-making material.

I very much enjoyed reading Uncle Phil
and the Atomic Bomb. 1 met Abelson on a
number of occasions during the years I was
associated with the Carnegie Institution, but
we never talked about his early days. It would
have been wonderful to have known then the
material described in the book, so that [ could
have asked more questions about his fascinat-
ing experiences.

10.1126/science.116 2487

by Brice Lainé

United Kingdom, 2008.

76 minutes. In French and
Mawdem with English
subtitles.

FILM: AGRICULTURE

The Value of Women

ould you use fire to cut a man’s
‘ ;‘ f hair? No. This admonition lies at
the heart of Brice Lainé’s docu-

mentary La forér danse (The Dancing Forest).
With just £6000 at his disposal, Lainé (a
student at Ravensbourne College of Design
and Communication, London) has made
a remarkable film that tells the history of a
home-grown development project in northern
Togo: Centre Inter-
national pour le Dé-
veloppement Agro-
Pastoral (CIDAP).
The founder of
the project was a vil-
lage man who not
only recognized that
the source of their
many problems lay
in their exhausted
land but also acknowledged the value of
women as the primary guardians of the soil.
CIDAP eschewed chemical fertilizers, liken-
ing their use to the futility of injecting blood

into a corpse to make it live. The project
therefore focused its efforts on educating the
women in sustainable husbandry and soil
restoration techniques. The resulting collec-
tive of Bakoté women was overwhelmingly
successful until it almost foundered under the
weight of their illiteracy, which prevented
them from expanding into larger-scale com-
merce. Nevertheless, because of the huge
benefits the women and their families reap
from the more fertile soil, the movement

persists despite threats from government offi-
cials and internal tensions. A poignant testi-
mony came from one of the husbands, who
simply declared he would be dead if it hadn’t
been for his wife’s newly inspired efforts in
their fields. I hope that this example of
bottom-up development gives many govern-
ments pause for thought and also causes
international agencies to rethink the ways
they bestow benevolence. —Caroline Ash

10.1126/science. 1166570
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RESEARCH ETHICS

When Embryonic Stem Cell Lines
Fail to Meet Consent Standards

Jeremy Sugarman* and Andrew W. Siegel

recent review of the consent docu-
Amems for obtaining the embryos used

to create the human embryonic stem
cell (hESC) lines approved for federal funding
in the United States suggests that the consent
provisions do not meet the current standards for
hESC research specified by the U.S. National
Academies of Sciences (NAS) and the Inter-
national Society for Stem Cell Research
(ISSCR) (/—4). Although the consent forms
vary in the degree to which they conform to
current guidelines, not a single one satisfies all
of the provisions now deemed important for
informed consent. An unsettling and unsettled
issue has emerged (5-7) in the wake of this
review: Should all research using these lines
come to a halt? To address this question, it is
helpful to review current research in light of
evolving standards and to consider analogies to
other biological materials.

Evolving Standards

In assessing ethical acceptability of research,
it is important to consider the provenance of
existing hESC lines. According to the NAS,
assessing provenance “would include obtain-
ing an assurance that the process by which the
cells were obtained was approved by an IRB
[Institutional Review Board] to ensure that
donors provided voluntary informed consent
and that risks were minimized” [(2) p. 6]. This
is perfectly reasonable. However, the specific
requirements for consent have shifted over
time. For instance, before the release of the
NAS and ISSCR guidelines, consensus was
lacking about the necessity of obtaining
the consent of gamete donors for stem cell
research. In 1994, the Human Embryo Re-
search Panel suggested that consent from
gamete donors be obtained; but in 2000, the
guidelines issued by the National Institutes of
Health (NTH) did not (&, 9).

In contrast is the requirement that consent
documents include a statement that the
research involves the destruction of embryos,
which appears to have existed. Therefore, it is
reasonable to conclude that hESC lines should
not be used if they were derived without evi-

Berman Institute of Bioethics, Johns Hopkins University,
Baltimore, MD 21205, USA.

*Author for correspendence. E-mail: jsugarml@jhmi.edu.
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dence that consent included some understand-
ing that embryos would be destroyed.
Consider the University of California at
San Francisco (UCSF) and WiCell lines that
were approved for federal funding and were
derived in the United States, which means that
the documents described above are applica-
ble. They fail to meet current standards for
consent in some ways: for example, not pro-
viding for consent from gamete donors.
However, each appears to be consistent at least
with the relevant articulated standards exist-
ing at the time the consents would have been
obtained. In particular, the consents for the
lines derived at the University of California
at San Francisco explicitly follow the NIH
guidelines of 2000. The WiCell lines were
derived before 2000 and do not seem to con-
travene the standards for consent at that time.
Thus, these documents reflect a good-faith
effort to abide by the principle of respect for
autonomy. As such, the failure of the consent
documents to satisfy current consent stan-
dards does not necessarily entail that it is
morally impermissible to use these cell lines.

Stored Biological Materials

Many existing biological matenals were pro-
cured without adequate consent according
to current standards. The National Bioethics
Advisory Commission has argued that it is
appropriate to waive consent requirements for
biological specimens collected before the adopt-
ion of the report’s recommendations where (i)
the study poses minimal risks to subjects and
(ii) it is impracticable to obtain consent from
them ( /0). This approach recognizes the impor-
tance of respect for autonomy but does not
allow the lack of adequate consent for materi-
als obtained prior to the report to interfere
with potentially important scientific advances.
One could reasonably apply a similar analysis
to the hESC lines derived before the adoption
of the NAS/ISSCR recommendations with
respect to particular aspects of consent. Re-
search with hESCs poses minimal risks to
embryo and gamete donors. As to the practica-
bility of obtaining new consents, it would likely
be difficult to track down donors in many cases.
Moreover, there may be legitimate ethical con-
cerns about the practice, as donors may feel that
privacy and confidentiality has been violated if

It does not necessarily follow that just
because an embryonic stem line was not
derived according to current consent
standards it ought not to be used.

they are contacted. It is important to note the
potential moral distinctions between all biolog-
ical materials and embryos (/7). Here, it may
be reasonable to be more lenient with respect to
whether particular consent provisions were met
with respect to gamete donors compared with
embryo donors.

Conclusion

It seems naive to expect that hESC lines
derived in the past would meet current stan-
dards for consent. Yet, it seems perfectly rea-
sonable to expect that consent was obtained for
the donation of embryos and that those deriving
these lines did so with appropriate oversight.
Standards and guidelines can provide useful
information about context, with the under-
standing that science does not sit still while
such guidelines are being developed and prom-
ulgated (/2). Diffusion of norms and expecta-
tions takes time. Regardless, scientific integrity
mandates that those engaged in research keep
abreast of such changes, as well as the funda-
mental ethical underpinnings of such policies.
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GENETICS

It's the Sequence, Stupid!

Hilary A. Coller' and Leonid Kruglyak?

ne of the surprises revealed by com-
Oparative genome sequencing is that

closely related species share remark-
ably similar complements of genes. For exam-
ple, arecent evaluation of the human gene cat-
alog found at most 168 genes without close
homologs in mouse or dog, with perhaps as
few as 12 representing newly evolved protein-
coding regions (/). Moreover, the correspon-
ding genes tend not to differ much in their
coding sequences: Nearly 80% of amino acids
are identical between orthologous human and
mouse proteins (2). Although this leaves many
potentially functional coding changes, these
observations lend further credence to the pro-
posal, first made more than 30 years ago, that
many of the observed differences between
species likely stem from when and where the
products of the genes are made (3). But what
governs these changes in gene expression?
There is no shortage of possible explanations
—differences in external cues and cellular
milieus, in how genomes are packaged in the
proteins that control transcription, and in the
regulatory sequences to which they bind.
Strikingly, on page 434 of this issue (4),
Wilson ef al. show that in human and mouse
liver cells, the differences in regulatory
sequences dominate all other factors.

Wilson et al. took advantage of an ideal sys-
tem: a mouse model of Down syndrome in
which mouse cells contain a copy of human
chromosome 21 in addition to the complete
mouse genome (). In these cells, the human
DNA sequence is placed in an otherwise
murine context, including all external and cel-
lular cues as well as regulatory proteins. This
system allowed the authors to ask an otherwise
impossible question: Is regulation of the genes
on human chromosome 21 in these mouse cells
(Tcl hepatocytes) determined by the human
DNA sequence, or by the mouse cellular envi-
ronment and transcriptional machinery?

The authors compared the regulation of
human genes in Tel cells to those of their
mouse orthologs in these same cells. They
then compared the observed pattems to those
in mouse hepatocytes from littermates that did
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Differences in regulatory DNA sequences drive
species-specific gene expression.
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Reading the regulatory code. Transcription factor proteins in mouse Tcl cells carrying a human chromo-
some (middle) bind to the human DNA in a human-specific pattern (top) and to the corresponding mouse

DMA in a mouse-specific pattern (bottom).

not inherit the extra human chromosome, as
well as to those in normal human hepatocytes.
The authors first confirmed that the protein
binding and expression patterns of mouse
genes in Tel hepatocytes match those in nor-
mal mouse hepatocytes, and that both differ
from patterns for orthologous genes in human
cells. What about the human genes in the Tcl
hepatocytes? If regulation is driven largely by
sequence, then these genes should be regu-
lated just as they are in normal human hepato-
cytes, whereas if species-specific develop-
mental context, epigenetic factors, or differ-
ences in transcription factors themselves play
a defining role, then the genes should most
closely mimic their mouse orthologs.

The authors compared regulation at three
levels: binding of transcription factors to
DNA. modification of histones [proteins that
bind chromosomal DNA and determine its
packing and accessibility for binding (6)], and
gene expression. The results were clear, The
binding patterns of transcription factors
HNF 1o, HNF4o, and HNF6 on human chro-
mosome 21 in mouse cells matched those
seen in human cells, not those observed in

mouse cells, with only a few exceptions
(see the figure). Similarly, although histone
H3K4me3 modifications at canonical
transcription start sites were largely shared
between the human and mouse chromosomes,
these same modifications at other sites
(thought to represent unannotated promoters)
showed human-specific patterns on human
chromosome 21 in Tcl cells. Finally, gene
expression (the amount of messenger RNA
transcribed) from human chromosome 21
genes in Tcl hepatocytes was more closely
correlated to the expression of human chro-
mosome 21 genes in human hepatocytes than
to the expression of their mouse orthologs in
the Tel cells. The authors thus concluded
that it is the regulatory DNA sequence, rather
than any other species-specific factor, that
is the single most important determinant of
gene expression.

This result raises many interesting ques-
tions about the transcriptional regulatory
code. Wilson er al. show that the information
required for species-specific regulation is
encoded in cis-regulatory DNA sequence. Yet
because essentially all of human chromosome

17 OCTOBER 2008 VOL322 SCIENCE www.sciencemag.org
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21 is present, the data do not address whether
the code is local. The results are consistent
with either a few regulatory sites for each gene
close to the corresponding start of transcrip-
tion, or many interacting regulatory sites scat-
tered across large swaths of human chromo-
some 2 1. Experiments that replaced a mouse
gene by its human ortholog along with vary-
ing lengths of upstream and downstream
regions might address how much human
sequence 1s needed to recapitulate a human
pattern of binding and expression. Would a
few kilobases upstream be sufficient, as
would be expected if only proximal transcrip-
tion factor binding sites matter, or would
much larger segments upstream and down-
stream be required, indicating that multiple
types of poorly understood sequence elements
are acting in concert?

The paper’s findings also call into question
one of the basic tenets of comparative
genomics: that evolutionary conservation can
serve as the primary tool for finding func-
tional sequences (2, 7, §). Clearly, noncon-
served sequences are responsible for the
observed functional differences in binding
and expression of human and mouse genes in
the same cells. Thus, although many con-
served noncoding sequences are functional,
and interspecies comparisons can help us to

identify these motifs, narrowing our attention
only to these sequences must result in an
incomplete understanding of the regulatory
code (9). Indeed, this approach guarantees
missing the species-specific regulatory in-
structions that make us different from mice.
Finally, the transcriptional machinery of a
mouse cell is able to read out human-specific
gene expression instructions based solely
on the sequence of the human chromosome,
but today’s bioinformatic methods cannot.
Substantial progress has been made in predict-
ing expression from sequence in yeast (/0,
/1), whereas in mammals, known regulatory
sequences are too short and degenerate, and
extend too far from the start of transcription,
for us to accurately predict gene expression
from sequence information alone. So what
would it take for us to predict how mouse cells
would read out the regulatory code of, say, an
armadillo chromosome, without doing the
experiments? That is, how can we move
toward reading the regulatory code as easily as
we read the genetic code, which allows us to
seamlessly go from the DNA sequence to the
protein complement of any species? We antic-
ipate that deciphering the regulatory code will
require a combination of computational and
experimental approaches, in concert with
improved physical models of protein-DNA

PERSPECTIVES I

interaction (/2). It will also require an under-
standing of the cellular context to an extent
not necessary for the genetic code, because
the complement of regulatory proteins operat-
ing to control transcription varies with the
species, the cell type, and the environment.
The ENCODE project provides one model of
experimentally monitoring all accessible reg-
ulatory readouts, such as transcription itself,
binding of regulatory proteins, histone modi-
fication states, and nucleosome positioning
on a global scale (/3). Our hope is that innova-
tive approaches to the analysis of ENCODE-
like data will ultimately allow us to crack the

regulatory code.
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MATERIALS SCIENCE

In Praise of Pores

Paolo Colombo

ighly porous structures are found
Hextensively in the natural world ( /),

because their design enables the effi-
cient optimization of characteristics such as
the strength-to-density and stiffness-to-den-
sity ratios. Moreover, synthetic porous ceram-
1cs have advantages over metallic or poly-
meric components, especially when resist-
ance to high-temperature or corrosive envi-
ronments or compatibility with biological
materials is required. Recent progress in fabri-
cation procedures has considerably widened
the range of morphologies and properties
achievable for porous ceramics, resulting in
their use in an ever-expanding range of appli-
cations, including catalyst supports and chem-
ical reactors (2), biomedical tracking and
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delivery platforms (3), electrodes, insulators,
and heat exchangers (4). The introduction of
nanopores in ceramics has opened possibili-
ties for the development of smart devices such
as photoactivated sensors and switches and
drug delivery capsules.

All these applications require the porous
component to have a specific range of values
for different properties (see the figure) (J5),
which can only be achieved through judicious
choice of starting materials and well-
controlled processing. The manufacturing
method strongly influences the amount of
porosity (from a few percent to more than
95% in volume), the pore size (from nanome-
ters to millimeters), the distribution of the
pores within the solid, the shape and intercon-
nectivity of the pores and other characteris-
tics such as the flaw population (amount, size,
and morphology of defects), and the size and
cost of the component. The introduction of
porosity is therefore an extremely versatile

Advanced processing methods are used to
tailor the properties of porous ceramics.

and powerful tool for greatly extending the
range of properties offered by a ceramic com-
ponent. No other single strategy enables the
value of a given property to be varied to such
an extent, often by orders of magnitude, in a
single material.

Macroporous cellular (foam-like) ceramic
structures are conventionally produced by
dip-coating a polymeric foam into a ceramic
slurry, followed by burnout of the preform and
sintering. This approach leads to high-poros-
ity, low-cost parts of limited strength, suitable
for molten metal filters or kiln furniture.
Similar porosity can also be created through
the elimination of “*sacrificial filler” materials
by burnout or dissolution, providing tighter
control on the average pore size distribution,
with a wider range of cell size and amount of
porosity. More recent methods use direct
foaming of a ceramic slurry (for example,
through mechanical frothing, gas injection, or
in situ gas generation by decomposing an
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organic additive), followed by setting (for
example, by gelling or particle stabilization
of the liquid-gas interface) and sintering (6).
This process yields components with higher
strength, enabling the manufacture of smaller
parts, such as thinner filters, and the use of
porous ceramics in load-bearing applications,
such as implants for bone substitutes. How-
ever, precise control of the cell size distribu-
tion remains a challenge.

Some applications, such as diesel particu-
late filters, require unidirectional macropores
(as in honeycombs), in which alternate chan-
nel openings are blocked. This structure
forces the gas to pass through the channel
walls, depositing the soot on their surface.
Such “wall-flow filters™ are achieved
by extrusion of a ceramic paste.
An innovative development has
been the production of such
filters based on needle-shaped
mullite crystals, which offer
improved performance at high
porosity volumes ( 7).

Other novel processing meth-
ods that enable fabrication of
mainly unidirectional macrop-
ores include freeze casting (&)
and pyrolysis of wood or as-
sembled cardboard in an inert
atmosphere (9). In the first pro-
cess, the porous structure is tem-
plated by solidifying a solvent,
leading to unique morphologies
in which the lamellar surfaces
exhibit dendritic-like features
along the solidification direc-
tion. In the second process, complex carbon-
based porous structures are obtained, which
can be used as received or further reacted with
gaseous or liquid precursors to form SiC or
other advanced ceramic compositions that
mimic the morphology of the parent com-
ponent. These materials could be used in
diesel trap applications, for biomedical appli-
cations (bone implants), as sandwich panel
cores, in filtering devices, and as lightweight
ceramic components.

Highly regular macroporous structures,
offering a narrow range of variability in their
morphology and hence their properties, can
be achieved with computer-assisted fabrica-
tion methods. Three-dimensional periodic
architectures comprising interconnected cylin-
drical rods have been produced by the extru-
sion of'a continuous filament that is patterned
in a layer-by-layer computer-controlled build-
ing sequence, using either particle-filled poly-
meric¢ inks or concentrated colloidal gels. This
method has the advantage, relative to compet-
ing techniques, of providing components with

Electrical resistivity / "
i

e

well-controlled properties. It also enables the
precise placement of pores with desired size
and shape within the component. Researchers
have achieved submicrometer feature dimen-
sions, and structures with an area of | m? can
be printed at speeds ofup to 10 cm/s (/0). Use
of multinozzle arrays will further reduce man-
ufacturing times, making this a commercially
viable approach for producing ceramic mem-
branes and filters, catalyst supports, and struc-
tural materials with well-controlled proper-
ties. Moreover, infiltrating the polymeric
structures with a ceramic or metallic material,
followed by sintering, leads to inverse wood-
pile structures (a solid matrix with a periodic
array of tubular holes), with possible applica-
tions as photonic crystals, in low-cost micro-
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Porosity matters. A wide range of physical properties can be
achieved by changing the amount of porosity through processing.
Pore size, connectivity, and distribution also affect the properties of
the component and can be used to further tailor its characteristics. No
distinction is made in the graph between open and closed porosity.

electromechanical systems, as microfluidic
networks for heat dissipation, and in biologi-
cal devices.

The processing methods discussed so far
use ceramic powders as the main starting
materials. To build components with pores in
the microscopic and mesoscopic range,
ceramic precursors must instead be used. Two
main approaches are used to fabricate ceram-
ics with pores in these size ranges: sol-gel
precursors, which mainly yield oxides, and
preceramic polymers, which give more com-
plex high-temperature ceramics.

Sol-gel precursors enable the fabrication
of unique nanostructured porous morpholo-
gies and components. Via a self-assembly
route that uses surfactants or via nanocasting,
a highly ordered array of uniform pores in the
mesoscopic range can be obtained, typically
based on oxides such as silica or titania (/).
The use of precursors such as silsesquioxane
species leads to periodic mesoporous organo-
silicas, allowing for the precise tailoring of the
size, thermal stability, and surface reactivity

of the pores through the addition of organic
chains and functional groups (/2). Powders,
fibers, monoliths, and thin and patterned
films can be produced, although challenges
remain in increasing the stability of the
nanometer-scale pores at temperatures above
a few hundred degrees Celsius and in achiev-
ing a uniformly well-ordered structure in large
components. Applications include cataly-
sis, sorption, gas sensing, optics, and photo-
voltaics. Alternatively, tunable mesoscale
pores, coupled with very high specific surface
area, can be achieved by etching carbides to
selectively remove non-carbon atoms (/3).
These mesoporous carbons can be used as
separation media, catalysts, and advanced
electronic components for energy conversion
and storage.

Preceramic polymers provide a route to
SiC, SiCN, or BN mesoporous materials,
which offer better high-temperature proper-
ties than oxides. Preceramic polymers are
inorganic or organometallic polymers that can
be converted into advanced ceramics via high-
temperature pyrolysis. Owing to their poly-
meric behavior at low temperatures, these pre-
cursors can be processed by blowing, infiltra-
tion or coating of preforms, or warm pressing
with sacrificial fillers to obtain macroporous
components. Ceramics with a hierarchical
pore structure and high specific surface area
can be fabricated in a single process (/4).
Furthermore, with a fabrication method such
as electrohydrodynamic spraying, a great
variety of miniaturized polymeric porous stru-
ctures—bubbles, capsules, nanofiber mats,
microtubes, patterned microchannels—with
controlled surface characteristics can be fabri-
cated and then transformed into a ceramic
(15). They can be used as lightweight fillers
for syntactic foams, implantable capsules for
drug delivery, components for tissue engi-
neering, and microfluidic devices.

Further progress in fabrication methods
is needed to increase component sizes and
reduce their cost, and to widen even further
the range of pore sizes and achieve a tighter
control on their morphology. Advances
in three-dimensional imaging techniques,
such as computer-assisted tomography,
would enable routine quantification of the
pore morphology, providing much-needed
data for modeling of the pore structure and
properties and assisting in the design of reli-
able porous components. The coupling of
porosity with other functionalities (such as
electrical conductivity, piezoelectricity, or
ferromagnetic properties) in the same ele-
ment will lead to more versatile filters and
to components with an even wider set of
properties, for use in advanced applications
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such as solid-oxide fuel cells, absorption
of electromagnetic radiation, regenerable
adsorption, and acoustic devices such as
hydrophones.
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Toward Pore-Free Ceramics

Gary L. Messing and Adam J. Stevenson

nanometer range promise to have unpre-

cedented optical, mechanical, electrical,
and other properties for use in lasers, health
care, and electrical devices. Yet, in most of
today’s dense ceramics, pores with diameters
of 100 to 1000 nm occupy about 2 to 5% of the
volume of the material. Recent progress in
nanoparticle processing, multiple-step sinter-
ing cycles, and novel densification techniques
may yield fully dense nanoceramics.

Large pores can seriously impair the func-
tion of ceramic materials and components. For
example, the zirconia or alumina balls used in
hip prostheses must support load without fail-
ure for 15 years or more; pores can act as frac-
ture initiation sites that lower mechanical
strength and may cause catastrophic failure.
Another example of the effect of pores is
provided by transparent neodymium-doped
yttrium-aluminum-garnet (Nd: YAG) ceram-
ics, which have better lasing performance than
single crystals (/) and may supplant Nd:YAG
single crystals in next-generation high-power
lasers. Because pores scatter light and reduce
optical transmission in laser ceramics, such
applications require 100% density. Ceramic
components, like barium titanate (BaTiO,)
capacitors, in electronic devices also become
increasingly vulnerable to the effects of pores
as devices shrink, because pores in the ceramic
create weak links that lead to dielectric break-
down and hence device and system failure.

Attempts to achieve fully dense ceramics
with grain sizes below 100 nm start with 10-
to 50-nm particles, which are consolidated
into product-specific shapes from colloidal
suspensions, dried, and then heated (sintered)

P ore-free ceramics with grain sizes in the
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to remove the porosity between the particles
(see the figure). The driving force for pore
elimination during sintering is the reduction
of surface free energy of the ceramic particles,
with a magnitude roughly equivalent to 1
megapascal (MPa). Pores are removed by
mass transport to the pore surfaces. Because
mass transport along grain boundaries is
orders of magnitude faster than transport
within grains, pores must be located along
grain boundaries for a ceramic to become
fully dense (that is, pore-free). As grains grow,

Grain size

Efforts are under way to create perfectly dense
ceramics for use in applications ranging from
lasers to health care.

pores can become trapped inside grains if
their intrinsic mobility is lower than the
mobility of the grain boundaries—a process
called pore-boundary separation.

The most effective approach to prevent
pore-boundary separation is to ensure that all
pores are smaller than the average particle size
after the starting powder is consolidated into
the desired shape. In practice, the best particle
packing (and thus the smallest pore size and
the narrowest pore size distribution) is
achieved by consolidating discrete, narrowly
sized, fine particles to random
close-packed density (that is,
64% density). However, efforts
to synthesize and form discrete
. particles with diameters of 10 to
50 nm and disperse them in a lig-
uid for use in ceramic-part shap-
ing are confounded by attractive

Relative density

Density versus grain size. (Top) Plotting the grain size against the
density helps to understand how to tailor sintering conditions to
achieve fine-grain-size, fully dense ceramics (background image).
{Bottom) (1) Initial random close particle packing. (2) At an inter-
mediate stage of sintering, continuous pore channels limit grain
growth. (3) At 92% density, pore channels pinch off to form isolated
pores. (4) Grain growth increases rapidly in the fully dense areas,
while sintering continues to eliminate the final pores. Controlling
the slope during the final stage of densification is the key to obtain-
ing nanograin-size fully dense ceramics. (5) Colorized scanning

electron micrograph of a dense ceramic.

100 interparticle forces, which in-
crease with decreasing particle
size. These forces cause floccula-
tion into low-density particle net-
works, which evolve during dry-
ing and sintering into ceramics
with pores larger than the aver-
age particle size. Sintering to full
density is thus compromised.

On the plus side, nanoparti-
cles substantially increase the
driving force for sintering and
reduce the sintering temperature.
They thus hold considerable
promise for lowering sintering
temperature and reducing sinter-
ing time. Yet, there are only a few
cases in which researchers have
achieved small-grain-size, fully
dense ceramics by pressureless
densification of nanoparticles
(2, 3). An impressive demonstra-
tion of how to retain extremely
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small grain size while achieving near full den-
sity is the work on BaTiO, capacitors (4, 5). In
this process, particles with diameters of 10 to
30 nm were dispersed in organic solvents of
low dielectric constant to avoid particle solu-
bility and to limit interparticle forces. With
careful atmosphere control, multistep sinter-
ing cycles, and dopants, fully dense BaTiO,
with grain sizes of <100 nm are commercially
produced; experimentally, BaTiO, with <50-
nm grain size has been achieved. These tech-
niques are equally applicable to other ceramic
systems but have only been demonstrated in
BaTiO, such small dimensions are required to
meet the demands for today’s commercial,
miniaturized electronic components.

An example of sintering pore-free, nano-
grained ceramics that enables new properties is
the demonstration of transparent, polycrys-
talline ALO,. Because it is optically birefrin-
gent, fully dense polycrystalline ,'ﬂ'ullzﬂr:i with
micrometer-sized grains is translucent, but by
refining the grain size to below 100 nm and sin-
tering to over 99.9999% density, the dominant
light-scattering mechanism is changed, allow-
ing the material to become transparent (3).
Despite the successes with BaTiO, and ALO,,
demonstrations of pore-free, nanograined
ceramics remain rare; other methods have
therefore been developed to aid densification.

For high-reliability ceramics like hip pros-
theses and optical components, pressure can
be an additional driving force for densifica-
tion. Mechanical hot pressing and hot isostatic
pressing (where gas is used as the pressure-
transmitting medium) are used commercially
to achieve fully dense ceramics. By enabling
pressures of 200 MPa or more, hot isostatic
pressing has become the standard for commer-
cial applications requiring total pore elimina-
tion, but cost and contamination limit its gen-
eral applicability to a few ceramic systems.

Recently, novel heating methods like micro-
wave and spark plasma sintering processes
have gained much attention for sintering
ceramics. Compared to conventional sintering,
microwave sintering enables faster densifica-
tion, but there are still no definitive physical
mechanisms to explain this observation. Spark
plasma sintering applies pressure like a hot
press but simultaneously heats the ceramic by
pulsing an electric current through it. It has
been successful in hmiting grain growth by
reducing densification time from hours to min-
utes. Again, there is considerable controversy
over why rapid densification happens. A recent
model (6) shows that the electrical current
induces local spatial temperature gradients that
lead to enhanced diffusional processes. The
authors contend that these spatial temperature
gradients are the source of increased densifica-

tion kinetics during spark plasma sintering.
These novel electric field-enhanced methods
challenge our thinking on thermal sintering.
Improved understanding should lead to the
development of even better electric-field densi-
fication techniques for fabricating bulk, pore-
free nanostructured ceramics.

A major limitation in studying sintering is
that we cannot probe the real-time, three-
dimensional evolution of submicrometer pores
during the last stage of densification. To appre-
ciate the complexity of this problem, consider a
material that is 99.9999% dense (a density that
cannot be physically measured by conventional
techniques). Such a material has ~5 x 10'®
pores/em? if the pores are 100 nm in diameter.

Magnetic resonance imaging and x-ray
tomography have been used to study pore evo-
lution but lack the resolution to observe submi-
crometer pores. Confocal optical microscopy,
which has a lateral resolution of 200 to 300 nm,
has been used to explore grain boundary struc-
ture in three dimensions (7) and has potential
for observing submicrometer pores. Near-
field scanning optical microscopy can image
surface pores down to 40 to 50 nm. Scanning
acoustic microscopy (&), scanning electron
acoustic microscopy (¥), and scanning near-
field acoustic microscopy (/) have potential

for detecting subsurface pores and can in prin-
ciple achieve submicrometer resolution.
Linear scattering spectroscopy can sensitively
provide information on the size, size distribu-
tion, and shape of the pores (/1).

Spectroscopists and microscopists must
develop these tools with materials scientists
50 that we can observe nanopore changes
inside the ceramic, preferably in real time and
during sintering. The development of these
new tools for the study of sintering would be
a breakthrough in our ability to study this
important process.

References and Notes

A, lkesue et al., Annw, Rev. Mater. 36, 397 (2006).

V. V. Sedic et al., ). Am. Cer. Soc. 83, 729 (2000),

A, Krell et al., J. Am. Cer. 5oc. B6, 12 (2003).

Y. Mizuno et al., J. Cer. Soc. Jon. 115, 181 {2007).

A. V. Polotai et al., J. Am. Cer. Soc. B8, 3008 (2005).

E. Olewsky et al., . Am. Cer. Soc. 92,10.11114.

1551-2914.2008.02705.x (2008).

M. O, Ramirez ef al., Optics Express 16, 5965 (2008).

Z.Yu et al., Rev. Mod. Phys. 67, 863 (1995).

L. ). Balk, Adv. Electron. Eleciron Phys. 71, 1 (1988).

. P. Gunther et al., Appl. Phys. B 48, 89 (1989).

R. N. Johnston &t al., Proc. Nat. Acad. Sd. U.5.4. 76,

3325(1979).

12. The authors acknowledge the valuable scientific contribu-
tions of . Gopalan and C. A. Randall, the artistic render-
img of the figure by M. Fleck, and the support of N5F
project DMR 749391,

Lol I o el

=2 wm

1
1

=

10.112é/science. 1160903

PHYSICS

Transforming Light

Viadimir M. Shalaev

Materials with optical properties not found in the natural world can now be designed, offering
unprecedented control over light and enhanced device functionality.

ecent advances in micro- and nano-
Rgabricatiun methods are presenting
pportunities to control light in a way

that is not possible with the materials provided
to us by nature. Synthetic structures built up
from subwavelength elements can now be
fabricated with a desired spatial distribution
of effective electric permittivity € and mag-
netic permeability |, thereby offering the
potential to guide and control the flow of elec-
tromagnetic energy in an engineered optical
space. These “metamaterials” have opened
the door to a number of applications that had
been previously considered impossible. No
longer are we constrained by the electromag-
netic response of natural materials and their
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chemical compounds. Instead, we can tailor
the shape and size of the structural unit of the
metamaterial and tune their composition and
morphology to provide new functionality.
The field of transformation optics, which is
enabled by metamaterials, has inspired a fresh
look to be taken at the very foundations of
optics. Analogous to general relativity, where
time and space are curved, transformation
optics shows that the space for light can also be
bent in an almost arbitrary way. The ability to
design and engineer optical space provides the
possibility of controlling the flow of light with
nanometer spatial precision. Thus, general rel-
ativity may find practical use in a number of
novel optical devices based on transformation
optics, guiding how, using metamaterials, the
space for light can be curved i a predesigned
and well-controlled way. The relation between
light propagation and effective space-time
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geometries was considered, for example, in
early papers by Tamm (/, 2), with the basics of
transformation optics established later (3—3);
these important early studies were not fully
appreciated and were almost forgotten. Only
recently has the field of transformation optics
been reestablished (6-10).

Generally, light propagates so that the opti-
cal path, which is given by the product of the
physical length and the refractive index, is min-
imized. Thus, by creating a complex distribu-
tion for the refractive index n, the geometrical
path that minimizes the optical path can be
curved in an almost arbitrarily complex way.
One might think that such a molding of a light
path is possible only in the limit of geometrical
optics, which implies a scale much larger than

&

N

extreme and ultimate manner by providing a
general recipe for obtaining complex spatial
distributions of anisotropic permittivity and
permeability. Using these distributions, a
“curvilinear” optical space is molded, thereby
creating the channel for the desired flow of
light. The core challenge here is to approxi-
mate the required ideal optical space by man-
ufacturable nanostructured metamaterials,
with minimal loss of the required functional-
ity, and thereby move from the theoretical
description to actual prototypes.

One cannot only exclude light from some
region, as in a cloak, but also do the opposite
and concentrate light within a certain area of
the space. In such a concentrator, light could
be collected from all directions onto an arbi-

PERSPECTIVES I

requires cylindrical symmetry. Such symme-
try i1s needed to slowly increase the electro-
magnetic mode wavelength as the wave
spreads away from the center of the device to
the point where propagation in air becomes
possible (/9). In addition, its cylindrical sym-
metry limits applications, because placing an
object of interest in the hyperlens’ inner cylin-
drical cavity is often impossible. One would
be better served by a planar hyperlens—if it
were possible.

The approach of “engineering optical
space” with local control of a metamater-
ial's response offers a direct solution to this
problem. The process of “slowing down”
the evanescent waves required for convert-
ing them into propagating waves in air can

Optical transformations. (Left) Optical cloaking. (Middle left) Light concentrator [adapted from (13)]. (Middle right) Impedance-matched hyperlens [adapted
from (18)]. (Right) Planar hyperlens [adapted from (13)].

the wavelength. Provided that the basic optical
parameters of materials, £ and p, are also trans-
formed appropriately, and because of the
generic invariance of Maxwell’s equations,
transformation optics makes it possible to mold
and control light on all scales, from macro-
scopic sizes down to the deeply subwavelength
scale. By creating a desired distribution of € and
W, and thus a distribution of refractive index n,
one can “curve” the space for light in a nearly
arbitrary way, making it possible to propagate
light not only in the backward direction (when
n is negative) but also along nearly any curved
line. As a result, a myriad of fascinating devices
are achievable using transformation optics
and metamatenals.

One of the most exciting applications is an
electromagnetic cloak that can bend light
around itself, similar to the flow of water
around a stone, making invisible both the
cloak and an object hidden inside (6, //). By
excluding light from a certain area of space
and bending the light around the space, one
can make an object in that area invisible (/2)
(see the figure, left panel).

However, practical applications of trans-
formation optics go far beyond just cloaking.
Theory allows the control of light in an

www.sciencemag.org SCIENCE VOL 322

trarily small spot, leading to extremely high
intensities [see the figure, middle left panel
(/3)]. The light concentrator may enable
applications such as omnidirectional solar
light collection and field-enhanced sensing.

Transformation optics can also enable a
magnifying, planar hyperlens, which is proba-
bly the most exciting and promising metama-
terial application to date. The information
about the subwavelength features of an object
is carried by evanescent waves that exponen-
tially decay with distance. This decay results
in the loss of the subwavelength details in the
far-field image and thus limits the imaging
resolution. The hyperlens transforms the
evanescent fields into propagating waves,
producing magnified far-field images of the
subwavelength features (/4-17).

However, the originally proposed hyper-
lens suffers from strong reflections at its
inner and outer cylindrical surfaces, causing
reduced light throughput. With local control
of the electromagnetic response of metamate-
rials, the impedance matching at these bound-
aries can be improved (/8) (see the figure,
middle right panel). Moreover, the actual fab-
rication and use of the hyperlens is extremely
challenging, as in its original concept it

be achieved by properly varying the di-
electric tensor within the hyperlens. Simu-
lations for the proposed flat hyperlens (/3)
show that it can produce magnified far-field
images of sub-A structures (see the figure,
right panel). Such a planar, magnifying
hyperlens could eventually become a stan-
dard add-on to conventional microscopes.
By enabling nanoscale resolution in optical
microscopy, metamaterial-based transfor-
mation optics could allow one to literally
see extremely small objects with the eye,
including biological cells, viruses and, pos-
sibly, even DNA molecules.

Transformation optics enabled by meta-
materials transforms the science of light and
opens up many exciting applications that
often go beyond what we could imagine until
very recently.
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A New Spin on the Doppler Effect

R.D. McMichael and M. D. Stiles

lectrical currents transport charge, but
Ecertain experimental setups allow

them to transport spin as well. Such
spin currents (excess flow of either spin-up
or spin-down electrons) can by created by
passing an electrical current through a ferro-
magnetic film; spins parallel to the
film’s spin orientation pass through
more easily, whereas those of opposite
sign are scattered more strongly. Spin
currents are used in magnetic memo-
ries and are potentially useful in novel
electronic switches (spintronics), be-
cause switching spin orientations may
require less energy than is needed to
turn a charge current on and off (/).
One experimental challenge in devel-
oping such technology is that it is diffi-
cult to measure the flow of spin
currents. On page 410 of this issue,
Vlaminck and Bailleul (2) overcome
this challenge by using a novel version
of the Doppler effect to quantify the
flow of spin currents in a ferromag-
netic wire. They measure changes in
the propagation of spin waves, which
are oscillations of the spin orientation
(see the figure, bottom panel).

The most prominent example of
harnessing spin currents 15 the giant
magnetoresistance (GMR) effect (3, 4),
which occurs when electrical current
flows through two ultrathin ferromag-
netic layers separated by a nonmagnetic
spacer layer. When the magnetic do-
mains of the ferromagnetic layers have
parallel orientation, current flows more
readily than when they are antiparallel,
because the current of only one spin
type (spin down, for example) under-

Center for Nanoscale Science and Technology,
National Institute of Standards and Technology,
Gaithersburg, MD 20899-6202, USA. E-mail:
mark.stiles@nist.gov; robert. memichael@nist. gov

goes extensive scattering. GMR has found
numerous technological applications, includ-
ing read heads in hard-disk drives, magnetic
sensors, and magnetic random-access mem-
ory (MRAM). In many of these applications,
the metallic spacer layer is replaced by a tun-

| BN [
Doppler effects in moving media. (Top) Water waves propagate away
from a moving cylinder with a frequency set by its oscillation frequency and
a wavelength determined by the properties of the water. (Middle) Water
flows past the cylinder {large arrow); the waves have the same frequency as
before, but the downstream-propagating waves have a longer wavelength
and the upstream-propagating waves have a shorter wavelength. The speed
of the water can be determined from the change in the wavelength of the
waves. (Bottom) A cartoon of the spin waves excited in the experiment of
Vlaminck and Bailleul; the color shading corresponds to different points in
the spin’s precession (lower expanded view), while the different lengths of
the blocks correspond to different propagation rates. Again, the spin waves
propagating to the left and right of the source S have different wavelengths
because of the spin current (large arrow) present in the system. The source
and detector D are efficient only for a narrow range of wavelengths, so the
maximum detector output occurs at a different frequency when the current
flows. This transmission frequency shift yields the velocity of the effective
magnetic medium of the spin waves.

Direct measurements can now be made of
electron spin currents, which play a key role
in advanced memory applications.

nel barrier made of oxides such as MgO. The
associated resistance changes in such tunnel-
ing magnetoresistance (TMR) devices can be
much greater than those in GMR devices.

In today’s MRAM devices, spin currents
are used only in the reading step through
the GMR or TMR effects. In the
writing step, the orientation of one
of the ferromagnetic layers (the
“soft layer™) is changed by apply-
ing an external magnetic field. In
a new generation of MRAM under
development, spin currents are also
used to write the bits (5). When a
current passes through the spacer
layer, the transport of angular
momentum accompanying the spin
current provides a spin transfer
torque (6) that drives switching of
one of the magnetic layers, per-
forming the writing step.

If such development is success-
ful, MRAM is projected to scale
down to much smaller dimensions
and could compete with dynamic
random access memory (DRAM),
which 1s presently used in computer
memory. MRAM has the additional
advantage of being nonvolatile like
hard-disk drives, buteven if MEAM
could be scaled as far as conceiv-
able with advanced lithographic
fabrication methods, it will not
approach the storage density avail-
able in hard-disk drives.

In MRAM applications, spin
transfer torques act across a spacer
layer; they also act within a single
material and can be used to move
the pattern of magnetic domain
walls (which separate regions
of opposite magnetic orientation)
along a wire (7, 8). A proposed
“racetrack memory” (9, /0), based
on moving domain walls by spin

-
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current, would compete with or exceed the
memory density of mechanical hard-disk
drives. These solid-state devices would stack
bits on top of each other, storing information
in the magnetic domains, regions of aligned
spins, in vertically continuous magnetic
wires. Similar to magnetic recording tape, bits
of information represented by domain walls
would be moved past a device that can read
and write the information.

Unlike the tape, however, the magnetic
racetrack wires are stationary. The magnetic
information is moved by a spin current pass-
ing through the wire, so that the pattern of
domains moves as the domain walls are car-
ried “downstream™ in the spin current. One
difficulty in developing such devices has been
characterizing the interaction between the
spin-polarized current and the magnetic bits.

Direct measurements of the spin current
are challenging, and the properties of the
spin current are more often inferred from
measurements of the magnetization or the
electrical current. Some of the most interest-
ing experiments are those that measure the
current-induced motion of a domain wall.
This motion is the basis for the racetrack
memory mentioned above. However, one of
the difficulties in interpreting these experi-
ments is that unintentional inhomogeneities
in the wires also influence the motion of
domain walls (/7). Thus, a basic property of

the spin current, its polarization—the degree
to which the current is carried by either spin-
up or spin-down electrons—is not well
known, and estimates generally depend on
the experimental technique and the fabrica-
tion method. Because the polarization is
often treated as a free parameter in the analy-
sis of experiments, reliable polarization
measurements would constrain experimental
analysis and allow deeper understanding
of the results.

Vlaminck and Bailleul introduce a reliable
method for measuring the spin current polar-
ization that makes use of the Dopplereffect. In
a common example of this effect, the pitch of
a train whistle drops as the train passes the lis-
tener, In this case, there is relative motion
between the source and the observer. The
Doppler effect can also occur when the source
and the observer are stationary, but the
medium is flowing. An example is surface
waves on a flowing body of water. The relation
between how fast the waves go up and down
(frequency) and the separation between the
peaks (wavelength) as measured by the sta-
tionary observer is different than it would be if
the water were not flowing (see the figure, top
and middle panels). Measuring these changes
can be used to determine the speed of the
flowing water.

Vlaminck and Bailleul measured the
change in the oscillation frequency of spin

PERSPECTIVES

waves of a fixed wavelength in the presence of
the current flow. They use the measured
change to determine the effective flow rate of
the magnetic medium in which the spin wave
propagates. This flow rate is one of the funda-
mental quantities that characterize current-
induced domain wall motion. We expect this
experiment to be the first of a series that will
enable the measurement of the spin character-
istics of currents in ferromagnets. Such stud-
tes should also allow for a more quantitative
analysis of experiments performed in the
development of spin-based devices.
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CELL BIOLOGY

RNA Computing in a Living Cell

Ehud Shapiro'Z and Binyamin Gil?

ngineering an autonomaous, program-
Emable molecular computing device
that can operate inside a living cell,
sense the presence or concentration of mole-
cules, and act intelligently on what is sensed is
a major goal of biomolecular computing.
Such appropriately designed machines could
potentially alter biological function and
organism behavior by directly interacting with
molecules within cells. An important step
toward this goal is reported by Win and Smolke
on page 456 in this issue (/).
The vision of autonomous programmable
biomolecular computing devices has been
advocated for some time (2-9). Imitially, it was
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thought that these machines could perform
with greater computational power than elec-
tronic counterparts (3). But this view changed
when the true potential of molecular comput-
ers was recognized as their ability to operate
in, and directly communicate with, a biologi-
cal environment, a task not accessible to elec-
tronic computers (4, [0, I1). Previous mile-
stones in this direction include in vitro demon-
stration of such a computing device (7) in
which the software, input, and output were
encoded in DNA and the hardware consisted
of DNA-manipulating enzymes. The com-
puter could be programmed to perform simple
tasks such as determining whether a list of
zeroes and ones had an even number of ones.
It was later programmed with the ability to
sense the concentrations of specific biomole-
cules [messenger RNA (mRNA)), perform a
simple computation, and release a biomole-

A system based on RNA can perform simple
logical computations within a living cell, marking
a step toward programming cell behavior.

cule (DNA) in response (6). Thus, it offered an
in vitro proof-of-concept of disease diagnosis
and therapy, by sensing abnormal concentra-
tions of mRNA typical to a particular cancer,
diagnosing the cancer, and releasing an agent
to treat the diagnosed cancer in response. In
another example, Seelig er al. (/1) imple-
mented Boolean logic gates over microRNA
(miRNA) by using DNA strand displacement,
rather than enzymes that manipulate DNA,
and created multilayered circuits based on
concepts borrowed from electronics (signal
restoration, amplification, and feedback).
More recently, Rinaudo er al. (12) broke
new ground by demonstrating a programma-
ble biomolecular computing device that oper-
ates inside a living cell. The authors used the
endogenous enzymatic machinery of the cell
to compute, based on a “program” encoded in
the DNA of a plasmid that was inserted into a
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How does it compute? Shown is an analogy to the ribozyme-aptamer biomolecular computer designed by Win
and Smolke. Controlling the ribozyme can be viewed as controlling the scissors” activity. Each of the scissors’
handles corresponds to one aptamer and the patch is analogous to the input protein. (Left) Processing a simple
legic operation (If Input, then Output): If the input protein (patch) is present, then aptamer-input interaction
changes the ribozyme conformation, thus inhibiting ribozyme (scissors) cleavage activity, and output (trans-
lation of mRNA into protein) is achieved. (Middle) The opposed operation (If Not Input, then Qutput);
Alternatively, the same input could bind to an aptamer and cause a conformational change that repairs the
ribozyme and facilitate cleavage, thus blocking output. (Right) Processing a Boolean NAND operation (If Not
inputl AND Input2 then Output]: If the two input proteins bind two aptamers, then the ribozyme cleaves the

mRNA. Otherwise, the output protein is produced.

living cell. Computation was fully controlled
by this externally provided program that was
oblivious to the host cell’s internal state. The
program consisted of mRNA encoding a fluo-
rescent protein. Target sequences for small
interfering RNA (siIRNA) were incorporated
in the region that controls mRNA translation.
The binding of externally provided siRNA to
such a target would lead to mRNA degrada-
tion, allowing programmable siRNA control
over the cell’s level of fluorescence.

Win and Smolke further advance the state
of the art by demonstrating programmable in
vivo computation that is independent of the
cell’s own machinery and yet can respond to
both endogenous and exogenous molecular
signals. The authors achieve this feat by com-
bining two of nature’s most ancient inven-
tions—ribozymes and RNA aptamers (/3, /4).
Ribozymes are short, single-stranded RNA
molecules that possess enzymatic activity.
RNA aptamers are short RNA molecules that
bind to specific target molecules, which could
be almost any small molecule, including pro-
teins, antibiotics, and dyes. Following other
researchers who have harnessed these RNA
molecules to perform molecular computation
(13-15), Win and Smolke use ribozymes that
can cleave RNA molecules and at the same
time are aptamers, so that their cleaving ability
can be regulated by another molecule that they
specifically bind. The authors demonstrate, in
yeast, several ways to use such combined
ribozyme-aptamer molecules to implement
Boolean logic operations like AND, OR,
NAND (not-AND), and NOR (not-OR), using
the concentrations of two proteins as input and

the expression of green fluorescent protein
(GFP) as output. Their system is modular and
easy to program. It consists of mRNA encod-
ing GFP with a modified control region (3’
untranslated region) in which one or more
ribozyme-aptamer molecules are embedded.
The modified mRNA can be translated into
GFP only if it remains intact. Each ribozyme-
aptamer embedded in the mRNA, if active, can
cleave this mRNA, thus preventing its transla-
tion. However, ribozyme activity depends on
whether its controlling aptamer is bound to its
target. When the aptamer binds to its target, the
ribozyme-aptamer undergoes a conforma-
tional change that alters ribozyme activity. The
ribozyme-aptamer can be designed either so
that aptamer binding allows cleavage or blocks
cleavage by the ribozyme.

If we use scissors as an analogy for a
ribozyme, then its controlling aptamer is a
scissors’ handle and the input is a patch that
can bind the handle (see the figure). Following
this analogy, the binding of an aptamer to
its target obstructs the scissors’ operation, or
reconstructs a broken handle to yield proper
operation (cleaving mRNA). To construct
an AND gate using this molecular device,
an mRNA can be designed to contain two
ribozyme-aptamers, each responsive to one
input molecule. Each input molecule could
obstruct one ribozyime by binding to its aptamer,
so that the mRNA molecule remains intact
only when both inputs are present. A NAND
operation is constructed by combining two
aptamers with one ribozyme (see the figure).
Win and Smolke show how one can combine
simple gates to perform operations like AND,

OR., NOR, and NAND, in response to dif-
ferent inputs—in this case, two small organic
molecules (theophylline and tetracycline)
that bind to the aptamers. Going beyond sim-
ple Boolean logic, a “bandpass™ device that
produces output only in response to a narrow
concentration range of the input is con-
structed by combining two different gates for
the same input.

As research in the past decade has shown,
computing devices can be built from almost
any combination of nature’s basic tools. Win
and Smolke have shown that one can go a very
long way with the most basic and ancient nat-
ural devices. How far can we go once we learn
to harness the more advanced machinery of
the cell to our benefit? The challenges of bio-
molecular computer engineering are best
illustrated by comparing them to those of elec-
tronic computer engineering. In the latter, one
can conceive of an advanced and innovative
computer design, use one’s favorite computer-
aided design software, send the design to a
chip fabrication facility, and with luck have a
working electronic device in short order. In
the field of biomolecular computers, one can
equally dream of innovative designs that can
be made, in principle, from known protein
building blocks (4). However, protein engi-
neeering is in its infancy compared to elec-
tronic circuit engineering. There 1s no protein
design software to turn to, and no fabrication
facility that can engineer a protein to a specifi-
cation of its function. Therefore, researchers
cannot construct their own advanced protein
machinery and must make do with DNA (3, 5,
6, 11), RNA (1, 12-15), or naturally available
proteins (7, /0). A breakthrough in biomolec-
ular computing is likely to come only on the
heels of a breakthrough in protein engineering.
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INTRODUCTION

COMPLICATED BIOCHEMICAL SIGNALING PATHWAYS REGULATE THE FUNCTION OF
living cells. Such regulatory networks often have “downstream™ components that
provide input to components that act earlier in a pathway, creating feedback loops.
These feedback loops have the potential to greatly alter the properties of a pathway
and how it responds to stimuli. To fully understand these regulatory systems and
exploit their vast potential as targets of therapeutic strategies, we need quantitative
information on the flow of signals through a pathway and on the timing and loca-
tion of signaling events within cells. We need to explore the properties that deter-
mine, for example, whether a system shows a graded response to a stimulus or
turns on and off like a switch, how long a pathway stays activated, whether its out-
put oscillates, which components can be perturbed to control the output of the sys-
tem, and so on. The papers assembled in this special issue and in the companion
issue of Science Signaling highlight recent progress in tackling these challenges.

The systems-level approaches required to understand signaling networks often
integrate mathematical modeling with traditional biochemical analysis. Brand-
man and Meyer (p. 390) describe the ways in which feedback loops allow sophis-
ticated regulatory responses, such as adaptable sensors that respond to changes in
the amplitude of an input signal rather than the absolute amount of that signal.
Lewis (p. 399) summarizes recent examples in which modeling approaches allow
new mnsights into classical problems in development. Spemann’s organizer, for
example, emits a gradient of signaling molecules, and recent work explains how
the system adjusts when an embryo is damaged, to recreate a complete body axis.
Tools that allow precise noninvasive control and monitoring of biochemical com-
ponents facilitate sorting out how a system responds. As Gorostiza and Isacoff
explain (p. 395), it is now possible not only to sample the output of signaling sys-
tems by monitoring the fluorescence of reporter molecules but also to engineer
proteins with light-dependent isomerization switches that, when reintroduced into
cells, can be controlled precisely in time and space by exposure to light.

At Science Signaling (see www.sciencemag.org/cellsignaling08), an origi-
nal research paper by Abdi er al. takes strategies that engineers use to understand
the vulnerability of digital circuits and applies them to biological systems to
identify key elements of cellular signaling networks. In Perspectives, Dohlman
discusses how scaffolding molecules can determine the graded or switchlike
response of a pathway. Elston summarizes how responses to pulsatile inputs are
used to understand the dynamic behavior of a signaling system in yeast. Chiang
and Muir outline advances in chemical approaches providing deeper insight into
signaling mechanisms.

Getting your loops straight—or understanding how a complicated signaling
network might respond in any given situation—does not come easily or intuitively.
But the approaches mentioned here are clearly opening a large area of investiga-
tion of enormous practical potential.

= L. BRYAN RAY
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REVIEW

Feedback Loops Shape Cellular
Signals in Space and Time

Onn Brandman® and Tobias Meyer?

Positive and negative feedback loops are common requlatory elements in biological signaling
systems. We discuss core feedback motifs that have distinct roles in shaping signaling responses in
space and time. We also discuss approaches to experimentally investigate feedback loops in

signaling systems.

output signals back to their inputs. The

history of biological feedback goes back at
least 130 years to observations by Eduard Pliiger
that organs and other living systems “satisfy
their own needs” ([J). Feedback became an in-
fluential concept that led to Walter Cannon’s
theory of physiological homeostasis (2); Alan
Turing’s model of pattem formation (3); as well
as investigations of metabolic end-product in-
hibition (4), metabolic oscillations (J), and tran-
scriptional self-repression (6). Biological feedback
concepts were further influenced by chemical
oscillation theories (7) and the field of cyber-
netics (&). It has more recently become ap-
preciated that the concept of feedback may be
useful as a framework for understanding how
intracellular signaling systems elicit specific cell
behavior.

Mammalian species use over 3000 signaling
proteins and over 15 second messengers to build
hundreds of cell-specific signaling systems.
Many of the signaling components have multiple
upstream regulators and downstream targets,
creating a web of connectivity within and be-
tween signaling pathways (¥). The presence of
multiple feedback loops in these systems (/0)
poses a challenge to understanding how receptor
inputs control cellular behavior. We discuss how
recurring feedback designs, or motifs (/7),
mediate biological functions such as bistability,
oscillation, polarization, and robustness. Our goal
was to generate a comprehensive guide for feed-
back in signal transduction that would also be
instructive for understanding transcription net-
works, control of metabolism, pattern forma-
tion, the cell eyele, and the behavior of circadian
oscillators.

We focus on two mammalian signaling sys-
tems: the receptor-triggered Ca®" signaling
system in nonexcitable cells (/2) and the phos-

Fcedback loops are processes that connect
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phoinositide 3-kinase (PI3K) signaling path-
way in chemotactic neutrophils (/3). These were
chosen because of existing knowledge of feed-
back mechanisms that generate both simple
and complex temporal and spatial signaling re-
sponses (Fig. 1). We use graphical representations
of feedback motifs, with signaling components
shown as vertices and directed negative and
positive regulatory steps shown as arrows with
and without minus symbols, respectively (Figs. 2
to 5, gray background). An arrow may consist of
multiple steps so that a single positive arrow
could reflect, for example, the net effect of two
serial negative regulatory steps. Feedback loops
are defined as paths that begin from and return to
the same vertex. We also use mathematical rep-
resentations with variables corresponding to verti-
ces and equation terms comesponding to arrows
(table S1). The simulated functions for each motif
(Figs. 2 and 3) can be recreated by accompanying
computer programs (table $2). We conclude by
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suggesting experimental approaches to investi-
gate feedback loops.

Signaling with a Single Negative

Feedback Loop

Negative feedback loops are found in nearly all
known signaling pathways and are defined as
sequential regulatory steps that feed the output
signal, inverted, back to the input (Fig. 2A). De-
pending on its chamacteristics and initial condi-
tions, a single negative feedback motif can create
four distinct signaling functions: basal homeostat,
output limiter, adaptation, and transient generator,

The presence of a small-amplitude negative
feedback loop stabilizes the basal signaling state
without preventing strong input signals from
triggering maximal pathway activation (Fig. 2A,
basal homeostat). In this case, small deviations of
an input signal are suppressed in the output, and
only large changes in the input control the output.
For example, a negative feedback involving the
endoplasmic reticulum (ER) Caz‘-smsing pro-
tein STIM2 (stromal interaction molecule 2) (/4)
keeps basal Ca** concentration in the cytosol and
in the lumen of the ER at ~50 nM and ~400 pM,
respectively. STIM2 triggers influx of extracel-
lular Ca** at ER—plasma membrane junctions in
response to a reduction in ER Ca®* concentration,
forming a negative feedback loop (/4). Because
many cellular processes are regulated by ca,
maintaining proper resting levels is crucial.

A different use of negative feedback is to
limit maximum signaling output (Fig. 2A, lim-
iter). Upon stimulation, the output signal rapidly
increases but is attenuated once it passes a thresh-
old. For example, receptor-triggered increases of

Fig. 1. Ca°* and chemotaxis signaling systems exhibit complex temporal and spatial dynamics. (A)
Histamine-triggered cytosolic Ca** signals in a single egithelial. cell. The response includes spikes,

oscillations, and plateaus. pCa is the negative log of the Ca

* concentration (7 and 6 correspond to 1077

and 10~° M, respectively). [Adapted from (28)] (B) Total internal reflection fluorescence images of a
neutrophil cells stimulated by chemoattractant. Hem-1 is a regulator of actin polymerization that initially
concentrates in foci. It then relocalizes as part of outwardly propagating waves of actin polarization that
terminate when the leading edge is reached (denoted by arrow at 112 s). The fifth and sixth images show
overlays of successive Hem-1 distributions in red, blue, and green, respectively. [Adapted from (29)]
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Ca®* concentration in the cytosol are clipped and
stabilized by a rapid negative feedback resulting
ﬁ'om ca? uptake by mitochondria. Mitochondrial
* uptake progressively increases when cytosol-
ic Ca** concentration exceeds about 0.6 pM (15
and therefore occurs only during active signaling.
Negative feedback is also necessary to gen-
erate adaptive behavior. Adaptive signaling sys-
tems are built to respond to changes in input
rather than the absolute amount of input signal
(Fig. 2A, adaptive). Studies of bacterial chemotaxis
(16) and vertebrate visual signal transduction (/7)
revealed sophisticated regulatory circuits that gen-
erate optimized adaptative behavior. In neutrophil
chemotaxis, cells sense relative chemoattractant
gradients by a mechanism that involves partial de-
activation and subsequent internalization of acti-
vated cell surface receptors. The resulting lower
input level prevents saturation of downstream
signaling responses and allows for subsequent sig-
naling when chemoattractant concentrations fur-
ther increase (18). Most heterotrimeric guanine
nucleotide-binding protein (G-protein)-coupled
receptors, which include receptors involved in
chemotaxis, exhibit adaptive behavior through
use-dependent receptor down-regulation (79).
Lastly, a strong negative feedback loop that is
triggered after a delay converts a constant input
into a transient output signals with amplitudes
that increase as a function of the amplitude of the
input step (Fig. 2A, transient generator). An
example of this function is the delayed activation
of the Ca'/calinodulin (CaM)-regulated plasma
membrane Ca® pump (PMCA) (20). After a 10-
10 60-s delay that follows an increase in cytosolic
a”*, enhanced PMCA activity reduces the Ca”™*
signals to create a transient signaling response.

Signaling with a Single Positive
Feedback Loop
Pasitive feedback is often associated with un-
controlled, nmaway processes such as muclear
chain reactions and models of catastrophic climate
change. Nevertheless, functions of positive feed-
back in biological systems have been described
for almost 100 years (21). Positive feedback is
defined as a set of regulatory steps that feeds the
output signal back to the input (Fig. 2B). If sig-
naling output activity increases, positive feedback
will further increase input levels, thereby enhanc-
ing the output signal. There are three common
functions of a single positive feadback motif: am-
plifying a signal, changing the timing of a sig-
naling response, and creating bistable switches,
Positive feedback can provide absolute as
well as relative amplification (Fig. 2B, amplifier).
Both types of amplification are exemplified in the
activation of the inositol 1.4,5-wisphosphate
{IP3)-receptor (IP,R), a ligand-gated ER-localized
Ca™ channel. The binding of four [Py molecules
1o a single IP;R is believed to partially activate
the channel, inducing an initial Ca®* release from
the ER. This, in tum, triggers a positive feedhack
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Fig. 2. Feedback motifs have important functions in signaling systems. (A} Negative feedback can
stabilize basal signaling levels, limit maximal signaling output, enable adaptive responses, or create
transient signal responses. (B) Pasitive feedback can amplify signaling responses, alter kinetics, or create
bistable switches. (C) Mixtures of positive and negative feedback can create single pulses or oquatory
signal outputs. Mixed feedbacks can also trigger local signals, self-propagating waves, or cell polari
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loop whereby the binding of multiple released
Ca** molecules fully activates IP;Rs (22). Thus,
as aresult of binding four IP; molecules, thousands
of Ca** ions are released into the cytosol, provid-
ing for absolute amplification of the input signal.
The ultrasensitive nature of the release process
also results in relative amplification; a threefold
increase in [P5 can result in a 20-fold increase in
cytosolic Ca®" levels (23). Ultrasensitive regu-
latory steps are characterized by a sigmoidal
dose-response curve (24).

As is the case for negative feedback (limiter
and transient generator), positive feedback also
changes the timing of the signaling response (Fig.
2B, accelerator or delay). In the case of TP y-gated
Ca™" release, positive feedback accelerates the sig-
naling response by opening more Ca®" channels
so that a saturating cytosolic Ca®" concentration
is more rapidly reached (green curve; half-
maximal time: f, < Iy). Positive feedback in
nonsaturating conditions can also prolong the
time required to reach a higher steady state (red
curve; fy = tye) (J0).

A positive feedback loop with an ultrasen-
sitive regulatory step can trigger a bistable switch
(Fig. 2B, bistability) (25). This is arguably one of
the most important regulatory motifs in cell sig-
naling. For inputs below a cntical threshold, the
signaling output remains near its basal state; for
inputs above the threshold, the output increases
to a high, active state. Bistable systems make
use of hysteresis to remain in the active state,
meaning that the input stimulus required to keep
the system in the active state is lower than the
input required for triggering the initial transition
from basal to active state. Many cell signaling
processes have been proposed to use positive
feedback to implement either a reversible or ime-
versible bistable switch, such as Ca®" spikes (25),
chemotaxis (26), and oocyte maturation (27).

Mixed Positive and Negative Feedback

Delayed negative feedback can force a bistable
system back to the inactive state and create a pulse
in the signaling output that is typically charac-
terized by a fixed amplitude and duration (Fig.
2C, pulse generator). Ca®" pulses (28) are trig-
gered by the aforementioned IP3R fast positive
feedback loop and a delayed negative feedback
by which high levels of Ca®" inhibit the [P4R (22).
Similarly, in neutrophil migration, a proposed fast
positive feedback loop between the scaffold pro-
tein hematopoietic 1 (Hem-1) and actin nuclea-
tion enhances actin polymerization and local
extension of lamellipods (29). Recruitment of a
yet-unidentified inhibitor may break apart sites of
nucleation, resulting in reversible local lamellipod
extension. The common design principle is that
the negative feedback that terminates the positive
feedback is induced only at high concentrations
of the output signal or after a time delay.

After a pulse in output activity, the negative
feedback inhibition often recovers so that a new

17 OCTOBER 2008 VOL 322 SCIENCE

positive feedback cycle can be triggered. This
results in a periodic cycling between high and
low output states in response to a steady input
(Fig. 2C, oscillator). In cell signaling, such a role
of ultrasensitive positive and negative feedback
in generating Ca’" concentration oseillations was
proposed 20 years ago (25). Model calculations
showed that increases in stimulus amplitude

A Dual negative feedback

in Qut

B Positive and dual negative feedback

In Out

C Dual positive feedback

distinet functions such as local pulses, waves,
and cell polanzation (Fig. 2C, bottom images).
Local signal activation can occur without a
global response (Fig. 2C, local pulse). In the
case of Ca®* signaling under weak stimulation,
local positive feedback that activates IP;R quick-
ly inactivates, and the diffusing Ca”" ions can be
restricted to sub-micrometer distances from the
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Fig. 3. Addition of extra feedback to core functions can be used to integrate key signaling
characteristics or enhance the robustness of important functions. (A) Combining two negative
feedback loops can independently stabilize basal signaling and limit maximal signal output. (B)
Adding a negative feedback loop to the oscillator in Fig. 2C can result in sharper spikes, an
increased input range over which oscillations occur and an increased output frequency range. (C) A
system made up of a dual fast and slow positive feedback loops can exhibit transient or persistent
bistable states if the fast or both positive feedbacks are engaged.

increase the frequency of oscillation while
keeping the duration and the amplitude of pulses
constant. This behavior has been observed ex-
perimentally (28). Although there are feedback
motifs without positive feedback that can pro-
duce oscillations (30, we believe that a more
common mechanism in cell signaling consists of
coupled positive and negative feedback loops
(30).

Spatial Aspects of Mixed Positive and
Negative Feedback

Biological systems often feature positive and
negative feedbacks that are active in only part of
the cell rather than the whole cell. This results in

source, creating local Ca®* pulses (32). Local Ca®
" signaling pulses are useful to control cell func-
tions such as secretion (33). In weakly stimulated
neutrophils (and therefore in the absence of cell
polarity), a chemoattractant triggers similar short-
lived local pulses of actin polymerization (29).
If the local signal is sufficiently strong, new
local pulses triggered at nearby sites can keep the
signal alive and allow a self-propagating signal to
move away from its source (Fig. 2C, traveling
wave). Models combining positive and negative
feedback with a diffusive second messenger
predict the existence of such self-propagating
Ca®" waves (34). Ca®" waves have been shown
to propagate across gap junctions and synchro-
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nize astrocyte, epithelial, and other cell assem-
blies (35). Similarly, under stimulated conditions,
neutrophils generate local waves of actin polym-
erization that propagate over several micrometers
toward the front of a cell until they reach a cell’s
leading edge, where they extend local lamellopdia
and help propel the cell forward (29).

Combined positive and negative feedback can
also polarize cells (Fig. 2C, polanity). Polarization
and migration of neutrophils has been proposed
o be regulated by a positive feedback loop
whereby the guanylate exchange activator of the
small guanosine triphosphatase Rac, Dock, both
activates lamellipod extension and is recruited to
locations where lamellipods extend (3, 36).
Once the positive feedback-driven local recruit-
ment has been triggered (stochastically or in
response 1o a local input), it diminishes the con-
centration of available Dock throughout the cell.
This is a plausible mechanism for a negative
feedback that can prevent a second front from
forming. Mathematical modeling of a neuronal
polarity system showed that reinforced local re-
cruitment of a scarce activator is a robust mech-
anism for triggering cell polarization (37).

Enhancing Core Feedback Functions by
Adding Feedback

Addition of extra feedback loops provides en-
hancements 1o the discussed core feedback func-
tions. A design with two negative feedback loops
allows cells to simultaneously stabilize the hasal
state and limit the activated signaling state (Fig.
3A, basal homeostat and limiter). Combined
negative feedback through STIM2 and mito-
chondrial Ca™ uptake is an example where two
negative feedback loops function largely in-
dependent of each other. Combination of a basic
oscillator (single positive and negative feedback
loops) with an additional negative feedback loop
can create pattems of repetitive spikes over a
broader range of input stimuli and generate a
wider range of output frequencies (Fig. 3B, ro-
bust oscillator). A reported calcium/calmodulin-
dependent protein kinase I1 (CaMKIT}-mediated
inhibitory phosphorylation of the IP;R (38) may
serve as such a second negative feedback loop
that prolongs the time between Ca*" spikes and
thereby extends the output frequency range.

A key function of a second positive feedback
loop is to make a bistable signaling switch more
robust in the presence of cell-to-cell variations
resulting from noise in external inputs or copy
numbers of intemal signaling components (Fig.
3C, robust switch) {39). In the example shown,
the first three stimulus pulses are not sufficient to
engage the positive feedbacks, the next two
stimuli trigger only the fast reversible positive
feedback, whereas the last stimulus also engages
the slow positive feedback and triggers a per-
sistent output increase. This same motif also in-
creases the overall ultrasensitivity and hysteresis
if the two positive feedback loops are linked by

www.sciencemag.org SCIENCE VOL 322

an AND gate (40). Furthermore, coupling two
positive feedback loops in which one loop is
composed of two negative regulatory steps can
delay the exit from the active state (41). Lastly,
the added slower positive feedback loop can also
spatially integrate and synchronize the activity of
the faster loop, converting separate local bursts of
signaling into a robust global signaling response.
In the case of Ca”* signaling, Ca®* activation of
IPsR can provide rapid and localized positive
feedback, whereas a second slow positive feed-
back from Ca®" concentration 1o phospholipase
C (25, 42) and the production of the rapidly dif-
fusible second messenger Py vield global bi-
stability and increased robustness to noise when
triggering global ca** responses.

Thus, although different types of network
connectivity can generate dual positive feedback
loops, these examples suggest that a common

A Mammalian calcium signaling
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emerging property is enhanced robusmess to
noise. The robustness results from (i) increased
hysteresis, (ii) increased spatial synchronization,
(1if) delayed exit from the active state, or (iv) a
combination thereof. It is plausible that addition
of tailored positive or negative feedback loops to
other functions described in Fig. 2 also make
their functional properties more robust.

Signaling Systems Combine Multiple Feedback
Functions to Orchestrate Cell Behavior

Feedback functions are combined in cells to
produce a physiological output behavior. Graphic
representations that reduce each of the feedback
loops to a positive or negative regulatory step are
useful to describe systems with multiple feed-
backs. This is achieved by functionally annotat-
ing and ordering nested feedback loops according to
ncreasing tme constants, In the Ca®* signaling

Cytosolic Ca?* . Ca®* dependent
Basally acﬁve{ EMCA }
o STiv2
B Receptor
Ligand W PLC = IP3 ==\ jp3R tocal
3R }mwlillﬂunl
e :?hpulllmitar
ety . ust
A on time ALC Uasesd
[ Robust oscillations
. PMCA Transient generation/limiter
2+
STIVY Sustained Ca** signaling
PROPOSED FUNCTION
B  Neutrophil chemotaxis
Receptor PIP3
Ligand w e CE— Pseudopod extension
} generation
F-aclin Signal reinforcement/robustness.
Activation time e Polarity/signal reinforcement/
Dock dep. Polarity
e
PROPOSED FUNCTION

Fig. 4. Cell signaling sys‘bems take advantage of multiple feedback loops nested in time and space

to generat

desired sig gr

Schematic representations of (A) mammalian Ca”™

signaling for nonexcitable cells and (B) neutrophil chemotaxis. The input signal spreads from
membrane-bound receptors to a network of interlinked feedback loops. Feedback loops are
arranged according to the loop time constant. PLC, phospholipase C; MCU, mitochondrial Ca®*
uniporter; PIP3, phosphatidylinositol (3,4,5)-trisphosphate; Dock, dedicator of cytokinesis; rec.,

recruitment; dep., depletion.
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system (Fig. 4A ), basal homeostasis
involves negative loops that in- 1
clude the ER Ca™* sensor STIM2
and the Ca™" regulation of PMCAs.
In the receptor-stimulated case,
the fastest positive and negative
feedback loops are the Ca™" acti-
vation and inhibition of the 1PsR,

which can create local or more- 1‘ Time —»-
global spikes. Spatial synchroniza- i

. T P e nhibitor o

llFl]'I. uf Ca rblgl:ld'h and robust Inhibitor of B
bistability, oscillations, and waves Inhibitor of C

are provided by a second positive
feedback loop based on Ca™" ac- 2
tivation of" phospholipase C and
generation of more IP;. A second
negative feedback that phosphoryl-
ates and down-regulates the [P;R
may enhance the frequency range
of Ca™" oscillations. Mitochondria
limit maximal Ca™" signaling re-
sponses, whereas plasma mem-
bmjnf.: pumps ensure that cytosolic 3
Ca™" signals remain transient. Per-
sistent Ca®" signaling requires a
third positive feedback in which
the ER Ca*" sensor STIMI links

the lowering of ER Ca®" concen- C:

tration to plasma membrane Ca®*
influx, which in tum triggers addi-
tional 1P;R-mediated Ca*" release
and lowering of Ca®" in the ER
(43). This triple positive feedback
in the Ca®* system comprises a
robust switch and is likely critical
in T cells, where Ca" concentration
has to remain elevated for many
hours in order to induce T cell dif-
ferentiation (44). MNote that separate feedback
loops in the diagram can regulate the same target.
For example, IP3R is activated by Ca®" concentra-
tions below 0.2 uM (creating a gcasitivc: feedback
loop) and inhibited by higher Ca™" levels (creating
a negative feedback loop) (22).

In neutrophil chemotaxis, the balance be-
tween positive and negative feedback loops in-
volving Hem-1 and other actin polymerization
processes leads to small bursts in actin polymer-
ization and local reversible lamellipod extensions
(Fig. 4B) (29). When the proposed polarity-
inducing positive feedback (e.g., Dock/Rac/
PIP3) is engaged, actin polymerization and local
lamellipod extension becomes restricted to the
leading edge, resulting in cell migration (13, 29).
Key mechanisms for polarization are likely the
recruitment of Dock and other components of
the global positive feedback to the front and
their concomitant depletion from the back. The
time constants of feedback loops and the dif-
fusion coefficients of their components define
the spatial and temporal characteristics of local
lamellipod extension and global cell polariza-
tion. Chemotaxis may then result from steering
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Fig. 5. Proposed rapid perturbation and monitoring strategy to experimentally
investigate feedback loops. The shown graphs with proposed experiments use
computer simulations of experiments to explain how fast perturbations and fast
readouts can uncover feedback. Bold arrows denote the addition of inhibitors
for the activities A, B, and C. Experiments in 1 show that the two players Band C
requlate A. Experiments 2 and 3 reveal that B and C are part of a positive and a
negative feedback loop, respectively.

the front of these polarized cells by coupling
local chemoattractant sensing to local lamelli-
pod extension and creating small turns in the
direction of migration toward a chemoattrac-
tant source (45). Additional feedback loops and
regulatory components may further contribute
to robust chemotaxis (13, 36, 46).

Experimental Investigation of Predicted
Feedback Loops
Experimental investigation of signaling feedback
in cells is challenging. Genetic, RNA interfer-
ence, dominant negative, or chemical attenuation
of a component’s activity that results in an in-
creased signaling response might indicate that the
component (i) is part of a negative feedback loop,
(ii) is part of a suppression step within the signal-
ing pathway, or (iii} plays a housckeeping role by
reducing protein stability, blocking endocytosis,
or dephosphorylating an activation site. How can
a postulated component in a signaling pathway
be identified as part of a positive or negative
feedback loop?

A direct approach to demonstrate that a
positive or negative feedback controls a signaling

pathway is to combine rapid pertur-
bations of signaling steps with rapid
monitoring of upstream and down-
stream signaling events (Fig. 5). We
use a thought experiment to discuss
this approach. In a first set of ex-
periments, inhibitors of components
A, B, and C are used to identify B
and C as positive and negative regu-
lators, respectively, of the signaling
pathway leading to A. The second
expeniment monitors B and uses
rapid inhibition of A to demonstrate
a positive feedback from A back to
B. The third experiment monitors C
and uses rapid inhibition of A to
demonstrate a negative feedback
from A to C. Additional constric-
tions of a feedback model are gained
from the kinetics of A, B, and C ac-
tivity changes. There are three exper-
imental challenges to the described
approach: to develop perturbation
tools to specifically and rapidly inhib-
it signaling steps., to develop biosen-
sor or biochemical assays to rapidly
measure their activity, and to set up
singlecell experniments or use syn-
chronized populations to be able to
infer the existence and to measure the
kinetics of putative feedback loops.
This strategy has been used in
Ca®" signaling to demonstrate the ex-
istence of a positive feedback from
Ca’* to phospholipase C. A rapid in-
crease in cytosolic Ca™" concentra-
tion by addition of Ca** ionophore
increased the concentration of the
phospholipase C product 1Py within seconds
(42). The kinetics of the other step in the feed-
back loop was measured by a rapid step increase
in the concentration of IP; by photorelease of
an inactive [Py precursor and measurement of
the resulting subsecond Ca®" release using a flu-
orescent biosensor (47). In neutrophils, the posi-
tive feedback for polanization was investigated
by rapid chemical inhibition of PI3K (4&) and
by a chemical heterodimerization method where-
by synthetic activators of endogenous PI3K and
Rac proteins wene forced to the plasma mem-
brane within less than 30 s (49). These pertur-
bations were combined with live-cell imaging
of phoshoinositol 3.4.5-phosphate localization,
lamellipod extension, and cell migration to infer
the existence of a positive feedback (48, 49).

Conclusions

Each feedback motif has a specific function in
a signaling system, such as homeostasis or adap-
tation for a negative feedback motif, amplification
or bistability for a positive feedback motif, and
polarization or oscillations for a mixed feedback
motif. The function of a particular feedback motif
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depends on its characteristics and initial condi-
tions, Cell signaling systems are made up of mul-
tiple feedback functions that together generate a
cell’s input-output behavior. We propose that work-
ing models of signaling systems can be based on
graphic representations that show signaling com-
ponents as part of feedback motifs with assigned
functions and sorted by increasing feedback time
constants. 1f the known feedback functions are
insufficient to explain a cell’s input-output behav-
ior, this analysis can guide the search to identify
control loops missing from a signaling model.
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Optical Switches for Remote and
Noninvasive Control of Cell Signaling

Pau Gorostiza® and Ehud Y. Isacoff®**

Although the identity and interactions of signaling proteins have been studied in great detail, the
complexity of signaling networks cannot be fully understood without elucidating the timing and
location of activity of individual proteins. To do this, one needs a means for detecting and
controlling specific signaling events. An attractive approach is to use light, both to report on and
control signaling proteins in cells, because light can probe cells in real time with minimal damage.
Although optical detection of signaling events has been successful for some time, the development
of the means for optical control has accelerated only recently. Of particular interest is the
development of chemically engineered proteins that are directly sensitive to light.

ignaling proteins operate in complex net-
works in cells. The networks are wired into
long serial chains, and these chains are
arraved in numerous parallel pathways that di-
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verge from common inputs, converge onto inter-
mediate nodes, and diverge again to many
different effectors. Signals from the external world
that are detected at the cell membrane are
transmitted in the plane of the membrane and
through the cytoplasm, with feedback and feed-
forward loops onto organelles and the nucleus.
The upshot of this complex connectivity is the
conirol of outputs as diverse as membrane frans-
port, cell metabolism, protein translation, cell
shape and migration, gene transcription, cell cycle,
and cell survival. The shear number of signaling
proteins and complexity of their connectivity is
staggenng, and the depictions in textbooks and on
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glossy posters from chemical companies are as
dense and as difficult to decipher as spirographs.

Optical detection of cellular signaling has
been accomplished, first with chemical dyes and
more recently with fluorescent protein sensors to
measure ions, membrane potential, second mes-
sengers, enzyme activity, protein/protein interac-
tion, and the structural changes in proteins that
underlie their functional transitions (/). Methods
for remote control of cell signaling have seen
explosive growth. Early methods used caged
compounds, which release a signaling molecule
when exposed to an intense pulse of light. “Re-
versibly caged” photochromic ligands, whose
ability to function can be toggled on and off, were
also developed. Most recently, efforts here have
led to the engineering of light-sensitivity into
proteins by the attachment of photoswitched
tethered ligands (PTLs) that turn the function of
the protein on and off in response to light.
Although demonstrated in only a limited number
of cases, this form of protein engineering appears
likely to be broadly applicable across protein
classes, and it complements recently discovered
naturally light-sensitive ion channels and pumps.
We focus here on the optical methods of remote
control of protein function for elucidating signal-
ing circuits inside cells and in cell circuits.

The Power of Light

To manipulate cell signaling, it is essential to
control the function of key proteins by means that
differ from, and thus will not cross-react with,
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A

Fig. 1. Strategies for the manipulation

4+

-I-q—-- -

of cell signaling with light. (A) Uncaging of ligands and

ions (9, 37). (B) Protein uncaging. (C) Free photoisomerizable ligands (10, 11). (D) Light-gated
cation channel Channelrhodopsin 2 (38). (E) Light-gated chloride pump NpHR (16). (F) PAC (20).
ATP, adenosine triphosphate; cAMP, adenosine 3°,5 -monophosphate. (G) Light-gated mechano-
sensitive channel McsL (22). The asterisk indicates delivery of chemical. (H) Light-gated nAChR (10)
and LiGIluR (33). () Light-gated voltage-gated potassium channel (31).

normmal cellular signaling. Optical manipulation is
an appealing approach because light generally
does not influence the system under study and
can be used remotely and noninvasively. The high
resolution with which light can be manipulated
both temporally (microseconds) and spatially
(microns) (2) should make it possible to investi-
gate fast processes that are confined to specific
cellular compartments or specific subsets of cells.

Caged Compounds and Proteins

Photolabile compounds can be used to “cage”
ions (for example, Ca*"), neurotransmitters (such
as glutamate), and intracellular signaling mole-
cules [for example, inositol triphosphate (IP3)]
(Fig. 1A). The cage hides the bicactive com-
pound until it is broken off with light. Alter-
natively, the cage can be attached to a protein at
critical amino acids such that protein activity is
enabled or disabled upon release (Fig. 1B). Spa-
tiotemporally designated patterns of ligand re-
lease have been used to reveal the localization
and function of channels (3, 4) and to clucidate
complex intracellular events regulated by signal-
ing such as endocytosis (5) and also have made

it possible to assume remote control of neuronal
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activity with the use of endogenous (6) and
exogenous receptors (7). Many of these com-
pounds are commercially available. Although
most can act on multiple proteins in cells, their
effect can be made specific in some cases through
the use of an exogenous ligand that does not
activate native proteins in the cell or organism in
question, but that does activate a non-native re-
ceptor that is expressed heterologously (#). The
use of caged compounds has been extensively
reviewed (9) and is relatively widespread.

“Reversibly Caged” Photochromic Ligands

Because caging systems that rely on photo-
destruction of the cage are irreversible and can
produce toxic photoproducts, it is attractive to
think of alternative approaches to conditionally
expose a ligand with light. An appealing alter-
native has been to replace the standard photo-cage
with a photoisomerizable molecule that undergoes
a large conformational change between two states
in response to the absorption of light at two dif-
ferent wavelengths. The most common examples
have used azobenzene, which interconverts be-
tween an extended, thermally relaxed trans isomer
and a higher energy cis or “bent™ isomer that is

~0.7 nm shorter than the trans isomer (Fig. 2).
Numination with near-ultraviolet (UV) irradia-
tion at wavelengths preferred for absorption by
the trans isomer (380 nm) leads to accumulation
of the cis isomer, and visible light irradiation at
wavelengths preferred for absomption by the cis
isomer (500 to 600 nm) switches it back to the
trans form. Photoisomerization cyeles can be re-
peated many times without detectable photo-
destruction or loss of responsiveness.

When a ligand is chemically coupled through
a very short connector to the azobenzene, the
molecule in the cis state bends around the ligand
and interferes with its ability to dock to its bind-
ing site in a target protein (Fig. 1C). This has
been done successfully with nicotinic acetylcho-
line receptors (nAChRs) (10) and ionotropic glu-
tamate receptors (iGluRs) (1), By driving the
photoisomerizable “reversible cage™ back and
forth between its two configurations with two
different wavelengths of light, it is possible to
rapidly and reversibly turn the ligand from active
to inactive without generating photoproducts,
with great reproducibility over many rounds of
illumination and at lower intensities (and thus a
lower danger of collateral damage) than those
required for photolysis of a cage. However, in the
versions available so far, the obstructed state still
has appreciable activity, so further refinement
would be desirable.

Although caged and photochromic ligands
are powerful, they have two limitations: (i) They
are diffusible, so that they will act outside of the
confines of the illumination volume, and (ii) they
can never be completely selective for only one
protein target. Indeed, they will usually act on a
class of proteins. The class can be relatively
narmow (for example, [P3-gated receptors), broad
[such as the glutamate receptors class, which in-
cludes AMPA, N-methyl-p-aspartate, kainate
receptor-channels, and metabotropic  heterotn-
meric guanine nucleotide-binding protein (hetero-
trimeric GTP-binding protein) coupled receptors],
or very broad (like that including the numerous
Ca”'-activated channels, transporters, and en-
zymes in cells). Thus, there would be a major
improvement in spatial and molecular specificity
if a light-responsive “antenna” could be attached
directly to the protein of interest. This has been
done by attaching to proteins photoisomerizable
molecules whose conformation can be changed
by light, in tum changing the activity of the pro-
tein. This has been achieved by evolution, as
described in the next section, and can be en-
gineered into normally light-insensitive proteins,
as described thereafter.

Naturally Light-Sensitive Proteins

Photoisomerizable chromophores are used in
nature to switch the functional state of specific
proteins rapidly and reversibly. The classical ex-
ample 1s the chromophore retinal in the opsin
proteins used for visual transduction in the eye
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(rhodopsin) and as an energy source for pump-
ing protons in bacteria (bacteriorhodopsin).
Channelthodopsin-2 (ChR2) [a light-gated cation
channel (Fig. 1D) (/2)], a recently discovered
red-shifted channelrhodopsin (73), and halorho-
dopsin (Halo or NpHR,) [a light-driven CI” pump
(Fig. 1E) (/4)] represent new and very useful
members of the opsin family. They can be ex-
pressed heterologously in various cells and produce
functional proteins. In mammals, retinal is availa-
ble, so none needs to be added (75). This renders
the expressing cells sensitive to light and thus
confers the ability to influence the physiology
of those cells with optical stim-
ulation (/6). ChR2 and NpHR
are activated by light at distinct
wavelengths, and so they can be
independently controlled in the
same newron to excite (ChR2) and
inhibit (NpHR) the neuron in al-
ternation. These opsins can be
used to manipulate activity in neu-
rons for circuit mapping (17, 18)
and for studying the neural basis
of behavior (16, 19). The utility of
opsins to remotely control neuro-
nal firing has sparked the search for other phooac-
tivated proteins. This scarch has already unearthed
a photoactivated adenylyl cyclase (PAC) (Fig. 1F),
which is endowed with photosensitivity by two
flavin adenine dinucleotides (209). PAC can be used
to optically control intracellular concentrations of
cyclic adenosine monophosphate.

It is not known how many classes of proteins
existin nature in light-sensitive forms, how many
of these could be made to work in other orga-
nisms, or whether their properties could be tuned
in such a way as to obtain the desired kind of
remote control over biochemical signaling in
mammalian cells. Thus, a general strategy for
engineering optical control into any protein of
interest would have enomous benefit. We ex-
plore several approaches to this problem below.

Photoisomerizable Amino Acid Side

Chains and Cross-Linkers

Light sensitivity can be engincered into profeins
by covalently attaching the protein to photo-
isomerizable molecules such as azobenzene and
spiropyran. If the attachment is near an important
functional site, then the light-driven structural
change in the azobenzene or spiropyran can alter
activity. In this manner, azobenzene incorporated
as an unnatural amino acid can photoregulate the
binding affinity of catabolite activator protein to
its promoter in response to light (27). A mechano-
sensitive channel was made sensitive to light by
site-selective conjugation of spiropyran to an
introduced cysteine (Fig. 1G) (22). Previous
work has shown that mutating or chemically
modifying a hydrophobic site in the pore with
charges would result in spontaneous channel
opening (23). The design exploited the change in
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dipolar moment of spiropyran upon isomerization
to achieve optical gating of the channel. In both of
these cases, the kinetics of photoswitching were
slow and reversibility was limited, possibly be-
cause of steric hindrance to the photoisomernization
rearrangement.

An alternative strategy has been to put
cysteine-reactive groups on both ends of azo-
benzene, attach it as a cross-linker to a pair of
introduced cysteines within a helical segment of'a
peptide or protein, and use the isomerization to
cither kink (moving from the trans to the cis con-
figuration) or stretch (moving from cis to trans)

1.0 nm

Fig. 2. Azobenzene photoisomerizes between an extended or trans configuration
under visible light (left) and a bent or cis configuration under UV light (right),
which is shorter by ~0.7 nm. A indicates thermal energy.

the helix and thereby denature it and disrupt its
function (24).

PTLs

In an altemative strategy for engineering optical
control into proteins, azobenzene is attached
through a cysteine-reactive group to an introduced
cysteine on the protein surface, far enough away
from the active site and from channel gates to
avoid a direct effect of isomer configuration on
protein function. Only the cysteine-reactive end of
the azobenzene is attached to the protein (the other
end is free) so that the protein exerts no direct force
on it. This permits isomerization to proceed at rates
with a reversibility that is comparable to that of free
azobenzene. The functional effect on the protein is
exerted by a ligand that dangles from the free end
of the azobenzene. Photoisomerization back and
torth between two states of the photoisomerizable
moiety, in response to the two wavelengths of light,
changes the location in space of the ligand, such
that it can only bind in one of the isomeric states.
The ligand of these PTLs can be an agonist, antag-
onist, or blocker. PTLs can be tuned by adjusting
the chemistry of the reactive end, the wavelength
and relative stability in the cis and trans states (and
thus the rate of spontaneous interconversion in
the dark), and the properties of the ligand (to ad-
just affinity and determine whether it operates as
an agonist or antagonist) (25, 26).

Light-gated nAChR. The muscle nAChR has
been nanoengineered with PTLs (/0). The design
was based on the discovery that tethered agonist
compounds can be conjugated to the native cys-
teines that give Cys-loop receptors their name.
This loop is in the vicinity of the ACh binding site
of the receptor. Tethering the ligand vields perma-
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nently active receptors, with the degree of activa-
tion proportional to the tether length (27). Using a
tethered ligand compound of similar length but
bearing an azobenzene within the tether (QBr) al-
lowed the agonist to bind the receptor and activate
it in the trans configuration, whereas in the cis
configuration, the tether was too short for the
agonist to bind (Fig. 1H) (/). Photoisomerization
and subsequent induction of nAChR currents
could be achieved reversibly with millisecond
light pulses (28).

Light-gated K' channel. A PTL strategy has
also been adapted to control a pore blockeron a
K" channel and binding glu-
tamate to an LiGluR. For the
synthetic photoisomerizable
azobenzene-regulated K chan-

= nel (SPARK), the design of a

light-gated Shaker K' channel
was based on two pieces of in-
formation: (i) the structure of
a related K channel pore from
a bacterial channel with high
similarity (29), and (i) the dem-
onstration that the channel could
be permanently blocked by a
quaternary ammonium compound, tetraethyl am-
monium (TEA), that was conjugated through a
passive linker to a cysteine introduced at a partic-
ular location on the extemal part of the pore (30).
When an azobenzene group was included in the
linker, the (0.7-nm length change induced by photo-
isomerization was enough to block the channel in
the extended trans state, but the blocker was with-
drawn in the shorter, bent cis state (37) (Fig. 11).
Mutations in the channel jammed its native gates in
the open state, thus placing the conductance entirely
under control of the “light-gate.” Because the open-
ing of a K" channel results in membrane hyper-
polarization, SPARK allows photoinhibition of
neuronal firing. SPARK was also converted into a
photoswitchable, excitatory channel by mutational
disruption of the ion selectivity filter, which ren-
dered it permeable to Na', leading to membrane
depolanzation when the channel was unblocked
and triggering action potentials in neurons in
response to light (32).

Light-gated iGluR (LiGIluR). A systematic,
structure-based approach to the PTL strategy
was used in the development of the photoswitch-
able LiGluR (Fig. 1H), for which no functional data
on tethered ligands were available (25, 33). A ligand
attached to a model linker was tested and found
to activate iGIuR6, indicating that the conformational
change induced by glutamate binding—that is,
closure of the “jaws" of the ligand-binding domain
(LBD) down over the glutamate—was not pre-
vented by the linker (33). The full photoswitch,
with a complete azobenzene in the linker and a
maleimide cysteine-reactive end, was tested at
many different attachment locations around the
binding pocket, several of which gave rise to light-
activation (Fig. 1H) (33). When attached to the
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Fig. 3. Spatio-temporal control of cell signaling with light. (A) The use of spatially confined illumination
on a group of cells expressing a photoswitchable protein allows selection of the particular cell (or cell
region) to be manipulated. (B) LiGIR allows control of single action potential firing in neurons by
millisecond light pulses. [Reproduced with permission from (35). (C) Region-selective conjugation of

synthetic photoswitches using affinity labeling (34).

outer surface of the LBD, the linker must “tum™ to
point the glutamate into the binding pocket so that
the cis state is the activating state. In the cis state,
the local effective concentration of glutamate is
~40-fold higher than it is in the trans state (34).
The cation-selective pore of LiGluR supports
the influx of Na* and Ca®" into the cell, thus
enabling both Ca®" and voltage-activated pro-
cesses to be triggered remotely. Millisecond light
pulses were shown to elicit single action poten-
tials at high frequency and reliability in cultured
hippocampal neurons (Fig. 3, A and B), and light
could be used to control specific behavior in
zebrafish by regulating the activity of specific
subsets of neurons (35). The intensity required
for such fast switching is typical of what is used
in confocal microscopy and is well tolerated by
cells and live animals, Because the activating cis
state of the LiGluR PTL is stable for minutes, the
channel remains activated and the neuron continues
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to fire in the dark for many minutes after activation
with a short pulse of light (35). This limits photo-
damage and permits behavioral experiments to be
conducted without the confounding effects of light.
The rate of cistrans relaxation can be tuned by
substitutions in and around the azobenzene and
may range from milliseconds to days (26).
Fhotoswitch specificity arises from specialized
geometry and affinity labeling. There are many
native K* channels in a neuron that are blocked
by TEA and many native receptors that are acti-
vated by glutamate, meaning that such ligands
are not specific for the target protein. Moreover,
cysteines are not very rare, so PTLs can attach at
places other than those introduced into the target
proteins. Nevertheless, the PTL approach tums
out to be specific. This paradox is explained by
two factors: (i) First, the short length of the PTLs
restricts biological activity to only those PTLs that
attach within ~1 nm of their ligand-binding site.

Thus, in the example discussed, attachment must
oceur in the K channel pore or in the glutamate
binding pocket. As it tums out, K" channels and
glutamate receptors do not have native cysteines
at such locations. (ii) Second, the effective concen-
tration of the cysteine-reactive end in the vicinity of
the target cysteine is enhanced when the ligand end
of the molecule docks in the binding site, leading to
affinity labeling. Variants of the K channel PTL
have been developed that exploit affinity labeling
by using electrophilic reactive groups to target
native nucleophilic, non-cysteine residues, so that
receptor mutagenesis can be avoided (36). Such
compounds endow optical excitability onto endog-
enous potassium  channels, thus allowing optical
control of neuronal firing without the need for ge-
netic manipulation. Affinity labeling is favored
when the azobenzene in the linker is in the comect
(activating or blocking) configuration, making it
possible to use patters of light to favor conjugation
in specific locations—a fom of optical lithography
(Fig. 3C) (34, 36)

Comparison Between PTLs and Naturally
Light-Sensitive Proteins

Although the optical switches deseribed here enable
cell signaling to be controlled in a remote and non-
invasive manner, the different approaches have dis-
finct advantages. A major advantage o the naturally
light-sensitive opsin proteins, like ChR2 and Halo,
is that they are purely genetic in mammals, not re-
quiring the addition of a photoswitch because their
cofactor retinal is naturally present (75). In other
organisms, such as flies and worms, retinal must be
added. In addition, ChR2 and Halo are excited with
visible light and at different wavelengths (ChR2-
blue, Halo-yellow, VChR 1-red) so that they can be
controlled independently (/6). On the other hand,
PTL-controlled channels, such as iGluR6 and the
Shaker K* channel, provide overall larger whole-
cell currents than do ChR2 and Halo because of
their larger single-channel currents. Moreover,
PTLs can be actively tumed off, providing a more
precise control of timing (35). In addition, if one
wants sustained excitation over a long period of
time while avoiding the prolonged irradiation (and
possible photodamage) that would be required for
the opsin proteins, or if one wants to induce an
activity change without the potential confound of
light, then PTLs provide the advantage of remain-
ing tumed on in the dark for tens of minutes and
still being switched off in milliseconds by the
longer-wavelength light. PTL attachment to the
farget protein can be spatially patterned with light
(34), and one can use a one-component version
of PTLs in which they conjugate to native reactive
profeins so that one need only supply the chemical
photoswitch and avoid transgenesis (36). Many of
the properties of the PTLs can be rationally tuned,
including whether the ligand functions as a blocker,
agonist, or antagonist; the wavelength-dependence;
and the rate of spontaneous relaxation in the dark.
Lastly, the PTL approach appears likely to be adapt-

WWW.SCiencemag.org




able to many different protein classes, potentially
including cytoplasmatic signaling proteins.

Conclusions
Remote and noninvasive manipulation of proteins
with light provides a powerful approach for study-
ing and reengineering signaling pathways by
selectively establishing a fast and reversible remote
control over specific proteins at specific locations
within a cell or organism. The greatest specificity
can be obtained from light-activated chemicals that
are tethered to specific proteins. Naturally occurring
photosensitive proteins have proven to be useful
tools for experimentation and provide a major mo-
tivation to seck other naturally light-sensitive pro-
teins, The success of synthetic PTL photoswitches
introduces a tantalizing prospect of a general meth-
od that could be used to confer control of many
proteins by light. The versatility of the approach
comes from its superficiality. A PTL is attached to
the bland surface of the protein in such a way that
the covalent modification has litile impact, except
that presence of light of different wavelengths de-
termines whether it presents or withdraws a ligand
to and from a nearby binding site. The ligand can
block or activate the site and thereby alter the func-
tion of the protein. The site can be an active site or
an allosteric regulatory site. This logic should, in
principle, be applicable across protein classes.
These optical approaches to the control of pro-
tein function provide an altemative to standand
methods of controlling proteins through genetic
or pharmacological means, which tend to be slow,
difficult to reverse, and often not as specific as one

would like. The contrast is particularly notable
when one reflects that, in standard pharmacology,
high specificity is associated with high affinity and
thus with very slow dissociation and a lack of
reversibility. In contrast, specificity of PTLs arises
from the close relation between the geometry of
the PTL and its change upon isomerization and the
relative location of the attachment and ligand-
binding sites. This even permits ligands of low
affinity (or low specificity) to be used. The
extremely rapid dissociation rates of such ligands
and the subsequent fast reversal of signaling occur
with rates similar to those of the fastest natural
biological signals.
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REVIEW

From Signals to Patterns:
Space, Time, and Mathematics
in Developmental Biology

Julian Lewis

We now have a wealth of information about the molecular signals that act on cells in embryos, but
how do the control systems based on these signals generate pattern and govern the timing of
developmental events? Here, | discuss four examples to show how mathematical modeling and
fuantitative experimentation can give some useful answers. The examples concern the Bicoid
gradient in the early Drosophila embryo, the dorsoventral patterning of a frog embryo by bone
morphogenetic protein signals, the auxin-mediated patterning of plant meristems, and the

Notch-dependent somite segmentation clock.

evelopmental biologists are preoccupied
Dwith pattems in space and patterns in
time. What causes cells in one part of an
embryo regularly to adopt one character, and

Vertebrate Development Laboratory, Cancer Research UK
London Research Institute, London WC2A 3PX, UK.
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those elsewhere to adopt another? What controls
the timing of these patterning events as the orga-
nism develops from the egg? What halts growth
when a structure has reached its proper size?
Early discussions of developmental patteming
considered, in abstract terms and in total ignorance
of the molecules involved, how signals exchanged

VOL 322

between cells might drive formation of the patterns
we observe. Although they lacked a concrete mo-
lecular basis, several of these speculative theories
tum out to have been remarkably prescient. More-
over, right or wrong, they drive home a general
lesson. To explain how embryos generate their
spatial patterns and their temporal programs, we
need more than lists of the molecules involved and
more than simple cartoon diagrams of the
qualitative control relationships between them.
To make sense of the control circuitry, qualitative
data and unaided intuition are not enough. Even
for the simplest cases, we need mathematics and
detailed measurements, just as we need math-
ematics and measurements to explain the orbits of
the planets or the swing of a pendulum.

The necessity anises especially because of the
fundamental part that feedback plays in develop-
mental control processes, as discussed elsewhere
in this issue of Seience by Brandman and Meyer
(1). Positive feedback can give a system a flip/flop
choice between alternative steady states; it can
endow a system with enduring memory of its ex-
posure to past signals; it can generate inhomoge-
neity in a system that starts out spatially uniform.
Negative feedback can smooth out imegularities;
it can enable a system to respond to a signal more
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rapidly; operating with a delay, it can give fse to
temporal oscillations. These behaviors are not im-
mediately obvious intuitively, but mathematics al-
lows us to predict and compute them.

Molecular biology has been triumphant in
identifying the key signaling molecules that gov-
em development. Developmental biologists are
now beginning to confront in
eamest the problem of how these
molecules work together as con-
trol systems to generate patiems in
space and time. 1 discuss here a

few examples to show how the [

interplay of quantitative experi-
mentation and mathematical o
modeling leads to new insights
and new ways of thinking about
how molecular signals are used to
pattern the embryo.

bicoid mRNA
localized at
anterior pole
How a Morphogen Gradient

Is Made and Used:

The Bicoid Gradient

in the Drosophifa Embryo
Concepually, at least, the simplest
way to set up a spatial pattern
is by means of a morphogen gra-
dient. A signal substance, the mor-
phogen, is synthesized at one end
of a developing structure and dif-
fuses away from this source, suf-
fering degradation as it poes and
thereby creating a concentration
gradient. Cells at varying distances
from the source experience differ-
ent morphogen concentrations and somehow “read”
those concentrations, adopting different characters as
a result. We now have evidence for mechanisms of
this sort in innumerable systems (2); a particularly
clear example is that of the Bicoid gradient in
the early Drosophila embryo. Recent quan-
titative analysis has provided a uniquely detailed
and thought-provoking portrait of how this
particular morphogen gradient works.

The early Drosophila embryo (Fig. 1) is a syn-
cytium, in which repeated cycles of mitosis with-
out cell division generate a steadily increasing
number of nuclel. These nucle! are distributed wni-
fommly in a cortical layer along the S004um length
of the cigar-shaped embryo. Molecules of matemal
bicoid mRNA are strictly localized at the an-
terior pole of the embryo and begin to be trans-
lated at the time of fertilization. Their product,
the Bicoid protein, is a transcription regulator: It
acts on the nuclei in the cortex, controlling their
expression of genes such as hewchback (coding
for another transcription regulator) that specify
differences between regions of the embryo. The
same molecules and the same mechanism operate
in other related species of fly, some with embryos
as litle as 300 pm long, others as big as 1500
um long. Curiously, the shape of the Bicoid
pradient and the proportions of the resulting

occo

pattem are practically the same in every case,
scaling with the size of the embryo (3).
Gregor ef al. (4, 5) used immunofluorescence
staining and Bicoid protein tagged with green
fluorescent protein (GFP) to see how the Bicoid
concentration gradient in Drosophila is set up
and how it controls fumchback expression. They

XODD

Bicoid protein
concentrated in nuclei

Little fly species

Fig. 1. The Bicoid gradient in a fly embryo. The early embryo is a syncytium, with
its many nuclei distributed in a layer just beneath the cell cortex. bicoid mRNA is
localized at the anterior end of this giant cell and is translated to produce Bicoid
protein, which diffuses along the anteroposterior axis, creating an exponential
gradient. During interphase, the protein is concentrated inside the nuclei, where it
controls position-specific expression of other genes. Closely related fly species vary
enormously in the sizes of their embryos but have closely similar numbers of nuclei
at corresponding stages. The Bicoid gradient, remarkably, scales in proportion,
giving a scaled body pattern.

measured the precise form of the concentration
gradient, the time taken to establish it (about
1 hour), the rise and fall of Bicoid concentration in
the nuclei with each mitotic cycle, and the sur-
prisingly slow rate of diffusion of Bicoid protein
through the cytoplasm. Putting all these measure-
ments together, they showed how aeation of the
Bicoid gradient is related to the dynamics of release,
reuptake, and degradation of Bicoid by the nuclei
and argued that it must involve some sort of facil-
itated transit from nucleus to nucleus: The gradient
is not explicable i terms of simple diffusion of
Bicoid through the cytoplasm. The central role of
the nucled in localizing and degrading Bicoid hints,

Big fly species

per nucleus; through some statistical physics cal-
culations, they showed that this means that the
observed precision of patteming is close to the
limit set by molecular noise (thermal fluctuations).
They went on to measure the amazingly steep rela-
tionship between levels of Bicoid and Hunchback
proteins in the critical nefghborhood, and from
this they were able to estimate that
about five molecules of Bicoid
must bind cooperatively to the
hunchback regulatory locus to
switch on hunchback expression.

These and many other inge-
nious deductions by the authors
show how careful measurements
and quantitative reasoning can
highlight new questions and lead
to deeper understanding, linking
the simple concept of the mor-
phogen gradient to other levels
of description

How a Morphogen Gradient

Is Scaled to the Size of the
Organism: BMP Signaling

and the Patterning of the
Dorsoventral Axis of the Frog
The Bicoid gradient in Drosopiila
is intracellular: It is set up inside a
single giant cell that only later
becomes partitioned into many
separate cells. Most of the mor-
phogen gradients that pattem em-
bryos are extracellular or at least
based on signals that pass from
one cell to another. An archetypal example is the
gradient that originates in Spemann’s organizer, the
group of cells on the dorsal side of an early
amphibian embryo that orchestrates the move-
ments of gastrulation and govems creation of the
main axes of the body (6). When cells from the
onganizer tegion are grafled to a new positon in
the embryo, opposite o their original location, they
induce their new neighbors to join with them in
forming a new body axis. Cells furthest from the
organizer form ventral structures, and those closest
to it form dorsal structures: Some sort of signal
from the organizer apparently tells cells their posi-
tion along the domsoventral axis, The patterning

m a st way, at an expl of how
the pattem scales with size in embryos of different
fly species: For if distance along the embryo is
measured in units of the spacing between nuclei,
instead of pm, all these embryos are alike.

Gregor ef al. () examined how the Bicoid
gradient controls expression of genes such as
hunchback with such remarkable precision and
sharpness that each nucleus behaves as though it
kmows its position along the 500-um Drosophila
embryo axis to an accuracy of better than 10 pm.
They found that at the threshold for hunchback

hanism has, however, a remarkable property,
encountered also in many other systems (as we
‘have just seen for fly embryos of different species):
It scales with embryo size. Thus when an embryo
is cut in half, the half that retains organizer tissue
develops a miniature but perfectly proportioned
body pattern (7). This would not be expected if the
organizer were dictating the position-dependent
characters of cells in the embryo by acting straight-
forwardly as the source of a simple morphogen
gradient based on diffusion and degradation. The
scaling ism i this multicellular system

activation, about halfway along the embryo, there
are on average 690 molecules of Bicoid protein

cannot be the same as in the syncytial fly embryo,
Recent studies have revealed how it works (Fig. 2).
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The critical condition goveming the dorso-
ventral character of the cells is the strength of
activation of the BMP (bone morphogenetic
protein) signaling pathway: Strong activation causes
cells to adopt a ventral character; weak or zero ac-
tivation causes them to adopt a dorsal character,
BMP itself is produced by cells at the ventral side
of the embryo. Meanwhile, the organizer secretes
at least eight different signal molecules, at least four
of which are antagonists of BMP signaling, pre-
venting activation of the pathway on the dorsal side
of the embryo. Chordin, for example, is secreted by
the organizer and binds to BMP, preventing it from
activating the BMP receptor. Thus, it seems that a
gradient of BMP inhibition, spreading out from
the organizer, underlies dorsoventral patteming.

levels of production of chordin and ADMP by the
organizer at the dorsal pole somchow forcing
creation of an opposite type of signaling center at
the ventral pole. The paper ends with this remark:
“Despite the complexity ... there is hope that, with
the rise of systems biology, one day this intricate
extracellular machinery will be understood as an
integrated molecular circuit™ (8).

Ben-Zvi et al. (9) have picked up the challenge.
The first task is to discover whether the identified
classes of molecules, interacting according to the
rules proposed, really are sufficient in principle to
give the observed scalable patterning. Unaided
intuition is a feeble and often misleading guide to
the behavior of systems with feedback, and all the
more 50 for multiple cross-regulatory molecules

Positive
feedback
Dorsal center
(the Organizer)
Secretes chordin
™) i.l. I. " and ADMP
Ventral center
Secretes BMP ) @ @ @ @
9 @ @ 980800
- ' Positive
Chordin shutties ADMP feedback
@ FreeBMP
@ Free ADMP
Free chordin

) BMP bound to chordin
) ADMP bound to chordin

Fig. 2. Dorsoventral patterning in the Xenopus embryo: a current view. A self-organizing gradient of BMP
signaling gives rise to a pattern that scales according to the size of the embryo. The gradient is set up by two
signaling centers. The ventral center secretes BMP. The dorsal center (Spemann's organizer) secretes both a
BMP-like molecule called ADMP and an inhibitor, chordin, which can bind to BMP and ADMP and block their
action. High levels of BMP pathway activation stimulate expression of BMP and inhibit expression of ADMP
and chordin; low levels do the opposite. Thus, local positive feedback maintains expression of BMP at the
ventral center and maintains expression of chordin and ADMP at the dorsal center, At the same time,
chordin, by binding to ADMP, speeds ADMP diffusion, thereby shuttling ADMP from the dorsal center toward
the ventral, where the ADMP helps to stimulate BMP expression. This interaction between the two signaling
centers coordinates their formation and ensures that the BMP gradient scales with the size of the embryo.

Curiously, however, the organizer also secretes a
BMP-related protein, called ADMP (antidorsaliz-
ing morphogenetic protein), that behaves, like
BMP, as an activator of the BMP pathway and is
also blocked in this action when bound to chordin.
Reversade and De Robertis (&) analyzed the reg-
ulatory relationships between these components and
showed that they all play essential parts in producing
a dorsoventral pattem that scales with the size of the
embryo. Their paper suggests in a qualitative way
how they may do so, through feedback regulation
of the expression of the various BMP agonists and
antagonists, leading to a BMP “seesaw™ between
the ventral and dorsal poles of the embryo, with high
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diffusing in space. To answer the question of prin-
ciple, therefore, one must tum to mathematics. It is
casy enough to write down equations that rep-
resent the proposed rules of synthesis, diffusion,
degradation, binding, and cross-regulation for each
representative type of molecule—BMP, ADMP,
and chordin—as revealed by the experiments. It is
not too hard to program a computer o solve these
equations. The difficulty is that different choices
of the rate constants, diffusion coefficients, and
other parameters in the mathematical model lead
to wildly different outcomes. To make even qual-
itative predictions, we need quantitative data. In
conftrast with the case of the Bicoid gradient in
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Drosophila, the relevant quantitative data for
BMP signaling in the frog embryo are largely
lacking: We don't yet have properly developed
tools to make the measurements in the context of
the living organism.

Ben-Zvi et al. (9), therefore, guided by their
experience with a closely related dorsoventral pat-
teming system in Drosophila (10, tried out dif-
ferent possibilities for the numerical parameters,
systematically varying each one and exploring the
behavior of the mathematical model for 26,000
different combinations of values. In this way, they
showed that the model can indeed give the observed
behavior, creating a pattem that scales in proportion
to the size of the embryo. However, only a very
small subset of parameter values, 21 out of the

26,000 combinations tested, will yield this

outcome. These “successful” combinations share

a striking feature: They comespond 1o conditions

where BMP and ADMP molecules are only able

to diffuse rapidly when they have their inhibitor,
chordin, bound to them. In the process, the

chordin itself undergoes degradation, creating a

concentration gradient. The chordin, in these

model cases, serves as a shuttle for movement of

BMP and ADMP molecules across the em-

bryo. Ben-Zvi ef al. (9) therefore tumed from

mathematical modeling back to experimenta-
tion, asking whether such shuttling occurs in
the real system: Does diffusion of BMP and

ADMP through the tissue actually depend on

binding to chordin? The answer is yes.

This work illustrates again how quantitative
mathematical reasoning can sharpen understand-
ing and suggest new lines of experimentation. At
the same time, it highlights the central frustration
of mathematical modeling in developmental
biology: For most of the signaling systems that
pattem the embryo, with their inticate feedback
loops, we simply do not have the quantitative
data that are needed to go beyond proof of
plausibility to the type of solidly based quantita-
tive theory that is commonplace in the physical
sciences. But that is the challenge.

How Signaling Centers Are Created

and Positioned: Auxin Transport

in the Plant Meristem

Given a signaling center, one can easily imagine
how it can organize the pattem of cell differentiation
in its neighborhood. But how does the signaling
center itself arise? If we start with a more or less
homogeneous field of cells, what intemal mecha-
nism can make one region different from another
and break the symmetry? Symmetry-breaking typi-
cally depends on positive feedback mechanisms that
amplify small fluctuations into full-blown inhomo-
geneitics. Tunng (/1) long ago showed with a
mathematical model how this could happen in a
developing fissue: Symmetry can be broken if the
cells seerete two kinds of molecules that diffuse at
different rates and cross-regulate one another’s
synthesis in an appropriate way: spatial variations
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Presomitic mesoderm (PSM)
-oscillating gene expression
B

o
(

Delta

Notch:g%; g:rah’—J

Formed somites

y

Fig. 3. The somite segmentation clock and its coordination. (A) Side view of a 14-somite zebrafish embryo.
[Adapted from (38).] (B) Diagram of the gene control circuitry proposed to underlie the oscillations of gene
expression in the cells of the PSM of the zebrafish. For simplicity, just two neighboring cells are shown.
Oscillations arise from a very simple intracellular negative feedback loop: The protein product of a gene of
the her family (or of a set of such genes) feeds back with a delay to shut off its own expression. Each cell is
capable of oscillating independently, but neighboring cells are normally entrained to the same rhythm by
Delta-Notch signaling. The oscillating levels of Her protein drive oscillating expression of a Notch ligand of
the Delta family, which thus serves as a periodic time signal that each cell exchanges with its neighbors.
This keeps them synchronized, provided that the delays in the signaling pathway are appropriate.

in their synthesis can then become self-amplifying,
Gierer and Meinhardt (72, 13) developed this
abstract mathematical idea further, showing how
the combination of a highly diffusible inhibitor
molecule and a less diffisible activator can give rise
to a self-organizing pattem in which tightly defined
clusters of cells become signaling centers, secreting
both types of molecules and thereby sustaining their
own character while forcing different behavior in
their neighbors. The organizer in the frog embryo,
as we have just seen, is a signaling center that fits
this description, and it probably arises more or less
in this way.

Such self-organizing pattem formation is nicely
exemplified in plant apical meristems, the tiny
{(~100 pm) growing tips of shoots m which the mi-
croscopic primordia of new leaves or floral organs
are successively generated. As a menistem grows,
the preexisting primordia act as signaling centers
to control the positioning of new primordia, which
£o on to become signaling centers in their own
right. But the molecular mechanism that creates
these centers and governs their spacing turns out
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to be rather different from that imagined by
Turing or Gierer and Meinhardt.

The crucial signal in this system is the plant
homone auxin (14, 13). A dab of auxin placed at
the side of the meristem will induce formation of an
ectopic primordium. Converse effects result from
mutation of the PINT gene, coding for a profein that
transports auxin out of cells into the extracellular
space: The mutant menistem continues to grow but
fails to generate any lateral organs, forming instead
a single long thin unadomed stalk—a “pin.” The
dynamics of the normal auxin-dependent patteming
process can be watched and measured in Arabi-
dopsis by live imaging of the menstem using flu-
orescent reporters (16, 17): A transgenic construct
consisting of an auxin response element linked to
a GFP coding sequence lights up cells in which
auxin levels are high; a transgene coding for GFP-
tagged PIN1 reveals the distribution of PIN1.

The pattemning thus displaved involves move-
ments of auxin in the epidemnis, the outer surface
layer of the meristem. Within this layer, auxin be-
comes concentrated at the site of each new pn-

mordium as it starts to form. The changing
distibution of auxin goes hand in hand with a
shifting epidermal distribution of PINI protein.
This is most strongly expressed in the regions
where levels of auxin are highest, that is, in the
neighborhood of nascent primordia. Moreover, in
each cell in these regions the PIN1 is localized pre-
dominantly on the side of the cell that faces toward
the center of the nascent primordium. These and
other findings suggest that the pattemn of primordia is
generated through a feedback loop in which auxin
controls the synthesis and localization of its own
transporter protein, PINI: Where a local peak of
auxin concentration starts to develop, the surround-
ing auxin gradient somehow orients the distribution
of PIN| transporters so as to drive stll more auxin
uphill toward the peak. This positive feedback based
on active transport not only builds up the auxin
concentration at the site of each nascent primordi-
um, it also depletes auxin in the surrounding neigh-
borhood, inhibiting formation of other primordia in
that vicinity. Mathematical modeling shows that a
mechanism of this type can explain the genesis of
primordia in detail, including the precise geometry
of primordium spacing and the quantitative data
that come from live imaging (15, 18-20).

How Cells Use Time Signals to Trace

Out a Spatial Pattern: The Somite
Segmentation Clock

Cells in embryos, like sailors at sea, use timers as
well as spatial signals to tell them where they are
and how they should behave. Such is the case for
the cells that form the rudiments of the segments
of the main vertebrate body axis, with their verte-
brae, nbs, and axial muscles. These repefitive struc-
fures originate from somites, blocks of mesodemal
cells that form sequentially, in head-o-ail succes-
sion and in two neat rows on either side of the
midline of the embryo. Each somite is made out
of cells that emerge from a region of apparently
undifferentiated proliferative tissue at the tail end
of the embryo, called the presomitic mesoderm, or
PSM (Fig. 3). The PSM cells are kept in their
special state by a combination of Wnt and FGF
(fibroblast growth factor) proteins; the genes for
these signal molecules are transeribed in the cells at
the tail end of the PSM itself, creating a morpho-
gen gradient that defines the PSM’s extent (21, 22).
As the PSM cells grow and divide, the body axis
clongates, but the morphogen gradient retreats in
step with the tail bud, leaving behind a trail of cells
that differentiate to form somites as the concen-
trations of FGF and Wnt to which they are ex-
posed fall below a critical level.

The eyecatching feature of this process is its
peniodicity, the regular altemating pattem of the
somites, cach separated from the next by an inter-
somitic cleft. Cooke and Zeeman (23) speculated
that this spatial periodicity could anse from a tem-
poral oscillation in the PSM: a “clock™ interacting
with a signal, a “wavefront,” that swept back along
the embryo, marking the boundary between differ-
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entiating somite cells and PSM cells. As the wave-
front swept over them, cells would become con-
signed to different fates according to their clock
phase at the critical moment, creating the periodic
spatial pattem. Experiments by Palmeinim et al. (24)
revealed that there is indeed a clock in the PSM,
manifest in the oscillatory behavior of certain genes,
which switch their expression on and off cyclically
in this region. The period of the oscillation is equal
to the time taken to form a somite: 2 hours in a
mouse, 90 min in a chick, and 30 min in a zebra-
fish. The discovery of this segmentation clock has
triggered an explosion of interest in somitogenesis
and the mechanism of the clock (25).

Chick, mouse, and zebrafish all show the same
phenomenon, and in all of them the Notch signal-
ing pathway is critical for clock function. The first
of the genes discovered to oscillate, m each of
these species, were genes in the Notch pathway,
especially members of the Heslher family (called
Hes genes in mouse and chick and her genes in
zebrafish). These are all direct targets of regulation
by Notch signaling, and all code for transcrip-
tion regulators that bind to DNA to inhibit gene
expression.  Moreover, mutation of almost any
component of the Notch pathway disrupts the or-
ganized oscillations and the regular pattermn of som-
ites (26). An obvious suggestion, therefore, is that
Notch pathway components somehow generate the
oscillations.

MNotch signaling, unlike the other signaling path-
ways mentioned above, depends on direct cell-cell
contact; A transmembrane protein, typically Delta,
on the surface of one cell binds to a transmem-
brane receptor, Notch, on the surface of its neighbor.
This triggers cleavage of Noich, releasing an inira-
cellular fragment, NotchICD. NoichlCD translocates
to the cell nucleus and acts there as a transcription
regulator, stimulating expression of the Hes/her
genes. Notch signaling i famous for its role in
lateral inhibition, a process that drives neighboring
cells to become different as the result of a feedback
loop based, in most cases, on negative regulation of
Delta by Hes/Her proteins. But this is clearly not
what is happening in the PSM, where neighboring
cells remain similar and oscillate in synchrony. In-
deed, expenments in the zebrafish suggested ex-
actly the opposite: Notch signaling appeared to be
needed to keep neighbors in synchrony. In mu-
tants where signal transmission failed, it seemed as
though the individual cells in the PSM continued
to oscillate but gradually drifted out of synchrony
over the course of half-a-dozen clock cycles, after
having started out in synchrony (27).

Oscillations typically arise through delayed
negative feedback. It is thus an attractive idea
that the oscillations of the individual cells might
be produced in a very simple way, through auto-
inhibition of Hes/her genes by their own products
(28-31). Active transcription of a Hes/her gene
would lead to synthesis of Hes/Her protein, which
would act back on the promoter of the Heslher
gene, shutting off transcription; this would allow
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the protein levels to fall, thereby enabling tran-
seription to start up again; and so on, cyclically.

Mathematical modeling of this simple feedback
loop reveals properties that one might not otherwise
have guessed. Sustained oscillations can indeed be
generated, but only if certain conditions are satis-
fied. In particular, the delays involved in transcrip-
tion and translation are cnitical: delays, that is, from
the time when a fresh transcript or protein molecule
begins to be synthesized to the time when synthesis
of that molecule is completed and the functional
molecule is delivered to its site of action. Without
such delays, the system will not oscillate. Ifit is to
oscillate, the lifetimes of the mRNA and protein
molecules must be short compared with the sum of
the delays. And if the system does oscillate, the
predicted period is given by a simple formula: It is,
to a good approximation, just twice the sum of the
delays plus the lifetimes (37).

But is the model just a mathematical toy, or
does it correspond to reality? In the zebrafish, it has
been possible to estimate expermentally the tran-
scriptional delays for the relevant her genes as well
as their mRNA lifetimes. The estimates, although
crude, support the model (32). The logic of the
autoregulatory gene circuitry can also be checked
experimentally and also fits the model. Moreover,
the model can be extended to show how Notch
signaling, through oscillating expression of a Delta
gene, can serve to couple the oscillations in adjacent
cells and keep them synchronized in the face of
random fluctuations (3/). Here too, delays are
critical, and measurements indicate that the actual
delays in Delta production have values consistent
with the theory (32).

In the zebrafish, several independent lines of
experimentation confimm that Notch signaling serves
to keep the clocks of individual PSM cells synchro-
nized. Cells grafied between embryos in different
phases of the clock fall into step, and cells that
misexpress Notch pathway components disturb the
phase of their neighbors (33). When the strength of
the coupling mediated by Notch is gradually re-
duced by increasing doses of an inhibitor that
blocks Notch activation, synchrony is lost in just the
manner predicted by the mathematical theory of
systems of weakly coupled noisy oscillators and is
regained when the block is removed (34). And
when Notch signaling is blocked acutely with large
doses of the same inhibitor at different stages in
development, somitogenesis is disrupted only after
a long delay, in a manner that implies that clock
synchronization is the only fimction of Notch sig-
naling in this system (33)

Despite all this evidence, we still lack proof that
the proposed simple feedback circuitry is truly the
pacemaker of the segmentation clock. Morcover,
what is true for the zebrafish may not be true for
mowuse and chick. In the mouse and the chick,
although not in the zebmfish, PSM cells are known
to also show oscillating expression of various genes
in the Fgf and Wnt signaling pathways (21, 36, 37).
Which of these oscillators is the master and which
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the slave? Or do they operate in parallel, with loose
coupling o keep them synchronized? Could there
be some other as-yet undiscovered master oscillator
at the root of it all, driving the oscillations in multi-
ple signaling pathways? Finm answers, as for a host
of other open questions about the systems of tem-
poral and spatial signals that govem development,
will require a combination of experiments, mea-
surements, and mathematics.
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The Miller Volcanic Spark
Discharge Experiment

Adam P. Johnson,? H. James Cleaves,” Jason P. Dworkin,? Daniel P. Glavin,?

Antonio L&ZGHD,4 Jeffrey L. Bada®*

n 1953, Miller (/) published a short paper de-
seribing the spark discharge synthesis of amino
acids from a reducing gas mixture thought to rep-
resent the atmosphere of the carly Earth. This exper-

Steam
aspirator ]

Fig. 1. (A) lightning associated with the 3 May 2008 eruption of the Chaiten volano, Chile. [Photo aredit Carlos GutierrezUPY
Landov] (B) The volcanic spark discharge apparatus used by Miller (3). Gas quantities added were 200 torr of CH,, 200 torr of NH;,
and 100 torr of H, [these would have dissolved in the water according to their solubilities (2)]. Water was added to the 500-cm® () 7.
flask and boiled, and the apparatus sparked with a Tesla coil for 1 week; (C) Moles (relative to glycine = 1) of the various amino acids

detected in the volcanic apparatus vials [see (2) and able 51 for abbreviations]. Amino acids underfined have not been previously &
reported in spark discharge experiments. Values for amines are minimum values because of loss due to their volatility during workup. g

iment showed that the basic molecules of life could
be synthesized from simple molecules, suggesting that
Darwin’s “warm little pond™ was a feasible scenario.

Adfter Miller’s death on 20 May 2007, we found
several boxes containing vials of dried residues.
Notebooks (2) indicated that the vials came from his
1953-54 University of Chicago experiments that used
three different configurations (3, 4). One was the
original apparatus used in (/). Another incorporated
an aspirating nozzle attached to the water-containing
flask, injecting a jet of steam and gas into the spark.
The third incorporated the aspirator device but used a
silent discharge instead of electrodes. Although Miller
repeated his experiment in 1972 with use of the ongi-
nal architecture (3), the others were never tested again.

We were interested in the second apparatus be-
cause it possibly simulates the spark discharge syn-
thesis by lightning in a steam-rich volcanic eruption
(6) (Fig. 1A). Miller identified five different amino

AMolar Ratio

-4 -2
10 10

from the other two experiments wene also reanalyzed
and found to have a lower diversity of amino acids
(table S1). The yield of amino acids synthesized in
the volcanic experiment is comparable to, and in
some cases exceeds, those found in the experiments
Miller conducted (/, 3, 5). Hydoxylated com-
pounds were preferentially synthesized in the vol-
canic expeniment. Steam injected into the spark
may have generated OH radicals that reacted with
either the amino acid precursors or the amino
acids themselves (7).

Geoscientists today doubt that the primitive at-
miosphere had the highly reducing composition Miller
used. However, the voleanic appamtus experiment

suggests that, even if the ovenll
atmosphere was not reducing, localized
prebiotic  synthesis could have been
effective. Reduced gases and lightning
1 associated with volcanic enuptions i hot

i sots or island arc—type systems could

have been prevalent on the carly Earth
i before extensive continents formed (8).

e

In these volcanic plumes, HCN, al-

-
i

dehydes, and ketones may have been

-

produced, which, afier washing out of

-

the atmosphere, could have become in-

e
-4

volved in the synthesis of organic mole-

cules (3, 4, 8). Amino acids formed i

volcanic island systems could have
accumulated in tidal areas, where they

could be polymerized by carbonyl

.

sulfide, a simple volcanic gas that has

been shown to form peptides under
mild conditions (9).

Il
>
. 4
e
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Conservation and Rewiring of
Functional Modules Revealed by an
Epistasis Map in Fission Yeast

Assen Roguev,™* Sourav Bandyopadhyay,” Martin Zofall," Ke Zhang," Tamas Fischer,®
Sean R. Collins,“*® Hongjing Qu,** Michael Shales,™* Han-Oh Park,® Jacqueline Hayles,”
Kwang-Lae Hoe,® Dong-Uk Kim,? Trey Ideker,?* Shiv I. Grewal,*
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An epistasis map (E-MAP) was constructed in the fission yeast, Schizosaccharomyces pombe, by
systematically measuring the phenotypes associated with pairs of mutations. This high-density,
quantitative genetic interaction map focused on various aspects of chromosome function, including
transcription regulation and DNA repair/replication. The E-MAP uncovered a previously unidentified
component of the RNA interference (RNAi) machinery (rsh1) and linked the RNAi pathway to
several other biological processes. Comparison of the 5. pombe E-MAP to an analogous genetic
map from the budding yeast revealed that, whereas negative interactions were conserved between
genes involved in similar biological processes, positive interactions and overall genetic profiles
between pairs of genes coding for physically associated proteins were even more conserved. Hence,
conservation occurs at the level of the functional module (protein complex), but the genetic cross

talk between modules can differ substantially.

enetic interactions report on the extent
Gtu which the function of one gene de-
pends on the presence of a second. This
phenomenon, known as epistasis, can be used for
defining functional relationships between genes
and the pathways in which the cormresponding
proteins function. Two main categories of genetic
interactions exist: (i) negative (c.g., synthetic
sickness/lethality) and (ii) positive (e.g., suppres-
sion). We have developed a quantitative approach,
termed epistasis map (E-MAP), allowing us to
measure the whole spectrum of genetic interac-
tions, both positive and negative (1, 2). In budding
yeast, Saccharomyces cerevisiae, it has been dem-
onstrated that positive genetic interactions can
identify pairs of genes whose products are phys-
ically associated and/or function in the same path-
way ([, 2), whereas negative interactions exist
between genes acting on parallel pathways (3, 4).
We developed the Pombe Epistasis Mapper
(PEM) approach (5) that allows high-throughput
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generation of double mutants in the fission yeast,
Schizosaccharomyces pombe. Fission yeast is
more similar to metazoans than is 5 cerevisiae,
owing to its large complex centromere structure,
the restriction of spindle construction to mitotic
entry, gene regulation by histone methylation and
chromodomain heterochromatin profeins, gene
and transposon regulation by the RNA interfer-
ence (RNAI) pathway, and the widespread pres-
ence of introns in genes. To further study these
processes and to try to understand how genetic
interaction networks have evolved (6), we gen-
crated an E-MAP in S. pombe that focuses on
nuclear function, designed to be analogous to
one we created in budding yeast (2).

An E-MAP in 5. pembe. Using our PEM
system (5), we gencrated a quantifative genetic
interaction map in S. pombe, comprising ~118,000
distinct double mutant combinations among 550
genes involved in various aspects of chromo-
some function (Fig. 1A and tables SI and S4)
(7). The genes on the map were chosen on the
basis of a previous budding yeast E-MAP (1, 2)
and also included factors present in human (but
not in 8. cerevisiae), including the RNAi ma-
chinery. We used colony size (measured from
high-density arrays) as a quantitative phenotypic
read-out to compute a genetic interaction score
(S score) and previously described quality con-
trol measures to ensure a high-quality data set
(7, 8 (fig. SIA).

We have previously observed two promi-
nent general trends between genetic interactions
and protein-protein interactions (PPIs): (i) a pro-
pensity for positive genetic interactions and (ii)
strong cormrelations of genetic interaction profiles
between genes coding for proteins participating
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in PPIs (2). Using a high-confidence set of 151
PPI pairs from 5. pombe (9) (table S2), we ob-
served the same trends in this organism (Fig. 1,
B and C). Thus, it appears these relationships
are evolutionarily conserved and may represent
a general feature of biological networks.

Exploring nuclear function in fission yeast.
We generated a highly structured representation
of the genetic map by subjecting the data to
hierarchical clustering (Fig. 2). By scrutinizing
several interaction-rich regions, we were able to
recapitulate known, and identify previously un-
known, functional relationships.

Genes required for DNA repairrecombination
and various checkpoint functions form clusters
enriched in negative interactions (Fig. 2, region 1),
The rad9-husI-radi (9-1-1) checkpoint complex
(10) clusters together with radl 7 (the homolog of
budding yeast R4D24), which loads it onto DNA
(11). We found two genes linked to tRNA bio-
renesis, send and om0, within the DNA repair
cluster. tRNA regulation has been linked to the
DNA damage response pathway in S, cerevisiae
(12), and these genetic pattemns suggest that a
similar mechanism may exist in fission yeast. To
genetically interrogate the function of essential
genes, we used the decreased abundance by mRNA
perturbation (DAmP) strategy for generating hy-
pomorphic alleles (/) (table S1) and found that the
DAmP allele of mell, involved in DNA repli-
cation control and repair, is highly comrelated with
components of the replication checkpoint (mrel
and csm3).

The fission yeast homologs of the compo-
nents of the SWR complex (SWR-C }—which,
in budding yeast, incorporates the histone
H2A variant Htz1l (Phtl in fission yeast) into
chromatin (/3-/5)—form a highly correlated
group (Fig. 2, region 2). A jumonji domain—
containing protein, Mscl, whose S. cerevisiae
ortholog ECMS is not part of the budding yeast’s
SWR-C, is found within the fission yeast SWR-C
cluster, consistent with the demonstration that
Mscl1 acts through Phtl to promote chromosome
stability (16).

The E-MAP reveals functional specialization
of the fission yeast Setl histone H3 lysine 4
methyltransferase complex (SET 1-C, COMPASS)
(17-20). In S. pombe, five of its subunits {core
SETI1-C: setl, sppl, swdl, swd2l, and swd3) arc
indispensable for H3-K4 methylation (/9) and
form a highly correlated cluster on the E-MAP
(Fig. 2, region 3). In budding yeast, another com-
ponent of COMPASS, Swd2, is essential and is
part of two distinct complexes: (i) SET1-C and
the (ii) Cleavage and Polvadenylation Factor (CPF)
(17, 21). 8 pombe contains two nonessential
paralogs of SWD2 (swd2l and swd22), which
have previously been shown to act independently
in the 8. pombe SET1-C and CPF, respectively
(22). Consistent with this observation, on our
map, swd21 is part of the core SET1-C, whereas
swd22 is strongly comrelated with the SSU72
ortholog, a part of CPF (21, 23) (Fig. 2, region 3).
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The Ash2-Sdcl heterodimer within the SET1-C
also behaves differently. In 8. cerevisiae, its
orthologous pair (Bre2p-Sdclp) is exclusively
found in the SET1-C (/7), whereas in fission yeast
it is shared between the SET1-C and LID2-C (19).
Consistent with this result, the dimer does not
cluster next to core Setl-C [as is observed in
budding yeast (2)] but is more similar to snt2, a
member of LID2-C (Fig. 2, region 3).

Genetic dissection of the RNAi pathway.
The RNAI pathway in S. pombe is composed of
several components, including CLR4-C, RDR-C,
RITS, dicer (Derl), and the HP1 homolog Swif
(24). All known components of the RNAI ma-
chinery that were analyzed cluster next to each
other and primarily display positive genetic inter-
action with one another (Fig. 3A). Within this
cluster are subclusters corresponding to the dif-
ferent protein complexes. Consistent with previ-
ous reports, we found positive genetic interactions
between the RNAI machinery and epel, an anti-
silencing factor involved in the trnscrption of
heterochromatic regions by RNA polymerase 1
(RNAPII) (25) and required for RNAi-mediated
heterochromatin assembly (24). Conversely, we
found negative interactions between RNAI com-
ponents involved in posttranscriptional gene si-
lencing and factors implicated in transcriptional
gene silencing (TGS) of repeat sequences and
other loci, In particular, ¢/r3, a histone deacetylase
and catalytic subunit of the Snf2/Hdac-containing
repressor complex (26) that is involved in TGS at
centromeric repeats (24) and T2 retrotransposons
(27, 28), shows negative interactions with RNAi
components (Fig. 3A).

Within the RN A cluster, we also found a
previously unknown component of the RNAI
pathway, SPCC1393.05, which we named rsh/
(involved in RNAI silencing and heterochro-
matin formation) (Fig. 3A). The gene encodes a
110-kD protein with no obvious homologs or

apparent sequence motifs. We used chromatin
immunoprecipitation to determine that Rshl is
localized to heterochromatic centromeric re-
gions. Its absence causes a substantial reduc-
tion of silencing at these loci and a loss of small
interfering RNAs (siRNAs) expressed from the
centromeric dg/dh repeats (Fig. 3, B w F).
Additionally, rsh 1A leads to a marked reduction
of H3-K9 dimethylation and Swi6&/HP1 binding
that comelates with lowered levels (more than
sixfold decrease) of Agol (a component of RITS)
recruitment to the outer (o) centromeric nepeat
region (Fig. 3, G and H).

We also observed positive interactions be-
tween the RNAiI machinery and homologs of
factors involved in the transition between tran-
scriptional initiation and elongation, including
rpb¥ and iwrl, components of RNAPII (21, 29),
and the Mediator complex (pmc2, rox3, pme3, and
med2) (30, 31). Deletions of rph9, rox3, pmc3, or
pme2 lead to moderate loss of silencing at the cen-
tromere (Fig. 3, I and J).

We observed numerous negative genetic inter-
actions between the RNAI machinery and other
cellular complexes and processes (Fig. 3A),
including the spindle-checkpoint pathway (mad1,
mad2, bub3, and alpi4) (32); components of the
DASH complex (33) (dadl, dad2, aski, and
spe3dy, and mal3, nbl, and alp3! involved in
microtubule stability (34), consistent with the in-
volvement of RN Ai/heterochromatin apparatus in
proper chromosome segregation (35). The acetyl-
trasferase complex Elongator (36) interacts nega-
tively with the RNAi machinery and clusters next
to factors regulating spindle function, consistent
with the observation that Elongator may be
responsible for tubulin acetylation, required for
microtubule-based protein trafficking (37). Finally,
components of the DNA repair, checkpoint, and
recombination apparatus display negative genetic
interactions with the RN A1 machinery, suggesting

Fig. 1. Data set overview. (A) Functional A -
classification of the genes contained within Transcription g Snerg Silencing
the 5. pombe E-MAP. The map contains ; ANA Processing
550 genes that were classified into 11 Han%'},.’ﬁ’,’..‘:“g““ Protein Folding
functional categories (table S4). (B) Dis- or Transport
tribution of interaction scores for pairs of "

enes corresponding to physically inter- hromosome
gcﬁng prntesi?':: {gregn} alzmdmnmi:teract- Sagmgatrcfn | Other
ing proteins (black). (C) Distribution of ~DNA Checkpoint /
Pearson correlation coefficients of the DNA Recomb-
genetic interaction profiles for the same bination / Repair D
set of genes used in (B). For a complete list Ubiquitin Cycle

of PPIs used in this analysis, see table S2.

Unknown

Z 010}

s
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frequency

that the RNAI pathway is also involved in main-
taining genomic stability.

Conservation of modular organization of
genetic interaction networks. The large evo-
lutionary distance between 5. cerevisiae and 5.
pombe [~400 million years (38)] allowed us to
study the evolution of genetic inferactomes. We
directly compared the data from this S. pombe
E-MAP to an analogous database from §.
cerevisiae (database S4) (2). The overlap of
one-to-one annotated orthologs (39) between
the two E-MAPs encompasses 239 genes (table
§3). First, we analyzed individual negative pair-
wise interactions in the two organisms. Re-
cently, it has been suggested (6) that negative
interactions between yeast and Caenorhabditis
elegans were not conserved. Although not strong,
we did find a conservation of negative inter-
actions (17.3% for S score < -2.5), which be-
came more pronounced (33%) when the analysis
was restricted to genes that shared the same
functional annotations (Fig. 4A and fig. S2B).
To confirm this observation, we used an inde-
pendent data set from BioGRID (9) and ob-
served similar conservation rates [18% for all
and 31% among functionally related genes (7)].
Part of the discrepancy seen in C. elegans could
be due to functional redundancy, multicellular-
ity, or incomplete knockdowns by RNAI. Fur-
thermore, this comparison was not restricted to
functionally related genes (6). In our analysis,
we also found a very strong conservation (>50%)
of positive interactions (S score = 2.0) [that were
not considered by (6)] between pairs of genes
whose corresponding proteins are physically
associated (Fig. 4A and fig. S2, A w0 D) (7).

The set of genetic interactions for a given
gene provides a sensitive phenotypic signature
or profile. Although a global comparison of
all correlations of genetic profiles between
orthologous pairs in each species (table S3)
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revealed a weak overall conservation (corre-  however, a stronger conservation of genetic pro-
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Rewiring of conserved functional modules.

lation coefficient = 0.14) (Fig. 4B), pairs cor-  files between a gene and the ortholog of its inter-  Biological modules can be defined as highly
responding to PPIs were much more highly acting partner when only co-complex members  inf d groups of physically or func-

correlated (r = 0.60) (Fig. 4B). An aggregate  were considered (Fig. 4C) (P=9 x 107"). Thus,
measure for the likelihood of two proteins to  genetic profiles of members of PPI pairs tend to
carry out a common function, many of which  correlate better, not only to their interaction
correspond to PPI pairs, is the complex or linear  partners within the same species, but also to the
pathway (COP) score (&), which integrates the  orthologs of their interaction parmer in an evolu-

individual genetic interaction score and correla-  tionarily distant organism. wiring of the network).

tion coefficient of genetic interaction profiles. Collectively, these data demonstrate that
Pairs of genes displaying high COP scores in  genetic interactions between particular subsets
both organisms almost exclusively correspond to  of genes are conserved between §. cerevisiae
PPIs (fig. S2E). and S. pombe. Specifically, we find conserva-

To further explore the extent of conserva-  tion of negative interactions when genes involved  (database S2). Inspection

tion of genetic networks, the profiles of each  in the same cellular process are considered. Better

of the 239 orthologs in both species were com-  conserved are positive interactions and penetic  protein complexes (Fig
pared to all profiles from the other organism  profiles of genes whose products are physically  both organisms, SWR-C

(Fig. 4C). We found some conservation between  associated. Therefore, we argue that conserva-
direct orthologs (P= 8 % 107°%), suggesting that  tion primarily exists at the level of the functional
genetic interaction profiles of orthologs across  module (protein complex), and perhaps PPls pose
species tend to be similar (fig. S2F). There is, a constraint on functional divergence in evolution.
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tionally associated factors, and they often cor-
respond to protein complexes. In addition to
identifying functional modules, high-density
genetic interaction data reports on the func-
tional relationships between modules (i.e., the

To compare the genetic cross talk between
modules in the two organisms, we merged and
clustered the genetic interaction matrix of S, pombe
with that of 8. cerevisiae for the 239 1:1 orthologs

of this database revealed

a partial overlap of negative interactions between
. SA). For example, in

display negative genetic

interactions with the SET1-C and the histone
deacetylatase (HDAC) complex, SET3-C. How-
ever, substantial differences were found as well,
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Fig. 2. The S. pombe chromosome function E-MAP. A section of the E-MAP
with specific regions of interest annotated. Further highlighted are the factors
involved in DNA repairfrecombination (1), as well as twe complexes contained
within the chromatin remodeling/modification region: the SWR-C chromatin

remodeling complex {2} and the Set1, Lid2, and CPF complexes (3). The names

of the budding yeast orthologs are shown in parenth

eses (table 53). The final

data set consists of 118,575 measurements and contains 5772 negative {5 score <

—2.5) and 1812 positive (S score = 2) interactions.
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negative interactions between SWR-C and com-
ponents of the spindle checkpoint, the chap-
erone complex Prefoldin, the HDAC complex,
Rpd3C(L), and Mediator (Fig. 5A).

Several possible explanations can be of-
fered. First, the additional subunit unique to
the fission yeast SWR-C, Mscl, may alter the
function of the complex. Also, species-specific
postiranslational modifications may result in dif
ferent genetic behavior. Mscl has been shown
1o harbor ubiquitin ligase activity (40) and may
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be involved in ubiquitinating proteins related to
the function of SWR-C. Another reason could
be the presence or absence of particular cel-
lular machinery. For example, the rewiring of
the genetic space surrounding the SWR-C in
§. pombe may be due to the presence of the
RNAI machinery, which shows negative inter-
actions with the complex (Fig. 5B). Consequent-
ly, dramatic alterations in the network topology
of budding yeast may have been necessary to
compensate for the absence of the RNAI path-
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way. We cannot rule out the possibility that
‘many of the interactions do exist under different
environmental conditions. Nonetheless, a major
tewiring of other complexes [e.g., the histone
regulatory (HIR) chromatin assembly complex
and Prefoldin] (fig. S3) was also observed under
the conditions used.

The modularity of biological networks is
believed to be one of the main contributors to
their robustness, as it implies enhanced func-
tional flexibility. Much like an electronic cir-
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Fig. 3. Characterization of genes involved in the RNAi pathway. (A) Genetic
profiles for genes involved in RNAi with individual protein complexes or processes
annotated. (B) Schematic of the centromeric region of chromosome 1 with the
position of the ura4™ reporter gene within the ofr2 region. (C) Loss of Rshlp
abolishes heterochromatic silencing of the uro4" reporter gene inserted at the
outer repeat region of centromere 1 (otr1::ura4™). NS, nonselective; FOA,
counterselective; -URA, uracil-deficient media. (D) Levels of dh transcripts
analyzed by reverse transcription polymerase chain reaction (RT-PCR) using
RNA prepared from indicated strains. (E) Loss of siRNAs derived from dg/dh
repeats in ssh1A detected by Northern blotting. nit, nucleotides. (F) Rsh1 localizes to
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outer (ofr) centromeric repeats. An epitope-tagged version of Rsh1 {mycRsh1)
was used to perform chromatin immunoprecipitation (ChIP). wce, whole-
cell extract. (G} Rsh1 is required for localization of Agol. Localization of
mycAgol at otrl::ura4™ in wild-type and rsh1A cells was assayed using ChIP.
leu is an internal loading control for ChIP experiments. (H) Effect of rsh1A on
heterochromatin assembly at centromeric repeats. Levels of histone H3 lysine
9 dimethylation (H3K9me2) and Swi6/HP1 at ofri:ura4™ were assayed using
ChIPs. (1 and J) Loss of Mediator and RNAPII subunits affects centromeric
silencing. The levels of transcripts corresponding to dh centromeric repeats
were analyzed by RT-PCR. leul and act1 are used as internal loading controls.
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cuit, such modular architecture allows different
tasks to be accomplished with the same minimal

flow of information) between them. Rewiring be-
cause of addition or removal of modules allows

RESEARCH ARTICLE I

that are able to adapt to different conditions and
environmental niches at a low cost. We observe

set of components by changing the wiring (or  for ical design of sophisticated networks  this behavior derived from high-density genetic-
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Fig. 4. Modular conservation of genetic interaction patterns. A set of 239 one-
to-one orthologs (table 53) was used for the analysis. (A) Conservation of
positive and negative genetic interactions based on comparison with 5.
cerevisiae. Conservation rates are higher for the subset of negative interactions
between genes with the same functional annotation and the subset of positive
interactions corresponding to known PPIs in S. cerevisiae. Pairs of genes whose

A

a as 1

Gorrelation Coefficient (Sc) Correlation Coefficiant

proteins are physically associated or functionally related did not contribute
significantly to the general trends (second bar), because removal of these pairs
(third bar} resulted in similar conservation rates. P values were determined using
a two-sided Student’s f test (7). (B) Scatter plot of Pearson correlation coefficients
of genetic interaction profiles. Sc, 5. cerevisiae; Sp, S. pombe. (C) Distribution of
the cross-species Pearson correlation coefficient of genetic profiles.
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Fig. 5. Rewiring of the conserved functional modules, (A} Comparison of
genetic interaction profiles of the SWR-C in 5. cerevisiae and S. pombe.
Analogous sets of genetic interactions from the two organisms are shown
(database 52). (B) Genetic cross talk between functional modules. Modules are
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represented as circles or boxes (in yellow if the interactions within the module
are primarily positive). Negative and positive interactions between modules
are represented as blue and yellow lines, respectively. The diagram was
generated using the method described in (41).
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interaction data from two evolutionarily distant
species. Our data strongly support the idea that
functional modules are highly conserved, but the
wiring between them can differ substantially.
Thus, the use of model systems to make infer-
ences about biological network topology may be
more successful for describing modules than for
describing the cross talk between them.
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Current-Induced Spin-Wave

Doppler Shift

Vincent Vlaminck and Matthieu Bailleul

Spin transfer appears to be a promising tool for improving spintronics devices. Experiments
that quantitatively access the magnitude of the spin transfer are required for a fundamental
understanding of this phenomenon. By inductively measuring spin waves propagating along a
permalloy strip subjected to a large electrical current, we observed a current-induced spin wave
Doppler shift that we relate to the adiabatic spin transfer torque. Because spin waves provide a
well-defined system for performing spin transfer, we anticipate that they could be used as an
accurate probe of spin-polarized transport in various itinerant ferromagnets.

pin transfer—the transfer of angular mo-

mentum produced by a flow of electrons

through an inhomogeneous magnetization
configuration ([, 2)—has many potential applica-
tions for data storage and microwave electronics.
It has been demonstrated recently in nanostructured
multilayers [current-induced magnetic switching
(3, 4) and precession (3, 6)] and extended mag-
netic strips [current-induced domain-wall mo-
tion (7, &)]. It is usually difficult to measure the
magnitude of the spin transfer with such exper-
iments because they involve a complex spatio-
temporal evolution of the magnetization (4, §).
As recently suggested, spin transfer can also

Institut de Physique et Chimie des Matériaux de Strasbourg,
UMR 7504 CNRS—Université Louis Pasteur, 23 Rue du Loess,
67034 Strasbourg Cedex 2, France,

occur when an electrical current flows through a
spin wave (9, J0)), which has the advantage of
being a system that is stationary both in time and
space: The low-amplitude magnetization pertur-
bation is entirely determined by the wave vector
k and pulsation o of the spin wave (Fig. 1A),
and the standard adiabatic gradient expression of
spin transfer torque (STT) for continuously var-
iable magnetization (//-14) results in a simple
shift of the frequency of the spin wave (10, 15)

Pug

where P is the degree of spin polarization of
the electrical cument, pg is the Bohr magneton,
J is the electrical current density, e is the elec-
tron charge, and M, is the saturation magnetiza-

tion. Although this current-induced frequency
shift should not be confused with a true Doppler
shift (/6) that occurs, for example, when a de-
tector is moved along the ferromagnet in which
the spin wave propagates (/7), it can be iden-
tified formally as the Doppler shift that would
occur if the full electron system were simply
drifting with respect to the lab frame with a ve-
locity of Puﬁj /—le|M;, as suggested 40 years
ago by Lederer and Mills (/8).

We used a micrometer-sized version of the
propagating spin wave spectroscopy (PSWS)
technique (/9-27). The microfabricated sample
(Fig. 1, B and C) consisted of a permalloy
{NiggFesg) strip [width (w) = 2 pum, thickness (1) =
20 nm], at the extremities of which four metal
pads served to inject the current . and measure
the resistance. An extemnal field Hy (poHy ~ 1 T,
where gy is the permeability of the vacuum)
magnetized the permalloy strip out of plane so
that spin waves propagated in the so-called mag-
netostatic forward volume waves (MSFVW)
geometry (19, 20). Spin waves were emitted and
detected with a pair of spin wave antennac
(center-to-center distance D = 7.7 pm) located
above the central part of the strip and connected
to a 20-GHz vector network analyzer via coplanar
waveguides (CPW). Each antenna consists of a
sub-micrometer—sized meander terminated with a
short circuit. In the operating principle of PSWS
(Fig. 1E), a microwave current i(w) is injected
into one antenna and generates a microwave
magnetic field A(w) that couples to the spin
wave modes m(wk). These spin waves propa-
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gate in both directions along the strip and induce
an additional magnetic flux on the excitation
antenna and on the second antenna. The sig-
nature of the spin waves is therefore a mag-
netic resonance behavior for the self-inductance
AL; (@) of the excitation antenna and for the
nmutual inductance AL s(w) between the two
antennae (15, 21). The spatial periodicity of the
microwave current density j{x, @), as fixed by
the meander shape of the antennac, detenmines
the wave vector & of the excited spin waves. The
Fourier transform j(k, ) displayed in Fig. 1D
shows a main peak at ky = 7.4 um ' [that is, a
wavelength (i) ~ 0.8 pm comesponding to the
spatial pcricdicil.y of the design] with a full
w1d.|.h at half maximum (FWHM) of about 0.8
pm- alongsnie a secondary peak centered at
ks = 2.8 ym ™", In addition to the sample shown
in Fig. 1, B and C, three other devices with
different dimensions (w = 3.5 or 8 pm, A ~ 0.8 or
1.6 ym, and D = 5.4 to 14.5 pm) were fabri-
cated and studied.

We first characterized the permalloy strip and
the propagation between the two antermae with-

out de cumrent. Figure 2A shows the real and imag-
inary parts of the self-inductance AL,, for the w =
8 pm, & ~ 1.6-um sample under an applied field
woHy = 0.993 T. The absorption Jm(AL;) dis-
plays two peaks: a main one at resonance fre-
QUENCY fres = 3.48 GHz with a FWHM of 150
MHz and a secondary one at f., = 3.24 GHz.
They are attributed to the excitation of spin waves
around %, and ks, respectively. The insets in Fig.
2A show the magnetic field dependency of the
frequency of the main resonance (left) and the
frequency dependence of its FWHM (right).
These data are accounted fairly well by using
the MSFVW dispersion (/5) with a gyromagnetic
ratio ¥2rx = 300 GHz T, an effective mag-
netization peM.g = 0.88 T, and a Gilbert damping
factor @ = 0.009. These values compare reason-
ably well with the values obtamed by broadband
ferromagnetic resonance on the

REPORTS I

mun. One sees clear oscillations that are con-
voluted with the two absorption peaks observed
in Fig. 2A. This is atiributed to the propagation
delay of the spin waves. When the frequency is
swept around the f, slightly different wave
vectors are selected within the FWHM of the
J{k.) peaks so that the phase delay of the trans-
mitted signal (¢ = -kD) changes continuously.
From the period £ of these oscillations, we
estimate the spin wave group velocity to be Fg =
D fp ~ 08 um ns ', in reasonable agreement
with the value of 0.72 ym ns™ deduced from the
MSFVW dispersion. The mutual inductances
AL;, and AL, which correspond respectively
to signal propagating in the forward (antenna
1— 2) and reverse (anfenna 2 — 1) directions,
are identical (Fig. 2B), which confirms that the
transmission of these volume spin waves is
| (79, 20) in the absence of a dc current.

unprocessed film (29.3 GHz T, 0.94 T, and
0.006 T respectively) and with published values
for permalioy/alumina thin films (22). Figure 2B
shows the real and imaginary parts of the mu-
tual inductance that were measured in the same

antenna 2

Fig. 1. Principle of the spin wave measurements. (A) Sketch of a spin wave subjected to STT [case
of a spin wave propagating against the dc current (along the electron flow) with a spin polarization
P > 0. The red arrows represent the flow of spin-polarized electrons (the spin current Q) (15). (B)
Optical micrograph of the device with a w = 2-um permalloy strip (t = 20 nm) and a pair of & =
0.8-um antennae. (€) Scanning electron micrograph of the central region. (D) Fourier transform of
the microwave current density for the antenna shown in {C). It was calculated by assuming a
uniform current density across each branch of the meander. (E} Sketch of the operating principle of

propagating spin wave spectroscopy.

www.sciencemag.org SCIENCE VOL 322

Next, we proceeded to transmission measure-
menis with a de current. Figure 3A shows the
imaginary part of the forward and reverse mu-
tual inductances AL, and AL, measured for
the w =2 pm,  ~ 0.8 pym sample upon injecting
Ije = +6 mA through the strip. The curves are
shifted horizontally with respect to each other:
The blue curve [/m{AL,5)]. which corresponds
10 spin waves traveling in the same direction as
the electron flow (Fig. 3A, inset), is shified about
18 MHz higher in frequency than the red curve
[#m{AL3; )], which accounts for spin waves trav-
eling against the electron flow. When the polarity
of the dc current is reversed (Fig. 3B), it is the
ted curve [Im(ALs, )], now corresponding to spin
waves propagating along the electron flow, that
is shifted about 18.5 MHz higher in frequency
than the blue one. These observations were re-
produced on all four samples, for different values
of the dc current and for different values of the
applied field (/5). We also verified that the po-
larity of Hy has no influence on the effect. To
quantitatively compare these results, we plotied
the measured frequency shifts Af normalized by
the wave vector ky versus the electrical current
density J (Fig. 3C). Aside from the data points
comesponding to the highest current densities,
we recognize a clear linear dependence in
agreement with the STT Doppler shift. Upstream
and downstream spin waves are Doppler-shifted
in opposite ways so that the measured frequency
shift Afis two times the Afsrr of Eq. 1. From the
slope of the line shown in Fig. 3C, the spin
polarization of the current in our permalloy film
is estimated 1o be P = 0.5 + 0.05 (/5), which
indicates that the electrical current is mostly
carried by the majority spins. The order of mag-
nitude is consistent with the previous estimates
derived from a detailed modeling of the low-
temperature magnetoresistance of spin valves
containing permalloy layers (P= 0.6 1o 0.8) (23)
and of the residual resistivity of bulk dilute
alloys (P = 0.8 10 0.95) (24).

These results can be examined within the
two-current model for which P = pJ—pl, where
the resistivities p, for the mnjanty and p, for
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the minority spin channels are determined by
adding the contributions from the different
sources of electron scattering (24). For bulk

Fig. 2. Characterization of the
spin wave signals in the ab-
sence of dc current. (A) Self-
inductance measurement for a
A = L6-um antenna coupled
to at = 20-nm, w = Bum
permalloy strip subjected to a
HoHp = 0993 T field. (Left)
Magnetic field dependence
of the main resonance fre-
quency. The continuous line
was calculated with the disper-
sion of MSFVW (SOM text)
(15). (Right) Frequency depen-
dence of the frequency-swept
linewidth (FWHM) of the main
resonance. The continuous line
was calculated by adding the
intrinsic Gilbert contribution
(15) to the inhomogeneous
broadening because of the
finite wave vector spreading
of the excitation (Fig. 1D). (B)
Mutual inductance measure-
ments for the same experimen-
tal conditions (D = 8.7 pm).
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channel but differ substantially for the minority
channel (23), this type of scattering is strongly
spin-polarized in Ni-Fe (p; ~ 100 microhm ¢m >>
pt) (26), which explains the very high value of
P measured in these conditions (24). We estimate
that several other sources of scattering contrib-
uted to the 30-microhm-cm room-temperature
resistivity of our 20-nm polycrystalline film
(to be compared with the residual resistivity
4 microhm cm of bulk permalloy): phonons and
magnons (24), spin-mixing processes (24, 26),
grain boundaries, and film surfaces (27). This
could explain the quantitative differences be-
tween our value of P and the previous estimates
(23, 24). Our experimental conditions were very
close to those used to observe current-induced
domain-wall motion (7, &, 2§), and so the po-
larization we measured is probably the most
relevant in this context. The deviations from the
linear dependence of Af7k versus J observed in
Fig. 3C for current densities |J] > 1.2 10" Am™
could reflect the enhancement of magnon and
phonon scattering (24) due to a sizable Joule
heating (AT ~ 100 K for the w = 3.5qum sample
under |J] = 1.7 10" A m™2, as estimated from
the changes of the strip resistance and resonance
frequency) (15). In line with these observations,
a systematic study of the dependence of the
Doppler shift on temperature, film thickness, and
material microstructure could help to elucidate the
scattering mechanisms that govem the adiabatic
spin transfer in vanous materials. Spin waves
could also be used to test the existence of the
controversial nonadiabatic term of STT (8, 12-14).
Such a term would result in a simple change of
the propagating attenuation of the spin waves,
which could be accessed by improving the am-
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Fig. 3. Influence of a dc current on the spin wave propagation. (A) Mutual-
inductance measurement in the presence of a / = +6 mA dc current for the w=2 um,
A = 0.8 um sample under pgHp = 1.029 T. ALy, is shown as a red curve and
corresponds to spin waves propagating from antenna 1 to antenna 2. Al is
shown as a blue curve and corresponds to spin waves propagating from antenna
. 2 to antenna 1. The orientations of the spin wave wave vector and of the electron
flow are shown in the inset. The measured frequency shift Af is indicated on the
graph. For clarity, only the imaginary part and only the frequency range
corresponding to the main peak (k = ky,) are shown. (B) /4, for / =—6 mA. (O

Experimental k-normalized frequency shifts versus current density. The data has
been collected on four different devices and, in most cases, for two different magnetic fields (so that the main resonance falls in the ranges of 3 to 4 GHz and 4 to 7 GHz).
The linear fit was performed in the range IJl < 1.2 10 A m™. P was determined with Eq. 1 and a product Mt, which was deduced from the resonance data (15).
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plitude stability of the PSWS experiment. Such
studies could help to promote a fundamental un-
derstanding of spin-polarized transport in various
itinerant ferromagnets, in that spin waves provide
both a well-defined inhomogeneous magnetiza-
tion configuration for performing spin transfer
and an accurate probe with which to measure it.
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Complex Patterning by Vertical
Interchange Atom Manipulation
Using Atomic Force Microscopy

Yoshiaki Sugimoto,” Pablo Pou,” Oscar Custance,* Pavel Jelinek,’

Masayuki Abe,* Ruben Perez,” Seizo Morita®

The ability to incorporate individual atoms in a surface following predetermined arrangements
may bring future atom-based technological enterprises closer to reality. Here, we report the
assembling of complex atomic patterns at room temperature by the vertical interchange of
atoms between the tip apex of an atomic force microscope and a semiconductor surface.

At variance with previous methods, these manipulations were produced by exploring the
repulsive part of the short-range chemical interaction between the closest tip-surface atoms.
By using first-principles calculations, we clarified the basic mechanisms behind the vertical
interchange of atoms, characterizing the key atomistic processes involved and estimating

the magnitude of the energy barriers between the relevant atomic configurations that leads

to these manipulations.

canning tunneling microscopy (STM)
has proven to be the method of excel-
lence for creating nanostructures on sur-
faces, manipulating atoms and molecules one
at a time (/-3). A new panorama has recently
been opened by the capability of atomic force
microscopy (AFM) to create similar nanostruc-
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tures atom by atom (4) and to quantify the
forces involved in these lateral manipulations
(3, 6).

When exploring a surface with these scan-
ning probe methods, the apex of the probe can
be contaminated with atomic species present
at the surface (7) by picking up atoms in ac-
cidental or intended mechanical contacts with
the surface. Advantage could be taken of this
situation, and an atomic version of the dip-pen
nanolithography (&) may be implemented: Atoms
wetting the tip apex could be individually de-
posited to write pattems at heterogeneous sur-
faces. We provide evidence that such an atomic
pen can be implemented by using AFM.

We performed the AFM experiments (9) in
dynamic mode under the frequency modulation
detection scheme (/0), keeping the cantilever

VOL 322

oscillation amplitude constant. Commercial silicon
cantilevers, which have very sharp tips at their
free ends, were used to image the Sn/Si(111) —
(v/3 x +/3)R30° surface (/) by detecting the
short-range chemical interaction force between
the closest tip and surface atoms (9).

The inset of Fig. 1A shows topographic im-
ages of a single atomic layer of tin (Sn) atoms,
which appear as bright protrusions, grown over
a silicon (111) single-crystal substrate. Among
the atomic defects this surface exhibits (/7), the
most representative ones are substitutional sil-
icon (Si) atoms (/2) at the perfect Sn atomic
layer, and these appear as protrusions with
diminished contrast. We have observed that
these Si defects can be vertically manipulated
during force spectroscopy (13, 14) experiments.
After imaging the surface and positioning the
AFM tip with a lateral precision better than
#).1 A (15) over the topmost part of the marked
Si atom, we moved the sample toward the os-
cillating AFM probe. At a given tip-surface
distance, an instability in the frequency shift
occurs, as highlighted by the arrow in the graph.
In an image taken after the sample was retracted,
the Si atom was no longer visible, and a Sn
atom was found to occupy the corresponding
lattice position instead (Fig. 1A, bottom right
inset). One hypothesis to explain this event is
that the Si atom at the surface has been replaced
by a Sn atom originally located at the tip apex, as
sketched out by the illustration in Fig. 1A. The
same procedure can be consecutively applied to
the freshly deposited Sn atom (marked with a
circle in Fig. 1B, left inset), resulting in the
replacement of this surface atom by a Si atom
coming from the tip and in a parial loss of
atomic contrast (Fig. 1B, bottom right inset).
Because all the images shown in Fig. 1 were
acquired under the same experimental parameters,
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this contrast change should correspond to a
modification of the tip apex (fig. S4) (¥). This
tip modification is, however, not imeversible. By
scanning aside a region that neighbors the
imaged area at vertical distances slightly closer
to the surface than that used for imaging, we
recovered good atomic contrast again for most of
the test performed (fig. S1) and were able to
repeat these manipulation processes multiple
times (fig. S2). Dissipation signals (/6) of up
to 1.2 eV per cycle accompanied these atomic
interchanges between the tip and surface (fig.
S1). Although the vertical manipulations described
here were performed at room temperature, they
have also been accomplished at low temperature
(80 K).

This vertical interchange of strongly bound
atoms between the tip and the surface differs
from methods previously reported using STM,
in which an atom weakly bonded on a metallic
surface can be reversibly transferred between the
tip and the surface by applying an appropriate
bias voltage (/7). It also diverges from other meth-
ods of controlled atom manipulations recently
achieved with AFM (4-6) that make use of the
attractive part of the tip-surface interaction to
laterally manipulate atoms without any active
participation of the tip, which is only used to
tune the interaction of the manipulated atom
with the surface. In contrast, the mechanism
of the manipulations reported here is based on
a process in which the vertical interchange of
atoms is controlled by the mechanical proper-
ties of a hybrid tip-surface structure formed in
the repulsive regime of the tip-surface interac-
tion force.

Although imaging and manipulation in the
attractive regime involve mainly the bonding
interaction between the closest tip-surface atoms,
in the repulsive regime a larger contact involv-
ing several atoms is expected, leading to a very
complex energy landscape. The structure of the
contact at the closest approach determines the
most likely outcome among the different com-
peting processes: atom interchange, atom trans-

Fig. 1. Altemate vertical interchange atom ma-
nipulations. (A) Frequency shift (Af) signal upon
approach (black) and retraction (red) of the tip
over the Si atom marked with a white circle in
the left inset image. In a consecutive topographic
image to the curve acquisition (bottom right
inset), a 5n atom appears at the same surface
location instead. The Si atom was replaced by a
Sn atom coming from the tip (Sn deposition). (B)
Frequency shift signal upon approach (black)
and retraction (red) of the tip above the Sn atom
deposited in (A), pointed out by a black circle
(left inset). After the curve acquisition, the re-
placement of this Sn atom by a Si atom coming

from the tip (Si deposition) and a partial loss of atomic contrast are obtained
(bottom right inset). For comparison with other curves, the normalized fre-
quency shift (y) (19) is displayed in the vertical axis on the right. The black
arrows in the plots indicate instabilities representative of the corresponding
concerted vertical interchange of atoms between the tip and surface. The
origin of the horizontal axes denotes the point of maximum proximity between

fer to the tip, or deposition of tip atoms when
the tip is pulled out from the surface. However,
the reproducibility of the vertical atomic inter-
change and the resemblance of recorded frequency
shift and force curves in expenments performed
with different tips (figs. 51 and S2) point towand
a common basic microscopic mechanism.

To characterize the atomistic processes, we
performed simulations of the tip-surface approach
and retraction events. These simulations (¥) are
based on density functional theory first-principles
calculations implemented with a local orbital
basis using the FIREBALL code (/8). To model
the experimental tip apex, we considered a rigid
tip (Fig. 2B) on which only the two atoms in the
dimer defining the apex were allowed to relax
upon interaction with the surface. We imposed
this constraint on the tip model in order to sim-
plify the complex configuration space associated
with the tip mechanical response,

Figure 2A illustrates, using the total energy,
the evolution of the system during an altemate
deposition of a Sn atom (solid lines) and Si atom
(dashed lines); the most relevant atomic config-
urations during both processes are depicted in
Fig. 2B. For the Sn deposition, the system fol-
lows branch A (squares), starting at A, where
there is no substantial interaction, and enters the
attractive regime as the tip approaches the sur-
face. At Ay, the system is near the total energy
minima, and further tip-surface approach leads to
a repulsive force that increases up to structure
A, in which the atoms are considerably com-
pressed but still keep their original bonding
topology. Upon retraction from any tip-surface
distance larger than the one comresponding to
Ay, the system follows the same energy curve
back to the original structure A ;. Approaching the
tip beyond A;, the system undergoes a discontin-
uous jump to a new energy branch B (tnangles)
with a substantially different bonding topology
(Fig. 2B, image B,). During further approach and
consecutive retraction, the system follows this
energy branch up to B,, where a jump takes it to
another energy solution [branch C (circles)], lead-
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ing to the bonding topology (structure C5) and
the atomic interchange. The Si deposition case
presents the same basic features. During approach,
the system follows the C branch until reaching
C3, where it jumps to branch D (pentagons). Re-
traction from any distance along the D branch
after this jump leads to a new jump from D, 10
A; and to the atom interchange. Comparing the
two deposition cases, although the atomistic de-
tails are slightly different, overall the atom inter-
change mechanism seems to be the same. The
key step in these processes is to reach the dimer-
like structure shown in By and Dy, In these atomic
configurations, the outermost atom of the tip and
the atom at the surface now have an equal num-
ber of bonds with the surrounding atoms, losing
their association as being part of the tip or the
surface. Our simulations confirm that the dimer
structure that minimizes the stored elastic energy
under compression is the lowest energy configu-
ration for other tip-surface orientations and even
for different tip structures.

The energy landscape of these atomic inter-
actions sheds light on some of the features ob-
served in the associated experimental curves.
The frequency shift signals (Fig. 1) display a
shoulder at closer tip-surface distances that
develops into a double well structure in the cor-
responding short-range chemical interaction
forces (figs. S1 and S2), in contrast to canonical
force spectroscopy curves that for this system
can be found in figures 3 and 5 of (/2). The
presence of several possible pathways in either a
Sn or a Si deposition manifests in different solu-
tions of the tip-surface interaction force. How-
ever, because the frequency shift is proportional
to a weighted average of the tip-surface inter-
action force over one oscillation cycle (19, 20),
the existence of these pathways is blurred (/6)
in the frequency shift and thus in the short-range
chemical interaction force derived from it. Both
the frequency shift and the obtained interaction force
should not a priori bear information about non-
conservative tip-surface interactions (19, 21, 22)
that lead to a dissipation of energy from the

0k

2t B

=i §

— Approach — Retracton

YNy m]

Tip-sample relative displacement [A]

the tip and sample; this criterion was adopted for all the experimental curves
shown in this work. The illustrations are representations of the corresponding
vertical atomic interchange, with yellow and gray spheres symbolizing Sn and
Si atoms, respectively; they do not bear any realistic information about the tip-
apex structure or composition. For the acquisition parameters and analysis of
the short-range forces associated with these manipulations, see fig. S1.
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cantilever oscillation (16, 23, 24). The energy
bamiers between branches as a function of the
tip-surface distance dictate where the system
jumps during either approach or retraction and
thus determine the details of both frequency
shift and force curves (fig. S3) (9). The shoulder
in the frequency shifi curves, the double-well
structure in the short-range chemical forces, and
the energy dissipation indicate that the systemis
evolving between two different bonding con-
figurations during an approach-and-retraction
cyele. These configurations must be stable enough
to be reproduced over multiple approach-and-
retraction cycles of the oscillating tip at the closest
tip-surface distances.

These vertical interchange atomic manipu-
lations require a tip rigid enough to endure high
loads over the repulsive part of the short-range
chemical interaction without undergoing major
structural modifications, which is the norm un-
der these conditions. We have found tips that can
alternatively deposit Sn and Si atoms (Fig. | and
fig. S2), others that can just deposit Sn atoms
(fig. 55) (¥), and some tips that only deposit Si
atoms. We have not been able to develop a sys-
tematic way of producing such tips yet, and
success in identifying them relies on making a
number of gentle tip-surface contacts using the
same cantilever over different measurement ses-
stons. From our extensive force spectroscopy ex-
periments on this surface (/4), we have found
that 29% of the tips produced vertical inter-

change atom manipulation, being almost equally
probable to find tips producing either Si depo-
sition or alternate deposition of Sn and Si atoms
and less probable to have a tip depositing only
Sn atoms. Once an atom exchanging tip is found,
it is possible to perform the manipulations in a
reproducible way, Figure 3 illustrates an exam-
ple of the creation of complex atomic pattems
by successively depositing individual Si atoms
coming from the tip in processes similar fo the
one shown in Fig. 1B. The tip used to create
these atomic patterns was only able to deposit Si
atoms (Figs. 3B 1o 3M). Thus, to put aside the
Si defect beside the *i" character in Fig, 3M,
several in-plane lateral interchange manipulation
steps performed as described in (4) (fig. S7)
were successively applied. In contrast to previous
atomic assemblies based on lateral atom manip-
ulation with AFM (4), this vertical manipula-
tion method reduces by almost a factor of 10
the time needed to create similar atomic patiems:
it took us only 1.5 hours of mostly imaging time
to build the structures shown in Fig. 3.

The creation of these atomic patterns must in-
volve not only the repeated interchange of atoms
between the tip and surface but also diffusion and
segregation processes at the tip apex to guarantee
the presence of the required chemical species in
the appropriate atomic arrangement. The simula-
tion of the whole process is far beyond the capa-
bilities of current first-principles methods, yet
insights into the influence of the tip mechanical

Fig. 2. First-principles simulations 20
of vertical interchange atom ma- A 1.5
nipulation proceses. (A) Evolution |
of the total energy upon two con- 1.0
secutive approach-and-retraction o 05k
cydes using a model rigid tip (only & |
the two atoms in the dimer defining & 0.0}
the apex are allowed to relax) over 2 |
the same location of asn/Si(111) — |
(+/3 = +/3)R30° surface, which -1.0
results in the alternate deposition 45k
of a Sn atom [first cycle (contin- E

: ' ' { €

REPORTS I

response can be gained just by approaching our
initial tip model with a more realistic situation.
To this end, we have allowed the four outermost
atoms of the tip apex to relax. This option con-
siderably enlarges the configuration space with
processes including tip modifications and extrac-
tion of atoms from the swrface (fig. 56) (9) that
lead the system to a final state of energy higher
than that for the vertical atomic interchange. Al-
though at room temperature thermodynamics
would favor the lowest energy final configura-
tions, the feasibility of the process is controlled
by the energy bamiers among the different local
minima. Figure 4A depicts the energy for an
approach (squares) and retraction (triangles) cycle
over a 5i atom resulting in a tip change, in which
the Sn atom at the apex is deposited over the sur-
face atoms. Upon retraction, the system crosses
an energy branch (circles) that corresponds o a
tip retraction in which the surface Si atom is
located at the dimer structure forming the tip
apex and the tip Sn atom is now at the surface in
a vertical atomic interchange similar to the one
shown in Fig. 1A, Using the nudge elastic band
method (25), we studied the transition between
two atomic configurations very close in energy
(points a and B) belonging to these two different
energy solutions: The starting atomic amange-
ment (@) is a dimer-like configuration in which
both atoms have lost their association as being
part of the tip or the surface; the final state (B) is
the deposition of the Sn atom. We found that

Aq

uous lines)] and a Si atom [second
cycle (dashed lines)], respectively.
Upon increasing the load of the
tip apex over the surface and con-
secutive retraction, atoms at both
the tip and surface undergo a
series of structural relaxations that
manifest in jumps between differ-
ent solutions that correspond to
local energy minima. (B and C)
Atomic configurations associated
with the transitions between ener-
gy branches labeled in (A) showing
the most relevant atomistic details
involved in the concerted vertical
interchange of atoms between the
tip and surface. A detail of the
bonding configuration evolution
within the dashed line rectangles
displayed in A; and C; of (B) is
shown in (C).
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Fig. 3. Complex atomic
patterning by wertical
interchange atom ma-
nipulation at room tem-
perature. (A) Nllustration
denoting the concerted
vertical interchange of
atoms between the tip
and surface. (B to M)
Series of topographic
images showing the cre-
ation of atomic patterns
displaying the symbol of
silicon. These patterns
were constructed by the
successive substitution
of Sn atoms at the sur-
face one atom at a time
with Si atoms coming
from the tip. (N) lllustra-
tion denoting the con-
certed lateral interchange
of surface atoms. (0) The
5i atom adjacent to the
“i" character in (M) was
relocated to a nearby
position in several in-
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plane lateral interchange atom-manipulation (4) events similar to the one depicted in fig. 57 (9). Acquisition parameters were a cantilever first mechanical resonant
frequency of 193744.2 Hz, cantilever oscillation amplitude of 226 A, and cantilever static stiffness of 48.8 N/m, with imaging Af set point values between —5.5 Hz

and —6.6 Hz.
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there is an energy bamier of 0.4 eV for the
transition between these two configurations (Fig.
4B), which corresponds to the breaking of the
remaining bond of the Si atom with the surface
and the formation of a second bond of the Sn
atom with the surface (Fig. 4C, images 4 to 6).
This relatively small energy bamier does not pre-
vent the process from taking place at room tem-
perature, accounting as well for the presence
of a considerable dissipation signal (fig. S1) at
the closest tip-surface distances (16, 23, 24).
Therefore, in the experiments it is not necessary
to reach the high loads predicted in Fig. 2 for
the atomic interchange taking place; just by ex-
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Fig. 4. Typical energy barriers in-
volved in the concerted vertical inter-
change of atoms between the tip
and surface. (A) Total energy so-
lutions (squares and triangles) for a
tipsurface approach-and-retraction
cycle over a 5i atom producing a tip
modification in which the Sn atom
at the apex is lost and left on the
surface. The energy solution upon
retraction (triangles) crosses an en-
ergy branch (dircles) that would
result in the concerted vertical in-
terchange of these atoms. (B) Tran-
siion energy between two atomic

configurations close in total energy labeled as a and [3 in (A). Energy barriers of a magnitude
similar to the one shown in (B) can be easily overcome by atomic thermal fluctuations at room
temperature. The atomic configurations corresponding to the points marked in (A) and (B)
are displayed on the right. (C) Details of the bonding configurations, reaction coordinate (9)

in (B), through the minimum energy path for the transition from state « to state j. The area
displayed matches the dashed-line rectangles shown on the images on the right.

ploring tip-surface distances close to the location
of the repulsive zero short-range force (near the
crossing point of the different energy branches
available for the system), we are very likely to
obtain a thermally activated vertical interchange
atom manipulation.

The results reported here provide evidence
that AFM can be used for the controlled depo-
sition of individual atoms in semiconductor sur-
faces with the possibility of patterning complex
atomic structures. Although our results focus on
the Sn/Si system, we have found these vertical
interchange atomic manipulations in other semi-
conductor surfaces (fig. S8). This manipulation

technique may pave the way toward selective
semiconductor doping (26), practical implemen-
tation of quantum computing (27), or atomic-based
spintronics (28). The possibility of combining
sophisticated vertical and lateral atom manipu-
lations (4, 6) with the capability of AFM for
single-atom chemical identification (/4) may
bring closer the advent of future atomic-level
applications, even at room temperature.
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Catalytic Conversion of Biomass
to Monofunctional Hydrocarbons
and Targeted Liquid-Fuel Classes

Edward L. Kunkes, Dante A. Simonetti, Ryan M. West, Juan Carlos Serrano-Ruiz,

Christian A. Gartner, James A. Dumesic*

It is imperative to develop more efficient processes for conversion of biomass to liquid fuels,
such that the cost of these fuels would be competitive with the cost of fuels derived from
petroleum. We report a catalytic approach for the conversion of carbohydrates to specific classes
of hydrocarbons for use as liquid transportation fuels, based on the integration of several flow
reactors operated in a cascade mode, where the effluent from the one reactor is simply fed to
the next reactor. This approach can be tuned for production of branched hydrocarbons and
aromatic compounds in gasoline, or longer-chain, less highly branched hydrocarbons in diesel
and jet fuels. The liquid organic effluent from the first flow reactor contains monofunctional
compounds, such as alcohols, ketones, carboxylic acids, and heterocycles, that can also be used
to provide reactive intermediates for fine chemicals and polymers markets.

iminishing petroleum reserves and grow-
Ding concems about global climate change

necessitate the development of fuel pro-
duction pathways based on renewable resources,
such as biomass-derived carbohydrates. The con-
version of biomass-derived carbohydrates to liquid
transportation fuels requires removal of most, or
all, of the oxygen atoms in the reactants to form
molecules having desirable properties for com-
bustion. To produce nonoxygenated liquid fuels,
this removal of oxygen must be accompanied by
isomerization to form branched hydrocarbons for
gasoling, and/or by C-C coupling reactions to in-
crease the molecular weight for diesel and jet
fuels. We have previously outlined a strategy
involving dehydration of sugars (e.g., fructose)
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over acid catalysts to form furan denivatives (e.g.,
hydroxymethylfurfural, HMF) that can subse-
quently undergo aldol condensation with ketones
(e.g., acetone), followed by hydrodeoxygenation
to form Cy to C, 5 alkanes for use in diesel and jet
fuels (7, 2). Here, we outline a strategy that be-
gins the oxygen-removal process by converting
sugars and polyols over a Pt-Re catalyst to form
primarily hydrophobic alcohols, ketones, carbox-
ylic acids, and heterocyelic compounds (Fig. 1).
This process can be used to produce ketones for
C-C coupling with HMF, thereby replacing the
acetone in our previous process with ketones
derived directly from biomass. This altemative
process does not require the separate formation of
HMF, because we demonstrate that the ketones
produced can undergo self-coupling reactions. In
addition, this process provides a route to highly
branched alkanes and olefins, as well as alkylated
aromatics, these compounds being high-octane
components of gasoline (3, 4). Moreover, inter-

VOL 322

mediate compounds formed during the conversion
of biomass-derived carbohydrates to liquid trans-
portation fuels can serve as valuable compounds
for the chemical and polymer indusiries.

The conversion of carbohvdrates over metal
catalysts proceeds via reaction pathways involving
C-C and C-O bond scission (5, 6). High rates of
C-C cleavage lead to the formation of CO, CO»,
and H, (denoted as “reforming”), whereas high
rates of C-0O cleavage produce alkanes (5, 6). Our
approach here is to achieve controlled rates of
C-C and C-O cleavage, leading to the formation
of monofunctional hydrocarbons. This behavior
is analogous to achieving selective hydrogena-
tion of acetylene to ethylene, without undergoing
further reaction to form ethane over metal cata-
lysts (7), where strongly adsorbed reactants
preferentially occupy surface sites compared to
more weakly adsorbed reaction intermediates,
thus allowing the production of these reaction
intermediates with high yield.

In the initial step of our process, a fraction of
the polyol or sugar feed is reformed over Pt-Re/C
to supply the hydrogen required to partially de-
oxygenate the remainder of the feed to mono-
functional hydrocarbons, Endothermic reforming
reactions are balanced with exothermic deoxy-
genation reactions in the same reactor, such that
the overall conversion is mildly exothermic and
more than 90% of the energy content of the
polyol or sugar feed is retained in the reaction
products. As outlined schematically in Fig. 1 for
a polyol feed, we propose that reforming reac-
tions involve adsorption and dehydrogenation of
the polyol, followed by C-C cleavage, leading to
CO adsorbed on the catalyst surface, which reacts
with water to produce H, and CO; by the water—
gas shift reaction. (This production of CO, is
required for the overall conversion of polyols to
monofunctional hydrocarbons, because a fraction
of the polyol feed must be converted to H; and
CO; to generate the hydrogen required for de-
oxygenation reactions.) Adsorbed polyol species
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can also undergo C-O bond cleavage to form
surface intermediates with lower susceptibility
toward reforming reactions and with lower bind-
ing energies on the surface, facilitating desorption
and resulting in the formation of alcohols and
ketones, carboxylic acids (following OH migra-
tion analogous to the benzilic acid reammange-
ment), and heterocyclic compounds (following
intramolecular dehydration). These monofunc-
tional hydrocarbons can undergo further conver-
sion to alkanes.

Results from density functional theory calcu-
lations suggest that cleavage of C-C bonds on
Pt for an oxygenated hydrocarbon takes place
through transition states that have lower energy
and that are more dehydrogenated compared to
transition states for cleavage of C-0O bonds (§),
suggesting that C-O cleavage should be favored
versus C-C cleavage by operating at reaction con-
ditions in which the surface is highly covered by
strongly adsorbed species, such as adsorbed CO
and highly oxygenated reaction intermediates (8).
Furthermore, Re has been shown to promote the
rate of C-O hydrogenolysis reactions for oxy-
genated hydrocarbons (9). Because the binding
energies of oxygen atoms and hydroxyl groups are
stronger on Re than on Pt (10), the effects of Re
in Pt-Re/C catalysts may be mediated by the
presence of oxygen and/or hydroxyl groups
associated with Re atoms on the surface of
Pt-Re alloy particles.

The primary biomass-derived reactants ad-
dressed in this work are glucose and sorbitol, the

Fig. 1. Schematic rep-
resentation of reactor se-
quence used to generate

latter of which can be formed in nearly 100%
yield by hydrogenation of glucose (11). Glucose
can be derived from the acid hydrolysis of cel-
lulose (/2), the most abundant carbohydrate
found in nature, or obtained more directly from
edible crops such as sugar cane (with cellulose
being the most desirable long-term source of
sugar). We show here that sorbitol and glucose
can be converted over a carbon-supported Pt-Re
catalyst at temperatures near 500 K io a hydro-
phobic organic liquid containing alcohols, ketones,
carboxylic acids, and alkanes containing four,
five, or six carbon atoms, as well as heterocyclic
tetrahydrofuran and tetrahydropyran compounds
(Fig. 1). Biomass can also be converted to fuels
and chemicals by pyrolysis at high temperatures
(=770 K) to form a liquid product commonly
referred to as “bio-oil,” followed by upgrading to
naphtha-like products or conversion to synthesis
gas or H; (13, 14). Whereas bio-oil from pyrolysis
is a complex mixture of more than 300 highly
oxygenated compounds and can contain up to 50
weight percent (wi %) water (13, 14), the liquid
product from catalytic conversion of sorbitol or
glucose over Pt-Re/C contains a well-defined mix-
ture of hydrophobic species. Moreover, we have
demonstrated additional catalytic processes to
convert the carbohydrate-derived organic liguid
stream to liquid alkanes, olefins, and/or aromatics
with molecular weights and structures appropriate
for use as transportation fuels. An advantage of
this approach is the removal in the first catalytic
step of more than 80% of the oxygen contained in

C4Cyz

the carbohydrate, allowing subsequent upgrading
processes to operate at reduced capacity and with
increased efficiency (/13).

Figure 2 and Table | show the effects of tem-
perature, pressure, and space velocity on the
selectivities and carbon distributions, respective-
ly, for conversion of a 60 wt % sorbitol in water
solution over a 10 wt % Pt-Re (1:1)/C catalyst.
Increasing the pressure from 18 to 27 bar at
483 K results in a shift of the effluent carbon
from agueous-phase species to organic-phase spe-
cies (Table 1). Increasing the pressure at 503 K
results in a shift from aqueous-phase species to
gaseous species, whereas pressure has a negligi-
ble effect at 523 K on the carbon distribution
(Table 1). The production of alkanes increases at
the expense of oxygenated species as pressure
increases at constant temperature, and raising the
temperature at constant pressure leads to an in-
crease in the production of alkanes and a decrease
in high molecular weight oxygenates (Fig. 2A).
An increase in the space velocity from 0.60 to
1.2 hours™" at constant temperature and pressure
causes an increase in production of organic-phase
species at the expense of gaseous products (Fig. 2B
and Table 1), and more specifically, an increase
in the yield of ketones, alcohols, and acids, with a
concurrent reduction in alkane vield. A further
increase of space velocity to 2.4 hours " shifts the
carbon distribution toward aqueous-phase oxy-
genates. All reaction conditions were tested for at
least 24 hours time-on-stream, and the carbon
balances closed to within 10%. At 503 K and 18

monofunctional organic ?_Io'-:j Hy, ';Lﬂht Light
compounds from catalyt- _ar i iy __ Hydrocarbons
ic processing of sorbitol & Polvol H,, Light —— =]
or glucose, providing a o Hydrocarbons flmm;:;::5
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bar, Pt-Re/C showed excellent stability for longer
than 1 month time-on-stream. This organic liquid
product stream, designated as Sorb_503 18, was
used for subsequent catalytic processing.

If the rates of reforming and deoxygenation
reactions are balanced such that all of the H,
produced by reforming is utilized by deoxygen-
ated reactions, then the maximum carbon con-
version to Sorb 503 18 would be equal to 75%,
with the remainder of the carbon being converted
to CO; (16). The actual conversion of the carbon
in sorbitol to Sorb_503 18 is 52%, comresponding
to a yield of 70% of the maximum value. Devia-
tions from the maximum yield result from the
production of CO- associated with excess hydro-
gen, and the formation of gas-phase alkanes. The
aforementioned yield corresponds to the produc-
tion of 1 kg of Sorb 503 18 for every 3.5 kg of
sorbitol. If Sorb 503 18 is converted into alkane-
based fuels, then these fuels would retain 65% of
the energy content of the sorbitol feed (76).

We have explored catalvtic processes to
produce transportation fuel components from the
organic liquid effluent produced by conversion of
sorbitol over Pt-Re/C (16). (The chemistries in-
volved in these catalytic upgrading steps are
outlined in the supporting online material.) For
example, with respect to gasoline components,
we have shown that the organic liquid produced
from sorbitol can be converted to aromatic com-
pounds by first hydrogenating the ketones to
alcohols (at 433 K and 55 bar H, pressure over
5 wt % RwC), and then heating to 673 K at
atmospheric pressure over H-ZSM-5 (17). Ofthe
carbon in the sorbitol-derived organic phase, 25%
and 29% is converted to paraffins and olefins
containing three and four carbon atoms, respec-
tively, whereas 38% of the carbon is converted to
aromatic species (Fig. 3A). Of this aromatic
fraction, 12% (5% of total) is converted to
benzene, 37% (14% of the total) is converted to
toluene, and 30% (11% of the total) is converted
to a C; benzene (a benzene with two additional

A 100

Carbon Selectivity (%)

Reaction Conditions

Fig. 2. Carbon selectivities for the conversion of sorbitol over Pt-Re/C. (A)
Carbon selectivities at pressures between 18 and 27 bar and temperatures
between 483 and 523 K. (B) Carbon selectivities at feed flow rates between

www.sciencemag.org SCIENCE

carbon atom substituents such as xylenes or ethyl
benzene). The remaining 22% of the aromatic
fraction (8% of the total) is split between Cs to Cg
substituted benzene. Overall, 40% of the carbon in
the Sorb 503 18 feed is converted into Cg, fuel-
grade components. In addition, we have shown that
gasoline components can be produced by dehyidra-
tion of secondary pentanols and hexanols (such as
the ones present in hydrogenated Sorb 503 18)
over an acidic niobia catalyst to form branched Cy
to Cg olefins, and also by oligomerization of these
olefins combined with cracking reactions over H-
Z5M-5 to form a distrbution of branched olefins
centered at Cy;. The overall process converts 50%%
of the carbon present in the secondary alcohols into
fuel-grade components.

Table 1. Molar carbon distributions (mol %) for t
varying process conditions.

REPORTS I

Diesel and jet fuels are composed primarily of
hydrocarbons containing carbon atoms linearly
arranged to achieve high cetane numbers, whereas
gasoline typically contains more highly branched
hydrocarbons and aromatic compounds having
high octane numbers (3, 4). The heterocyclic
compounds present in Sorb_503 18 serve directly
as high-octane additives in gasoline (4, 18, 19). To
produce Cg to C,; compounds that contain pri-
marily a single carbon branch and are suitable for
conversion to diesel-fuel components, we passed
Sorb 503 18 in the presence of Hs over a bi-
functional CuMg;pAl;O; catalyst to achieve C-C
coupling of the Cy4 to Cg ketones and secondary
alcohols by aldol condensation [at 573 K and 5 bar
pressure with 20 em(STP) min ' Ha co-feed,

he conversion of sorbitol over 10 wt % Pt-Re/C at

Temperature and pressure study*

523 K 18 bar 27 bar

% Gas 53 54

% Organic 43 44

% Agueous 4 2

503 K 18 bar 27 bar

% Gas 36 49

% Organic 52 48

% Agueous 12 4

483 K 18 bar 27 bar

% Gas 26 30

% Organic 46 57

% Agueous 29 13
Space velocity study'

503 K, 27 bar 0.6 hours™* 1.2 hours™ 2.4 hours™*

% Gas 49 33 28

% Organic 48 60 49

%% Agqueous 4 7 24

*Three grams of 10 wt % Pt-Re/C catalyst with an atomic PtRe ra
0.04 em® min™ (weight hourly space velodity of 0.6 hours™).

tio of 1:1 was used with a 60 wt % sorbitol feed at a flow rate of
tFeed flow rates from 0.04 to 0.16 o’ min™" {weight hourly

space velocities from 0.6-2.4 hours™) were used with 3.0 g of 10 wt % Pt-Re/C catalyst with an atomic Pt:Re ratio of 1:1.

Carbon Selectivity (%)

VOL 322

os

12
WHSV (h™)

0.04 and 0.16 cm® min~ (weight hourly space velocities between 0.60 and
2.4 hours™) at 27 bar and 503 K. HCCs: heterocydic hydrocarbon species
such as tetrahydrofurans and tetrahydropyrans.
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giving a weight hourly space velocity of feed
equal to 04 hours '] (20, 2). At these reaction
conditions, two-ketones undergo self-aldol con-
densation or crossed aldol condensation with
three-ketones, and primary alcohols are oxidized
to aldehydes, which in tum undergo crossed aldol
condensation with ketones (22, 23). Self-aldol
condensation of three-ketones takes place at a
slower rate because of steric and electronic effects
(24). The small amounts of organic acids and
esters in Sorb 503 18 cause deactivation of the
basic Mg, pAl;O, catalyst (25). Thus, before
condensation, Sorb_503 18 was refluxed with a
20 wt % NaOH solution at 343 K and atmospheric
pressure to hydrolyze the esters and neutralize the
organic acids.

Figure 3B shows the product distribution fol-
lowing aldol condensation over the CuMg; Al O,
catalyst. Light species containing between four
and six carbon atoms and one or no oxygen
atoms (Cy to Cg) constitute 55% of the carbon in
the products, caused primarily by the low re-
activity toward condensation of three-ketones
(26). These light species contain C,4 alcohols (3%
of total carbon) and heterocyclic compounds
(substituted tetrahydrofurans and tetrahydro-
pyrans, constituting 9% of total carbon), which
would form C4 to Cg alkanes upon hydrodeoxy-
genation (27). The Cs to Cg ketones and secondary
alcohols contribute 32% of the carbon in the
products, whereas hexane and pentane contribute
10% of the carbon. The remaining carbon (45%)
is associated with condensation products contain-
ing between 8 and 12 carbon atoms and one or

Fig. 3. Product distri- A
butions for the upgrad-
ing of the organic
liquid product from sor-
bitol or glucose conver-
sion over Pt-Re/C. (A)
Sorb_503_18 upgrading
to olefins and aromatic
species over H-ZSM-5 at
673 K and atmospheric
pressure. C.: species con-
taining x carbon atoms;
c:[_z: Cﬂz, 'EH4. c;Hq.,
and GHg C, Benzene:
benzene rings func-
tionalized with x addi-
tional carbon groups. (B)
Sorb_503 18 aldol con-
densation to Cg to Gz
species over

at 573 K and 5 bar. (Q)
Gluc 483 18 ketoniza-
tion over CeZrO,. (D)
Aldol condensation of
ketonized Gluc_482_18
over 0.25 wt % Pd/CeZr0,
at 623 K and 5 bar.

29.4%

35.5%

no oxygen atoms (Cg to Cy2). The condensation
products can be converted by hydrodeoxy genation
over a PUNbOPO; catalyst to the comesponding
alkane products (27), leading to a distribution sim-
ilar to that shown in Fig. 3B. Because of the low
oxygen content of the condensation products
produced in the aforementioned process, the scale
of the subsequent hydrodeoxygenation process is
reduced in comparison to our previously reported
process involving hydrodeoxygenation of the
condensation products of acetone with furfural
and HMF. The overall aldol-condensation process
transforms 40% of the carbon contained in
Sorb 503 18 into Cs to C 3 species, and converts
90% of the readily condensable methyl ketones
present in the feed.

Ketonization reactions, in which two carbox-
ylic acid molecules react to form a ketone with
release of CO; and H,O (25), can be performed
in lieu of the aforementioned neutralization/ester
hydrolysis step, to minimize product loss and
the use of nonrenewable reagents (NaOH), and
simultaneously to provide an additional pathway
for C-C coupling. This approach should be par-
ticularly effective when the organic phase de-
rived from the conversion of sugars or polyols is
rich in carboxylic acids, as is the case for the
conversion of a 40 wt % glucose solution over
Pt-Re/C at 483 K and |8 bar, giving rise to pro-
duction of an organic phase containing 40% of
the feed carbon. This organic phase, designated
Gluc 483 18, consists of 30% Cy to Cg carbox-
ylic acids, with the remainder of the carbon
present as ketones, alcohols, and alkanes,

[

. Cs B
A

. Csy

I Benzene

B Toluene

=1 C; Benzene

B C1 4 Benzene

28.8%
B.2%

24.8%

EC;Cs p
N C
BN Cy
I Cy
:ﬂg
] Cip
| m— T

T7.7%
10.9%

10.0%

12.5%

Ketonization of Gluc_483 18 was carried out
ina fixed bed flow reactor over a CeZrO, catalyst
(weight hourly space velocity = 0.24 hours "at
two sets of reaction conditions (temperature/
pressure): 648 K/1 bar and 573 K/20 bar. The
effluent from the reactor was cooled to room
temperature and passed to a gas-liquid separator
that operated with a continuous flow of inert
sweep gas at 20 em*(STP) min ' The first set
of ketonization conditions resulted in a 65% car-
bon yield to liquid organic products, with the
remainder of the carbon present in the vapor
phase. The vapor phase consisted of Cy to Cg
oxygenates (60%) resulting from evaporation,
CO. (15%) resulting from ketonization, and
alkanes and alkenes (25%) resulting from
dehvdration of alcohols. The second set of
conditions was used to decrease evaporation
and dehydration of light oxygenates, and it
yielded 85% conversion to a liquid organic pro-
duct stream. Both sets of conditions achieved
greater than 98% conversion of the carboxylic
acids in the feed to C5 to C;, ketones.

The ketones in ketonized Gluc 483 18 can
be coupled by aldol condensation to increase the
yield of Cs, products. We attempted this aldol-
condensation step using a CuMg pAlyO, cata-
lyst; however, we observed that trace amounts
of acids and esters present in the ketonized
Gluc 483 18 cause deactivation of the catalyst
over a period of 8 hours. In contrast, we found
that a bifunctional catalyst consisting of (.25 wt %
Pd on CeZrO, is stable at 623 K versus time-on-
stream for aldol condensation of the ketonized

25.8%

8.7%

24.3%
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Gluc 483 18. The feed used for aldol conden-
sation over the Pd/CeZrO, catalyst consisted of a
mixture of the organic products obtained at the
two different sets of ketonization conditions men-
tioned previously: 34% C; to Cyy ketones and
66% C4 to Gy alkanes and oxygenates (Fig. 3C).
This ketonized organic feed was then subjected
to aldol condensation over Pd/CeZrQ, at 623 K,
with all other conditions being the same as
those used for the condensation of refluxed
Sorb 503 18. Of the total carbon in the liquid
organic product stream, 57% is in the form of C4,
ketones (Fig. 3D), with 34% resulting from
ketonization and 23% resulting from aldol
condensation. Products with carbon-chain length
greater than ;> were also observed, likely re-
sulting from aldol condensation of methyl ketones
with C+; ketones formed during ketonization. The
combined ketonization and aldol-condensation
process completely converted the carboxylic acids
found in Gluc 503 18 into C;, ketones, whereas
63% of the readily condensable two-ketones in
ketonized Glue_503_18 were converted to heavy
products during the aldol-condensation step. Im-
proving the efficiency of the aldol-condensation
step and minimizing evaporation during the
ketonization step has the potential to increase the
overall conversion of Gluc_50 18 to C4; ketones
to ~63%. The comparable operating conditions of
the ketonization and aldol-condensation processes
should permit the integration of these C-C cou-
pling steps into a two-bed single reactor system.
The cost of producing transportation fuels
from ligno-cellulosic biomass is controlled
primarily by the costs associated with the
processing of biomass to produce the fuel (29),
making it imperative to develop new processes
for the conversion of biomass to liquid fuels that
involve a limited number of processing steps

(15). The catalytic approach shown in Fig. 1 is
sufficiently simple that it can be used in a
limited number of flow reactors, thus achieving
low capital costs, but it is sufficiently flexible
that it can be employed to produce a variety of
liquid-fuel components. Although we have dem-
onstrated promising vields of monofunctional
hydrocarbons from conversion of sorbitol and
glucose over Pt-Re/C catalysts, it will be im-
portant to understand how the composition of
the monofunctional hydrocarbon stream is con-
trolled by the nature of the biomass-derived
feed, the catalyst, and the reaction conditions,
such that high yields of targeted classes of
transportation fuels can be achieved dunng sub-
sequent catalytic upgrading steps.

References and Notes

1. Y. Roman-Leshkov, ]. N. Chheda, ]. A. Dumesic,
Science 312, 1933 (2006,

2. G. W. Huber, ]. N. Chheda, C. ). Barrett, ]. A. Dumesic,
Science 308, 1446 (2005),

3. C H. Bartholomew, R, ]. Farrauto, Fundomentols of
Industrial Catalytic Processes (Wiley, Hoboken, NL 2006).

4. M. T. Barlow, D. ). H. 5mith, D. G. Gordon, in European
Patent 82689 A2 (1983).

5. R. R. Davda, 1. W. Shabaker, G. W. Huber, R. D. Cortright,
]. A. Dumesic, Appl. Catal. B 56, 171 (2005).

6. G. W. Huber, R. D. Cortright, . A. Dumesic, Angew.
Chem. Int. Ed. 43, 1549 (2004).

7. G, C. Bond, P. B. Wells, |. Cotal, 4, 211 (1965).

8. R. Alcala, M. Mavrikakis, ]. A. Dumesic, J. Catal. 218, 178
(2003).

9. V. Pallassana, M, Neurock, | Cotal, 209, 289 (2002]).
10. ). Zhang et al., ). Am. Chem. Soc. 127, 12480 (2005).
11. A Perrard et al., Appl. Catol. A 331, 100 (2007).

12. D. L Klass, Biomass for Renewable Energy; Fuels and
Chemicals (Academic Press, 5an Diego, 1998).

13. 5. Czernik, A V. Bridgwater, Energy Fuels 18, 590 {2004),

14. A. V. Bridgwater, Appl. Catal. A 116, 5 (1994).

15. A ). Ragauskas ef al., Scence 311, 484 (2006).

16. Materials, methods, calculations and detailed reaction
schemes are available as supporting material an Scence
Online.

REPORTS

17. A G. Gayubo, A. T. Aguayo, A. Atutxa, R. Aguado,
). Bilbao, fnd. Eng. Chem. Res. 43, 2610 (2004).

18, D. ). Barratt, ). Lin, U.S. Patent 5,925,152 (1999).

19. T. H. Takizawa, S. A. Shimizu, 5. 5. Yamada, 5. H. lkebe,
5 H. Hara, U.5. Patent 5,925,152 (1994),

20. ). I. 0 Cosimo, G. Torres, C. R. Apestequia, J. Catol. 208,
114 (2002).

21, A A Nikolopoulos, B. W. L. Jang, 1. ]. Spivey, Appl. Cotal.
Gen, 296, 128 (2005),

22. C. Carlini ef al,, | Mol. Catal. A 220, 215 (204).

23. C 5 Cho, J. Mol Catal A 240, 55 (2005).

24. 1. McMurry, Ed., Organic Chemistry (Pacific Grove, CA,
ed. 5, 2000), pp. 938-940.

25. ). Lopez, ). Sanchez Valente, ).-M. Clacens, F. Figueras,
) Catal. 208, 30 (2002).

26. S G. Powell, A. T. Nielsen, [ Am. Chem. Sec. 70, 3627
(1948).

27. R M. West, Z. Y. Liu, M. Peter, ). A. Dumesic,
ChemSusChem 1, 417 (2008).

28. 0. Nagashima, 5. 5ato, R. Takahashi, T. Sodesawa, ). Mol.
Catal. A 227, 231 (2005).

29. C. M. Hamelinck, A P. C. Faaij, H. den Uil, H. Boerrigter,
Energy 29, 1743 (2004).

30. This work was supported by the U.S. Department of
Energy Office of Basic Energy Sciences and the NSF
Chemical and Transport Systems Division of the
Directorate for Engineering. We thank M. Mavrikakis for
valuable discussions throughout this project, and E. 1.
Giirbiiz for help with flow reactor experiments. 1.C.5.-R.
thanks the Spanish Ministry of Science and Innovation for
postdoctoral support; CAG. thanks the German
Academic Exchange Service (DWAD) for a scholarship.
J-AD. owns founders stock in Virent Energy Systems, a
company with interest in the area of this research. The
Wisconsin Alumni Research Foundation at University of
Wisconsin has applied for a patent based partly on the
work described here.

Supporting Online Material
www.sCiencemag.org/cgifcontentfull1159210/DC1
Materials and Methods

Fig. 51

Table 51

References

16 April 2008; accepted 5 September 2008
Published online 18 September 2008
10.1126/wience. 1159210

Include this information when citing this paper.

Accurate Temperature Imaging
Based on Intermolecular Coherences
in Magnetic Resonance

Gigi Galiana,™* Rosa T. Branca,® Elizabeth R. Jenista,” Warren S. Warren®*

Conventional magnetic resonance methods that provide interior temperature profiles, which find
use in clinical applications such as hyperthermic therapy, can develop inaccuracies caused by the
inherently inhomogeneous magnetic field within tissues or by probe dynamics, and work poorly in
important applications such as fatty tissues. We present a magnetic resonance method that is
suitable for imaging temperature in a wide range of environments. It uses the inherently sharp
resonances of intermolecular zero-quantum coherences, in this case flipping up a water spin while
flipping down a nearby fat spin. We show that this method can rapidly and accurately assign

temperatures in vivo on an absolute scale.

mperature, one of the most fundamental

I intrinsic quantitics of matter, is very dif-
ficult to measure noninvasively beneath

the surface of an object. A general method to
image interior temperatures in soft matter could

find a wide range of experimental applications in

www.sciencemag.org SCIENCE

fields ranging from bulk catalysis and process
chemistry to clinical treatment. In medicine alone,
temperature distributions in the body have been
linked to the critical regulation of metabolism,
immune function, and longevity. (/') Hyperthermic
cancer treatments and radiation therapy are used to

VOL 322

kill cancer cells at different stages of growth (2-7),
and numerous groups have developed thermally
sensitive formulations (e.g., liposomes) that release
drugs selectively within a heated region (8-17).
In practice, however, the utility of all of this work
is compromised by the difficulty of accurate tem-
perature imaging in vivo. (12} In general, cument
methods break down in the very systems that are
of greatest interest, those that are inhomogeneous
and that change with time.

Here, we present a magnetic resonance imag-
ing approach for rapid, high-resolution in vivo tem-
perature imaging. It involves selective detection
of intermolecular multiple quantum coherences
(iMQCs), (13-21) which in this case comespond to
exciting water spin resonances while simultancous-
ly de-exciting lipid resonances from molecules
that are separated by the “correlation distance,”

'Department of Chemistry, Princeton University, Princeton,
N] 08544, USA. “Center for Molecular and Biomolecular
Imaging, Duke University, Durham, NC 27708, USA.

“To whom correspondence should be addressed. E-mail:
warren.warren@duke.edu
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typically tens of micrometers. The method is not
restricted to biological tissues; in essence, it uses
a temperature-insensitive resonance to clean up
the response of a temperature-sensitive resonance,
with the critical advantage that the two types of
spins need not be in the same molecule or even in
exactly the same position. It required the devel-
opment of a new generation of pulse sequences
that enable efficient and rapid iIMQC detection to
reduce the effects of physiological noise, In con-
trast to existing methods, it is intrinsically insen-
sitive to static and transient inhomogeneity, does
not require exogenous contrast, and can rapidly
provide accurate temperature measurement on an
absolute scale,

Image-compatible methods of obtaining abso-
lute temperatures are an intense arca of research,
but most techniques require injection of exogenous
contrast agents, such as paramagnetic species. The
best current approach to clinical MR thermometry
(22-24) uses the change in resonance frequency of
water protons with temperature (001 parts per
million®C, or 3 Hz°C in a 7 tesla magnet). The
water frequency has been used as a thermometer
for decades in traditional nuclear magnetic reso-
nance (NMR) (25), where line shapes are narow
and shifts are unambiguous, and in that case ab-
solute temperatures can be measured by the fre-
quency difference between water and a reference
peak (26-28). However, line shapes in vivo are
broad and shifting, because the topography of the
local magnetic field changes dramatically with
motion, heating, drift, and susceptibility gradients;
this field is heterogeneous over the sampling vol-
ume, thus generating a range of resonance fre-
quencies that leads to an inhomogeneous line
shape. These macroscopic effects casily over-
shadow the thermal coefficient and, even with
elaborate approximations and cormrection factors
(29), can lead to large inaccuracies.

Chemical shift imaging (CSI) methods, such
as two-dimensional (2D) CSI or computational
techniques that decompose the fat and water im-
ages, are also promising, but these compare fat
spins (S) and water spins (I) distributed across
the entire voxel, typically of much larger dimen-
sions (1 to 10 mm) than the correlation distance
(30)). As a result, the proton frequency shift meth-
od is the one commonly used, and only to im-
age relative temperatures, for example, dunng
a heating therapy. In that case, the temperature
gradients themselves give rise to complicated,
nonlinear gradients in the local magnetic field.
{(31) Furthermore, the heating probe itself in-
duces large magnetic susceptibility gradients that
amplify the consequences of motion, so that a
1- to 5-mm displacement of the probe falsifies
the temperature measured 1.5 em away by 10°C
or more (32). Finally, current methods are un-
suitable for fatty tissue such as breast, although
breast cancer treatment is anticipated to be one
of the most promising targets of hyperthermic
therapies.

One approach to detection that is insensitive to
the problem of inhomogeneity in the macroscopic

field is to use so-called zero-guantum transitions,
which conventionally involve flipping two spins
on the same molecule in opposite directions. The
frequency shifts that arise from microscopic
phenomena (including those related to temper-
ature, if the two resonances have a different
temperature dependence) are retained. However,
water's magnetically equivalent spins cannot be
used, and other molecules with multiple peaks
found in vivo (such as in fat or lipid) have no
appreciable temperature dependence (33).
Flipping two sepamted spins in different
directions [intermolecular zero-guantum coheren-
ces (IZQCs)] removes most of the inhomogeneous
broadening (34), as demonstrated, for example, in
the HOMOGENIZED sequence (16). In addition,
water-fat iZQCs maintain the frequency difference
between the spins (and hence the temperature
dependence of the water chemical shift) because
the chemical shift of lipids does not change with
temperature over a biologically relevant range.
Flipping both spins in the same direction [inter-
molecular double-quantum coherences (IDQCs)]
could do this as well if the iDQCs are ultimately
detected by echoing them into conventional
coherences (which inherently evolve at the water
or fat frequency, but not both). However, iZQCs
and iDQCs are nomally indirectly detected by
incrementing an internal delay in a repeated pulse
sequence. Imaging using only the IMQCs be-
tween two inequivalent spins is not easily accom-
plished; signal intensity from like-spin 1ZQCs,
such as the water-water iZQCs in vivo, is often
simultaneously detected and is often much larger
than the desired mixed-spin or crosspeak signal.

Resolving the temperature-dependent crosspeak
frequency from the water-water signal would gen-
erally require a full 4D (two spatial, two spectral)
MNyquist-sampled expenment. Any such sequence
is both relatively slow and highly sensitive to
physiological noisc.

Ultratast imaging methods have previously
been applied to speed up iZQC data acquisition;
these methods allow coherences to evolve along
the same pathways for slightly different times
and acquire signal by partial transfer into ob-
servable magnetization (1 ¥). We now introduce a
new generation of pulse sequences (Fig. 1) that
simultaneously excite coherences along multiple
different paths without signal loss, which permits
acquisition of two independent points in a single
shot to measure a temperature change. Data ac-
quired with this sequence demonstrates that tem-
perature maps can rapidly and aceurately monitor
temperature, both in vitro and in vivo,

By modem magnetic resonance standards, the
sequence is very simple: two broadband radio
frequency (rf) pulses (shown as siriped ovals), two
selective rf pulses (solid color ovals), and several
gradient pulses (trapezoids). Conventional MR
experiments start from /. or 8. in the equilib-
rium density matrix, and it is straightforward to
show that this sequence then produces no signal,
because no combination of the gradient areas
provides any possible echo for arbitrary values of
m and n in the gradient pulses. However, IMQCs
result from two-spin (or higher) terms in the
equilibrium density matrix, which in this sequence
produce two echoes at two different times via two
completely separate coherence pathways. After

| Dipolar coupling. IS+ 5,

Excite | pds o l ZQC > l -0ac -DaC3|| -8QC | -3GCo S0
20Cs Evalution | | -DQC | | Bvoltion Evelution
: : : r
IS\ I'S EJ’S iJ S. II'S, I
: : ' E
90, 5 180, . TE?2 +271

: : { o TER  HEA-M
LS.1 1S { IS LIS, irs, r
Excite pac pac-» Zac Z£0CH «50C SQC» 50C
DGCs | | Evolution | [ ZOC | | Evolution l E0oc Inml soc |hl-unn|
Dipolar coupling:I’s, S,
Gt A AR
5 =\
Ga £

Fig. 1. HOT pulse sequences for iZQC thermometry. The HOT sequence excites inhomogeneity-free
transitions at the difference frequency between water (spin |, in blue) and fat (spin S, in black). It acquires
two separate echoes, which evolve for £(t; + ) at the difference frequency w, — ws, so the phase difference
gives an absolute measure of temperature. Single-line image acquisition (using the gradients on the
bottom three lines) gives a full image in a few minutes; EPI could be even faster.
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the first pulse, the two-spin term in the equilibrium
density matrix £.S: is transformed into £,S,, which
contains 70, -D0Q, and + D0 contributions. All of
these terms are transformed in the usual way by
subsequent pulses, as illustrated in Fig. 1, and the
evolution follows the standard “spin physics™ well
known in the NMRE community. Simple algebra
(adding up the expected effect of inhomogeneous
broadening or a gradient on the listed operators
during the different time periods) predicts all of
the observed properties, including the insensitivity
to local field variations. All four gradient pulses
are needed to rephase the pathway at the top,
which echoes 2 7 late because of the —DQ) evo-
lution in 1; at the echo, the coherence has a net
evolution at the water-fat difference frequency
for a total of f; + 1. Only the first three gradient
pulses are needed to rephase the pathway at the
bottom, which echoes 2 t; carly because of the

+DQ evolution in #;; at the echo, it evolved at the
negative of this frequency for 1, + 1. Using the
same evolution rules, it can be shown that the
water-water or fat-fat two-spin terms (I, L, or 8.,
8:2) never refocus. This sequence selectively trans-
fers coherences that evolve off-resonance in the
indirectly detected dimension, prompting its acro-
nym to be HOMOGENIZED with Off-resonance
Transfer, or the HOT sequence.

As with all intermolecular multiple-quantum
experiments, the two-spin operators are ultimate-
ly made observable by dipolar interactions in
solution (35). During the period indicated in gold
in Fig. 1, n dipolar couplings of the form Dy,
I 155, all interact with terms such as [;58-, (which
would be called antiphase coherences in 2D
NMR) to create observable magnetization such
as [,;. Because of the gradients, the sign in front
of the term 15, depends on the relative ori-

REPORTS I

entation and separation of spins | and » (as does
the sign of the dipolar coupling Dy, itself). At a
specific distance dictated by these areas (which
we call the comelation distance), spherical sym-
metry is completely broken, the effects of the
many couplings constructively interfere, and ob-
servable signals are produced (IMQC signals in
vivo are typically 5 to 10% of the equilibrium
magnetization). In imaging applications, we add
conventional imaging gradients [single-line, as
shown in the bottom panel of Fig. 1, or echo
planar imaging (EPI)] to acquire two images at
once, and the phase difference is a direct measure
of local temperature, with dramatically reduced
contributions from physiological noise compared
1o single-echo acquisitions.

As a calibration of the accuracy of HOT
thermometry, we used a single-window version
of Fig. 1 to acquire temperature images of a fat-

Fig. 2. Temperature
maps of a phantom at
three uniform tempera-
tures, Conventional ther-
mometry (color bar shows
relative temperature in-
femed by water frequency)
and iZQC thermometry
(color bar shows absolute
temperature from iZQC
frequency) of an equili-
brated fat-water phantom.
The conventional method
is precise but inaccurate,
reporting a wide range of
temperatures that are ac-
tually varations in local
By In contrast, HOT ther-
mometry gives more un-
certainty in the observed
slope because of the lower
signal-to-noise ratio, but
these images accurately
reflect the uniform tem-
perature of the phantorn.

25°C

30°C

35°C

Conventional

Confidence
Limits

Relative Temperature

Absolute Temperature

HOT Sequence

Confidence
Limiis

Fig. 3. (A) A 2-min HOT
temperature image of
OBM superimposed on
an anatomical image of
a thinner slice shows a
relatively uniform dis-
tribution, as would be
expected. These ungated
images were acquired
from the hindquarters of
a live mouse at 7 7. (B) A
series of HOT images on a
different OBM heated by
contact with a warm water
tube, Images were taken
every 2 min, and rectal
temperature increased
from 28.6°C to 39°C
during the course of the experiment.
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water phantom that was allowed to equilibrate to a
uniform temperature (Fig. 2) (TE = 60 ms; pulse
sequence repetition time TR = 5s;1=2.67ms; ¢} =
3 to 11 ms). Alongside each image at each tem-
perature, we also show 90% confidence intervals
based on the quality of the fit in each voxel to a
single evolution frequency. In each case, what is
shown here is not the absolute signal intensity but
the measured resonance frequency of the voxel
(and iis associated ecrror bars). Whereas the
conventional data report large temperature gra-
dients in these uniformly heated samples (an ermor
caused by susceptibility-induced frequency shifis),
HOT signals only change with temperature. In
other words, the conventional method is precise
but not accurate; HOT is less precise (because it
has less signal) but far more accurate.

Figure 3 demonstrates HOT thermography in
vivo using the two-window protocol in Fig. 1,
which acquires images in just 2 min (ungated
images of hindguarters of a live mouse, with
TE=40ms; TR=2s; mGT= 1 ms*8.4 G/em;
nGT =1 ms*21 G/lem; 1, =3 ms; 1= 10.66 ms;
voxel size 0.25 cm?). In Fig. 3A, an in vivo im-
age is shown of an obese mouse (OBM), super-
imposed on a structural image of a thinner slice,
which is an excellent model for the fatty tissue in
breast. The temperature image shows considera-
ble uniformity, as would be expected at the nat-
ural body temperature of the mouse. This data
was acquired using single-line acquisition; EPI
could provide still greater acceleration Factors.
The 2-min protocol was sufficiently fast, howev-
er, to allow us to dynamically image a heating
procedure in vivo. A series of temperature im-
ages is shown in Fig. 3B of a different OBM that
is being heated by contact with an external warm
water tube (same imaging parameters as previ-
ously described and using no spatial smoothing
or image coregistration between temperature
images). These images further establish that the
phases of iZQC images reflect temperatures in
vivo in a clinically accessible scan time.

Further extensions of the HOT pulse-
sequence are possible. For example, this scan
used a separately acquired reference image to
comect the phases for sequence imperfections, but
we have shown that adding an additional module
consisting of [(n — m)GT gradient pulse, delay 7",
180 pulse] at the end of this sequence gives yet
another echo after T+t that is purely 1 spin
conventional magnetization and hence can be used
for phase comection or coregistration. Phase-shift
effects of heterogeneity in the fat composition can
be minimized by judicious choice of pulse delays.
This technique can be used to generate accurate
temperature maps on almost any sample with at
least two abundant components (assuming their
electronic screenings do not have identical thermal
shifts) on an absolute scale. However, it is notable
that the signal from a HOT experiment scales as the
product of the two magnetizations, M;Msg, so
optimal signal is attained when both spins are in
high abundance. At lower fields, such as those
found in clinical seftings, temperature shifis are
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smaller, but in general 75 is longer. Thus, the iZQC
coherences can evolve for longer periods, giving
an adequate separation of phase. Furthermore,
because iZQC signal intensity grows in during TE,
a longer 17 can offset the lower magnetization
available at higher field. Thus, the method can
casily be adapted to a wide range of applications
that would benefit from real-time imaging of this
fundamental physical property.
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Molecular Layering of Fluorinated
lonic Liquids at a Charged
Sapphire (0001) Surface

Markus Mezger,* Heiko Schréder, Harald Reichert,'* Sebastian Schramm,*
John S. Okasinski,* Sebastian Schader,”? Veijo Honkimaki,”
Moshe Deutsch,? Benjamin M. Ocko,” John Ralston,” Michael Rohwerder,®

Martin Stratmann,® Helmut Dosch™’

Room-temperature ionic liquids (RTILs) are promising candidates for a broad range

of “green” applications, for which their interaction with solid surfaces plays a crucial role.

In this high-energy x-ray reflectivity study, the temperature-dependent structures of three

ionic liquids with the tris(pentafluoroethyl)triflucrophosphate anion in contact with a charged
sapphire substrate were investigated with submolecular resolution. All three RTILs show strong
interfacial layering, starting with a cation layer at the substrate and decaying exponentially into
the bulk liguid. The observed decay length and layering period point to an interfacial ordering
mechanism, akin to the charge inversion effect, which is suggested to originate from strong
correlations between the unscreened ions. The observed layering is expected to be a generic

feature of RTILs at charged interfaces.

rganic room-temperature ionic liquids
OtRTILs} were first synthesized a cen-
tury ago ([), but research on RTILs has
grown explosively during the past decade (2),

spurred by the RTILs" potential role in “green”

chemical synthesis (3, 4), catalysis (§), batteries
(6), fuel and solar cells (7, &), and even telescope
construction (¥). The RTILs™ high functionality is
a result of their nonvolatility, good solvent prop-
erties, wide liquidus range, low viscosity, high
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ion mobility, and wide electrochemical window
(2, 1. Moreover, they are easily tunable to spe-
cific needs by combining judiciously chosen
anions and cations (2, /7). More than 1000 RTILs
have been synthesized to date, already outnumber-
ing all conventional inorganic salts,

RTILs are governed by a complex combi-
nation of van der Waals, (unscreened) Coulomb,
dipole, and hydrogen bonding interactions, which
seldom occur together in other matenials (/2).
The theoretical understanding of the specific
role and relative importance of these interactions
in determining the bulk and surface structure
and properties is one of the most challenging
tasks of current RTIL research. The challenge
is exacerbated by the scarcity of molecular-
resolution structural information for the RTILs'
bulk and interfaces. RTILs also allow address-
ing other issues. As ionic melts with no solvent,
they constitute infinite-concentration electro-
Ivtes. These were studied very little theoretically
and experimentally for lack of appropriate sam-
ples (13).

The vast majority of processes in RTIL ap-
plications involve interfaces, mostly the solid-
liquid interface. To date, such interfaces have
been investigated mostly by optical methods
such as sum frequency spectroscopy (1 4), which
yield only the molecular orientation of the first
interfacial layer. The only x-ray measurement
of the structure of a liquid-vapor interface of
two imidazolium-based RTILs revealed a sin-
gle surface layer ~6 A thick, which is ~12%
denser and 15% anion-richer than the bulk
(13). This conclusion is consistent with low-
resolution neutron measurements on the same
liquid-vapor interface (15). An x-ray study of
a solid-supported thin (~100 to 200 A) RTIL
film provided evidence for molecular layering
throughout the film thickness, although only
after an annealing treatment. The layering
vanishes gradually with increasing film thick-
ness (/6). Even these few pioneering measure-
ments span too restricted a momentum transfer
range to allow for the determination of the near-
interface structure with a molecular-scale resolu-
tion. Such high-resolution structural information
should provide insight into the complex inter-
play of all of the relevant interactions, which
may be different and/or complementary at the
solid-liquid and air-liquid interfaces. We repont
here on high-resclution studies of the tempemature-
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dependent structure of three FAP-based ionic
liquids {[FAP] is tris{pentafluoroethylrifluoro-
phosphate anion} at a charged solid Al,O5 (0001)
interface (Fig. 1A) (/7). By using high-energy
x-ray reflectivity, we have determined the elec-
tron density profile across the interface. The mea-
surements span a momentum transfer range up
tog=14 A1, resulting in a submolecular-scale
resolution of 4.5 A.

The measurements were carried out in a
temperature-controlled (£0.01 K, operable at

CRL Glass cell

Heating
cartridge

REPORTS I

200 K = T < 500 K) vacuum cell (Fig. 1B)
mounted on the high-energy microdiffraction
setup HEMD (/&) at beamline IDI5A of
the European Synchrotron Radiation Facility
(Grenoble, France). The monochromatic x-rays
(E =72.5 keV) with a flux of ~5 = 10'® photons
per s were focused by a compound refractive
lens (CRL) to a 5 pm-by-20 pm spot at the
sample position. The samples were prepared in
several steps: (i) The Al,O; substrates (Saint-
Gobain Crystals, Newbury, Ohio, 10 mm by 6 mm

¥ X-ray
window
Temp. sensor

Fig. 1. (A) Sketch of the two ions of the RTIL [bmpyl*[FAP]™ with the delocalized charge shown as
colored clouds. The total electron density distribution of each ion (red is cation and blue is anion)
is modeled by a Gaussian with width of = 3.1 A and oj = 4.1 A. Typical distances in the molecular
ions are indicated. (B) Experimental setup. The microfocused high-energy x-ray beam penetrates
the droplet from the side, illuminating only the interface to be studied. The temperature is adjusted
by four heating cartridges and a cooling fluid from a recirculating bath or cold N gas.
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by 0.35 mm) were chemically cleaned with stan-
dard methods (solvent treatment in ultrasonic
bath and H>504H:0; piranha etch), followed
by ultraviolet (172 nm) irradiation. Typical val-
ues for the substrate surface roughness, os, were
2 to 2.5 A, as determined by x-ray reflectivity.

(ii) The high-purity grade RTILs (Merck KGaA,
Darmstadt, Germany) were degassed at tem-
perature T ~ 70°C in a vacuum oven for sev-
eral hours. Karl Fischer titration confirmed a
water content well below 100 parts per mil-
lion (ppm). (iii) Before the deposition of the

1076

checkerboard

Fig. 2. Experimental results for the [bmpy][FAP]-Al;03 interface. (A) Mea-
sured reflectivity (black open circles) and background (green open circles)
at T = =15°C. The blue and red circles mark the corresponding interpolated
data on a regularly spaced grid. (Inset) Background-corrected reflectivity
curve. (B) Reflectivity at 110°C together with best fits using a checkerboard
[blue line and (D)] and a double-layer [red line and (E)] model, respectively.
(€) Normalized reflectivities (symbols) together with best fits (solid lines) at
different temperatures (the curves are shifted vertically for darity). (D and
E) Different possible layering arrangements of correlated ions at a hard
wall with checkerboard-type stacking (D) and double-layer stacking (E).

RTIL, the substrate was heated to 110°C. (iv)
The cell was evacuated to 107" mbar immedi-
ately after depositing the RTILs onto the sub-
strate to evaporate volatile contaminants, This

protocol allowed us to obtain reproducible x-ray
results.
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Fig. 3. (A) Cation (red), anion (blue), and total (black) electron densities "< 4.3 - -
obtained from the best it at T = —15°C. Red and blue lines indicate cation and <§ 3.0 |- 1185 E
anion Gaussian distributions contributing to the respective partial electron density 25 | ]
profiles; black line, total electron density profile; and gray bar, electron density of PRI AP TV P TP SO i RE-,
the sapphire substrate without roughness. (B to F) Best-fit values of d, &, do, o8, 0 50 100 0 50 100

and &§. Linear fits (blue) are also shown. Error bars were derived from parameter
space maps and indicate a 50% decrease in fit quality. (G) RTIL mass density p,,
obtained from bulk density pycnometry (red circles) with a linear fit (blue) and
the supplier's room temperature value (black square) (17).
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The x-ray reflectivity of the interface, R(g),
was measured as a function of the normal mo-
mentum transfer (/9), g = (4n/A)sin o, where
a is the angle of incidence onto the interface.
At this short x-ray wavelength, 4 = 0.171 A
associated with a quantum x-ray energy of E=
72.5 keV, the setup requires high stability (/8).
Beam damage was avoided by translating the
sample perpendicular to the incident beam dur-
ing the measurements (20). In order to minimize
the influence of random factors., we measured
and averaged several R{g) curves on a given
sample. The background, originating mainly
from bulk liquid scattering, was measured with
the incident angle detuned by 0.05° from the
specular position within the reflection plane and
subtracted from the signal (Fig. 2A).

The reflectivity of the [bmpy] [FAP] -ALO;
interface ([bmpy] " is 1-butyl-1-methy pyrolidinium)
was measured at —15°C (deeply undercooled), 8°C
(near the melting point at 5°C), 66°C, and 110°C
(far above the melting point) and normalized by
the Fresnel reflectivity Ri(g) (Fig. 2C). The most
pronounced feature in all four curves is a strong
dip at go ~ 0.8 A™', which implies the presence
of pronounced interfacial layering, with a layer

[hmim]* A

spacing d = 2n/gp ~ & A. The position of the dip
shifts toward smaller ¢ values with increasing
temperature, indicating an increase in the layer
spacing. The position of the dip is very close to
the position of the first peak of'the liquid structure
factor (Fig. 2A), which comesponds to the aver-
age molecular distance in the bulk ionic liquid.
Furthermore, a broadening of the dip was ob-
served with increasing temperature, indicating a
decrease in the thickness of the layered structure.
In a two-component ionic system, layered
structures can be formed in two generically dif-
ferent ways. Systems dominated by electrostatic
interactions between the ions should order in a
checkerboard-type structure with an equal amount
of anions and cations in each layer (Fig. 2D).
However, systems with strong correlations be-
tween the ions and a preference for either cations
or anions at the interface might form double-
layer structures with anions and cations clearly
separated into distinct layers. The two models
differ in both their density distnbutions and the
periodicity, d, of the layering. The large layer
spacing of d ~ 8 A deduced from the position of
the dip indeed suggests the double-layer model
(Fig. 2E) for the density profile of the RTIL.

[tba]™ B
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Fig. 4. Molecular layering at the [hmim]*[FAP]™-Al;03 interface (A) and [tha]®[FAP]-Al;0; interface
(B). Each column displays a sketch of the corresponding cation; the normalized reflectivity (open drcles)
measured at T = —34°C (A) and T = 56°C (B), including the best fit (solid line); and the cation (red line),
anion (blue line), and total (black line) electron densities obtained from the best fit.
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The electron density of the layered RTIL is
parameterized by a modification of the distorted-
crystal model used successfully in several
studies to describe surface-induced layering in
single-component liquid metals (21, 22). In this
model, the ionic liquid is stratified parallel to
the interface with the periodically modulated
density profile decaying toward the constant
bulk density

p(z) = (2n) ' D,

m={

x {%ei(ﬁ%‘-‘ﬁ)j + :—;e'*[ﬁﬁdﬁ]i}Jr

o) O

This density profile parameterizes both
checkerboard4type layering (e = 0) and the
double-layer model (e = 0.5), which consists
of alternating layers of cations (c) and anions
(a), required to preserve charge neutrality. Each
of the d-spaced ion layers has a Gaussian elec-
tron density distribution (Fig. 1A). The decay
in the layering with distance from the interface
is described by the increasing width of the
Gaussian distribution (6°*)* = (i) + not. oy
controls the broadening of the Gaussians, and
o," is the first cation or anion layer width,
respectively, including the interfacial roughness.
dy is the distance between the substrate’s sur-
face and the center of the first ion layer. p., =
dZ; PV a/ M, 4 is the areal electron density of the
ions, where Z is the number of electrons of the
respective ion, M its molar mass, p,, the bulk
mass density, and N, the Avogadro constant.
Each Gaussian represents a single ionic layer,
and the model conserves the locally averaged
mass and electron densities. The substrate’s den-
sity is modeled by an error function with an
interfacial roughness o5 and a sapphire electron
density ps.

We modeled p(z) by fitting the measured
reflectivities using Parratt’s multilayver formal-
ism within a simulated annealing procedure
(23). The following six parameters were varied
in the fit: dy, d, 6", o, and as. The bulk liquid
density of the RTIL and its temperature de-
pendence were determined independently by
pyvenometry (Fig. 3G). Consistent fitting results
with physically acceptable values could only be
obtained by taking the near-substrate layer to be
a cation layer. The resulting fits are in excellent
agreement with the measured reflectivity curves
(Fig. 2, B and C).

Other models for the electron density profile,
such as single adsorbed layers, nonlayered mod-
els, or the simple distorted crystal model with
a single Gaussian layer per molecule, could
not reproduce the measured reflectivity. Figure
2B shows the best fit of the checkerboard model
to the reflectivity at T= 110°C, resulting in a poor
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fit and an unphysical large gap of dp = 10 A,
Figure 3A presents the partial and total electron
density profiles at the [bmpy]' [FAP] -Al,O; inter-
face for T'=—15°C. The extracted density profiles
exhibit pronounced layering extending several nm
deep into the bulk liquid. The contribution of the
cations and anions are shown separately. The lay-
ering decays exponentially into the bulk where E,
the decay length for the layening, is related to the
broadening parameter oy,

The results for the temperature dependence
of the model parameters for the [bmpy]'[FAP] -
Al>05 interface are summarized in Fig. 3, B to
G. The double-layer spacing d expands with
temperature in agreement with the lincar thermal
expansion coefficient ar = 2.2 = 10 YK ex-
tracted from the bulk liquid density (Fig. 3G).
The initial width of of the anion distribution
shows a thermal smearing, whereas of is rough-
ly temperature-independent. The range of the
molecular layering can be deduced from the
decay of the moduli of the normalized electron
density profiles. Figure 3A shows the result of a
fit of an exponentially decaying envelope func-
tion to the total electron density profile. At 7=
~15°C, we find a decay length & = 15.9 A ~ 2d,
which decreases slowly with temperature to § =
1.6d at T = 110°C (Fig. 3C). We also note that,
within the error bars, no additional increase in
E was observed near the melting point or at
deep undercooling (T = —15°C). A rather un-
expected result is that the distance dy of the
first molecular layer from the interface decreases
with increasing temperature, which implies that
the soft side of the anharmonic potential ex-
perienced by the first molecule is located at the
substrate side.

Independent kelvin probe measurements
confirmed that the observed layering is ftrig-
gered by a negatively charged sapphire surface.
A series of experiments were camied out on (i) a
bare substrate surface without x-ray illumina-
tion, (ii) a bare substrate surface with x-ray il-
lumination, (iii) a substrate covered with RTIL
and without x-ray illumination, and (iv) a sub-
strate covered with RTIL under x-ray illumina-
tion. These measurements uncovered a strong
effect of the x-ray beam on the insulating sap-
phire substrate. Exposing the bare substrate
and the RTIL-covered substrate to the full mi-
crofocused x-ray beam resulted in potential
drops of =550 mV and —1300 mV, respectively,
in the kelvin probe. The sign and the magni-
tude of the potential drop at the bare substrate’s
surface and at the RTIL-substrate interface
clearly demonstrated that the substrate surface
gets noticeably charged by the x-ray beam
exposure (24).

In further studies, we varied systematically
the RTIL’ cation, replacing the [bmpy]" cation
by [hmim]" (1-hexyl-3-methylimidazolium) and
[tha]" (tetrabutylammonium) (Fig. 4). X-ray re-
flectivities have been measured at several tem-
peratures at the [hmim] [FAP] -AlO5 interface
(Fig. 4A) and the [tba] [FAP] -AL,O; interface

(Fig. 4B). The measurements exhibit molec-
ular layering features that are similar to those
found for the [bmpy]'[FAP] -Al;O; interface.
The parameter values obtained from the best
fits by using the double-layer distorted crystal
model above are () d = 7.7 A, dy = 2.7 A, and
E =77 A for [hmim]'[FAP] and (ii) d = 8.4 A,
dy = 3.7 A, and £ = 8.1 A for [tha]'[FAP] .
Both RTILs show no significant variation of
the model’s parameters with temperature. These
results strongly suggest that the observed mo-
lecular layering is a generic feature of RTILs at
charged walls.

Dilute aqueous electrolytes contain water-
screened weakly interacting ions, the ordering
of which near a charged wall has been success-
fully treated within mean field theories of charge
double layers (e.g., the Debye-Hiickel and the
Gouy-Chapman models) based on the Poisson-
Boltzmann equation (25). This equation neglects,
however, comrelations between ions. In conftrast,
the interaction between the oppositely charged
RTIL ions is very strong because no water or other
molecules are available for screening. The ions
are, therefore, strongly comelated. When cations
are attracted to the negatively charged sapphire
interface and form the first counterion layer, their
strongly associated anions are carried along.
These anions are repelled from the negatively
charged sapphire, so a checkerboard arrange-
ment of cations and anions is not possible
within the first sapphire-adjacent ion layer and
the anions form a second charged layer above
the first cation one. Such correlations lead also
to other apparently counterintuitive phenome-
na like charge inversion (25, 26) and attraction
between like-charged objects (27, 2&). They also
stabilize altemately charged polyelectrolyte multi-
layers (29), which, however, are created artificial-
ly and are stabilized by kinetic bamers only. In
contrast, the ionic multilayers reported here self-
assemble spontancously and are thermodynamic-
equilibrium structures. The theoretical study of
highly correlated ionic systems is still in its in-
fancy, and a general theory, akin to those based
on the Poisson-Boltzmann equation for uncorre-
lated ions, is not currently available for a quan-
titative theoretical comparison with our results
(23, 26).

Our measurements reveal the existence of
pronounced molecular layering of FAP-based
RTILs at an Al-0; (0001) interface. Molecular
dynamics simulations of the structure of a much
simpler RTIL with a large size difference be-
tween the anion and the cation have produced
density profiles in slit pores that are similar to
the ones observed in our expeniments (30, 317).
By using Lennard-Jones potentials for the dis-
persion inferactions of the molecules, as well as
for the wall-molecule interaction, a clear sepa-
ration of the anions and cations into double
layers was observed in the simulations. A very
recent simulation of a RTIL near a graphite
surface (32) also found a distinct alternate-ion
layering of the type reported here, albeit only

for the first three ionic layers rather than the five
to six layers observed hene. This difference may
stem from the fact that the sapphire is charged,
whereas the simulated graphite is not. Clearly,
simulations of more complex RTILs, without
confinement effects and using more realistic
force fields, are called for to achieve a fuller
understanding of the physical behavior of RTILs
at a single-charged hard wall, which is a pre-
requisite for the rational design of RTILs for
applications.
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Evolution of Block Copolymer
Lithography to Highly Ordered

Square Arrays

Chuanbing Tang,* Erin M. Lennon,™? Glenn H. Fredrickson,*?-*

Edward ). Kramer,»*3* Craig ). Hawker’3**

The manufacture of smaller, faster, more efficient microelectronic components is a major scientific

and technological challenge, driven in part by a constant need for smaller lithographically defined
features and patterns. Traditional self-assembling approaches based on block copolymer lithography
spontaneously yield nanometer-sized hexagonal structures, but these features are not consistent with
the industry-standard rectilinear coordinate system. We present a modular and hierarchical self-assembly
strategy, combining supramolecular assembly of hydrogen-bonding units with controlled phase
separation of diblock copolymers, for the generation of nanoscale square patterns. These square arrays
will enable simplified addressability and circuit interconnection in integrated circuit manufacturing

and nanotechnology.

ne of the main limitations in the manu-
Ol"actun: of integrated circuits is the dif-
ficulty in scaling the photolithographic
techniques currently used dunng fabrication of
complementary metal oxide semiconductor tran-
sistors to below 30 nm (/, 2). One promising
technique to achieve this scaling is block copoly-
mer (BCP) lithography, which affords feature
sizes that are dictated by the molecular weight of
the block copolymer and are typically 10 to 30
nm (3-&). BCP lithography was recently used in
the development of air-gap technology, in which
hexagonal arrays of cylindrical pores are com-
bined with photolithography to create multiple
levels of porous dielectric nanostructures (9).
Although BCP lithography is attractive because it
can be done under simplified processing con-
ditions with no requirement for expensive pro-
jection tools, a number of challenges exist (10).
These include the development of strategies for
producing a wide mnge of nanoscale pattems—
for example, easily obtained hexagonal arrays as
well as square arrays that are compatible with
semiconductor integrated circuit design standards
(/1y—and of methods for controlling long-range
order in the self-assembled BCP structures (12, 13).
To address these challenges, we have focused

on the fabrication of highly ordered square arrays
of sub-20-nm features, without the need for an
underlying square chemical pattem (/4). For bulk
materials, the traditional approach to preparing
more complex self-assembled structures from
block copolymers has been to progress from A-B
diblock copolymers to more sophisticated A-B-C
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triblock copolymer systems. Multistep control of
the precise composition of each segment of such
A-B-C triblock copolymers, combined with the
intricacies of controlling their thin-film morphol-
ogies, prompted our investigation into a simpli-
fied. modular approach to defining nanoscale
features in polymeric thin films. In terms of mod-
ularity, simple blending of different diblock co-
polymers, such as A-B/B-C and A-B/C-D alloys,
would seem to be attractive for combining phys-
ical propertics and broadening the processing
window (/5-17). However, uniform long-range
order has not been achieved in thin-film blends of
block copolymers (/8) because of the over-
whelming tendency of such mixtures to exhibit
macrophase separation ([ 9-22).

In an attempt to limit macrophase separation
in these blends, we have exploited supramo-

Fig. 1. Hierarchical self-
assembly and target mor-
phology for a blend of
supramolecular A-B and
B'-C diblock copolymers # N
stabilized by H-bonding.

P(S-+<4VIPRs-PMMA (B*-C)

PED-5-P(5-r-4HS) (A-B)

REPORTS I

lecular (H-bonding) interactions in addition to
the nonspecific dispersive interactions typically
present in a copolymer alloy (23, 24). These
attractive interactions between complementary
H-bonding groups are designed to suppress mac-
rophase separation in favor of microphase separa-
tion, thereby producing large-scale assembly of
nanoscale features. By controlling the level of
incorporation of H-bonding units, the molecular
weights and compositions of the block copoly-
mers, and the relative amounts of the two block
copolymers in the alloy, a highly modular and
tunable system can be developed that allows di-
verse families of ordered features to be achieved,
including square arrays of cylinders.

The block copolymers were based on
poly(ethylene oxide-b-poly(styrene) (PEO-5-PS)
and poly(styrene)-b-poly(methyl methacrylate)
(PS-5-PMMA). Such a blend system combines
the photodegradability of PMMA with the long-
range ordering characteristics of the PEO block
copolymer under solvent annealing at controlled
humidity (23), as demonstrated by earlier work on
PEO-b-PMMA-H-PS miblock copolymers (26). The
respective PS segments were modified with small
fractions of randomly incorporated 4-hydroxystyrene
and 4-vinylpyridine units (26). Diblock copoly-
mers of poly(ethylene oxide)-b-poly(styrene-r<4-
hydroxystyrene) [PEO-5-P(S-r<4HS), denoted as
A-B] and poly(styrene-r-4-vinylpyridine)-b-
poly(methyl methacrylate) [F(S-+4VP)-b-PMMA),
denoted as B-C] (Fig. 1) with B and B” blocks
as the majority segments in each copolymer were
prepared using controlled free-radical polymer-
izations (for synthesis and characterization, sec
figs. S1 1o S5). This allows the molecular weight
of each block to be accurately controlled and the
level of incomporation of the H-bonding units to be
tailored by simple random copolymerization. A

Table 1. Molecular weight and compositions of A-B and B'-C block copolymers (the last digit of
each sample name denotes the average number of H-bonding units per chain). DP is the degree of

polymerization for each of the components.

1) A-B_7 113:147:7 23.8 72.4 3.8
P(5-r-4VP)-b-PMMA DPpn:DP5:DPgyp Sfemma (wt %) fes (wt %) frave (wt %)
2a) B-C 6 120:220:6 33.7 64.4 1.9
2b)B-C_8 120:195:8 36.3 61.3 2.4
2c) B'-C_14 120:188:14 36.4 59.1 4.5
2d) B'-C_25 120:219:25 321 61.0 6.9
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representative selection of diblock copolymers
is shown in Table 1. Initially, the number of
H-bonding units in the respective polystyrene
blocks was kept low to minimize the chemical
difference between the blocks while still enabling
an overall attraction characterized by a negative
Flory-Huggins parameter (y < ().

Supramolecular block copolymer films, ~50
nm thick, were prepared by spin-coating polymer
solutions in benzene onto silicon wafers, with the
blends formulated by simply mixing the phenolic
containing PEO A-B diblock, 1, with the corre-
sponding PMMA B’-C diblock, 2, containing
various levels of 4-vinylpyridine substitution. In
these samples, a 1:1 molar ratio of A-B chains to
B'-C chains was maintained and the films were
solvent-annealed under saturated toluene vapor
in a controlled high-humidity atmosphere (26, 27).
Figure 2 shows the atomic force microscopy
(AFM) phase images of films from four rep-
resentative blends, which indicate that the nano-
scale morphology and gmin size are affected by
the composition of H-bonding components. For a
blend of 1 with 2d (ratio of phenolic groups to
pynidyl groups is approximately 1:3.5), vertical
cylinders were obtained, but little order, either
hexagonal or square packing, was observed (Fig.
2D). Upon decreasing the phenolic:pyridyl ratio
to 1:2, distinct square arrays were observed,
although the ordenng was poor (Fig. 2C). How-
ever, for blends with approximately equal num-
bers of phenolic and pyridyl units per chain, the
corresponding thin films exhibited square arrays
with a high degree of in-plane order. In the case
of the blend of 1 and 2a, an extremely high
degree of ordering was observed, with grains of
the square array morphology that were larger
than 5 pm by 5 um (Fig. 2A).

To confirm the critical role of supramolecu-
lar interactions in these systems, we examined
control samples that did not have H-bonding
interactions: blends of the parent polymers,
PEO-H-PS/PS-5-PMMA, and blends where the

Fig. 2. AFM phase images of solvent-annealed
films from blends of supramolecular block copoly-
mers: (A) 1 and 2a; (B) 1and 2b; (C) 1 and 2¢; (D)
1 and 2d. Image sizes, 2 um by 2 pm.
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phenolic unit was exchanged for an acetoxy
group, PEO-b-P(S-r<4AS)P(S-r-4VP)-b-PMMA.
In each case, blends prepared using the same
solvent-annealing procedure showed macrophase-
separated structures with no long-range order
(fig. S6). In the case of PEO-b-P(S-r-4AS)/P(S-r-
4VPyb-PMMA, we found small regions with
nanoscale morphology; however, these showed
hexagonal local order, The lack of uniform
microphase-separated structures in these systems
is not surprising and is consistent with previous
studies of diblock copolymer blends ([9-22).
These control experiments demonstrate the criti-
cal role of supramolecular interactions in produc-
ing both long-range order and novel square arays
of nanoscale features.

The presence of square arrays of features for
the blend of 1 and 2a with near-stoichiometric
numbers of H-bonding units was confirmed by a
series of studies. The film-substrate interface was
examined by etching the underlying oxide and
lifting the polymer film off the substrate, fol-
lowed by flipping and imaging by AFM (figs. 87
and SE). We observed square arrays of features
with similar periodicity for the substrate inter-
face, which suggests a perpendicular cylindrical
structure spanning the entire thickness of a film.
Transmission electron microscopy (TEM) images
of the solvent-annealed films (Fig. 3) confirmed
the square array of cylinders. A highly ordered
square lattice was observed with distinct contrast
between bright features, gray features, and a dark
matrx (no stain was used). Further observation
of the films revealed that each gray domain is
surrounded by four white domains and vice ver-
sa. The dark, continuous regions are presumably
PS, whereas the PMMA domains (which under-
go degradation under electron beam imradiation,
leading to enhanced Z-contrast with the matrix)
appear white when compared to the gray regions,
which correspond to PEQ domains. The center-to-
center spacing of the square arrays corresponds to
51 nm, which is in very good agreement with the
AFM measurements.

We used numerical self-consistent ficld theory
(SCFT) (28) to examine the stability of tetrag-

onal cylinder packing in this system. In previ-
ous studies of svmmetrical (bulk) ABC triblock
copolymers, square lattices were experimen-
tally observed by Mogi ef al. (29, 30) and the
energetic preference of square over hexagonal
cylinder packing was theoretically verified using
SCFT (37). Applying similar methods, we ex-
amined a model A-B/B"-C diblock copolymer
blend in which the supramolecular interactions
are described by a simple (nonspecific) contact
attraction between B and B’ segments. The di-
blocks were assumed to be 70% B (or BY) by
volume and of equal overall molecular weight.
The products of the chain length N and the
segmental Flory interaction parameters were
fixed at xapN = xas'N = xpcN = xacN = 14,
yap'N = <3.5, and yscN = 55. Earlier studies
indicated that during solvent annealing under
high-humidity conditions, water absorption into
the PEO domains increases the effective i
between PEO and PMMA segments, hence the
relatively large value of ¥ acN used in the model
(27, 32). Large-cell SCFT simulations of this
model launched from random initial conditions
revealed no evidence of macrophase separation
or hexagonal cylinder packings. In all cases,
microphase-separated morphologies with well-
ordered square lattices of A and C cylinders were
obtained.

Figure 4 shows the microdomain structure
and density plots from such a simulation. The A
and C blocks (red and black) form cylinders with
coronas of B and B” (yellow and blue), respec-
tively. The green polymer matrix reflects regions
where the yellow B and blue B blocks are in-
termixed. Similar to ABC triblock copolymers,
unit-cell simulations reveal that square-packed
cylinders in the A-B/B"-C system have a lower
free energy density than do hexagonally packed
cylinders, which constitute the stable phase in
simple AB diblock copolymers. In ABC triblock
copolymers, the square lattice allows for a more
uniform distribution of the C domains around
each A domain (and vice versa), which lessens
the stretching penalty of the B blocks despite not
providing an optimal close packing of cylinders

Fig. 3. TEM image and associated Fourier transform (inset) of a solvent-annealed blend film of
supramolecular block copolymers 1 and 2a. A cartoon (right panel) illustrates proposed chain

packings.
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(31). Although the A and C blocks do not con-
nect on the same chain in the present blend
system, favorable supramolecular interactions
between B and B" blocks mimic triblock-like
behavior by encouraging B-B’ segmental mixing
at relatively uniform B and B® block extensions.

Additional evidence for the nanoscale mor-
phology of these self-assembled films was ob-
tained by using these matenals as lithographic
masks to transfer the template image into the
underlying silicon substrate. A schematic route to
fabricating square arrays of holes in silicon oxide
from a supramolecular block copolymer film is
shown in Fig. 5. The film is first irradiated with
deep-UV light to degrade the PMMA domains
and cross-link the PS matrix. The UV-degraded
films served as masks for reactive ion etching

(RIE) using CHF; to etch the silicon oxide; the
remaining organic material was removed by O»
plasma. Scanning electron microscope (SEM)
images are also shown in Fig. 5. In the top-view
SEM micrograph, the cylindncal pores from the
UV-degraded regions appear darker and have a
diameter of ~22 nm. The period of the holes is 50
nm, which is consistent with the AFM results for
the nondegraded thin films and demonstrates a
high degree of fidelity in the pattem transfer
process. Of particular note is the retention of the
comesponding features due to the co-registered
PEO domains, which lead to small “dimples™ due
to the topological and etch rate differences be-
tween the PEO domains and the polystyrene
matrix. Additional confirmation of the formation
of cylindrical pores was obtained from the 75°

B

Density (Yol Frac)
A

2

Denaity Vol Frac)

1 a
Lecation x (Rg)

Fig. 4. SCFT simulated morphology and density profiles of an A-B/B’-C diblock copolymer blend.
Regions of high A, B, B" and C density are colored red, yellow, blue, and black, respectively. The
green regions represent mixed B and B". The boxed regions are reproduced at right, with line

density profiles taken along the dashed lines.

FS PMMA
!

uv RIE (CHF,) @ == == ® O, Plasma
=p = H =

SH am

i

200 nm

Fig. 5. (Top) Schematic representation of pattern transfer from supramolecular block copolymer
thin films; PEO domains are omitted for clarity. (Bottom) SEM top view and 75° cross-section
images of square arrays of cylindrical pores in silicon oxide after RIE and O, plasma treatment of a
UV-degraded thin-film blend of supramolecular block copolymers 1 and 2a. (Inset) Magnified SEM

top view.
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cross-section images, which clearly show the
formation of holes with depths of 15 to 20 nm.

By combining supramolecular assembly of
H-bonding phenolic and pyridyl units with con-
trolled microphase separation of well-defined
diblock copolymers, we have shown that near-
stoichiometric ratios of the H-bonding groups are
critical for achieving good order as well as con-
trolling the local packing of cylindrical domains.
Degradation of the PMMA domains and subse-
quent etching allowed nanoscale features to be
lithographically transferred with high fidelity, lead-
ing to highly ordered square arrays of ~20-nm
cylindrical pores.
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The Extreme Kuiper Belt

Bina ry 2001 O.W;_J,zz

].-M. Petit,3* ]. ]. Kavelaars,? B. ). Gladman,? ]. L. Margot,* P. D. Nicholson,*
R. L. Jones,® ]. Wm. Parker,® M. L. N. Ashby,” A. Campo Bagatin,® P. Benavidez,®
). Coffey,? P. Rousselot,® 0. Mousis,* P. A. Taylor*

The study of binary Kuiper Belt objects helps to probe the dynamic conditions present during
planet formation in the solar system. We report on the mutual-orbit determination of 2001
OWs3, a Kuiper Belt binary with a very large separation whose properties challenge
binary-formation and -evolution theories. Six years of tracking indicate that the binary's
mutual-orbit period is =25 to 30 years, that the orbit pole is retrograde and inclined 50° to 62°
from the ecliptic plane, and, most surprisingly, that the mutual orbital eccentricity is <0.4. The
semimajor axis of 105,000 to 135,000 kilometers is 10 times that of other near-equal-mass
binaries. Because this weakly bound binary is prone to orbital disruption by interlopers, its
lifetime in its present state is probably less than 1 billion years.

combination of survey strategics and

adaptive optics technologies has led to

a surge in the discovery rate of binary
minor planets. Since 2001, newly discovered bi-
naries in the main asteroid and Kuiper Belts have
been announced at the rate of about seven per
vear (1, 2). There are now more than 100 known
binaries, nearly half of which are Kuiper Belt
objects (KBOs). Measurements of the frequency
of binary objects and their sizes and orbital config-
urations constrain their formation and evolution
mechanisms, theories of planetesimal accretion
and disruption, and the collisional history of the
Kuiper Belt.

Discovering and studying the mutual orbits of
binary systems is currently the only way to di-
rectly determine KBO masses. Assuming that the
optical properties of the KBO binaries are rep-
resentative of the whole KBO population, one
can link mass to apparent magnitude and hence
estimate the total mass of the Kuiper Belt without
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requiring assumptions on albedo and density. Re-
cent Hubble Space Telescope observations (3) in-
dicate that KBOs display a wide range of albedos
(8 to 40%, assuming unit density), which compli-
cate the estimation of the total mass of the Kuiper
Belt using a luminosity function. Combined with
thermal infrared observations, phase-function
photometry, or star occultation observations,

' a
. Pt

Fig. 1. (A) Image of the Kuiper Belt binary 2001
QWsz; from VLT on 3 September 2002. The
separation between the two components at the
time was 3.4". (B) Image from Gemini-South on
17 September 2007; the separation was 1.8". In
both panels, the components are circled; in all
panels, north is up and east is to the left. The “a”
component is the most southern one, (C) Relative
position of the two components of 2001 QW;2z.
The origin corresponds to the center of mass,
assuming equal mass for both components. The
southern “a” component has been moving
westward, whereas the northern “b” component
has been moving to the east. Aa, the separation
between components in right-ascension; A5, the
separation of declination.

direct determination of KBO masses leads to
the determination of their density and bulk
composition.

Here we report the mutual-orbit determina-
tion of the large-separation Kuiper Belt binary,
2001 QWias (4). This KBO was discovered in
data acquired on 24 August 2001 at the Canada-
France-Hawaii Telescope by the Canada-France
Ecliptic Plane Survey team. The two components
had identical magnitudes of mg = 24.0 within the
measurement uncertainties, implying essentially
equal sizes. Only one other equal-component
binary was known at the time, asteroid (90)
Antiope, with a magnitude difference of ~0.1
mag (5). However, 2001 QWy,, was obviously
exceptional because the measured separation of
~4" at its distance of 43 astronomical units (AL
comresponds to a sky-projected physical separa-
tion of 125000 km (about one-third of the
distance from Earth to the Moon), far larger than
any other small-body binary.

The large separation implied a mutual-orbit
period of at least several years. Six years of
tracking with the use of 4- to B-m class telescopes
{Fig. 1) resolved that 2001 QW312, an object in
the main classical Kuiper Belt (6), has a low-
eccentricity mutual orbit with a separation of
105,000 to 135,000 km, greater than any other

An(arcsec)
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known minor-planet binary (7). The separation is
50 large that this nearly equal-mass binary should
be incredibly fragile to dynamical disruption, and
its continued existence in the middle of the main
Kuiper Belt puts strong constraints on the history
of the Belt (8).

Within the roughly 0.1-magnitude obser-
vational uncertainties at discovery, the two com-
ponents had identical brightnesses, a finding
confirmed in 2002 (9). Assuming identical albe-
dos, object size is proportional to the square root

of flux, so it is unclear which component is the
largest (and thus the primary). We therefore ob-
tained higher-precision photometric observations
from 8-m class telescopes [Very Large Telescope
(VLT), Gemini-North, and Gemini-South] be-
tween 2002 and 2007, including broadband
colors in R-band (~570 to ~750 nm), fband
(~720to ~880 nm), and Fhand (~500 to ~600 nm)
filters (tables 51 to S3). From these data, it ap-
pears that the relative magnitudes of the two
components are essentially the same in all mea-

Fig. 2. Range of plausi- A 0.5 I
ble orbital parameters and
densities for 2001 QW5,,.
These have been cbtained
by nonlinear minimization
of %? statistics, starting
from several thousand ini-
tial conditions, retaining
only those solutions with
a reduced y* value that is
close enough to the overall
best fit, as explained in (7).
The fitted parameters are 0
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separation that is more than 2000 times the radius of each component, 2001 QWs;; dlearly stands out in the
top-right cormer of this diagram as the widest-orbit, near-equal-mass binary of the solar system.
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sured colors; the color similarity implies a sur-
face similarity that strengthens the assumption of
equal albedos. The plentiful R-band data give a
mean relative magnitude s, — my =—0.03 £ 0.02.
For what follows, we therefore take the two com-
ponents to have the same physical size. Using the
magnitude rgga: = 23.7 for both components
(measured at a geocentric distance of A = 434
AlUs), we derive a madius of » = 54 km for an
assumed R-band albedo p = 0.16. The color of
2001 W52, is on the blue extreme of the color
distribution of the cold classical Kuiper Belt (/1)
or the Kuiper Belt core (/7). Atthe lo confidence
level, both components could have a light curve
of amplitude ~0.4 magnitude, but no rotation
period could be denved.

We measured (table 54) right ascension and
declination of the center of mass (assuming equal
mass components) of the binary, along with posi-
tion angle and separation between components
(Fig. 1). Fits to the astrometric measurements up
to and including 2006 were equally consistent
with a large-eccentricity mutual orbit either pole-
aligned or anti-aligned with the line of sight, as
well as a low-cccentricity orbit viewed nearly
edge-on. Additional measurements were ac-
quired in October 2006 (from Gemini-South)
and fall 2007 [September from Gemini-South,
October from VLT, and November from Mult
Mirror Telescope (MMT) and VLT, which ruled
out nearly all e > 0.3 solutions (where e is
eccentricity ). This observation is surprising, as it
is difficult to imagine how to bind two small
bodies that never come closer to each other than a
distance of 85,000 km. The mutual orbit of 2001
QWj;,, is retrograde, with a pole’s ecliptic
latitude between =507 and —-62%, and is viewed
somewhat edge-on (inclined at 55° o 70° to the
line of sight).

Three main groups of acceptable orbits re-
main: (i) one group with e= 0.2, a= 114,000 km,
P = 27 years, and p = 0.94 g cm™?; (ii) another
group with nearly circular orbits e < 0.05, a =
128,000 km, P = 29 years, and p = 1.11 gcm‘3;
and (iii) a smaller group with e <0.4, a = 105,000
km, P= 18 years, and p= 1.6 g cm ™ (where a is
the semimajor axis; P is the orbital period: and p
is density) (Fig. 2). We mildly prefer the non-
circular orbits, which have a goodness-of-fit that
is 10% better than that for the nearly circular
group. The stability region for binary orbits can
be expressed in terms of the ratio a/Ry, where Ry
is the Hill radius (7), with prograde orbits be-
coming instable for /Ry =03 to 0.4 (12), where-
as the limit of stability of retrograde orbits is 0.5
to 0.6. This may explain why the first such sys-
tem was found to be retrograde. It also indicates
that 2001 QW55 is very fragile to disruption, as
mentioned in (). For our acceptable orbits, a/Ry,
varies mostly between 0.27 and 0.32, with the
first group of orbits centered at 0.29 and the
second group centered at 0.31.

According to Kepler's third law, the total
mass of the binary is 0.9 * 10'* to 2.4 x 10" kg;
and most of the estimated values are between
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1.1 = 10'"® and 1.5 = 10" kg. With the photo-
metrically derived nominal size of r= 54 km for
each component (assumed albedo of 0.16), the
density of 2001 QWs;2; (Fig. 2B) is probably 0.8
to 1.2 g em . This is a little higher than that of
comparably sized outer solar system bodies
[figure 5 of (13); 0.6 t0 0.8 g cm*]. Our nominal
albedo of 0.16 is approximately double that esti-
mated from optical and thermal infrared photom-
etry for similar-size KBOs (J/4, 15) but about a
factor of 2 below that of (58534) Logos/Zoe (p =
0.37 £ 0.04) (2), which is of comparable size.
Estimated density from eqgs. 82 and 83 is propor-
tional to the assumed albedo to the power of 3.
Halving our albedo would increase our radius
estimates by /2 and decrease the estimated den-
sity by a factor of 22 = 2.8, below the range of
published densities (1.3) for such small bodies.

The nominal densitics shown in Fig. 2 are at
the boundary between the density of a low-
porosity, pure-water ice body and that of a mixture
of water ice and silicate rocks (/3). A thermal
detection, mutual eclipse, or stellar occultation by
the binary (all unlikely) would be necessary to
further constrain the size, albedo, density, and
hence the bulk composition of 2001 QW;z.

Given the very large separation (Fig. 3), such
a binary is difficult to create and maintain. Of all
the proposed KBO binary-formation scenarios
(16-19), only the collision of two bodies close to
a third one (/6) can simply explain the primordial
formation of such a system (7).

A study of the long-term stability of the large-
separation KB binaries (8) led to the conclusion
that the major destabilizing factor is unbinding
due to direct collisions of impactors on the sec-
ondary. Applying their method to the newly de-
termined orbital and physical parameters for
2001 QW322 and our nominal albedo, we find
that the lifetime of this binary 1s 0.3 to 1 billion
years, which is two to three times shorter than the
previous estimate. This finding implies one of
two things: (i) Either 2001 QW3,, was created
with its current mutual orbit early in the history of
the solar system, in which case it is one of the few
survivors of a population at least 50 to 100 times
larger, or (ii) this is a transitory object, evolving
because of perturbation from interactions with
smaller KBOs, from a population of more tightly
bound binaries. Asserting this latter hypothesis
would require better orbital statistics for moder-
ately large KB binaries (separation of 1 to 2").

For the likely mutual-orbit parameters, the
average orbital speed is(v) = 0.85 m/s or a mere 3
km hour ', a slow human walking pace. An ob-
server standing on one of the components (a very
precarious situation, as the gravity is only 0.02 m/s”
or nearly 600 times smaller than on Earth) would
see the other component subtend an angle of only
3 arc min, which corresponds to a pinhead seen at
arm’s length. The existence of the other com-
ponent would not be in doubt, however, because
when viewed at full phase it would be as
luminous as Saturn seen from Earth, and it would
move perceptibly from week to week.
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Species-Specific Transcription in
Mice Carrying Human Chromosome 21

Michael D. Wilson,™ Nuno L. Barbosa-Morais,™** Dominic Schmidt,™?
Caitlin M. Conboy,” Lesley Vanes,” Victor L. ]. Tybulewicz,” Elizabeth M. C. Fisher,’

Simon Tavaré,*® Duncan T. Odom™?*+

Homologous sets of transcription factors direct conserved tissue-specific gene expression, yet
transcription factor—binding events diverge rapidly between closely related species. We used
hepatocytes from an aneuploid mouse strain carrying human chromosome 21 to determine, on a
chromosomal scale, whether interspecies differences in transcriptional regulation are primarily
directed by human genetic sequence or mouse nuclear environment. Virtually all transcription
factor—binding locations, landmarks of transcription initiation, and the resulting gene expression
observed in human hepatocytes were recapitulated across the entire human chromosome 21 in the
mouse hepatocyte nucleus. Thus, in homologous tissues, genetic sequence is largely responsible for
directing transcriptional programs; interspecies differences in epigenetic machinery, cellular
environment, and transcription factors themselves play secondary roles.

igher eukaryotes are organized collec-
Htinns of different cell types, each of

which is created from differential tran-
scription of a common genome (/). Evolutionar-
ily conserved sets of tissue-specific transcription
factors establish each cell's transcription during
development and maintain it during adulthood by

binding to DNA in a sequence-specific manner
(1-3). These proteins typically recognize short
consensus motifs, often between 6 and 16 nu-
cleotides, found at high frequency throughout a
genome. How transcription factors discriminate
among nearly identical motifs is poorly under-
stood, although chromatin state, cellular environ-
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ment, and surrounding regulatory sequences
have all been suggested to direct transcription
factors to specific cognate sites (4, 5). Sequence
comparisons alone can identify only a fraction of
regulatory regions (6), because the protein-DNA
binding events linking transcription factors with
genetic control sequences, and thus gene expres-
sion, change on a rapid evolutionary time scale
(7-11)). For instance, the targeted genes and
precise binding locations of conserved, tissue-
specific transcription factors for mouse and
human differ significantly (7). Even when tran-
scription factors bind near orthologous genes in
two species, the precise locations of the large
majority of the binding events do not align (7, 9).
In numerous cases, transcription factors frequent-
ly bind one highly conserved motif near a gene in
one species and a different conserved motif near
the orthologous gene in a second species (7, 9).
This divergence of transcription factor—binding
locations among related species is a widely oc-
curring phenomenon, and similar observations
have been made in yeast, Drosophila, and mam-
mals (7—/0). Thus, the mechanisms that deter-
ming tissue-specific transcriptional regulation
must be more complex than simple gain and loss
of the immediately bound, local sequence motifs.

The role that DNA sequence plays in direct-
ing histone modifications is also not well under-
stood. It has been previously shown on human
chromosomes 21 and 22 that, at the sequence
level, sites of methylation at lysine 4 of histone
H3 (H3K4) are no more conserved relative to
mouse genome than background sequence (71).
Genomic locations where H3K4 methylation oc-
curred in both species did not show high levels of
overall sequence conservation (/7). One inter-
pretation of this observation is that sequence
comparisons alone have a limited capability for
identifying epigenetic landmarks.

Ultimately, transcription factor binding and
epigenetic state contribute to tissue-specific gene
expression (4, 5). A complete understanding of
the mechanisms underlying divergence of tran-
scriptional regulation and transcription itself is
central to the debate surrounding the relative
roles that cis-regulatory mutations and protein-
coding mutations play during evolution (12, 13).

Here, we isolate the role that genetic sequence
plays in transcription by using a mouse model of
Down syndrome that stably transmits human
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chromosome 21 (74, 15). In this mouse, we com-
pared transcriptional regulation of orthologous
human and mouse sequences in the same nuclei
and, thereby, eliminated most environmental and
experimental vanables otherwise inherent to in-
terspecies comparisons.

Tel mice are partially mosaic, and ~60% of
their hepatic cells contain human chromosome
21, which we confirmed by quantitative genotyp-
ing (fig. S1). Historically, human chromosome
21 has been extensively studied to explore tran-
scription and tmnscriptional regulation on a
chromosomewide basis (/I, 16, I7), and the
corresponding orthologous mouse regions are
located primarily in chromosome 16, with ad-
ditional regions in chromosomes 10 and 17 (/4).

We chose liver as a representative tissue for
these experiments because most liver cells are
hepatocytes that are easy to isolate and highly
conserved in structure and function. A set of con-
served, well-characterized transcription factors
(including HNFla, HNF4a, and HNF6) are re-
sponsible for hepatocyte development and func-
tion (2, 14), and orthologous liver-specific mouse
and human transcription factors recognize the
same consensus sequences (7). Despite almost
perfect conservation in their DNA binding do-
mains, the mouse orthologs of HNFla, HNF4a,
and HNF6 can vary in amino acid composition
by up to 5% from their human orthologs in re-
gions that could mediate protein-protein inter-
actions (table S1) (f9, 20). No liver-specific
transcription factor genes we profiled reside on
human chromosome 21 (HsChr2l); therefore,
binding events identified are due to mouse tran-
scription factors.

Because approximately three-quarters of the
conserved synteny between human chromo-
some 21 and the mouse genome resides on mouse
chromosome 16, we used tiling microamays to
obtain genomic information in four chromosome-
nuclear combinations: human chromosome 21
located in human hepatocytes (indicated as
WtHsChr21), human chromosome 21 located
in Tc1 mouse hepatocytes (TcHsChr21), mouse
chromosome 16 located in Tel mouse hepato-
cytes (TeMmChrl6), and mouse chromosome
16 located in wild-type mouse hepatocytes
(WiMmChr16).

For every experiment, we subtracted all
potentially mouse-human degenerate probes
computationally, as well as experimenially, by
cross-hybridizing each platform with nucleic
acids from the heterologous species [details in
(15)]. Taken together, our genomic microamays,
in principle, could interrogate more than 28 Mb
of human and mouse DNA sequence shared in
both HsChr21 and MmChr16, which would cap-
ture information on ~145 genes embedded in
their native chromosomal context. After subtrac-
tion of regions deleted from TecHsChr21, ~20 Mb
and 105 genes are interrogated herein,

Three aspects of this system are of partic-
ular note: (i) the primary Tel hepatocytes used
in these experiments are indistinguishable in
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liver function, tissue architecture, and mouse
genome-based gene expression and transcrip-
tion factor binding from that profiled from wild-
type littermates (see below); (i) TeHsChr21 and
TeMmChrl 6 are in an identical dietary, develop-
mental, nuclear, organismal, and metabolic envi-
ronment in Tel hepatocytes; and (i) as all profiled
transcription factors arise from the mouse ge-
nome, species-specific effects are eliminated for
antisera used in chromatin immunoprecipitation
{ChIP) experiments.

We first confirmed the substantial divergence
in transcription factor binding between wild-type
mouse and human hepatocytes by performing
ChIP assays against HNF 1, HNF4a, and HNF6,
which are members of three different protein
families (Fig. 1). As expected, most transcription
factor-binding events were species-specific (7)
and were located distal to transcriptional start
sites (TSSs) (10, 21). We define human-specific
{or human-unique) as ChIP enrichment on the
human genome that does not have detectable
signal in the orthologous region of the mouse
genome (and vice versa) (Fig. 1A, and fig. S2).

To determine the role that human DNA
sequence can play in directing mouse transcrip-
tion factor binding, we performed ChIP experi-

A 1 — pra—
WiHsCHr21 | Elhj 1
wome || |
PRAPPIPRUP S — S E——
H MoLsg-
Chared [Fep e
] —_— . ——
Chromatin IP : |
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HNFd4a | 137 | 119 | 148
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Fig. 1. Transcriptional regulation of human
hepatocytes varies from mouse hepatocytes across
a complete chromosome. (A) Genome track show-
ing ChIP enrichment of HNFla binding in wild-
type mouse and human hepatocytes across 30 kb
of genomic sequence. The species of bound DNA
sequences and ChIP signal are indicated by color:
Purple represents human; orange represents
mouse. Highlighted in green are HNFla-bound
regions that are shared by both species, human-
unique, or mouse-unique, (B) The total number of
genomic regions occupied by three transcription
factors (HNFla, HNFao, and HNF6) and H3K4me3
that are shared between the species, human-
unique, or mouse-unique. ChIP data were obtained
in wild-type mouse and human hepatocytes across
the homologous regions of human chromosome
21 and mouse chromosome 16.
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ments against HNFla, HNF4a, and HNF6 in
hepatocytes from the Tel mouse (Fig. 2). For
each transcription factor, we simultaneously
hybridized DNA from replicate ChIP enrichment
expenments to microarrays representing human
chromosome 21 and mouse chromosome 16
(15). We found that transcription factor binding
on TeMmChrl6 and WitMmChrl6 is largely
identical; thus, the presence of an extra human
chromosome does not perturb transcnption factor
binding to the mouse genome (fig. S3).

We then asked whether transcription factor
binding to transchromic TeHsChr21 aligned with
the positions found on (human) WtHsChr21 or
{mouse) TeMmChrl6. Although binding events
could also be present uniquely on TeHsChr21 that
do not align to either WtHsChr21 or TeMmChrl6,
this was rarcly observed. If the transcription
factor—binding positions on TeHsChr21 align with
positions found on WiHsChr21, then that would
indicate that this binding is largely determined
by cis-acting DNA sequences, as the transcrip-
tion factors are present in both mouse and human
hepatocytes and regulate key liver functions. If
more than a small number of binding events on
TcHsChr21 were found at locations that align
elsewhere in the genome (for instance, with bind-
ing events on TeMmChr16), then other mecha-
nistic influences besides genome sequence, such
as chromatin structure, interspecies differences
in developmental remodeling, diet, and/or envi-
ronment must contribute substantially toward
directing the location of transcription factor
binding.

Remarkably, almost all of the transcription
factor—binding events on HsChr21 are found in
both human and Tcl mouse hepatocytes (85 to
92%) (Fig. 2A and fig. S4). The few peaks that
appear to be unique to WiHsChr21 or TeHsChr21

are generally of lower intensity and difficult to
evaluate reliably by using standard peak-calling al-
gorithms (fig. S5). Indeed, as can be seen in Fig. 3,
the pattern of conservation and divergence in tran-
scription factor binding found in both WiHsChr21
(located in human liver) and WIMmChr16 (located
in mouse liver) is recapitulated in TcHsChr21 and
TcMmChl6 (both located in mouse liver) (see
also figs. 56 and S7). Because transcription fac-
tors often bind to regions that do not contain their
canonical binding sequences (7, 9, 21), this result
is further notable.

Despite the evolutionary divergence of pri-
mate and rodent lineages, mouse genome—
encoded transcription factors can bind to human
sequences in a manner identical to the human
genome—coded transcription factors in a homol-
ogous tissue. These data eliminate the possibility
that protein concentration differences or small
coding vanations in the mouse versions of tran-
scription factors (or within larger transcriptional
complexes) could redirect transcription factor
binding to locations different from those found
in human. Taken together, underlying genetic
sequences appear to be the dominant influence
on where transcription factors bind in homolo-
gous mammalian tissues.

We then explored how the mouse chromatin
remodeling machinery interacts with TcHsChr21
(Fig. 1) (22). Using ChlPs, we isolated nucleo-
somes containing the trimethylated lysine 4 of
histone H3 (H3K4me3) w identify the genomic
anchor points for basal transcriptional machin-
ery (11, 22-25). Although most H3K4me3 en-
richment oceurs at TSSs and correlates with
gene expression, it recently has been shown that
most TSSs are H3K4me3-enriched, regardless
of whether they are being actively elongated
(11, 22-25). Depending on the cell type, approxi-

Fig. 2. Comparison of the TF/Histone - Cis- Trang-
binding of the liver-specific G"J'P Microarrays | Shared | directed | directed
transcription factors HNFla, ol
HNF4q, and HNF6, and en-  wt 'n‘ ool —» [ o % % ——
richment of H3K4me3 on
TcHsChr21 with the corre- i
sponding data obtained in ‘ | —(: . poerel ﬁ — - £
mouse TaMmChrlé and hu- [

Te1 m-m'm-
man WitHsChr21 regions. Mo
The color scheme is the same Chrig & —— #
as in Fig. 1; notably, the pri- .
mary difference from Fig. 1is '
the addition of the human HNF1o 38 @ 39 1
chromosome in a mouse en-
vironment, which is indicated H N Fdo 58 93 4
a; a Ifurple :r [repre:en[ting
the human chromosomal se-
quences) with an orange HNF6 1 36 0
peak (from mouse transcrip- [
tion factor binding). The o TES: 43 2 5
binding ew.-nis on TcI-Isl:I'nr_El H3K4me3
are sorted into categories Non-TSS: 10 16 o
on the basis of whether they

align with similar peaks in

mouse and human (shared), align only with peaks in human (cis-directed), or align only with peaks in

mice (trans-directed).

mately a quarter of genes can show differential
H3K4 methylation, and many of these genes
have been shown to be cell type—specific (22).
We first identified how well trimethylation
of the H3K.4 position is shared in both the wild-
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Fig. 3. Patterns of transcription factor binding
and transcription initiation are determined by ge-
netic sequence. ChiIP enrichment for (A) HNFla,
{B) HNF4a, (C) HNF6, and (D) H3K4me3 are
shown across a 50-kb region surrounding the liver-
expressed gene CLON14. The human chromosome
21 coordinates and the vertebrate sequence con-
servation track (Seq Cons; genome.ucsc.edu) are
shown flanking CLDN14. Each panel shows the
species of genetic sequence as a bar colored by
species (human, purple; mouse, orange) below a
track showing ChIP enrichment, similarly colored
by species.
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type mouse and human hepatocytes. We found
that 77% of the regions of H3K4me3 enrich-
ment were shared in both WtHsChr21 and
WMmChrl6. These regions are similar in a
number of features, including proximity to TSSs
(77 out of 101) and presence of CpG islands (80
out of 101). Consistent with H3K4me3 serving
as an anchor for the basal transcriptional machin-
ery, for almost every shared region enriched for
H3K4me3 in human hepatocytes (97 out of 101),
RNA transcripts were found in the liver-derived
cell line HepG2 (16).

Regions enriched in trimethylation of H3K4
located distal to known TSSs are thought to
represent unannotated promoter regions (11, 23).
The vast majority of the species-specific regions
enriched in H3K4me3 in human hepatocytes (28
out of 36) and mouse hepatocytes (22 out of 22)
were distal to TSSs (Fig. | and fig. S8). These
species-specific sites of HiK4me3 ennichment
were less likely to have CpG islands (3 out of 36
and 2 out of 22, respectively) and showed
somewhat lower enrichment than the conserved
regions (fig. $8). Consistent with their association
with unannotated TSSs, human-specific regions
enriched for trimethylation of H3K4 also showed
evidence of transcription in HepG2 (26 out of 36
and 12 out of 22, respectively). In sum, H3K4me3
enrichment was found to be shared in both wild-
type mouse and human hepatocytes at the majonty
of TSSs, yet largely divergent elsewhere.

On the basis of the presence of the trimethylated
form of H3K4 in both mouse and human we
observed at TSSs, we expected that a human chro-
mosome subject to mouse developmental re-
modeling would have enrichment of H3IK4me3 at
similar positions near TSSs. It was unclear,
however, whether the mouse transeriptional ma-
chinery would successfully recreate the human-
specific histone modifications at uncharacterized
promoters distal to known TSSs. Observing
H3K4me3 enrichment on TcHsChr21 at either the
human-unique sites on WtHsChr21 or the mouse-
unique sites on WtMmChrl6 could suggest what
mechanisms direct the location of transcriptional
initiation.

We found that virtually all of the TSSs and
about three-quarters of non-TSS H3K4me3-
enriched regions on WtHsChr21 were found at
the same location on TcHsChr2 1 (Fig. 2 and fig.
54). We found a minority of cases (7 out of 78)
where H3K4me3 enrichment occurred at sites on
the TcHsChr21 that aligned with H3K4me3-
enriched sites on TeMmChrl6, without signifi-
cant signal in WitHsChr21 (Fig. 2). Although
these could be examples where human sequence
in a mouse environment is handled in a mouse-
specific manner, most are marginally enriched for
H3K4me3 (see supporting online text 1). Taken
as a whole, close inspection of the pattems of
enrichment of H3K4me3 on TeHsChi21 reveals
that 85% of H3K4me3-enriched regions found
on WtHsChr2 1 were reproduced on TeHsChr21
(fig. 54); the remarkable extent of this similarity
is shown for the liver-expressed gene CLDN14 as

www.sciencemag.org SCIENCE

a typical example (Fig. 3). Independent ChIP
sequencing (ChlIP-seq) experiments confirmed
93% (77 out of 82) of the sites of H3K4me3
enrichment on TcHsChr21 and 73% of sites on
TeMmChrl6 (70 out of 95); the majonity of non-
confimmed sites on TeMmUChrl 6 (20 out of 25)
were mouse-unique, half of which (13 out of 25)
were found in the Tiam! gene (see supporting
online text 1 and fig. 59).

In addition to expanding the examples of
functionally conserved H3K4me3 sites, our results
demonstrate that the regions of differential H3K4
methylation between divergent species are primar-
ily dictated by cis-acting genetic sequence. Neither
the cellular environment nor differences among
the mouse and human chromatin—remodeling
complexes substantially influence the placement
of key chromatin landmarks associated with
transcriptionally active regions.

Having shown that transcription factor bind-
ing and transcription initiation occurred in posi-
tions largely determined by underlying genetic
sequences, we finally examined how the Tel
mouse environment affects gene expression orig-
inating from the human chromosome. Using hu-
man gene expression microarrays that had been
computationally and experimentally confirmed
to be unaffected by the presence of mouse tran-
scripts, we identified a distinet set of human
genes that was expressed reproducibly in Tel
mouse hepatocytes (Fig. 4A). Genes located in
regions known to be deleted from TeHsChr2l
were not detected as expressed (fig. S10) (/4).
Unsupervised clustering and principal compo-
nent analysis of transcriptional data from the
human gene expression microarrays clearly sepa-
rated Tel and wild-type littermates by the pres-
ence of TeHsChr2l (fig. S10). Conversely, we
asked whether the presence of the human chro-
mosome perturbs mouse genome-based gene

Fig. 4. Gene expression in the A
Tel mouse originating from the
mouse and human chromosomes 20

comparable wild-type nuclear
environments. Volcano plots (em-
pirical Bayes log odds of differen- 0

is largely indistinguishable from g P
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expression. No differential expression of mouse
hepatocyte mRNA between Tel mice and wild-
type littermates was detected by mouse-specific
lllumina BeadArrays [note vertical scale in (Fig.
4B)]. Unsupervised clustering of the normalized
mouse array data accurately grouped mice by
litter and strain, independently of the absence or
presence of the human chromosome (fig. S10).

We asked how well the transeripts originating
from TeHsChr21 correlated with the transcripts
originating from WitHsChr21 in human hepato-
cytes (Fig. 4C and fig. S11). Gene expression in
Tel mouse hepatocytes originating from the hu-
man chromosome was determined by using the
probes representing the 121 genes present on
TcHsChr21 and then compared with matching
gene expression data for the same 121 genes
obtained from human hepatocytes. We found a
strong comrelation between the expression levels
of the human genes located in Tcl mouse hepa-
tocytes and their counterparts located in wild-
type human hepatocytes (Fig. 4C and fig. S11).
This correlation (R = 0.90) was slightly lower
than that found between replicate individual
human livers (fig. $12), vet appears to be higher
than similar correlations previously reported
between human and other primates (26, 27).
The expression of orthologous genes within Tel
hepatocytes (i.e., TeHsChr21 versus TeMmChrl6)
is substantially more divergent, with R = 0.28
(Fig. 4D). It is possible that the comrelation be-
tween mouse and human orthologs could be
influenced by the experimenial differences be-
tween platforms, as well as by microarray design
peculiarities. To address this concem, we deter-
mined the relative rank-order of expression
among the genes on WitHsChr21, TeHsChr21,
and TeMmChr16 and then compared the ranked
results. We found correlation trends similar to the
above (fig. S11) (15).

Be

tial expression versus average a1
log fold change) make several 2 0
points. (A) Tcl hepatocytes have

high transcription occurring from c
the transplanted human chromo-
some 21, when we used human
genomic arrays and wild-type
littermate mRNA as a reference
(black probes map to human

TeHsChr21
o
o

genes; blue probes map to genes Y o

located on HsChr21; red probes
map to regions absent from
TcHsChr21); however, (B) wild-
type and Tcl mouse gene ex-
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pression on mouse genomic arrays have indistinguishable patterns of transcription (black probes map to
mouse genes). (C) Plot of the log expression of TeHsChr21 (y axis) transcripts versus WtHsChr21 (x axis)
transcripts (R = 0.90). (D) Plot of the log expression of TcHsChr21 (y axis) transcripts versus WtMmChr16

(x axis) orthologous transcripts (R = 0.28).
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Our results test the hypothesis that variation
in gene expression is dictated by regulatory re-
gions, extending recent studies of expression by
quantitative trait-loci mapping and comparative
expression studies that have been confined to
closely related species (26-300). The apparent ab-
sence of overt trans influences could be explained
by the modest amount of human DNA provided
by a single copy of human chromosome 21 when
compared with the complete mouse genome, as
well as the absence of liver-specific transcrip-
tional regulators on chromosome 21. The ex-
tent to which protein coding and cis-regulatory
mutations contribute to changes in morphology,
physiology, and behavior is actively debated in
evolutionary biology (3, 12, 13). Myriad points
of control influence gene expression; however, it
has also been an unresolved question as to which
of these mechanisms has the most influence
globally. Here, we show that cach layer of
transcriptional regulation within the adult hepa-
tocyte, from the binding of liver master regulators
and chromatin remodeling complexes to the
output of the transcriptional machinery, is
directed primarily by DNA sequence. Although
conservation of motifs alone cannot predict
transcription factor binding, we show that within
the genetic sequence there must be embedded
adequate instructions to direct species-specific
transcription.
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Surface Sites for Engineering
Allosteric Control in Proteins
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Statistical analyses of protein families reveal networks of coevolving amino acids that functionally
link distantly positioned functional surfaces. Such linkages suggest a concept for engineering
allosteric control into proteins: The intramolecular networks of two proteins could be joined across
their surface sites such that the activity of one protein might control the activity of the other.
We tested this idea by creating PAS-DHFR, a designed chimeric protein that connects a
light-sensing signaling domain from a plant member of the Per/Arnt/Sim (PAS) family of proteins
with Escherichia coli dihydrofolate reductase (DHFR). With no optimization, PAS-DHFR exhibited
light-dependent catalytic activity that depended on the site of connection and on known signaling
mechanisms in both proteins. PAS-DHFR serves as a proof of concept for engineering regulatory
activities into proteins through interface design at conserved allosteric sites.

dimensional structures in which amino
acids are engaged in a dense network of
contacts (/, 2). This emphasizes the energetic
importance of local interactions, but protein

Pmteins typically adopt well-packed three-
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function also depends on nonlocal, long-range
communication between amino acids. For exam-
ple, information transmission between distant
functional surfaces on signaling proteins (3), the
distributed dynamics of amino acids involved in
enzyme catalysis (4-6), and allosteric regulation
in various proteins (7) all represent manifesta-
tions of nonlocal interactions between residues.
To the extent that these features contribute to
defining biological properties of protein lineages,
we expect that the underlying mechanisms
represent conserved rather than idiosyneratic
features in protein families.

On the basis of this conjecture, methods such
as statistical coupling analysis (SCA) quantita-
tively examine the long-term correlated evolution
of amino acids in a protein family—the statistical
signature of functional constraints arising from
conserved communication between positions
(8, 9). This approach has identified sparse but
physically connected networks of coevolving
amino acids in the core of proteins (8~12). The
connectivity of these networks is remarkable,
given that a small fraction of total residues are
involved and that no tertiary structural infor-
mation is used in their identification. Empirical
observation in several protein families shows that
these networks connect the main functional site
with distantly positioned secondary sites, en-
abling predictions of allosteric surfaces at which
binding of regulatory molecules (or covalent
modifications) might control protein function.
Both literature studies and forward experimenta-
tion in specific model systems confirm these
predictions (8-72). Thus, techniques such as
SCA may provide a general tool for computa-
tional prediction of conserved allosteric surfaces.

The finding that certain surface sites might be
statistical “hotspots” for functional interaction
with active sites suggests an idea for engineering
new regulatory mechanisms into proteins. What
if two proteins wene joined at surface sites such
that their statistically comrelated networks were
juxtaposed and could form functional interac-
tions (Fig. 1A)? If the connection sites are
functionally linked to their respective active sites

WWW.SCiencemag.org




through allosteric mechanisms intrinsic to each
protein, it should be possible to couple the
activity of one protein to that of the other.
Evidence from natural systems supports this
design concept (Fig. 1B). Ligand binding in a
PDZ (PSD95/Dlgl/Z01) protein interaction mod-
ule in the human Parb protein is allosterically regu-
lated by interaction with the guanine nucleotide—
binding protein (G protein) Cde42 at a distant

surface site (13, 14). SCA for the PDZ and G
protein families reveals a contiguous network of
amino acids that connects the nucleotide-binding
pocket of Cde42 with the ligand-binding pocket
of the PDZ domain through specific interactions
across an allosteric interaction surface (Fig. 1B
and figs. S1 to 83). Mutagenesis studies confirm
that these networks in PDZ and G proteins con-
tribute to allosteric signaling (!, /4). In both

P nucleotide binding
A B J,. - gite
D
L p :

pdz binding
site

Fig. 1. A design concept for allosteric communication. (A) The SCA computational method
identifies networks of statistically interacting amino acids in proteins (blue arrows). These networks
often link primary functional sites (yellow) with distant surface positions (red) through the core
(blue). This motivates the idea of functionally coupling the two proteins (denoted “input” and
“output” modules) through linkage at the predicted allosteric sites. (B) A slice through the
structure of a complex between the PDZ domain of the cell polarity protein Paré (cyan surface) with
its allosteric regulator, the Cdc42 G protein (white surface) shows an example of SCA network
linkage in a natural protein-protein interaction. SCA residues [in CPK representation and colored as
in (A)] constitute a contiguous network linking the site of nucleotide exchange on Cdc42 with the
ligand-binding pocket of the PDZ domain (both in yellow) through specific residues at the allosteric
interface (red).

Fig. 2. Design principle of
the PAS-DHFR chimera. (A
and B) Surface-exposed SCA
sites shown on the LOVZ
PAS domain [(A), PDB code
2VOU] and E coli DHFR
[(B), PDB code 1RX2] shown
in four successive rotations
of each molecule. As in Fig.
1A, SCA network positions
are colored yellow (within 5 A
of substrate), red (surface-
exposed), or blue (buried). A
residue is considered buried
if its fractional solvent-
accessible surface area is
=0.1. In the core PAS do-
main, this analysis reveals
two surface-exposed nonsub-
strate proximal SCA sites: (i)
the N- and C-terminal re-
gions that, in LOVZ2, mediate
light-dependent interaction
with the Ja and N-terminal
helical extensions, and (ii)
the a3/p4-p5 region (see
text and fig. S4). In DHFR,

of PAS core
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proteins, the allosteric site is uniquely identified
as the surface-exposed residues of the SCA net-
work that are nonetheless distant from the active
site (fig. S3).

Can statistically comrelated allosteric networks
be joined to engineer functional communication
between proteins? To test this idea, we selected
two protein modules as components for creation
of a non-natural allosteric two-domain protein in
which a signal onginating in one domain (the
“input” module) is transmitted to influence the
activity of the second domain (the “output”™ mod-
ule) (Fig. 1A). For the input module, we chose a
light-sensing domain from plant phototropin
[Avena sativa LOV2 (15)], a member of the Per/
Amt/Sim (PAS) family of signaling modules
(16). PAS domains mediate biological responses
to a diverse set of stimuli, including aromatic
hydrocarbons, gases, redox potential, and light,
and share a conserved core structure comprising
a five-stranded antiparallel B sheet with two
flanking a helices (17) (fig. S4A). A deep ligand-
binding pocket opens to one surface of the
domain. In the phototropin LOV2 domain, sig-
naling is initiated by light absorption by a flavin
mononucleotide (FMN) chromophore bound
within the binding pocket, which then transmits
the signal through the structure to cause two large
conformational changes at the opposite surface:
destabilization and unbinding of helical exten-
sions at both the C terminus (the Ja helix) and the
N terminus of the core PAS domain (18, 19) (Fig.
2A and fig. S4A). The structural details of the
N- and C-terminal extensions varies among mem-
bers of the PAS domain family, but conforma-
tional change at these regions appears to be a

M-tarminus

C-terminus
of PAS core

270°

(Site A)

SCA reveals a network (fig. S5) that relates the enzyme active site to a specific distant surface loop (BF-BG, site A, in red). The experiment is to insert the LOV2

domain into several DHFR positions at site A and at a control surface (site B, aC-BE loop).
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conserved feature of allosteric signaling in this
protein family (20, 21).

SCA for a multiple sequence alignment of
1104 core PAS domains mirrors the experimental
findings. A spatially contiguous network of cor-
related amino acids links the ligand-binding
pocket to surface-exposed residues at the N-
and C-terminal regions of the core domain that,
in LOV2, make direct interactions with the Ju
and N-terminal helices (Fig. 2A and fig. S4, B
and C). A second surface-exposed site is also
cvident (the a3 helix and p4-B5 linker); this site
undergoes light-dependent conformational change
in another member of the PAS family, the
photoactive yellow protein, but is close to the
chromophore-binding pocket (22). These data
uniquely identify the N- and C-terminal regions
of the LOV2 domain as the logical connection
sites in our design experiment.

As the output module, we chose E. coli
dihydrofolate reductase (EcDHFR), an enzyme
system in which extensive prior structural, bio-
chemical, and theoretical work has established
the basic catalytic mechanism and evidence for
long-range control of activity. DHFR is an essen-
tial enzyme required for folate metabolism in all
organisms; it catalyzes the stereospecific reduc-
tion of 7.,8-dihydrofolate (H,F) to 5,6,78-
tetrahydrofolate (H4F; Fig. 2B, yellow stick
bonds), using nicotinamide adenine dinucleotide

Fig. 3. Light-dependent catalysis in a LOV2-DHFR
chimera. (A and B) Schematics of the chimeric

phosphate (NADPH; Fig. 2B, green stick bonds)
as a cofactor (23). The structure of DHFR com-
prises a central eight-stranded P sheet (P strands
A to H) and four flanking a helices (uB, aC, oE,
and aF) that make up an active-site cleft that
positions the substrate and cofactor for the cata-
Ivtic step: transfer of the pro-R hydrde from
NADPH to position C-6 of H,F (fig. S5A) (24).
Changes in both the structure and dynamics of
loops summounding the active site are implicated in
DHFR activity (25); in particular, the dynamics
of the PBF-BG loop (residues 116 to 132) is
thought to control transition-state stabilization
and to enhance the rate of hydride transfer (Ayyq).
Consistent with these findings, SCA for an align-
ment of 418 members of the DHFR. family unique-
ly identifies the BF-BG loop as the most distant
surface-exposed site showing strong correlated
evolution with the enzyme active site (Fig. 2B).
[See (26) and fig. S5B for details about SCA
mapping and known allosteric mechanism in
DHFR.]

To functionally couple the light-dependent
allosteric mechanism in the LOV2 domain with
the DHFR catalytic mechanism, we created sets
of chimeric proteins in which the core LOV2
domain is inserted via its N- and C-terminal heli-
cal extensions into DHFR at two different surface
sites (sites A and B; Fig. 2B and Fig. 3, A and B).
Site A chimeras interrogate the computationally

A

DHFR Lovz  Ja

and experimentally defined allosteric surface
(A120 to A122, BF-BG loop), and site B chimeras
interrogate another surface site (B86 to BR9,
al-BE loop) that is similarly distant but sta-
tistically uncorrelated with the active site; site B
serves as a control for potential nonspecific
coupling between the two domains.

We began by evaluating the independent ac-
tivities of the DHFR and LOV2 domains in con-
text of the chimeras. All LOV2-DHFR chimeras
were well expressed and rescued growth in the
DHFR auxotropic E. coli strain (ER2566AfIAhy)
under minimal media conditions (27) (fig. S6),
which indicated that insertion of the LOV2-Ja
domain did not abolish DHFR activity in any
instance. Consistent with the known mutagenic
sensitivity of the PF-PG loop (25), site A chi-
meras showed a factor of ~1000 reduction in
hydride transfer mte (Fig. 3B, wild-type kg =
220 57 1), a value that translates to a factor of ~60
change in the overall turnover rate k_,. Site B
chimeras showed a more modest decrease in
catalytic activity (by a factor of 5 to 7), consistent
with the prediction that this site is less influential
for active-site function. With regard to LOV2
domain function, the absorbance spectra of dark-
equilibrated proteins showed clear evidence of a
447-nm peak consistent with a noncovalently
bound FMN chromophore (28), and light activa-
tion of all the chimenic enzymes triggered a char-

DHFR

B86 - - -
constructs in sites A and B and associated hydride 1 86 &7 158 —
transfer rates (k¢ carried out under single- B87 - - N 25°C
turnover conditions. Data are measured either BEE - - - - 25°C |
upon dark adaptation (black bars) or immediately Ba9 _—“__-3_9__ i :
after a 5-min exposure to intense white light (white 89 a0 Li
bars) (26). The A120-no] chimera lacks the C- 0 20 40 60 80 100
terminal Ja helix (a major site of light-dependent "hyﬂ (s71)
conformational change in LOV2), and the A120-
C4505 chimera carries a point mutation that locks
LOV2 in the dark state. No site B chimeras show B DHFR LOV2  Jo DHFR o, E_ 116
light-dependent catalysis, but one site A chimera A120 =~ - - { o I— | 2.04
(A120) shows a modest but clear increase in ki ! 120 121 159 “17°C L B :
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acteristic spectral shift to a 390 nm-absorbing
species due to formation of a covalent thiol-FMN
adduct (Fig. 3C and fig. S7). This species showed
single-exponential relaxation to the dark-state
spectrum (Fig. 3D and table S4) with a rate con-
stant (0,019 s") nearly identical to that reported
for the isolated domain (29). These findings
show that the basic intrinsic features of the PAS
domain and DHFR are structurally and function-
ally intact in the LOV2-DHFR chimeras.

We next examined the chimeras for light-
dependent DHFR activity by comparing Ay, for
matched samples either maintained in the dark or
immediately after exposure to light. Rates were
measured under single-tumover conditions de-
signed to minimize the effects of dark relaxation
of the LOV2 domain. Consistent with the pre-
diction that site B is uncoupled from active-site
function, none of the site B chimers showed
light-dependent changes in enzyme activity (Fig.
3A). In contrast, one of the site A chimeras
(A120) showed a modest but clear light-
dependent DHFR activity (Fig. 3B and table
53). By varying temperature and pH conditions
(fig. S8), we determined that light increased the
catalytic rate of the enzyme by a factorof 2 at 17°C
and by a factor of 1.6 at 25°C (Fig. 3B). The
light-dependent effect depends on the known
mechanism of signaling in the LOV2 domain; an
A120 vanant lacking the Ja helix (79) (A120-
nol)oran A120 variant carrying a point mutation
in LOV2 that is known to lock the molecule in
the dark state (A120-C4308) (30, 31) showed
no light dependence, although both constructs
showed absolute DHFR. activitics similar to that
of A120 (Fig. 3B). Shifting light-exposed A120
to the dark caused a decay of the light-dependent
increase in Ayyg that followed a single-exponential
relaxation (Kakya, 0.016 5 ) (Fig. 3D), observ-
able through several cycles of excitation. The
relaxation of enzyme activity nearly matched
the rate of thermal relaxation of the LOV2 do-
main to the dark state (0.019 s', Fig. 3D) (29);
this result implies that the light-dependent enzy-
matic activity in A120 is due to establishment
of allosteric communication between LOV?2 and
DHFR.

The magnitude of the effect is small and
hardly optimal, given the factor of ~600 allosteric
effect intrinsic to LOV2-Ja (32). In addition, it is

Fig. 4. Light dependence of product
off-rate (A) and cofactor binding (B)
in the A120 chimera. In (A), the pro-
duct dissociation rate (ko HaF) shows
a small light dependence in A120 (factor
of ~1.3) that is abrogated in the back-
ground of the dark-locked C4505 muta-
tion. (B), Cofactor binding (X4, NADPH)
shows no light dependence. In both as-
says, the overall effect of LOV2 domain
insertion between positions 120 and 121
in the BF-BG loop is similar to that of
the point mutation G121V, Error bars
indicate SD.
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clear that not every chimera made at site A
showed light-dependent activity (Fig. 3B). None-
theless, these results show that site-specific con-
nections at allosteric surfaces can, even without
directed optimization or mechanism-based de-
sign, begin to produce coupled activities in de-
signed chimerc profeins.

In addition to the hydride transfer step, the
overall tumover cycle of DHFR involves several
other reactions, including NADP'/NADPH ex-
change after reduction of substrate and rate-
limiting release of the product HyF (26, 33). To
examine potential allosteric control of these
processes in the A120 chimera, we measured
the light dependence of the HyF off-rate and of the
equilibrium dissociation constant for NADPH
(Fig. 4). The HyF off-rate, measured via metho-
trexate (MTX) competition under conditions
saturating in H4F, NADPH, and MTX (34),
showed a factor of ~3 decrease in the A120
chimera, a value comparable to a previously
characterized point mutation in the BF-BG loop
[G121V (25)] (Fig. 4A). We observed a small but
statistically significant light dependence on H4F
off-rate that was abrogated in the background of
the dark-locked LOV2 mutant (C4505) (able
54). In contrast, we observed no light depen-
dence in the equilibrium dissociation constant for
the NADPH cofactor, although the LOV2 in-
sertion into the BF-PG loop showed an effect on
NADPH binding similar to that of the G121V
mutant (Fig. 4B). Previous work shows that,
separate from the structural contributions of the
BF-BG loop to cofactor or substrate binding, the
dynamics of this loop specifically controls kg
and product release (35). Thus, the engineered
interdomain allostery in the A 120 chimera likely
works mechanistically through light-dependent
modulation of fF-BG loop dynamics.

Taken together, the data presented here are
consistent with the notion that modular allosteric
networks in each protein can be brought together
to initiate the formation of new allosteric control.
The installation of light-dependent enzymatic
activity in the A120 LOV2-DHFR chimera oc-
curred with minimal disruption of the intemal
biochemical features of each module. Few
discemible alterations to the photodynamics of
LOV2 were noted, and the changes in DHFR
properties were no greater than the effect of point
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mutation at the surface site used for connection.
Although the number of sites tested here is
small, the emergence of interdomain allostery
through insertion at the BF-BG loop but not at the
alC-BE loop is in agreement with the proposal
that specific surface locations might act as
evolutionarily conserved hotspots for allosteric
control. Allosteric effects in proteins could also
arise through idiosyneratic variation in individual
family members (36), but these results suggest
the notion that the linkage of conserved networks
of amino acid interactions might represent a
statistically preferential strategy for the evolution
of allosteric signaling in multidomain proteins,
The engineering of light-dependent allosteric
control in the LOV2-DHFR chimera represents
an initial step toward a general scheme for the
creation of allosteric multidomain systems. As
methods become more refined, the computation-
al prediction of potential allosteric surface sites
should be combined with physics-based interface
design and experimental screening to design
high-performance allosteric systems.
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A Stochastic Single-Molecule
Event Triggers Phenotype Switching

of a Bacterial Cell

Paul ). Choi,* Long Cai,*t Kirsten Frieda, 1 X. Sunney Xie§

By monitoring fluorescently labeled lactose permease with single-molecule sensitivity, we
investigated the molecular mechanism of how an Escherichia coli cell with the lac operon switches
from one phenotype to another. At intermediate inducer concentrations, a population of
genetically identical cells exhibits two phenotypes: induced cells with highly fluorescent
membranes and uninduced cells with a small number of membrane-bound permeases. We found
that this basal-level expression results from partial dissociation of the tetrameric lactose repressor
from one of its operators on looped DNA. In contrast, infrequent events of complete dissociation of
the repressor from DNA result in large bursts of permease expression that trigger induction of the
lac operon. Hence, a stochastic single-molecule event determines a cell’s phenotype.

enetically identical cells in the same envi-
ronment can exhibit different phenotypes,
and a single cell can switch between dis-
tinct phenotypes in a stochastic manner (/—4).
In the classic example of lactose metabolism in
Escherichia coli, the lac genes are fully expressed
for every cell in a population under high extra-
cellular concentrations of inducers, such as the
lactose analog methyl-B-p-thiogalactoside (TMG).
However, at moderate inducer concenirations, the
lac genes are highly expressed in only a fraction
of a population, which may confer a fitness ad-
vantage for the entire population (5). We studied
the molecular mechanism that controls the sto-
chastic phenotype switching of a single cell.
Lactose metabolism is controlled by the lac
operon (6, 7), which consists of the laeZ, lacY,
and lacA genes encoding f-galactosidase, lactose
permease, and transacetylase, respectively. Expres-
sion of the operon is regulated by a transcription
factor, the lae repressor (8), which dissociates
from its specific binding sequences of DNA, the
lac operators, in the presence of an inducer to
allow transcription (Fig. 1A). The production of
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the permease increases inducer influx (9), which
results in positive feedback on the permease ex-
pression level. Above a certain threshold of per-
mease numbers, a cell will remain in a phenotype
that is capable of lactose metabolism, and below
this threshold, a cell will remain in a phenotype
that is incapable of lactose metabolism (10, ).
The former has high fluorescence from the cell
membrane when the permease is labeled with a
yellow fluorescent protein (YFP), whereas the
latter has low fluorescence. The image in Fig. |B
shows the coexistence of both phenotypes in a cell
population at intermediate inducer concentrations,
characterized by the bimodal distributions of
fluorescence intensity in Fig. 1C.

Although itis known that the bistability in the
lac operon arises from positive feedback (12, 13),
the molecular mechanism underying the initi-
ation of switching between two phenotypes re-
mains unclear. Novick and Weiner deduced that
switching from the uninduced state to the induced
state occurs through a single rate-limiting molec-
ular process (/2) rather than a multistep process.
They further hypothesized that the random ex-
pression of one molecule of permease was enough
to trigger induction. However, this has never been
observed experimentally because of insufficient
sensitivity.

Owur group has previously shown that a single
fluorescent protein molecule can be visualized in
a living bacterial cell by using the method of de-
tection by localization (/4-16). Because a per-
mease molecule is a membrane protein with slow

diffusion, its fluorescence label is highly local-
ized as compared with a fluorescent protein in the
cytoplasm, which allows for its detection above
the background of cellular autofluorescence. Thus,
we generated strain SX700, which possesses in-
tact lac promoter elements and expresses a func-
tional LacY-YFP fusion protein (fig. S1) from
lacY’s native chromosomal position (fig. S2).
Figure 1B shows a fluorescence image of SX700
cells that allows us to direetly count the number
of single LacY-YFP molecules present in a cell.

Figure 1D shows the histogram of permease
copy numbers in the uninduced fraction of cells,
free from the complication of autofluorescence
background in the lower peak of Fig. 1C. Evi-
dently, the uninduced cells have 0 to 10 LacY
molecules with significant probability, independent
of the inducer concentration. Had one permease
been enough to trigger induction, all cells in the
uninduced subpopulation would have contained
zero LacY molecules. Thus, we conclude that a
single copy of LacY is not sufficient to induce
switching of the phenotype, and the threshold for
induction must be much higher than several
molecules per cell.

We then set out to determine the threshold of
permease molecules for induction. It is experi-
mentally difficult to capture the rare events of phe-
notype switching in real time. To overcome this
difficulty, we prepared cells covering a broad range
of permease copy numbers by first fully inducing
the cells and subsequently washing out the in-
ducer. We then allowed the cells to divide for one
to six generations, during which the initial per-
meases were partitioned into daughter cells (17).
Figure 2A shows fluorescence time traces of the
cells, normalized by cell size, upon the reintroduc-
tion of 40 uM TMG. Although the fluorescence in
cells with low permease numbers continued to
decay because of cell division and photobleach-
ing, cells with more than 300 initial permease mol-
ecules induced again within 3 hours and showed
increased fluorescence. Figure 2B shows the
probability of induction as a function of initial per-
mease number, which is well fit by a Hill equation
with a Hill coefficient of 4.5 and a threshold of
~375 molecules. The large value of the threshold
indicates that hundreds of permease molecules
are necessary to switch the phenotype.

If the induction is due to a single rate-limiting
event as Novick and Weiner argued, there must
be a single large burst of permease expression to
reach this high threshold. However, only small
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Fig. 1. The expression of lactose permease in E.
coli. (R) The repressor Lacl and permease LacY form
a positive feedback loop. Expression of permease
increases the intracellular concentration of the
inducer TMG, which causes dissociation of Lacl from
the promoter, leading to even more expression of
permeases. Cells with a sufficdent number of per-
meases will quickly reach a state of full induction,
whereas cells with too few permeases will stay
uninduced. (B) After 24 hours in M9 medium
containing 30 uM TMG, strain SX700 expressing a
LacY-YFP fusion exhibits all-or-none fluorescence in
a fluorescence-phase contrast overlay (bottom, im-
age dimensions 31 pm x 31 um). Fluorescence im-
aging with high sensitivity reveals single molecules
of permease in the uninduced cells (top, image
dimensions 8 um x 13 yum). (C) After 1 day of con-
tinuous growth in medium containing 0 to 50 uM
TMG, the resulting bimodal fluorescence distribu-
tions show that a fraction of the population exists
either in an uninduced or induced state, with the
relative fractions depending on the TMG concentra-
tion. (D) The distributions of LacY-YFP molecules in
the uninduced fraction of the bimodal population at
different TMG concentrations, measured with single-
molecule sensitivity, indicate that one permease
molecule is not enough to induce the lac operon, as
previously hypothesized (12). More than 100 cells
were analyzed at each concentration. Error bars are
SE determined by bootstrapping.

Fig. 2. Measurement of the threshold of permease
molecules for induction. (A} Single-cell time traces
of fluorescence intensity, normalized by cell size,
starting from different initial permease numbers.
The initial LacY-YFP numbers were prepared
through dilution by cell division of fully induced
cells after removal of the inducer. Upon adding 40
pM TMG at time O, those cells with low initial
permease numbers lost fluorescence with time as a
result of dilution by cell division and photo-
bleaching, whereas those cells with high initial
permease numbers exhibited an increase in fluo-
rescence as a result of reinduction. Permease mole-
cule numbers were estimated from cell fluorescence
(28). The dashed red line indicates the determined
threshold. (B) The probability of induction of a cell
within 3 hours as a function of the initial permease
number was determined using traces from 90 cells.
The probability of induction (p) was fit with a Hill
equation p = y*3y*° + 375*% for the initial
permease number y. The threshold of permease
numbers for induction was thus determined to be 375
molecules. Error bars are the inverse square root of
the sample size at each point. (C) To prove that the
complete dissodation of tetrameric repressor from
two operators triggers induction, we constructed
strain SX702 with auxiliary operators removed (no
DNA looping). The figure shows singlecell traces of
permease numbers in single cells grown in 40 uM
TMG as a function of time. Unlike the looping strain
SX700, the rapid induction of SX702 is no longer
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dependent on the initial number of permease molecules. This proves that  ulation of strain SX702 rapidly induces in a coordinated manner from far below
phenotype switching is the result of a complete dissociation of the tetrameric  the threshold for a concentration as low as 20 M TMG. DNA looping is necessary
repressor, as shown in (B). (D) In the absence of DNA looping, the entire pop-  for bistability of the lac operon under these conditions.
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bursts have been observed in previous studies of
the repressed lae promoter ( /4, 18). Large bursts,
ifany, would be infrequent and insufficiently sam-
pled in the previous work. To explain why both
small and large bursts may occur from the lac
promoter, we considered the tetrameric repressor
that is doubly bound to two operators, forming a
DNA loop (19, 20). We hypothesized that more

frequent partial dissociations of the tetramenc re-
pressor from one operator lead to single transcripts
and small bursts of protein expression, whereas
rare complete dissociations from all operators lead
to multiple transcripts and large bursts of expres-
sion. In this model, the complete dissociation of
the tetrameric repressor would be the molecular
event that causes a change in phenotype.

To test this model experimentally, we first re-
moved the auxiliary operators from SX700 to
generate SX702 (fig. S2), which cannot form DNA
loops. As a result, every dissociation event of
Lacl from the remaining O1 operator results in a
complete dissociation event that would generate
a large burst of expression. In this case, we pre-
dicted frequent and large bursts of expression with

Fig. 3. 5mall and large bursts in the absence of A ALacY::Tsr, +DNA looping B Burst size distribution
positive feedback. In order to eliminate positive Frequent small bursts : "
feedback from permease transport, we constructed 12 ni. L E‘; 200 uM TMG
strain SX701 by replacing the lactose permease 21 1004~ 5 40
with the membrane protein fusion Tsr-YFP. (A) Real- 04 r —— Y 4 8 o
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time traces of protein production in 5X701 in 200
uM TMG, The fluorescent proteins were photo-
bleached immediately after detection to ensure that
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distribution of YFP molecules in the range of 0 to 10
molecules does not change in the range of 0 to 200
uM TMG. A small percentage of cells have much
more than 10 molecules and do not appear on the axis of this plot (fig. 570).
Over 100 cells were analyzed for each concentration. (Inset) The number of
bursts per cell cycle (purple circles) increases slightly whereas the average
number of proteins per burst (gray triangles) remains approximately constant.
These kinetic parameters are determined from the steady-state distribution of
YFP in those cells with fewer than 10 molecules (see SOM text). Error bars are
standard errors determined by bootstrapping. Gamma distributions using the
determined parameters are overlayed as solid lines. The gamma distribution

Fig. 4. Complete dissociation of the tetrameric repressor trig-
gers induction. (A} A high concentration of intracellular inducer
can force dissociation of the repressor from its operators, as
described by Monod and Jacob (6). (B) At low or intermediate
concentrations of intracellular inducer, partial dissociation from
one operator by the tetrameric Lacl repressor is followed by a fast
rebinding. Consequently, no more than one transcript is gener-
ated during such a brief dissociation event. However, the tetra-
meric repressor can dissociate from both operators stochastically
and then be sequestered by the inducer so that it cannot rebind,
leading to a large burst of expression. (C) A time-lapse sequence
captures a phenotype-switching event. In the presence of 50 uM
TMG, one such cell switches phenotype to express many LacY-YFP
molecules (yellow fluorescence overlay) whereas the other
daughter cell does not (movie S1).
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molecules. (D) In addition to having the permease replaced with Tsr-YFP,
strain SX703 has the auxiliary operators removed, eliminating DNA looping so
that every dissociation event is a complete dissociation. The protein number
distributions should reflect the bursts of protein expression from complete
dissociations alone. (Inset) the noise parameters p?/c” (purple dircles) and o*/j
(gray triangles) suggest that the frequency of large bursts is independent of the
TMG concentration but that the burst size is not.
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a faster rate of phenotype switching. Indeed, Fig.
2C shows that without DNA looping, SX702 in-
duces rapidly upon the addition of inducer, even
though the initial permease numbers are much
smaller than the threshold in Fig. 2, A and B [see
supporting online material (SOM) text]. The re-
moval of DNA looping eliminated bistability. This
was manifested by the unimodal distributions of
an inducing population in Fig. 2D at 20 yM TMG.

To directly observe large bursts, we replaced
the lacY gene of the E coli chromosome with a
membrane-localized protein, Tsr, fused to YFP,
which generated strain SX701 (fig. 52). Elimi-
nating LacY’'s positive feedback served two pur-
poses: to allow the resolution of distinct large
bursts and to prove that large bursts do not require
permease activity. The Tsr-YFP fusion functioned
as a surrogate reporter for protein production with
single-molecule sensitivity.

When we acquired time-lapse fluorescence
microscopy movies of SX701 cells with 200 uM
TMG, we observed that Tsr-YFP was produced
mostly in small bursts, but occasionally in a large
burst (Fig. 3A). The distribution of burst sizes
(Fig. 3B) taken from these real-time traces shows
both the frequent exponentially distributed small
bursts and the rare unusually large bursts.

We next analyzed the inducer concentration
dependence of burst frequency and size by using
population distnibutions. Figure 3C shows that
SX701 has a protein copy number distribution in
a cell population very similar to the distributions
of uninduced cells in Fig. 1D within the range of
0 to 10 molecules. We have shown that these copy-
number distributions manifest the stochasticity in
gene expression characterized by two parameters,
transcription rate (@) and the burst size of proteins
per mRNA (b), and can be well fit with a gamma
distribution p(n) = b °n" e’/ (a) (18, 21).
The inset in Fig. 3C shows a and b determined in
this fashion for cells with fewer than 10 molecules
for different TMG concentrations. The small burst
size is independent of the inducer concentration,
whereas the small burst frequency has only a weak
concentration dependence. In fact, within the
range of 0 to 50 pM TMG, the small burst fre-
quency does not change appreciably, suggesting
that the partial repressor dissociation is predom-
inantly spontaneous at low inducer concentrations.

Because characterization of the rare, large
bursts is difficult for the wild-type operators, we
generated strain SX703, in which the permease
gene was replaced with Tsr-YFP and the O2 and
03 operators were removed to eliminate DNA
looping, Every dissociation event in the SX703
should be a complete dissociation, and hence
should lead to a large burst. Because there isa 20-
to 100-fold difference in the inducer-binding af-
finity to the repressor in DNA-bound form (~1 mM)
relative to the free form (~10 pM) (22, 23), we
expected to observe the stochastic dissociation
of the repressor from the sole operator site and
sequestration of the free repressor by the inducers
at the concentrations we used (0 to 50 pM ) rather
than inducer-driven dissociation events.
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Consequently, we expected the frequency of
dissociation to remain constant as the inducer con-
centration increased but expected the length of
the dissociation time to increase. When we ana-
lyzed the steady-state protein distributions at
different inducer concentrations (Fig. 4C) by
applying a generalized interpretation of the a-b
model, which estimates the number of proteins
per expression bursts (SOM text), we found that
inducer concentration affects the size of large
bursts but not the frequency. This observation
supports our model that the inducer sequesters
the repressor after it stochastically dissociates
from the operator and prolongs its lifetime in the
non-DNA-bound state, leading to larger burst
sizes (SOM Text),

Figure 4 summarizes the model of induction
in the lac operon. In the case of high inducer
concentration (Fig. 4A), the repressor is actively
pulled off both operator sites by the inducer, as
described in Monod and Jacob’s model (6). Un-
der low or intermediate TMG concentrations,
however, the repressor can stochastically disso-
ciate from one operator independently of the in-
ducer, as shown in Fig. 4B. When the repressor
partially dissociates from one operator, a small
protein burst from a single copy of mRNA is
generated (/4) before the repressor rapidly rebinds
to the vacant operator. When the repressor com-
pletely dissociates from both operators, multiple
mRNAs are transcribed, which leads to a large
protein burst that surpasses the LacY threshold,
initiates positive feedback, and maintains a switch
in phenotype.

Why do complete dissociation events give
rise to large bursts? Our group has recently shown
that if a repressor dissociates from DNA, it takes
a time scale of minutes for the repressor to rebind
to the operator because the repressor spends most
of its time binding to nonspecific sequences and
searching through the chromosomal DNA (15).
In addition, there are only a few copics of the
tetrameric repressors (8). Such a slow repressor
rebinding time, relative to transcript-initiation
frequencies (24), would allow multiple copies of
lacY mRNA to be made following a complete
repressor dissociation event. Furthermore, in the
presence of inducer, the nonspecific binding con-
stant remains unchanged (25), but the affinity of
the inducer-bound repressor to the operator is
substantially reduced, rendering specific rebinding
unlikely. The large burst that results from slow
repressor rebinding is an example of how a single-
molecule fluctuation under out-of-equilibrium
conditions can have considerable biological con-
sequences, which has been discussed theoretical-
Iy in the context of cell signaling (26) and gene
expression (27) but has not previously been ex-
perimentally observed.

Because the binding affinity of inducers for
operator-bound repressors is weaker than for free
repressors by a factor of 20 to 100 (22, 23), the
inducer’s role under low concentrations is not to
force a dissociation ¢vent but to simply sequester
repressors that stochastically dissociated from
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their operators in order to aid in creating a large
burst (SOM text) (Fig. 3D). When the inducer
concentration increases, the size of the large
bursts increases because the duration of complete
dissociations increases, improving the probability
that a large burst can cross the positive-feedback
threshold. Consequently, it is this higher proba-
bility of successful switch-on events that shifis
the bimodal population toward the fully induced
state as inducer concentration increases,

The biological importance of DNA looping
has been discussed in the literature in terms of
facilitating interactions between distance sequences
and enhancing the local concentration (19, 20).
Here, we show that DNA looping allows the
control of gene regulation on multiple time scales
through different kinds of dissociation events.
The presence of DNA looping allows the use of
rare complete dissociation events to control a bi-
stable genetic switch.

We have shown that a stochastic single-
molecule event can cause a change in pheno-
type. It is not difficult to imagine that similar
molecular events might determine more compli-
cated phenotypes of other cells or organisms. The
ability to observe and probe the properties of
genetic switches at the molecular level is crucial
for understanding how cells make decisions.
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Remeasuring the Double Helix

Rebecca S. Mathew-Fenn,>?* Rhiju Das,***t Pehr A. B. Harbury™*}

DNA is thought to behave as a stiff elastic rod with respect to the ubiquitous mechanical
deformations inherent to its biology. To test this model at short DNA lengths, we measured the
mean and variance of end-to-end length for a series of DNA double helices in solution, using
small-angle x-ray scattering interference between gold nanocrystal labels. In the absence of
applied tension, DNA is at least one order of magnitude softer than measured by single-molecule
stretching experiments. Further, the data rule out the conventional elastic rod model. The variance
in end-to-end length follows a quadratic dependence on the number of base pairs rather than the
expected linear dependence, indicating that DNA stretching is cooperative over more than two

turns of the DNA double helix. Our observations support the idea of long-range allosteric

communication through DNA structure.

was discovered 50 years ago ([), its aver-
age structure and internal fluctuations have
been objects of intense study. Near its equi-

S ince the double helical structure of DNA
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center-of-mass separation (15).
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librium structure, the DNA duplex is generally
viewed as an ideal elastic rod. Cument estimates
put the bending rigidity B at ~230 pN-nm”, the
torsional rigidity € at 200 to 500 pN-nm”, and the
stretching modulus S (the extrapolated force
required to double the length of the DNA) at
~1000 pN (2-7). Recent experimental observa-
tions, however, have called into question the
accuracy of this simple mechanical picture. For
example, single-molecule measurements show
that overtwisting of DNA induces helix stretch-
ing (&). This twist-stretch coupling leads to a
revised picture of DNA in which the helix core is

modeled as an elastic rod while the phospho-
diester backbone is modeled as a rigid wire,
Analysis of DNA bending on short length scales
has also yielded surmprises. Specifically, ~100-
base pair (bp) DNA helices circularize two to
four orders of magnitude faster than would be
predicted by the elastic rod model, leading fo the
idea that discrete kinks contribute to DNA bend-
ing (9, 1.

The most straightforward way to characterize
DNA structural fluctuations would be to directly
visualize them under nonperturbing solution
conditions. Kilobase-sized DNA structures have
been imaged in real time, but it has not been
possible to resolve bending, twisting, and stretch-
ing fluctuations at the microscopic level. Alter-
natively, analyzing the motions of very short
DNA fragments simplifies the problem by limit-
ing the contributions from bending. In practice,
this has proved technically challenging. The
experimental tools suited to the job, molecular
rulers, provide an indirect readout of distance that
is difficult to relate quantitatively to variation in
end-to-end length. Indeed, short DNA duplexes
are often assumed to be completely rigid and are
used as length standard controls for new mo-
lecular rulers (f1-14).

Our investigations apply a recently devel-
oped technique for measuring distance distribu-
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Fig. 1. (A) Top: Schematic of a thioglucose-passivated gold nanocrystal
coupled to a deoxycytidylate nucleotide bearing a 3'-thiol group. The
thiol forms a bond directly to the gold nanocrystal core. Bottom: Model
coordinates of a DNA duplex with a gold nanocrystal at either end.
Cluster ligands and propyl linkers are not shown. (B) Scattering intensity
as a function of scattering angle for the 20-bp double-labeled (blue),
single-labeled (red, magenta; indistinguishable), and unlabeled (cyan)
DNA duplexes. The intensity of the double-labeled sample has been

scaled by a factor of 2 to aid visual comparison. The pattern of
scattering interference between the two nanocrystal labels (black) is obtained by summing the intensities of the double-labeled and unlabeled samples,
then subtracting the intensities of the two single-labeled samples (15). The data were obtained at 200 pM DNA and are averages of 10 exposures of 1 5
each. Measurements were made at 25°C in the presence of 70 mM Tris-HCl (pH 8.0), 100 mM NacCl, and 10 mM ascorbic acid. The scattering parameter 5 is
defined as (2 sin 6)/A, where 20 is the scattering angle and A is the x-ray wavelength. (C) Transformation of the nanocrystal scattering interference pattern
into a weighted sum of sinusoidal basis functions (corresponding to different interprobe distances) yields the probability distribution for nanocrystal
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tions based on small-angle x-ray scattering in-
terference between heavy-atom nanocrystals
(15). Gold nanocrystals with radii of 7 A are
site-specifically attached to the ends of DNA
double helices of varying length, as illustrated
for a 20-bp DNA segment in Fig. 1A, The ex-
perimental scattering profile for this molecule
(Fig. 1B) displays a characteristic oscillation
with an inverse period of 86 A, due to the scat-
tening interference between the nanocrystals.
This interference pattern is decomposed into a
linear combination of basis scattering functions
comesponding to discrete separation distances
between the nanocrystals, providing the inter-
particle distance distribution (Fig. 1C), Distri-
butions measured this way can be extremely
sharp if the probes are at fixed distances, and
they reveal broadened, highly skewed, or even
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Fig. 2. (A) Nanocrystal scattering interference
patterns obtained for the 10-bp (red), 15-bp
(green), 20-bp (black), 25-bp (cyan), 30-bp
(magenta), and 35-bp (blue) duplexes are offset
vertically. See table S2 for DNA sequences. (B)
Probability distance distribution curves for the
10-bp (red), 15-bp (green), 20-bp (black), 25-bp
(cyan), 30-bp (magenta), and 35-bp (blue) du-
plexes. The distributions are normalized to sum to
unity. Each distribution was fit to a Gaussian curve
(yellow) using the “fminsearch” function in
MATLAB. See fig. S10 for distance distribution
curves plotted individually with error bars, and
fig. S3 for repeated measurements using inde-
pendently prepared samples at two different x-ray
synchrotron beamlines.
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bimodal distance distributions if they are present
(15). The x-ray ruler reads out an effectively
instantaneous distribution of distances, due to the
short time scale of x-ray scattering from bound
electrons. The nanocrystal labels produce no de-
tectable disruption of the structure of DNA dou-
ble helices (as monitored by circular dichroism
spectroscopy) and negligibly alter the melting
thermodynamics of the helices into single strands
(table S1 and fig. S1). As a further precaution
against any undetected effects on DNA structure
from the gold probes, we base our conclusions
below on the change in probe separation as the
helix length is increased, and not on the absolute
value of the measurement for a single DNA
construct,

We prepared labeled DNA duplexes with
lengths between 10 and 35 bp in 5-bp incre-
ments (table 52). The scattering interference
profiles for these molecules (Fig. 2A) give end-
to-end distance distributions with approximately
symmetric fluctuations around a well-defined
mean distance (Fig. 2B). The interprobe distance

REPORTS I

increases approximately linearly with the num-
ber of helix base pairs (Fig. 3A). A fit to these
data that takes into account the potential
displacement of the gold probes off of the helix
axis (fig. S2) gives an average rise per base pair
of 3.29 £ 0.07 A (Fig. 3A), in close agreement
with the average crystallographic value of 3.32 +
0.19 A (16). To estimate measurement errors,
we compared distributions from independently
prepared samples exposed at two different x-ray
beamlines and with different detectors and
calibration standards (fig. 53). The scatter in
the mean was 0.4 A for the shortest duplex and
0.9 A for the longest duplex, with intermediate
values for the other constructs (the emor bars are
smaller than the marker size in Fig. 3A). The
deviation of the fit from the data exceeds the
measurement error and may reflect sequence-
dependent variation in the rise per base pair
(/6). The x-ray ruler gives a rise per base-pair
intermediate between the lower values (2.9 to
3.1 A) observed in microscopy experiments
(17-19) and the somewhat higher “canonical”™

A g0
o
120}
"\IE-: ..r#-r-.
8 r
5
2
0

0 10 0 0

10

Base Steps Base Steps

Fig. 3. (A) Mean nanocrystal-nanocrystal separation distance of end-labeled duplexes (circles)
and internally labeled duplexes (triangles), plotted with respect to the number of intervening
DNA base-pair steps. The distances for the end-labeled duplexes oscillate around a straight line
(dashed blue line). A three-variable fit accounting for rotation of the nanocrystal probes around
the helix axis (solid black line, fig. 52, R* = 0.9995) gives a rise per base pair of 3.29 + 0.07 A
and a 9 A radial displacement of the nanocrystals off of the helix axis. A similar two-variable fit
to the internally labeled duplex distances (dashed black line, R? = 0.9992) gives a rise per base
pair of 3.27 + 0.1 A and a 21 A radial displacement of the nanocrystals off of the helical axis.
Each fit takes into account the reduction in end-to-end length expected from bending fluctua-
tions (table 53). The distance data points derive from the Gaussian curves in Fig. 2B. The mea-
surement errors are estimated to be +0.5%, according to repeat experiments with independently
prepared samples at two different synchrotrons, and are smaller than the graph symbols (fig. $3).
(B) Variance in nanocrystal-nanocrystal separation distance of end-labeled duplexes (circles) and
internally labeled duplexes (triangles), plotted with respect to the number of intervening DNA
base-pair steps. The variance predictions for an ideal elastic rod with a stretching modulus of
1000 pN (the value measured in single-molecule stretching experiments) are shown (dashed
black line) and deviate grossly from the data. A linear relationship between variance and base-
pair steps (dashed cyan line, two variables, R® = 0.919) is expected if the stretching of base-pair
steps is uncorrelated along the DNA duplex (24). Alternatively, a quadratic relationship (solid black
line, two variables, & = 0.997) should hold if the DNA stretches cooperatively. The quadratic fit
indicates that each base-pair step contributes 0.21 A of standard deviation to the end-to-end
length of a duplex. The y intercept of 5.7 A? corresponds to variance arising from experimental
factors. The variance data points derive from the Gaussian curves in Fig. 2B. Each fit takes into
account the variance expected from bending fluctuations (table 53). The uncertainties in the
variance values are estimated to be +6.6%, based on the standard deviation of repeated mea-
surements for the 25-bp duplex at independent beamlines and with independently prepared
samples (fig. 53).
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value (3.4 A) obtained for DNA in condensed
states or under tension (26, 21).

Structural fluctuations of the DNA should be
reflected in the width of the measured distance
distributions after other sources of variance, such
as linker flexibility and nanocrystal size hetero-
geneity, have been taken into account (Fig. 3B).
DNA-independent factors are expected to con-
tribute the same amount of variance to measure-
ments with different duplexes (~6 A” as fit in Fig.
3B). Thus, the increase in distribution width with
DNA length must derive from structural changes
in the DNA itself. Three facts argue that stretch-
ing fluctuations, rather than bending fluctuations
or twisting fluctuations, dominate the approxi-
mately £10% spread in end-to-end distance that
we observe: (i) The DNA samples studied here
are shorter than the bending persistence length of
double-helical DNA (22). Both Monte Carlo
calculations and an analytical approximation
(table S3) (23) vield 7 A* as the maximum
contribution of bending Auctuations to the end-
to-end length variance of the 35-bp duplex. This
value accounts for only 14% of the observed
variance. (ii) DNA bends produce asymmetrical
distributions with shoulders at shorter distances
(15), whereas the distributions we observe are
symmetrical (Fig. 2B). (iiii) Because the nano-
crystals lie close to the helical axis (Fig. 3A and
fig. §2), twisting fluctuations have small effects on
the measured end-to-end distances and cannot
account for the observed variance.

The distance distributions are not consistent
with the conventional model of the DNA duplex
as an ideal elastic rod with a stretch modulus of
~1000 pN. To illustrate the point, suppose that
the entire 8.5 A® variance of the 10-bp duplex
distribution arises from experimental sources
unrelated to DNA stretching. Presumably, the
same 8.5 A? applies to the other duplex samples,
which differ only by addition of base pairs to the
center of the duplex sequence. The conventional
model predicts that for the longest 35-bp duplex,
DNA stretching should contribute an additional
3.3 A? of variance, for a total variance of 11.8 A2
(dashed black line in Fig. 3B) (24). In fact, the

Fig. 4. Molecular models
of 30-bp B-form DNA dou-
ble helices with lengths
10% smaller (top) and
10% larger (bottom) than
the canonical length (cen-
ter) preserve base pairing
geometry and are sterically
allowed. The models were
produced using Rosetta with
constraints on local rise pa-
rameters to induce com-
pression or stretching (30).
The starting model coordi-
nates were generated by the
DNA Star Web Server (31).
The figure was rendered
with PovScript® (32).
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observed variance is 51 A”: the contribution of
DNA stretching to the variance is larger than
predicted by a factor of ~13. A linear fit of the
observed variances with respect to DNA length
(dashed cyan line in Fig. 3B) indicates an ap-
parent stretch modulus of <91 pN. The resistance
of DNA to stretching is thus weaker in the
absence of tension, as measured herein, than in
the presence of high tension, as in single-
molecule stretching experiments.

A notable feature of the x-ray scattering data
is the change in variance with duplex length (Fig.
3B). The elastic rod model predicts that the var-
iance should increase linearly with the number of
base steps (dashed lines in Fig. 3B). In contrast,
we observe a quadratic dependence of varance
on DNA length. The emors in the measured var-
iances fall between 0.2 and 2.0 A%, according to
replicate measurements at different x-ray beam-
lines with independently prepared samples (fig.
53). The data fit a quadratic dependence to within
this measurement error (black line; ¥° = 7.5 with
7 degrees of freedom; P = 0.39), but not a linear
dependence (cyan dashed line; ¥ = 91 with 7
degrees of freedom; P= 7.4 = 107"). A quadratic
increase in variance can only occur if the stretch-
ing fluctuations of neighboring base steps in a
duplex are tightly correlated (24). Fits to models
that interpolate between linear and quadratic
dependences with a range of correlation lengths
are given in fig. S4. These fits demonstrate that
the stretching correlation must persist over at
least two tums of a double helix. Thus, short
DNA fragments stretch cooperatively: As the
first two bases move farther apart, so do the last
two bases.

We performed numerous controls to rule out
experimental artifacts. One worry was that the
nanocrystals or DNA might be damaged by x-ray
radiation. A variety of tests showed that, in the
presence of the radical scavenger ascorbate, the
samples were not damaged during data collection
(fig. 85) (15). Another concern was that as the
synthetic DNA fragments became longer, the
incidence of single base deletions might increase,
resulting in an anomalous length-variance trend.

However, electrophoretic and chromatographic
analyses showed that all of the samples were
=>04% pure (figs. S5 and 56). A third possibility
was that a lower signal-to-noise ratio in the
longer-duplex data sets might lead to broadened
distributions. However, when all of the data sets
were degraded by truncation at low scattering
angles and by addition of white noise so as to
match the 35-bp data set, the measured means
and vanances did not change appreciably (fig.
57). To control for possible end effects, three
duplexes were labeled intemally by attaching
gold probes to the DNA bases (fig. S8). The dis-
tance measurements for these internally labeled
duplexes were consistent with the measurements
for the end-labeled duplexes (Fig. 3).

Finally, we examined how long-range electro-
static forces might affect the end-to-end distance
distributions. The nanocrystals prepared for these
studies possess a weak net negative charge (as
assessed by gel electrophoresis). Nonetheless,
measurements at 10 mM, 100 mM, and 1 M
NaCl (Debye screening lengths of 30 A, 10 A,
and 3 A, respectively) gave indistinguishable var-
iances, indicating a negligible role of electrostatic
repulsion between the two probes and between
the probe and DNA in the variance measure-
ments. The melting temperatures for the unla-
beled, singly labeled, and doubly labeled duplexes
also indicated a negligible interaction energy be-
tween the nanocrystals (table S1).

In light of our findings, we reexamined previ-
ous structural studies of short DNA duplexes
{24). A comprehensive analysis of the end-to-end
lengths for DNA duplexes in the Nucleic Acid
Database reveals a range of distances that is con-
sistent with our solution observations (fig. S9).
However, this crystallographic distribution might
be artificially broadened because it includes many
different DNA sequences and crystallization con-
ditions, or artificially namowed because it in-
cludes many structures solved at 109 K. A plot of
crystallographic length vanance with respect to
number of base steps is noisy and can be fit
equally well with linear or quadratic curves. These
data are therefore inconclusive with respect to the
cooperativity of DNA stretching. We also reeval-
uated recently published time-resolved single-
molecule fluorescence resonance energy transfer
(FRET) (25) and electron spin resonance data
(26) measured on DNA duplex samples. Plots of
the end-to-end length variance derived from
these data with respect to duplex length are
clearly better fit by a quadratic relationship than
by a lincar relationship (fig. S9; both fits have
2 degrees of freedom). Although the data are
noisy, the independent molecular-ruler measure-
ments support the conclusion that short DNA
duplexes stretch cooperatively.

A remaining puzzle is why DNA under ten-
sion appears to be much stiffer than relaxed
DNA. One possibility is that the soft stretching
mechanism we observe has a limited range and
is fully extended at tensions greater than ~10
pN (the force above which helix stiffness is
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typically measured in single-molecule force-
extension curves). For example, suppose that
each base step can adopt either a short or a long
conformation (say 3.3 A + 10%) of equivalent
energy, and that the conformational state of
contiguous bases is correlated over a length of
35 nucleotides. In the absence of tension, short
DNA duplexes would populate equally the
short and long conformations and therefore
exhibit end-to-end distance distributions cover-
ing +10% of the mean length (Fig. 4). The
variance of these distributions would grow
quadratically with duplex length (24). Under a
stretching force, however, the DNA would
preferentially adopt the long conformation,
and this degree of freedom would saturate at
modest tensions. At room temperature, 99% of
the base steps would exist in the long con-
formation under 8 pN of applied force, and the
apparent stretching modulus would be 1000 pN
(24). Thus, a very soft stretching degree of
freedom in the absence of tension can behave as a
very stiff stretching degree of freedom when the
duplex is under tension. The stretching of DNA
at larger forces would presumably occur by a
different mechanism. We note that this two-state
model is oversimplified with respect to our data
because our measurements would spatially re-
solve the short and long states if only two existed.
However, the saturation behavior holds for mod-
els with a larger number of states.

Additional theoretical and experimental
work will be required to reveal the microscopic
basis for correlated DNA stretching fluctua-
tions and its potential relation to other recently
discovered nonideal properties of DNA (8§-10).
Whereas FRET experiments with nanosecond
time resolution indicate large DNA stretching
fluctuations (25), alternative FRET experiments
that average single-molecule FRET signals
over hundreds of microseconds do not (27).
Thus, DNA stretching dynamics likely occur
on a time scale between 107 and 107 5. Mo-
lecular simulations intended to model DNA
stretching will have to access this time regime.

The presence of long-range stretching
correlations implies that DNA double helices
can, in principle, transmit information over at
least 20 bp through an allosteric “domino ef-
fect” (28, 29). For example, in the context of
the two-state model, a protein that favors bind-
ing to a stretched segment of double helix would
disfavor the binding of another protein that
prefers a compressed conformation. This effect
would propagate to sites within 20 bp, and
possibly farther. Whether such DNA-mediated
allosteric communication alters how the double
helix and its specific binding partners interact to
regulate biological processes remains to be
tested.
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Relation Between Obesity and

Blunted Striatal Response to Food Is
Moderated by TaglA A1 Allele

E. Stice,™** S, Spoor,® C. Bohon,™?* D. M. Small**®

The dorsal striatum plays a role in consummatory food reward, and striatal dopamine receptors
are reduced in obese individuals, relative to lean individuals, which suggests that the striatum
and dopaminergic signaling in the striatum may contribute to the development of obesity.

Thus, we tested whether striatal activation in response to food intake is related to current and
future increases in body mass and whether these relations are moderated by the presence of the Al
allele of the TaglA restriction fragment length polymorphism, which is associated with dopamine
D2 receptor (DRD2) gene binding in the striatum and compromised striatal dopamine signaling.
Cross-sectional and prospective data from two functional magnetic resonance imaging studies
support these hypotheses, which implies that individuals may overeat to compensate for a
hypofunctioning dorsal striatum, particularly those with genetic polymorphisms thought to

attenuate dopamine signaling in this region.

Ithough twin studies suggest that bio-
logical factors play a major role in the
ctiology of obesity, few prospective

studies have identified biological factors that in-
crease risk for future weight gain. Dopamine is

VOL 322

involved in the reinforcing effects of food (/).
Feeding is associated with dopamine release in
the dorsal striatum, and the degree of pleasure
from eating correlates with amount of dopamine
release (2, 3). The dorsal stnatum responds to
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ingestion of chocolate in lean humans and is
sensitive to its devaluation by feeding bevond
satiety (4). In contrast, the ventral striatum ap-
pears to respond to food receipt only if it is un-
expected (5) and plays a preferential role in
encoding the value of cues associated with food
receipt, reacting preferentially to cues versus re-
ceipt (6) and showing sensitivity to the deval-
uation of food cues, but not food receipt (4, 7).
Thus, the dorsal and ventral striatum may serve
distinct roles in encoding food reward, with the
former playing a more prominent role in en-
coding consummatory food reward. Dopamine
antagonists increase appetite, energy intake, and
weight gain, whereas dopamine agonists reduce
energy intake and produce weight loss (8, 9).
Dopamine D2 receptors are reduced in obese
relative to lean individuals (70, 11). Obese rats
have lower basal dopamine levels and reduced
D2 receptor expression compared with lean rats
(12, 13). It has therefore been postulated that
obese individuals have hypofunctioning rewand
circuitry, which leads them to overeat to com-
pensate for a hypofunctioning dopamine rewand
system (/4).

We used blood oxygen level-dependent
(BOLD) functional magnetic resonance imaging
(IMEI) to test whether obese, relative to lean,
individuals show abnormal activation of the
dorsal stnatum, which encodes consummatory
food reward (2, 4), in response to receiving a
highly palatable food. Although BOLD re-
sponse reflects blood flow, and not dopamine
signaling, it has been argued that the BOLD
signal in regions that register as a dopamine
source or target probably reflects dopaminergic
activity (15-17). In addition, in genetically ho-
mogeneous and heterogeneous samples, individ-
uals with an AI/Al or AI/A2 allele of the
TaglA (rs1800497) are more likely to be obese
than those without this allele (/8-2(0). Further-
more, six post moriem and positron emission
tomography (PET) studies have found that
individuals with at least one Al allele of the
TaglA restriction fragment length polymor-
phism associated with the dopamine D2 recep-
tor (DRD2) gene evidenced 30 to 40% fewer
D2 receptors than those with the A2/A2 allele
(21-26), which suggests that reduced D2
receptor availability in obese individuals may
be related to this polymorphism. The one study
in which this effect did not emerge used single-
photon emission computed tomography (SPECT)
{27), which implies that SPECT may not be suf-
ficiently sensitive to detect this difference (28).
Thus, we further hypothesized that any evidence
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Eugene, OR 97403, USA. “Department of Psychology,
University of Texas, Austin, TX 78712, USA. *Department of
Psycholegy, University of Oregon, Eugene, OR 97403, USA
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In two fMRI studies, we investigated striatal
activation in response to receiving a chocolate
milkshake versus a tasteless solution (29), Tastes
were delivered using programmable syringe

of abnormal striatal activation in response to
food receipt for obese, relative to lean, indi-
viduals would be amplified among those with
the Al allele.

R? = 0.2496

PE (caudate)

i BMI

i R? = 0,3409

PE (caudate)

Fig. 1. (A) Coronal section of weaker activation in the left caudate nucleus (-15, 18, 12, t = 3.65,
P < 0.05 FDR corrected) in response to receiving a milkshake versus a tasteless solution as a
function of BMI with the graph of parameter estimates from that region (study 1). (B) Coronal
section of weaker activation in the left caudate nucleus (<12, 3, 27, t = 4.00, P < 0.05 FDR
carrected) in response to receiving a milkshake versus a tasteless solution as a function of BMI with
the graph of parameter estimates from that region (study 2).

# Left putamen (-30, 0, 6)
® Right putamen (27, 3, 9)
4 Right putamen (21, 18, 3)

R? = 0.3023
A = 03381
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Fig. 2. Coronal section of weaker activation bilaterally in the putamen (=30, 0, 6, t = 3.98, P <
0.05 FDR corrected; 27, 3, 9, t = 3.45, P < 0.05 FDR corrected) in response to milkshake receipt
versus tasteless solution receipt as a function of BMI with the graph of parameter estimates from
that region (study 2).
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pumps to ensure consistent volume, rate, and
timing of taste delivery. This procedure has been
used successfully in previous studies (6).

In study 1, 43 female college students (mean
age = 20,4, range 18 to 22; mean body mass
index (BMI) = 28.60; range 23.8 to 33.2) were

R? = 0.6856

-

Fig. 3. (A) Sagittal section of weaker activation in the left caudate nucleus (12, -3, 24, t = 4.00,
P < 0.05 FDR corrected; =9, 0, 15. t = 4.00, P < 0.05 FDR corrected) while receiving a milkshake
versus a tasteless solution as a function of BMI depending upon A1 allele status. The graph shows
the parameter estimates of the contrast (milkshake receipt versus tasteless solution receipt) across
BMI scores for each DRD2 allele type (study 1). (B) Coronal section of weaker activation in the left
caudate nucleus (=9, 0, 24, t = 3.81, P < 0.05 FDR corrected) while receiving a milkshake versus a
tasteless solution across BMI scores for each DRD2 allele type, with the graph showing the
parameter estimates of the contrast (milkshake receipt versus tasteless solution receipt) versus BMI
for each allele type (study 2).

REPORTS I

scanned while viewing pictures of a glass of
chocolate milkshake and a glass of water that
predicted taste delivery and while they tasted
the milkshake and tasteless solution. The para-
digm used in study 2 was similar, but the cues
were geometric shapes (diamond, square, or
circle) rather than pictures of glasses of milk-
shake or water. Study 2 involved 33 adolescent
girls (mean age = 15.7, range 14 to 18 years;
mean BMI = 24.3; range 17.5 to 38.9). Genetic
data were obtained from 27 of these 33 par-
ticipants. Because our hypothesis focused on
dorsal striatal involvement in consummatory
food reward, analyses focused on response to
receiving a milkshake or a tasteless solution,
not on response to cues signaling impending
receipt of these tastes.

Individual statistical parametric mapping
(SPM) contrast maps were entered into regres-
sion models with BMI scores as a covariate. In
all analyses, r-maps (voxelwise levels of sig-
nificance) were set at a threshold of P < 0.005
with a minimum cluster criterion of three. We
then performed region-of-interest searches
using peaks in the dorsal striatum identified
previously (2, 4) as centroids to define 10-mm
diameter spheres. Peaks within these regions
were considered significant at P < 0,05, false-
discovery rate (FDR) comected across the small
volume.

We found a negative comelation between
BMI and response in the left caudate nueleus to
receiving a milkshake versus a tasteless solu-
tion in study 1 (r = —0.50) (Fig. 1A) and in
study 2 (» = —0.58) (Fig. 1B). We also found a
negative correlation between BMI and re-
sponse bilaterally in the putamen to receiving
a milkshake versus a tasteless solution in study
2 (r = -0.53, -0.58) (Fig. 2). In study 1,
presence of the Al allele significantly mod-
erated the negative relation between BMI and
activation in the left caudate while receiving a
milkshake versus a tasteless solution (r = -54,
P < 0.001); activation in this region showed a
strong inverse relation (r = —0.83) to BMI for

3 g B
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'y 8,

é-z _E“" 2
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£ -8 eNoAl Al 2 8 = No A1 & Al
PE (caudate) PE (caudata)

+No Al = A1

PE (putamen)

Fig. 4. (A) Activation in the caudate nucleus (=12, 3, 27) was
negatively related to future weight gain for participants with the Al
allele, but positively related to future weight gain for participants
without the Al allele (study 1). (B) Activation in the caudate (6, 9, 15)
and putamen (21, 18, 3) was negatively related to future weight gain

www.sciencemag.org SCIENCE

for participants with the Al allele, but positively related to future
weight gain for participants without the A1 allele (study 2). Note that
the graph generated from the caudate peak (left) showed the strongest
interaction but just missed significance in the main SPM analysis (f =
3.0, P = 0.002 uncorrected).
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those with the Al allele, but a weak relation
(r=10.12) to BMI for those without this allele
(Fig. 3A). In study 2, the Al allele signif-
icantly moderated the negative relation be-
tween BMI and activation in the left caudate
nucleus during receipt of milkshake versus a
tasteless solution (r = —0.68, P < 0.001); ac-
tivation in this region showed a strong inverse
relation (r= —0.95) to BMI for those with the
Al allele, but a weaker relation (r = —0.40) to
BMI for those without this allele (Fig. 3B).
Note that participants with, rather than with-
out, the Al allele did not differ in their ratings
of milkshake pleasantness (r = 0.16). Thus, as
hypothesized, in both studies obese individu-
als, relative to lean individuals, showed a
blunted striatal response to milkshake receipt,
and this effect was amplified in those with the
Al allele.

In study 2, multiple regression models [Sta-
tistical Package for the Social Sciences (SPSS)]|
tested whether presence of the Al allele mod-
erated the relation between blunted dorsal
striatal activation and future increases in BMI
(from an increased positive energy balance)
over a l-year follow-up (n = 17, mean BMI
percent change, 3.63, range 5.5 to 11.3). We
controlled for initial BMI, Al allele status, and
dorsal striatal activation. Analyses were per-
formed using the parameter estimates from the
most significant peaks from the cross-sectional
analyses of study 2. The interaction between
Al status and activation in the right putamen
(r=-0.45, P=10.01) and activation in the left
caudate (r=-0.42, P=0.02) while receiving a
milkshake versus a tasteless solution in relation
to change in BMI were significant and medium
in magnitude (Fig. 4). Activation in the puta-
men (= 0.19) and caudate (r = 0.26) and Al
allele status (r = 0.30) did not show significant
main effects in the prediction of increases in
BMI over follow-up.

Collectively, results from these two studies
are consistent with the hypothesis that the dorsal
striatum is less responsive to food reward in
obese, relative to lean, individuals, potentially
because the former have reduced D2 receptor
density and compromised dopamine signaling,
which may prompt them to overeat in an effort
to compensate for this reward deficit. We did not
observe effects (positive or negative) in the ven-
tral striatum or midbrain, even when we reduced
the significance threshold. Because we mea-
sured BOLD response, we can only speculate
that the effects reflect reduced dopaminergic
signaling. However, this interpretation seems
reasonable because the presence of the Al
allele, which has been associated with reduced
dopaminergic signaling in six studies (2/-26),
significantly moderated the observed BOLD
effects, and because prior work has found that
this region shows increased blood flow and in-
creased dopamine release in response to inges-
tion of palatable food (2, 4). Our findings
converge with evidence that obese, relative to

lean, humans have fewer D2 receptors in the
striatum (/, 11, and obese, relative to lean, rats
have lower basal dopamine levels and reduced
D2 receptor density (/2, 13). Our findings ex-
tend these results by showing that response in
the dorsal striatum is blunted during ingestion of
palatable food. Our findings also extend work
implicating the Al allele in obesity (30) by
providing evidence that the negative relation
between striatal response to food receipt and
BMI was significantly stronger for individuals
with the A1 allele, presumably because these
individuals have reduced dopamine signaling
capacity in the striatum. Most important, al-
though stnatal activation in response to food
intake was positively related to weight gain for
those without the Al allele, it was negatively
related to weight gain for those with the Al
allele, which provides evidence that blunted
dorsal striatal response to food intake tempo-
rally precedes weight gain for those with this
allele. This finding is consistent with the theory
that it represents a vulnerability factor for obe-
sity (37). However, an important alternative ex-
planation to consider is that the hypofunctioning
dopamine system results from down-regulation
of reward circuitry secondary to overconsumption
of high-fat and high-sugar foods (31, 32).
Indeed, animal studies indicate that chronic
excessive intake of such foods results in down-
regulation of postsynaptic D2 receptors,
increased DI receptor binding, and decreased
D2 sensitivity and p-opioid receptor binding
(32-34)—changes that also occur in response
to chronic substance use. Although we con-
trolled for initial BMI in our prospective analy-
ses, which reduces the risk that a history of
overeating explains the prospective effects, we
cannot rule out the possibility that the blunted
striatal response is caused by overeating,
particularly among individuals with the Al
allele. Paradoxically, such an adaptation may
further increase the risk for the persistence of
overeating.

One cautionary note is that, although
studies suggesting that obesity is related to
striatal hypofunctioning have included both
women and men (/0, 11, I4) and obesity is
equally prevalent for the two genders, our
result should be generalized to males with cau-
tion, because we only studied females. More-
over, the evidence that hypofunctioning of the
striatum and the Al allele of Tagl are asso-
ciated with both obesity and substance abuse
(/) implies that individual difference factors,
such as affect regulation expectancies, mod-
eling of overeating versus substance abuse, or
environmental exposure (to high-fat foods ver-
sus psychoactive substances), interact with
these general vulnerability factors to determine
whether an at-risk individual develops obesity,
substance abuse, or neither adverse outcome.

In conclusion, the present results strongly
suggest that individuals who show blunted
striatal activation during food intake arc at

risk for obesity, particularly those at genetic
risk for compromised dopamine signaling in
brain regions implicated in food reward.
Thus, behavioral or pharmacologic interven-
tions that remedy striatal hypofunctioning
may assist in the prevention and treatment of
this pernicious health problem.
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Phosphorylation Networks
Regulating JNK Activity in Diverse
Genetic Backgrounds

Chris Bakal,***t Rune Linding,?* Flora Llense,* Elleard Heffern,® Enrique Martin-Blanco,*

Tony Pawson,® Norbert Perrimon?-?

Cellular signaling networks have evolved to enable swift and accurate responses, even in the face
of genetic or environmental perturbation. Thus, genetic screens may not identify all the genes that
regulate different biological processes. Moreover, although classical screening approaches have
succeeded in providing parts lists of the essential components of signaling networks, they typically
do not provide much insight into the hierarchical and functional relations that exist among these
components. We describe a high-throughput screen in which we used RNA interference to
systematically inhibit two genes simultaneously in 17,724 combinations to identify regulators of
Drosophila JUN NH,-terminal kinase (JNK). Using both genetic and phosphoproteomics data,

we then implemented an integrative network algorithm to construct a JNK phosphorylation network,
which provides structural and mechanistic insights into the systems architecture of JNK signaling.

taining cell viability and proliferation in re-

sponse to environmental fluctuations and
stress, may be more robust to perturbation than
others (7). One signaling network dedicated to
maintaining cell, tissue, and organism fidelity in
the face of cellular stress involves stress-activated
protein kinases (SAPKs), also known as JUN
NH:-terminal kinases (JNKs) (2). Classical in
vivo genetic approaches in Drosophila have
identified a highly conserved pathway consisting
of a single JNK, a JNK-kinase (JNKK), and a
mixed-lineage kinase (MLK) that serves as a
JNKK-kinase (3), but little is known as to how
other signaling networks feed into this canonical
cascade. To expand our understanding of JNK
regulation, we conducted cell-based RNA inter-
ference (RNAI) screens to systematically investi-
gate INK activity in various genetic backgrounds.
Furthermore, to gain insight into the systems
architecture of JNK signaling, we used a proba-
bilistic computational framework to reconstruct a
JNK phosphorylation network among compo-
nents identified in the screen on the basis of
phosphoproteomics data.

To measure JNK activity in live migratory
Drosophila cells, we devised an RNAI screen
based on a dJUN-FRET sensor (fluorescence
resonance energy transfer or FRET). dJUN-
FRET is a single polypeptide composed of a
modified Drosophila JUN phosphorylation do-
main and a FHA phosphothreonine-binding mod-

S ignaling networks, especially those main-
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ule (4) separated by a flexible linker and flanked
by a cyan fluorescent protein (CFP) donor and
yellow fluorescent protein (YFP) acceptor mod-
ules (Fig. 1A). Drosaphila BG-2 migratory cells
were transfected with a plasmid that drives dJUN-
FRET expression from an actin promoter and, 2
days later, were transfected with a set of 1565
double-stranded RNAs (dsRNAs) targeting all
251 known Drosaphila kinases, 86 phosphatases
(PPases), and predicted kinases and PPases, as

Individual dsRNAs

REPORTS I

well as regulatory subunits and adapters (the “*KP"
set). INK activity in single cells was determined
by calculating the ratio of FRET signal (generated
by FRET between YFP and CFP) to the level of
CFP intensity (which provides the baseline level
of WUN-FRET expression in cach cell regardless
of INK activity) within each cell boundary. A
mean ratio is then derived for all cells treated with
a particular dsRNA (Fig. 1B). The mean fold
change in dJUN-FRET reporter activity for
16,404 control wells was 1.00 £ 0.04 (SD); how-
ever, in a screen of the KP set, multiple dsRNAs
targeting JNK (Z=-2.06 and -2.05) and MLK
(Z=-5.06,~2.60, and —2.13) produced significant
decreases in dJUN-FRET reporter activity (5).
Moreover, dsRNAs targeting the JNK PPase
puckered ( puc) (6) resulted in significant increases
in reporter activity (Z = 2.13, 3.44, and 4.81),
consistent with the role of Puc as a negative
regulator of JINK (Fig. 1C). In the KP screen, we
identified 24 genes (5% of genes tested) as
putative JNK regulators and reidentified the 6
out of 7 positive and negative JNK regulators
previously identified in vivo (3) (Fig. 1D). Al-
though the KP screen identified both previously
known and novel JNK components and regu-
lators, the results are notable in the genes that the
screen failed to isolate. For example, the only
Dyvosophila INKK, encoded by the hemipterous
gene (7), was not identified in the KP screen.
Furthermore, although ERK emerged from the
KP screen as a JNK suppressor because of ERK s
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Fig. 1. Overview of FRET-based screen for JNK regulators. (A) Schematic of dJUN-FRET construct. (B)
Representative image of dJUN-FRET transfected BG-2 cells and image analysis protocol. (C) Graph of Z
scores for individual dsRNAs in KP screen. (D) List of 11 JNK suppressors and 13 enhancers identified in
the KP screen. Genes are considered JNK regulators if two or more independent dsRNAs result in mean
changes in dJUN-FRET activity above or below a Z score of +2.0 or —2.0, respectively. Circles represent the
number of dsRNAs tested per gene; filled circles represent dsRNAs that contribute to the average Z score.
Genes in bold indicate previously described JNK regulators (3).
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potential positive effects on puc transcription
(fig. S1), we did not identify dsRNAs targeting
other components of the ERK pathway. A high
false-negative rate appears to be present in this
genetic screen; therefore, we developed a combi-
natorial strategy to further enhance the sensitivity
of the screen.

We performed 12 different sensitized screens
in which we incubated cells with dsRNAs tar-
geting a “query” gene in combination with
dsRMNAs of the KP set. In choosing guery genes,
we focused primarily on components of Rho gua-
nosine triphosphatase (GTPase) signaling, such
as Rael, Cde42, the Rho guanine nucleotide ex-
change factor still-life (sif), and pl90RhoGAP
(GTPase-activating protein), because Rho activity
couples JNK activation to a number of upstream
signaling events (3). We also sensitized cells by
targeting canonical JNK components, such as
JNK, puc, and MLK; other strong candidates from
the KP screen, such as ERK; and genes, such as
AKT, PTEN, hippo, and VHL, whose inhibition
could result in the activation stress pathways even
though they were themselves not identified in the
KP screen (4). Genes were then identified as
likely INK regulators if two or more independent
dsRNAs resulted in average increases or de-
creases in dAJUN-FRET reporter activity in cach
screen, and we assigned a significance score
based on how many total dsRNAs were tested for
each gene across all screens (4, 26). For example,
a gene targeted by two to four dsRNAs was
considered a JNK regulator if isolated in two or
more screens, but a gene targeted by five to seven
dsRNAs must be isolated in three or more screens
to be included in the list of high-confidence regu-
lators. No genes were isolated in the background
of JNK inhibition (Fig. 2), which showed that

increases or decreases in AJJUN-FRET reporter
activity in both unmodified and modified back-
grounds are JNK-dependent. Using this combi-
natorial approach, we identified 55 new INK
suppressors and enhancers in a test of 17,724
dsRNA combinations, which, together with results
from the nonsensitized initial screen, provide a list
of 79 likely INK regulators (17% of the genes
tested) (26). We validated some of the hits iden-
tified in multiple screens as bona fide JNK regu-
lators by guantifying mRNA abundance of the
INK-specific transcriptional target MMPI (8, 9)
after dsRNA-mediated inhibition of candidate
genes by quantitative real-time polymerase chain
reaction (fig. S2).

We wished to obtain insight into why deple-
tion of certain kinases and PPases had effects
in both unmodified and modified backgrounds,
while others were isolated only in sensitized
contexts, Therefore, we integrated our genetic
screen with phosphoproteomics data and compu-
tational models of kinase specificity to derive
networks on the basis of all of these experimen-
tal sources using the NetworKIN algorithm (717).
NetworKIN was deployed on more than 10,000
unique high-confidence phosphorylation sites
identified in a recent mass spectrometry study
of Drosophila cells (I1). This resulted in an
initial network that was subsequently overlaid
with the genetic hits in order to derive a model
of the JNK phosphorylation network (Fig. 3)
(25, 26). Last, to determine which phosphoryl-
ation events make functional contributions to
JNK signaling, we looked in data sets derived
from combinatorial screens for epistatic inter-
actions among kinases and substrates and per-
formed hierarchical clustering of mean Z scores
for components of the JNK phosphorylation

network across several combinatorial RNAI
screens to look for shared patterns of genetic
interaction (Fig. 4). Thus, through integrating
genetic and phosphoproteomics data using a com-
putational framework, we undertook a systems-
level strategy to describe the protein networks
underlying genetic interactions.

INK regulators identified in all screens could
be broadly grouped into different classes on the
basis of previously described biological func-
tions and/or structural similarity of protein products
(Fig. 3). Specifically, we identified a number of
protein and lipid kinases involved in axon guid-
ance and cell migration, such as FER (12),
Pip69d (13), otk (14, 15), thickveins (16), RET
(17), wunen2 (18), GSK3 (19), PDK1 (2{)), and
JAK (21). We also identified genes encoding com-
ponents of apicobasal polanty complexes, such
as Z0O-1, Caki, Magi, and discs large 1 (dlgl),
largely as INK suppressors (22), which is con-
sistent with in vivo studies demonstrating unre-
strained JNK activation associated with breakdown
of polarity in backgrounds of hyperactivated
Ras’ERK signaling (8, 23). Furthermore, our re-
sults implicate the Warts-Hippo complex (24) as a
potential link between JNK activity and the
remodeling of cytoskeletal structures (Fig. 3).
NetworKIN predicts that Hippo-mediated activa-
tion of JNK can oceur through phosphorylation of
MLK and that Hippo is also a direct target for
IJNK, which suggests that a feedback loop exists
between JNK and Warts-Hippo signaling. No-
tably, we also predict Dlgl to be extensively
phosphorylated by a number of kinases in the
JNK network, including JNK itself (Fig. 3).
This suggests that INK, and other kinases such as
ERK and CDK2, can act upstream of Dlgl to
remodel or dismantle polarized cell-cell adhesion
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Fig. 2. Overview of the ability of dsRNAs to enhance or suppress dJUN-FRET
reporter activity in diverse sensitized backgrounds. Genes are considered hits in
individual screens if two or more independent dsRNAs result in a mean dJUN-FRET

reporter activity that is considered in the top or bottom 5% of each screen. Shading
indicates 0.05 to 0.95 percentile in each screen. Blue boxes indicate the number of
JNK enhancers in each screen; red boxes indicate the number of JNK suppressors.
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Fig. 3. Information flow through the JNK network. Kinases with predicted
substrates in the JNK signaling network are shown in various colors, and the
corresponding phosphorylation sites are indicated with similarly colored boxes
on the corresponding targets. Stacked boxes indicate instances where the
same motif is predicted to be phosphorylated by multiple kinases. Colored
lines indicate either that we have detected an epistatic interaction among
kinases and substrates or that kinase and substrate have correlated scores
across sensitized screens (Fig. 4). Curved arrows emanating from JNK
represent instances for which we predict the existence of regulatory feedback
in the JNK network. Additionally, we show components of the networks that we
did not predict as either kinases or substrates, but that have well-characterized

complexes, which, in tum, promote the morpho-
logical changes required to complete division,
migration, or extrusion from tissue during apo-
ptosis. Compelling support of this idea is pro-
vided by the fact that mammalian Dlgl is
regulated by phosphorylation, is a substrate of
JNKs, and becomes highly phosphorylated dur-
ing mitosis (25). These findings highlight the 2
ability of integrated genetic and computational
approaches to provide systems-level insight into 3.
the complex regulation of INK activity. “
In summary, we demonstrate that combi-
natorial RNAI screening is a powerful strategy

various discascs.

(20071,

regulatory system and provides an invaluable
starting point for understanding the genetic
interactions and signaling networks that underpin
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Higher-Order Cellular
Information Processing with

Synthetic RNA Devices

Maung Nyan Win and Christina D. Smolke*

The engineering of biological systems is anticipated to provide effective solutions to challenges
that include energy and food production, environmental quality, and health and medicine. Our
ability to transmit information to and from living systems, and to process and act on information
inside cells, is critical to advancing the scale and complexity at which we can engineer, manipulate,
and probe biological systems. We developed a general approach for assembling RNA devices that can
execute higher-order cellular information processing operations from standard components. The
engineered devices can function as logic gates (AND, NOR, NAND, or OR gates) and signal filters,
and exhibit cooperativity. RNA devices process and transmit molecular inputs to targeted protein
outputs, linking computation to gene expression and thus the potential to control cellular function.

enetically encoded technologies that per-
Gl'ﬂrm information processing, communi-
cation, and control operations are needed
to produce new cellular functions from the di-
verse molecular information encoded in the var-

ious propertics of small molecules, proteins, and
RNA present within biological systems. For ex-

Division of Chemistry and Chemical Engineering, California
Institute of Technology, 1200 East California Boulevard,
MC 210-41, Pasadena, CA 91125, USA.

*To whom correspondence should be addressed. E-mail:
smolke@cheme.caltech.edu

17 OCTOBER 2008 VOL 322 SCIENCE

ample, genetic logic gates that process and trans-
late multiple molecular inputs into prescribed
amounts of signaling through new molecular out-
puts would enable the integration of diverse en-
vironmental and intracellular signals to a smaller
number of phenotypic responses. Basic operations
such as signal filtering, amplification, and restora-
tion would also enable expanded manipulation of
molecular information through cellular networks.

Molecular information processing systems
have been constructed that perform computation
with biological substrates. For example, protein-
based systems can perform logic operations to

convert molecular inputs to regulated transcrip-
tional events (/). Information processing sys-
tems that perform computation on small-molecule
and nucleic acid inputs can be constructed from
nucleic acid components (5—117). RNA-based sys-
tems can process single inputs to regulated gene
expression events (/2, 13) and integrate multiple
regulatory RNAs for combinatorial gene regu-
lation (14, 15). We sought to combine the rich
capability of nucleic acids for performing infor-
mation processing, transduction, and control op-
crations with the design advantages expected
from the relative ease by which RNA structures
can be modeled and designed (16, 17).

We proposed a framework for the construction
of single input-single output RNA devices (/8)
based on the assembly of three functional compo-
nents: a sensor component, made of an RNA
aptamer (/9); an actuator component, made of a
hammerhead ribozyme (20); and a transmitter
component, made of a sequence that couples the
sensor and actuator components. The resulting
devices distnbute between two primary conforma-
fions: one in which the input cannot bind the sensor,
and the other in which the mput can bind the sensor
as a result of competitive hybridization events
within the transmitter component. Input binding
shifis the distibution to favor the input-bound
conformation as a finction of increasing input
concentration and is translated o a change in the
activity of the actuator, where a “ribozyme-active”™
state results in self-cleavage of the ribozyme (2/).

WWW.SCiencemag.org




The RNA device is coupled to the 3’ untranslated
region (UTR) of the target gene, where ribozyme
self-cleavage inactivates the transcript and thereby
lowers gene expression independent of cell-specific
machinery. We made simple RNA devices that
function as single-input Buffer and Inverter gates
that convert a molecular input to increased and
decreased gene expression output, respectively (18).

The utility of a proposed composition frame-
work depends partly on the extensibility of the
framework itself. A framework that provides a
general approach for the forward engineering of
multi-input devices will allow the combinatorial
assembly of many information processing, trans-
duction, and control devices from a smaller number
of components. Thus, we used defined pmms of

devices that acted as logic gates (AND or OR
gates) and exhibited cooperativity through the
assembly of two sensor-ransmitier components
linked to a single fbozyme stem. The various
operations were achieved by altering the function
or input responsiveness of the single-input gates in
SI 1 or sensor-transmitter components in SI 2 and
3. We assembled multiple RNA devices from var-
ious for all operations to d;

the generality of the integration schemes.

In SI 1, the single-input gates act independently
such that computation is performed through
mtegration of individual gate operations in the 3’
UTR of the target transcript. Because only one of
the ribozymes needs to be in an active state to
mactivate the transcript, the device output (gene

integration to facilitate the bly of p

modular RNA components into sop}usuoaxad
information processing devices (Fig. 1A) and
specified three signal integration (SI) schemes
(Fig. 1B). SI | was used to construct RNA devices
that acted as logic gates (AND or NOR gates) and
signal and bandpass filters through the assembly
of independent single-input gates. SI 2 was used
to construct devices that allowed other logic oper-
ations (NAND or OR gates) through the assembly
of sensor-transmitter componenis linked 1© both
stems of the ribozyme. SI 3 was used to construct

A Functional composition of an RNA devi

trmnsmitar acualor

points of integration: « » ®

" activity) is high only when both ribo-
zymes of the single-input gates are in their inactive
states. We engineered signal filters by coupling
representative Buffer or Inverter gates (/8) respan-
sive to elther theophylline or tetracycline (ST 1.1;
Fig. 2A). Coupled-gate devices exhibited a device
response that was shifted lower compared to that of
the single-input gate, indicating the independent
action of each single-input gate (Fig. 2B, SOM
text S1 and 82, and table S1).

We constructed an AND pate that exhibited
high output only when both inputs were present by

~ assemblod RMA dovice

4 / ‘ P
s/ r? :
Mimnsmitier .
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3UTR Tha ransmitar can be modfiad (a8 shown in tha far right ingst) to achiaws
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output o mati
B signal ir (SI) schemes

Signal Integration at the rhnzvme core
through both stems

Fig. 1. Functional RNA device composition
framework. The color scheme for all figures & as
follows: brown, aptamer or sensor component;
purple, catalytic core of the ribozyme or actuator
component; blue, loop regions of the actuator

component; green and red, strands within the transmitter component that participate in the competitive
hybridization event. (A) A functional composition framework for assembling RNA devices from modular
components. Information in the form of a molecular input is received by the sensor and transmitted by the
transmitter to a regulated activity of the actuator, which in turn controls the translation of a urget
transcript as an output. (B) Three signal i ion schemes different

strategies to build higher-order RNA devices. The RNA device in S| 1 involves multrph acmator
components controlled hy smgle sensor-transmitter components, whereas those in SI 2 and 3 involve
multiple senso p ing a single actuator component.
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coupling a theophylline-responsive Buffer gate and
a tetracycline-responsive Buffer gate (SI 1.2; Fig.
2C). In this composition, only in the presence of
both molecular inputs (theophylline and tetracy-
cling) did both Buffer gates favor the rbozyme-
mactive state, resulting in high device output (Fig,
2D and fig. S1).

We constructed a NOR gate that exhibited high
output only when both inputs were absent by
coupling a theophylline-responsive Inverter gate
and a tetracycline-responsive Inverter gate (SI 1.3;
Fig. 2E and fig. 52). In this composition, only in the
absence of both inputs did both Inverter gates favor
the ribozyme-inactive siate, resulting in high device
output (Fig. 2F and fig. $3). We also engineered a
bandpass filter that exhibited high output only over
intermediate input concentrations by coupling
theophylline-responsive Buffer and Inverter gates
(fig. S4). The various devices demonstrated that
diverse information processing operations can be
assembled through SI 1, where layering strategies
can extend the attainable operations (SOM text 83).

Devices constructed through SI 2 and 3 con-
sisted of multiple sensor-transmitter components,
or internal gates (Fig. 1B). An interal Inverter or
Buffer gate is defined as a sensor-transmitter
component that activates or inactivates, respec-
tively, a coupled component, such as an actuator
or other internal gate, in the presence of input. In
SI 2, the internal gates act independently through
the linked ribozyme stems and therefore com-
putation is performed through the integration of
individual intemnal gate operations in the ribo-
zyme core. The single rbozyme is only in the
active state, comresponding to low device output,
when both sensor-trmsmitter components are in
states that activate the coupled ribozyme. We con-
structed a NAND gate by coupling a theophylline-
responsive internal Inverter gate through stem I
and a tetracycline-responsive intemal Inverter gate
(fig. 82) through stem 11 (SI 2.1; Fig. 3A). The
device exhibited low output only in the presence
of both inputs, because both internal Inverter
gates favored the ribozyme-active state (Fig. 3B
and fig. 85). Other logic operations can be per-
formed by SI 2 devices, such as an OR opera-
tion, through the coupling of two internal Buffer
gates (SOM text S4).

In 81 3, the sensor-transmitter components are
coupled within a ribozyme stem, and computa-
tion occurs via the integrated operations of the
internal gates. Intemal gates were linked through
the aptamer loop of the lower gate, IG(x), and the
transmitter of the higher gate, IG{n + 1). The
operation of the higher internal gate determines
the state of the lower intemal gate, where an
internal gate can perform its encoded operation
when it is in an active state, and the state of the
internal gate linked to the ribozyme (IG1) deter-
mines the state of the device. We constructed an
alternative AND gate by coupling a theophylline-
responsive intemal Buffer gate (IG1) and a
tetracycline-responsive internal Inverter gate
(1G2) at stem II (SI 3.1; Fig. 4A). In this com-
position, only in the presence of both inpuis did
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IG1 change the state of the RNA device to favor
the ribozyme-inactive state, resulting in high
device output (Fig. 4B and fig. $6). We also con-
structed RNA devices that perform an OR oper-
ation through SI 3 (SOM fext S4).

We engineered RNA devices that exhibited — responsive intemal Buffer (IG1) and Inverter (IG2)
programmed cooperativity through SI 3 by ma-  gates (SI 3.2; Fig. 4C), in which the energetic
nipulating the relative energles required to switch  differences between the inputunbound (1) and
the device between different states (SOM text S5).  single-input-bound (2) states were varied (pro-
RNA devices were composed of theophylline-  grammed through 1G2; AAGy;;; table S2) and the
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Fig. 2. RNA devices based on signal integration within the 3" UTR (51 1).
Single-input gates are indicated in dashed boxes, and triangles indicate
relationships between associated gate inputs and outputs. (A) An RNA device
composed of two Buffer gates responsive to the same input functions to shift
the device response lower than that of the single-input gate. (B) The device
output of RNA devices composed of two single-input gates and their single-
input gate counterparts. (Left) Device response (bars) is reported as the
difference between gene expression activities in the absence and presence of
the appropriate inputs [10 mM theophylline (theo) or 1 mM tetracycline (td)]
(21). (Right) Device signal (arrows) is reported over the full transcriptional
range of the promoter system used as a percentage of the expression activity
relative to that of an inactive ribozyme control, where circles and arrowheads
indicate device signals in the absence and presence of input, respectively. The
negative sign indicates the down-regulation of target gene expression by

the Inverter gates. (C) An RNA device that performs an AND operation by
coupling two Buffer gates responsive to different inputs and the associated
truth table. (D) The device response of an AND gate (L2bulgel + LZbulgeltc).
Device response under different input conditions [theo or tc (=), 0 mM; theo
(+), 5 mM; tc (+), 0.25 mM] is reported as the difference between expression
activity in the absence of both inputs and that at the indicated input
conditions. (E} An RNA device that performs a NOR operation by coupling
two Inverter gates responsive to different inputs and the associated truth
table. (F) The device response of a NOR gate (L2bulgeOff1 + L2bulgeOff1tc).
Device response under different input conditions [theo or tc (=), 0 mM; theo
(+), 10 mM; tc {+), 0.5 mM] is reported as the difference between expression
activity in the presence of both inputs and that at the indicated input
conditions. Error bars represent the 5D from at least three independent
experiments.
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differences between the single-input-bound and
two-input-bound (3} states were kept constant (pro-

degrees of cooperativity (Fig. 4D and fig S7),
where one device exhibited a degree of co-

REPORTS I

niboswitch (22). We also placed intemal Inverter
gates into 1G1 to construct a device that performed

operativity [Hill coefficient (my) = 1.65; Fig. 4E]
similar to that of a naturally occurring cooperative

grammed through 1G1; AAGyg; = | keal/mol). The
devices exhibited Buffer operations and substantial

m
o
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Fig. 3. RNA devices based on signal integration at the ribozyme core (S1 2). Internal gates are indicated
in dashed boxes, and triangles indicate relationships between associated internal gate inputs and
outputs. (A) An RNA device that performs a NAND operation by coupling two internal Inverter gates
responsive to different inputs to different ribozyme stems and the associated truth table. (B) The device
response of a NAND gate (L1cm10 — L2bulgeOff3tc). Device response under different input conditions
[theo or tc (=), 0 mM; theo (+), 10 mM; tc (+), 1 mM] is reported as in Fig. 2F. Error bars represent the
SD from at least three independent experiments.

== _
output protein (high when AB)

an Inverter operation and exhibited cooperativity
(figs. S8 and 89). Control studies indicated that the
value of AAG G, was important to the observed
cooperative response (figs. 510 and S11) and
verified that the response was achieved through
input binding to both sensors (figs. S12 to S15).

We have developed a composition framework
for constructing higher-order RNA devices. Func-
tional modularity is a critical element of any com-
position framework and was achieved in this study
partly through the separation of device functions
into distinct components. Although the functions of
sensing and actuation frequently rely on tertiary
interactions, which are not accounted for in this
framework, the integration of these functions into a
device is simplified via a transmitter that insulates
component functions and controls the interactions
between components through predictive hybnd-
ization interactions. The variety of information
processing operations demonstrated from a small
number of standard components emphasizes the
utility of modular assembly. In addition, three of
the devices have naturally occurring functional
counterparts (22-24), supporting the biological

Fig. 4. RNA devices based on signal integration A AND gate B i
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(1G2) gates responsive to the same input coupled
to a single ribozyme stem. (D) The device re- ®
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Buffer and Inverter gates and their single-
internal gate device counterpart (L2bulgel).
Device response is reported as in Fig. 2B. v T
Theo-theo-Onl0, -Onll, -Onl2, and -Onl3 - :
exhibit varying degrees of cooperativity, as
quantified by Hill coefficients (ny) greater than

input A

1 (26). (E) The device output response of theo- e e e

theo-On13 shows a high degree of programmed
cooperativity. The device response is normalized
to the response at 10 mM theophylline (21).
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relevance of such information processing oper-
ations. The framework may be further extended
to more complex devices by combining multiple
51 schemes within a device and implementing
layering strategies. We anticipate that further in-
sight into RNA structure-function relationships
(25), and improved predictions of RNA second-
ary and tertiary structures (/6), may allow the
development of improved modular assembly
schemes, in which an important design challenge
will be to insulate device functions across distinct
components and control interactions between
these components.
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Innate Immunity in Caenorhabditis

elegans Is Regulated by Neurons
Expressing NPR-1/GPCR

Katie L. Styer,* Varsha Singh,” Evan Macosko,? Sarah E. Steele,*

Cornelia I. Bargmann,” Alejandro Aballay™*

A large body of evidence indicates that metazoan innate immunity is requlated by the nervous
system, but the mechanisms involved in the process and the biological importance of such control
remain unclear. We show that a neural circuit involving npr-1, which encodes a G protein—coupled
receptor (GPCR) related to mammalian neuropeptide Y receptors, functions to suppress innate
immune responses. The immune inhibitory function requires a guanosine 3,5 -monophosphate—
gated ion channel encoded by tax-2 and tax-4 as well as the soluble guanylate cyclase GCY-35.
Furthermore, we show that npr-1— and gcy-35—expressing sensory neurons actively suppress immune
responses of nonneuronal tissues. A full-genome microarray analysis on animals with altered neural
function due to mutation in npr-1 shows an enrichment in genes that are markers of innate immune
responses, including those regulated by a conserved PMK-1/p38 mitogen-activated protein kinase
signaling pathway. These results present evidence that neurons directly control innate immunity in C.
elegans, suggesting that GPCRs may participate in neural circuits that receive inputs from either
pathogens or infected sites and integrate them to coordinate appropriate immune responses.

of mechanisms used by metazoans to pre-

vent microbial infections. Activation of the
innate immune system upon pathogen recogni-
tion results in a rapid and definitive microbicidal
response to invading microorganisms that is fine-
tuned to prevent deleterious deficiencies or ex-
cesses in the response. The nervous system, which
can respond in milliseconds to many types of non-
specific environmental stimuli, has several charac-
teristics that make it an ideal partner with the innate

Innaxc immune defense comprises a variety
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immune system to regulate nonspecific host de-
fenses (/-3). However, even though a large body
of evidence indicates that metazoan innate immu-
nity is under the control of the nervous system, the
mechanisms involved in the process and the bio-
logical importance of such control remain unclear.
To provide insights into the neural mechanisms
that regulate innate immunity, we have taken advan-
tage of the simple and well-studied nervous and
innate immune systems of Caenorhabditis elegans.

The powerful genetic approaches available
to C. elegans research have been used to address
central questions conceming the functions of the
nervous system (4). With its 302 neurons and
56 glial cells, which represent 37% of all somatic
cells in a hermaphrodite, the nervous system is
perhaps the most complex organ of C. elegans.
Ablation of different neurons has demonstrated

that sensory neurons regulate a variety of physio-
logical processes, including dauer formation and
adult life span (5-8). In addition, C. elegans neu-
rons arc known fo express numerous secreted
peptides of the transforming growth factor—
p (TGF-B) family, the insulin family, and neuro-
peptide families (6, 9-13). This myriad of secreted
factors has the potential to act at a distance to
modulate various physiological processes by regu-
lating the function of neuronal and nonneuronal
cells throughout the animal.

Like other free-living nematodes, C. elegans
lives in soil environments where it is in contact
with soilbome microbes, including human micro-
bial pathogens; it has evolved physiological
mechanisms to respond to different pathogens
by activating the expression of innate immune
response genes that are conserved across meta-
zoans (/14-19). C. elegans also has behavioral
responses to pathogenic bacteria such as Baeillus
thuringiensis (20, 21), Microbacterium nemato-
philum (22), Photorhabdus luminescens (23),
Pseudomaonas aeruginosa (24-26), and Serratia
marcescens (24, 27, 28). Animals infected with
these pathogens avoid lawns of the pathogen, or
migrate away from pathogen odors. It is currently
unknown how the nematode can sense patho-
genic bacteria, although mutants in sensory-
transduction molecules such as the Gi-like protein
ODR-3 and the G protein—coupled receptor
kinase GRK-2 are incapable of §. marcescens
lawn avoidance (28). These results suggest that G
protein—coupled receptors (GPCRs) may partic-
ipate in neural circuits that receive inputs from
cither pathogens or infected sites and integrate
them to coordinate appropriate defense responses.

To study the role of GPCRs in the regulation of
innate immune response, we first determined the
susceptibility of 40 C. elegans strains camrying
mutations in GPCRs to the human opportunistic
pathogen P aeruginosa strain PA 14, a clinical iso-
late capable of rapidly killing C. elegans at 25°C

WWW.SCiencemag.org
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Fig. 1. C elegans GPCR NPR-1 is involved in immunity to P. aeruginosa. (A) C. elegans strains carrying
mutations in GPCRs were screened for altered survival on P. geruginosa. C56G3.1(0k1439) (P =
0.0347), F57H12.4(0k1504) (P = 0.0071), and str-182(ok1419) (P = 0.0342) had enhanced resistance
to P. aeruginosa, and npr-1{ad609) (P = 0.0246) had enhanced susceptibility to P. aeruginosa, relative
to the wild type (N2). Shown is the time required for 50% of the nematodes to die (TDsg) as mean +
SEM corresponding to at least three independent experiments, each of which used at least 40 adult
nematodes per strain. (B) Wild-type N2 and npr-1(ad609) (P = 0.0001) nematodes were exposed to
P. aeruginosa and scored for survival over time. The graph represents combined results of four
independent experiments (n > 40 adult nematodes per strain). (C) Wild-type N2 and npr-1(ad609) (P =
0.1411) nematodes were exposed to heat-killed P. aeruginosa and scored for survival over time. The
graph represents the combined results of two independent experiments (n = 100 adult nematodes per
strain). (D) Wild-type N2, npr-1(ad609) (P = 0.0001), npr-1(ky13) (P = 0.0001), npr-1(n1353) (P =
0.0001), npr-1(ur89) (P = 0.0001), npr-1(g320) (P = 0.0001), and the wild isolate npr-1(g320)-Wi (P =
0.0922) were exposed to P. aeruginosa and scored for survival over time. Shown is a representative
assay of at least three independent experiments (n = 48 adult nematodes per strain).

Fig. 2. Hyperoxia avoidance of
NPR-1-deficient animals increases
susceptibility to P. aeruginosa. (R)
C. elegans wild-type N2 animals
and (B) npr-1(ad609) mutants
were propagated at 20°C as
hermaphrodites on modified nem-
atode growth agar plates seeded
with E coli strain OPSO and then
visualized using a MZ FLIII stereo-
microscope (Leica, Bannockburn,
Illinois). The characteristic ag-
gregate of npr-1(ad609) nema-
todes shown here is at the edge
of the bacterial lawn. (C) Wild-
type N2 and (D) npr- 1(adé609)
nematodes (n = 12 each) were
exposed to P. oeruginosa for 24
hours under standard killing assay
conditions and visualized using a
MZ FUIl stereomicroscope. Under
these conditions, npr-1(ad609)
nematodes do not form characteristic aggregates of the strain. (E) Wild-type N2
and npr-1(ad609) nematodes were exposed to either a full lawn or a center lawn
of P. geruginosa on a 3.5-cm-diameter plate and scored for survival over time.
Under both conditions, npr-1(ad609) animals were more susceptible to A.
aeruginosa—mediated killing (P = 0.0001). Wild-type animals on full lawns were
more susceptible to P. aeruginosa—mediated killing than animals on center lawns
(P = 0.0001); npr-1(ad609) animals were equally susceptible (P = 0.07). The
graph represents combined results of three independent experiments (n = 40

www.sciencemag.org SCIENCE VOL 322

Percent survival T

REPORTS I

(29, 30) (table S1). Of the 40 mutants studied, three
mutants ¢xhibited an enhanced resistance © P
aeruginosa and only one mutant exhibited an
enhanced susceptibility to P aeruginosa (Fig. 1, A
and B). The stmin exhibiting an enhanced
susceptibility to P aeruginasa—mediated killing
carries a loss-of-function mutation in npr-I, which
encodes a GPCR related to mammalian neuro-
peptide Y receptors (3/).

To determine whether the enhanced suscepti-
bility to P aeruginosa exhibited by npr-1(adt0?)
animals (Fig. 1A) was due to a reduction in life
span or a deficient response to potentially patho-
genic bacteria, we fed npr-lfad609) nematodes
with heat-killed P aeruginasa on plates supple-
mented with ampicillin, No difference in survival
was scen between npr-Ifad609) and wild-type
nematodes under these conditions, which suggests
that the mpr-/ mutation affects the immune re-
sponse to living pathogenic bacteria without
altering the basic life span of the animals (Fig. 1C
and fig. S1).

We confinrmed that NPR-1 is required for C.
elegans defense against P aeruginosa by exposing
five additional npr-! mutants to the pathogen and
comparing their survival with that of wild-type
animals (Fig. 1D). Strains carrying loss-of-function
alleles mpr-1{ky 1 3), npr-1{ni353), or npr-1 {1r89)
or the reduced-function allele npr-1(g320) were
more susceptible to P aeruginosa than were the
wild type, confirming that NPR-1 is required for
the defense response to this pathogen. Although
the German wild isolate RC301, which contains
the mpr-1(g320) allele (31), is not particularly
susceptible to P aeruginosa as compared with the
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adult nematodes per strain). (F) Wild-type N2 and npr-1(ad609) nematodes ex-
posed to P. aeruginosa in either 21% or 8% oxygen at room temperature (~20°
to 23°C) and scored for survival over time. Under both conditions, npr-1(adé609)
animals were more susceptible to P. aeruginosa-mediated killing (P = 0.0001).
npr-1{ad609) animals in 21% oxygen were more susceptible to P. aeruginoso—
mediated killing than were animals in 8% oxygen (P = 0.0001); wild-type animals
were equally susceptible (P = 0.95). The graph represents combined results of two
independent experiments (7 = 40 adult nematodes per strain).
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wild type, the npr-1(2320) allele confers suscep-
tibility to P aeruginosa in an N2 background
(Fig. 1D). These results suggest that the German
isolate may have evolved a mechanism to com-
pensate for the increased susceptibility to patho-
gens because of its reduced NPR-1 activity.

To determine whether the immune deficiency
due to mutation in the npr-1 gene is specific for
P aeruginosa infection, we exposed npr- 1 (ad609)
nematodes to Salmonella enterica and Entero-
coccus faecalis, two human pathogens known to
kill C. elegans (32-34). As shown in fig. 83, A
and B, npr-1{ad609) nematodes exhibited an
enhanced susceptibility to these pathogens, sug-
gesting that NPR-1 is required for immune
responses to pathogens in general.

NPR-1 is involved in a neural circuit that in-
tegrates behavioral responses to environmental
oxvgen, food, and other animals. In nature, NPR-
I is found in two alkelic forms that differ in a single
amino acid at position 215, NPR-1(215V) and
NPR-1(215F) (31). The NPR1{215V) allek:, which
is found in the standard laboratory strain, has high
activity, whereas the NPR-1(215F) allek has low
activity (35, 36). Wildtype npr-1(215F) animals
avoid oxygen levels above 10P% when food is
absent, but fail to avoid high oxygen in the presence
of Escherichia coli bacteria, the food provided to C.
elegans in the laboratory. In contrast, npe-1{215F)
and mpr-] animals carrying loss-of-function ()
alleles have strong hyperoxia avoidance in the
absence or presence of E. coli (37). As a result,
npr-1(215F) and npr-I(lf) show a preference for
the thickest part of a bacterial lawn, the region in
which oxygen levels are the lowest (35). In addi-
tion, because nematode aggregation into feeding
eroups decreases local oxygen concentrations, npr-
1{215F) and npr-1{1f) form aggregates of nema-
todes when the animals are grown at densities high
enough to allow this behavioral response (37),

One potential explanation for the reduced
life span of npr-1(If) mutants grown on bac-
terial pathogens is that aggregation increases
nematode susceptibility to pathogen infection.
However, the animal density in the assays
where the susceptibility to pathogens is tested
was not sufficient to elicit aggregation, making
this possibility unlikely (Fig. 2D). Even though
npr-1{ad609) animals did not aggregate, they still
exhibited a preference for the thickest part of the
lawn, where oxygen concentrations are lower
(Fig. 2, C and D). In addition, long-term exposure
to P aeruginosa cansed wild-type animals to leave
the bacterial lawn, a potentially protective behav-
ioral response, but leaving was not observed in
npr-1(ad609) animals. Thus, we examined wheth-
er the behavior of npr-I{ad609) animals could
affect susceptibility to pathogens. The number of
bactenial cells in npr-I{ad609) animals was not
found to be greater than that in wild-type animals
(fig. S2) at early stages of the infection, suggesting
that the increased susceptibility to pathogens of
npr-1fad609) animals is not caused by a higher
dose of bacteria. In addition, we grew animals on
agar plates that were completely covered m F
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aeruginosa, a condition that eliminates both the
lawn border (favored by mpr-1 animals) and the
ability to leave the lawn (favored by wild-type
animals). As shown in Fig. 2E, wild-type animals
grown on plates completely covered by P
aeruginosa died at a higher rate than did animals
grown on plates containing a small lawn of P
aeruginosa in the center of the plate. npr-1(ad609)
animals were equally susceptible to P aeruginosa
when grown on full or center lawns. Together,
these results indicate that the lawn-leaving
behavior of wild-type animals contributes to their
increased survival. However, npr-I(ad609)
animals still exhibited enhanced susceptibility to
P aeruginosa relative to the wild type when the
infections were performed in plates containing

full lawns (Fig. 2E). These results indicate that
lawn avoidance is part of the C. elegans defense
response to P. aeruginosa but cannot account for
all of the differences between wild-type and npr-
1{ad609) animals.

To determine whether other elements of the
oxygen response contribute to the enhanced sus-
ceptibility of npr-1{ad609) nematodes, we com-
pared animals grown in 21% oxygen with those
grown in 8% oxygen, a favorable oxygen envi-
ronment that suppresses most behavioral phe-
notypes of npr-/ mutants. Under 8% oxygen,
npr-1{ad609) animals do not exhibit a preference
for the bacterial border and are capable of leav-
ing the P. aeruginosa lawn. As shown in Fig. 2F,
npr-1(ad609) animals were more resistant to
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Fig. 3. The NPR-1 neural circuit regulates innate immunity. (A) Wild-type N2, npr-1(adé09) (P = 0.0001),
gey-35(0k769) (P = 0.0125), and npr-1(adé 09);gcy-35(0k769) (P = 0.0639) were exposed to P. aeruginosa.
(B) Wild-type N2, npr-1(ad609) (P = 0.0001), tax-2(p691) (P = 0.0930), and npr-1(ad609);tax-2(p691) (P =
0.0031) were exposed to P. aeruginosa. (C) Wild-type N2, npr-1{adé609) (P = 0.0001), tax-4{p678) (P =

0.1673), and npr-1{ad609);tax-4(p678) (P = 0.3611)

npr-1(adé09) (P =

were exposed to P. aeruginosa. (D) Wild-type N2,

0.0001), galS2241 (P = 0.0042), a strain that lacks AQR, PQR, and URX neurons, and

npr-1(ad609);qals2241 (P = 0.0001) were exposed to P. aeruginosa. The graphs represent combined
results of at least three independent experiments (n = 40 adult nematodes per strain). (E) Wild-type N2,
npr-1(adé09) (P = 0.0001), npr-1(ad609);pgcy-32:npr-1 (P = 0.0001), and npr-1(ad609);pnpr-1::npr-1
(P = 0.1939) were exposed to P. aeruginosa. The graphs represent combined results of at least two
independent experiments (7 > 100 adult nematodes per strain). Killing assays were performed at 17°C,
because low temperatures are known to increase the resolution of killing assays involving P. aeruginosa.
(F) Model of the neural control of innate immunity in C. elegans. NPR-1 inhibits the activity of AQR, PQR,
URX, and additional neuron(s) designated YYY that suppress innate immunity, whereas GCY-35, TAX-2,
and TAX-4 are required for the activation of AQR, PQR, and URX neurons.
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P aeruginosa-mediated killing in 8% oxygen
than 21% oxygen, but were still more susceptible
than were wild-type animals in 8% oxygen. These
results indicate that animals deficient in NPR-1
activity are more susceptible to P acruginosa
because of two factors: decreased pathogen avoid-
ance and decreased innate immune responses.
The increased susceptibility of npr-I{ad609)
1o § enterica (fig. S3A), a pathogen that does not
elicit an avoidance behavior (38), is consistent
with a role of NPR-1 in the regulation of immune
responses that are independent of pathogen
avoidance. Because a small amount of §. enferica

that passes through the pharyngeal grinder prolif-
erates and colonizes the intestine in a process that
is independent of the dose (32), and the pumping
rates of npr-I(ad609) animals are comparable
with those of the wild type (fig. 54), the results
further support the function of NPR-1 in the
regulation of immune responses.
Genetic studies have identified a ch

a :

REPORTS I

guanylyl cyclase (sGC) that binds directly to mo-
lecular oxygen, and TAX-2 and TAX 4 are two
subunits of a guanosine 3°,5-monophosphate—
gated ion chanme! (31, 40, 43). Through the
activity of GCY-35 and other guanylate cyclases
and the subsequent activation of TAX-2TAX 4,
the AQR, PQR, and URX sensory neurons drive

id of high oxygen; these neurons are

sory circuit that coordinates oxygen

and aggregation in spr-/ mutants (35, 37, 39-42).
Apggregation and bordering of npr-l{ad609)
nematodes depend on finctional gey-35, fax-2,
or tax-4 genes (31, 40, 43). GCY-35 is a soluble

thought to be hyperactive in apr-/ rmutants (40).
To determine whether this part of the NPR-1 neural
circuit regulates nate immmue response, we studied
the pathogen susceptibility of npr-ifad609) ani-
‘mals carrying loss-of-function mutations in gey-35,
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Fig. 4. The NPR-1 neural circuit regulates expression of innate immune
genes. (A to J) QPCR analysis of C01B4.6/Y19D10A.16, F56A4.9/Y19D10A.7,
C0184.7/Y19D10A4, F56A4.12/Y19D10A.11, abf-1, dod-24, F36F12.8,
F46F2.3, gst-24, and T28F2.2 expression in apr-1(ad609) and npr-
1(ad609);gcy-35(0k769) nematodes relative to wild-type nematodes
exposed to P. geruginosa. Data were analyzed by normalization to pan-actin
(act-1,-3,-4) and relative quantification using the comparative-cycle threshold
method. Student's exact # test indicates that differences among the groups are
significantly different; bar graphs correspond to mean + SEM. Point graphs
correspond to gene quantification in independent isolations of npr-1(ad609)
(n = 6 independent experiments) and npr-1(ad609);gcy-35(0k769} (n = 3
independent experiments). (K} The Venn diagram lists the genes identified

www.sciencemag.org SCIENCE  VOL 322

by microarray analysis to be regulated by both NPR-1 and one or more
known innate immune pathways in C. elegans. Genes that lie within two or
three circles are requlated by multiple innate immune pathways in addition
to NPR-1. Twenty-six genes have not been previously connected to any of the
innate immune pathways and are depicted in the solitary circle. (L) Im-
munological detection of active PMK-1. Active PMK-1 was detected in wild-
type N2, npr-1(ad609), and npr-1(ad609);gcy-35(0k769). Animals were
grown at 20°C until 1-day-old adult and whole-worm lysates were used to
detect active PMK-1 with Western blotting using an antibody to human p38
(Promega). Actin was detected using a polyclonal antibody (Sigma).
Quantity One analysis software (BioRad) was used to scan and analyze the
Western blot.
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tax-2, or tax-4. As shown in Fig. 3, the enhanced
susceptibility to P aeruginosa of npr-1{ad609)
animals was rescued by mutations in goy-33,
tax-2, or tav-4. Similar results were obtained when
the infections were performed in plates containing
full lawns of P aeruginosa (fig. S5).

INPR-1 is expressed in at least 20 different neu-
rons, including the goy-35-expressing sensory
neurons AQR, PQR, and URX (35} To confim
that at least AQR, PQR, and URX neurons are part
of a neural network that inhibits mnate immunity,
we studied the susceptibility to P aeruginosa of a
strain in which these neurons were genetically
ablated by expressing the cell-death activator gene
egl-l under the control of the goy-36 promoter (42).
The strain lacking AQR, POR, and URX neurons
exhibited a significantly increased survival on P.
aeruginosa (Fig. 3D), indicating that AQR, PQR,
and URX neurons suppress imnate immunity. In
addition, lack of AQR, POR, and URX neurons
partially rescued the enhanced susceptibility to P
aeruginosa of npr-1(ad609) animals (Fig. 3D).
Expression of mpr-1 under the control of the gey-
32 promoter, which drives the expression of npr-1
to the AQR, POR, and URX neurons, also rescued
the enhanced susceptibility to P aeruginosa of npr-
1{ad609) animals (Fig. 3E), providing additional
evidence of the role of these neurons in the
regulation of innate immunity. Consistent with
the idea that additional NPR-1-expressing neu-
rons regulate innate immunity (Fig. 3F), npr-1
expression under the regulation of its own pro-
moter fully rescued the enhanced susceptibility to
E aeruginosa phenotype of npr-I{ad609) ani-
mals (Fig. 3E). Taken together, these results in-
dicate that genes and cells involved in the NPR-1
neural circuit modulate innate immune responses.

As in mammals, peristalsis, low pH, and anti-
microbial substances prevent microbial colonization
ofthe C. elegans intestine. In addition, accumulating
evidence indicates that different genetic pathways
regulate the expression of C. elegans genes that are
markers of immune response (/4-19). To provide
insight into the mmune function of the NPR-
| neuwral circuit, we used gene expression micro-
amays to find clusters of genes up-regulated or
down-regulated in npr-1 {ad609) mutants relative to
wild-type animals grown on live P aeuginosa
(tables 52 and 83). There s a substantial enrichment
in NPR-1-regulated genes that have at least one of
three features: they are up-regulated by P aerugi-
nosa infection in wild-type animals, expressed in the
intestine, and/or have already been linked to the C.
elegans p38 mitogen-activated protein kinase
PMK-1, which plays a crucial role in innate im-
munity (I7, 4447) (ablke S4) Further analysis
revealed that five of the genes most highly down-
regulated by NPR-1 are found in a cluster on
chromosome V that appears to have been duplicated
further downstream on that chromosome (table $3).
Of these five genes, three are alko known to be
down-regulated by the C elegans PMK-1/p38
pathway. Overall, most of the genes regulated by
pathways linked to inmate immunity comespond to
PMK-1-regulated genes (Fig. 4K). In addition,

these genes are similarly misregulated in animals
deficient in NPR-1 or PMK-1 function (tables 52
and 53). Because pmk-/ is not transcriptionally
regulated by NPR-1 (tables S2 and S3), we studied
whether NPR-1 regulates PMK-1 at the post-
transcriptional level. As shown in Fig. 4L, npre-/
fad6i) nematodes exhibited lower levels of active
PMEK-1 than did wild-type nematodes, suggesting
that the NPR-1 neural circuit modulates the
activation of PMK-1. Inhibition of pmk-! gene
expression by RNA interference in npr-1 fad609)
nematodes resulted in increased susceptibility (fg
S6), indicating that although the NPR-1-mediated
immune pathway has overlapping targets with the
PMK-l-mediated immune pathway, NPR-1 regu-
lates both PMK-l-dependent and PMK-1-
independent immune responses.

To obtain insight into the mechanism by which
gey-35 mutation rescues the enhanced susceptibil-
ity to P aeruginosa of npr-1{ad609) animals (Fig
3A), we used quantitative real-time polymerase
chain reaction (QPCR) to compare the expression
levels of selected genes of npr-1{ad609) with that
of npr-1{ad609);gcy-35(ok769) animals. As shown
in Fig. 4, a goy-35 mutation in ngwr-1{ad609) ani-
mals rescues the altered expression of 10 out of 19
genes tested that are markers of the C. elegans
immune response. These results indicate that the
NPR-1 neural circuit modulates the expression of
immune-related genes, many of which are known
to be expressed in tissues that are in direct contact
with pathogens during infection.

Our results provide evidence that specific genes
and neurons in the nervous system are responsible
for effective innate immune responses that are
independent of behavioral phenotypes and may
take place in tissues that are in direct contact with
pathogens. It has recently been postulated that cell-
nonautonomous signals from different neurons
may act on nonneural tissues to regulate processes
such as fat storage (48) and longevity (8). C.
elegans neurons can regulate physiological pro-
cesses through conserved neuroendocrine signals,
including insulin-related peptides, TGF-J} peptides,
and neuropeptides. The URX, AQR, and PQR
neurons that are part of the NPR-1 neural circuit
that regulates innate immunity are exposed to the
pseudocoelomic body fluid, which could commu-
nicate neuroendocrine signals to nonneural tissues
involved in defense responses. The identification
and characterization of the specific neurcendocring
signals that regulate innate immune responses in
C. elegans should yield several insights into the
mechanisms used by the nervous system to
regulate similar processes across metazoans.

References and Notes
. E. M. Sternberg, Nat. Rev. immunol, 6, 318 (2006).
. 1. Andersson, | Infern. Med. 257, 122 (2005),
. K. ). Tracey, Nature 420, 853 (2002).
. 0. B. Sattelle, 5. D. Buckingham, fnvert. Neuroscl. 6, 1 (2006).
. C.I. Bargmann, H. R. Harvitz, Science 251, 1243 (1991).
. W. 5. Schackwitz, T. Inoue, ]. H. Thomas, Nevron 17, 719
(1994).
. ). Alcedo, C. Kenyon, Meuron 41, 45 (2004).
. M. A, Bishop, L Guarente, Nature 447, 545 (2007).
. CLi L. 5. Nelson, K. Kim, A. Nathoo, A. C. Hart,
Ann. N.Y. Acad, Sci, 897, 239 (1999).

L R

o Sl

10. W. L, 5. G. Kennedy, G. Ruvkun, Genes Dev. 17, 844 (2003).

11. A N. Nathoo, R. A Moeller, B. A Westlund, A. C. Hart,
Proc. Natl, Acad. Sd. UL5.A. 98, 14000 (2001).

12. S B. Pierce et al., Genes Dev. 15, 672 (2001},

13. P. Ren et al., Science 274, 1389 (1996).

14, G. V. Mallo et al,, Curr. Biol. 12, 1209 (2002).

15. S. Kemy, M. Tekippe, N. C. Gaddis, A. Aballay, PLoS One
1, e77 (2006).

16, M. Shapira et al., Proc. Natl. Acad. Sci. 5.4, 103,
14086 (2006).

17. E R. Troemel et al., PLoS Genet. 2, €183 (2006).

18. D. Wong, D. Bazopoulou, N. Pujol, N. Tavernarakis,

1. ). Ewbank, Genome Biol. 8, R194 (2007),
19. D. O'Rourke, D, Baban, M. Demidova, R, Mo,
]. Hodgkin, Genome Res. 16, 1005 (2006).
20. H. Schulenburg, 5. Muller, Porasitalogy 128, 433 (2004).
21. M. Hasshoff, C. Bohnisch, D. Tonm, B. Hasert,
H. Schulenburg, FASES | 21, 1801 (2007).
22. K. Yook, ). Hodgkin, Genetics 175, 681 {2007).
23. M. Sicard, S. Hering, R. Schulte, 5. Gaudriault,
H. Schulenburg, Environ. Microbiof. 9, 12 (2007).

24, Y. Zhang, H, Lu, C. |, Bargmann, Mafure 438, 179 (2005),

25. E Beale, G. Li, M. W. Tan, K. P. Rumbaugh, Appl.
Enviran. Microbiol 72, 5135 (2006).

26. T. R. Laws, H. 5. Atkins, T. P. Atkins, R, W. Titball,
Microb. Pothog. 40, 293 (2006).

27. M. Pujol et al., Curr. Biol. 11, 809 (2001).

28. E Pradel et af., Proc. Notl Acod, Sci UL5.A. 104, 2295 (2007).

29. M. 'W. Tan, 5 Mahajan-Miklos, F. M. Ausubel,

Proc. Notl. Acod 5. ULSA 96, 715 (1999),

30. 5. Mahajan-Miklos, M. W. Tan, L G. Rahme, F. M. Ausubel,
Cell 96, 47 (1999),

31. M. de Bono, C. |. Bargmann, Cell 94, 679 (1998),

32. A Aballay, P. Yorgey, F. M. Ausubel, Cur, Biol 10, 1539 (2000).

33. A Labrousse, 5. Chauvet, C. Couillault, C. L. Kurz,

]. ). Ewbank, Curr. Biel. 10, 1543 (2000).

34. D. A Garsin ef al., Proc. Natl. Acod. 5q. U.SA. 98,
10892 (2001).

35. ). C. Coates, M. de Bono, Nature 419, 925 (2002).

36. C. Rogers et al., Nat. Neurosci. 6, 1178 (2003),

37. ). M. Gray et al., Nature 430, 317 (2004).

38. ). L Tenor, A. Aballay, EMBO Rep. 9, 103 (2008).

39. M. de Bono, D. M. Tobin, M. W. Davis, L. Avery,

C. |. Bargmann, Nafure 419, 899 (2002).

40, B. H. Cheung, M. Cohen, C. Rogers, 0. Albayram,
M. de Bone, Curr. Biol. 15, 905 (2005).

41. C. Rogers, A Persson, B. Cheung, M. de Bono,

Curr. Biof, 16, 649 (2006).

42. A ). Chang, N. Chronis, D. 5. Karow, M. A. Marletta,
C. |. Bargmann, Plos Biol, 4, e274 (2008).

43, B. H. Cheung, F. Arellano-Carbajal, 1. Rybicki,

M. de Bono, Curr. Biol. 14, 1105 (2004).

44, D. H. Kim et al., Science 297, 623 (2002).

45, A, Aballay, E. Drenkard, L R. Hilbun, F. M. Ausubel,
Curr. Biol. 13, 47 (2003).

46, D.H. Kim e al,, Proc. Natl, Acad. Sei. U.5.A. 101, 10990
(2004).

47. D. L Huffman et al., Proc. Notl. Acod. 5cf. U.5.A, 101,
10995 (2004).

48, H. Y. Mak, L 5. Nelson, M. Basson, C. D. Johnson,

G. Ruvkun, Nat. Genet 38, 363 (2006).

49, We thank the Coenorhabditis Genetics Center (University
of Minnesota) for strains used in this study. AA. is funded
by the Whitehead Scholars Program, the NIH Southeast
Regional Center of Excellence for Emerging Infections
and Biodefense (grant US4 ANS7157), and NIH grant
GMOT0977. CLE. is an Investigator of the Howard
Hughes Madical Institute,

Supporting Online Material
www.sciencemag.orglegifcontentfulli1163673/DC1

Materials and Methods
Figs. 51 to 56

Tables 51 to 54
Reteremces

24 April 2008; accepted 11 September 2008
Published enline 18 September 2008;
10.1126/science, 1163673

Include this information when diting this paper.

17 OCTOBER 2008 WVOL 322 SCIENCE www.sciencemag.org




AAAS/Science Business Office

New Products Focus: Cell/Tissue Culture

Air Sterilization and Decontamination System

The Air Manager system is an air sterilization and decontamination system that
destroys particulates, resulting in better air control and protection for sensitive
laboratory applications. Rather than relying on filtering out airborne pathogens and
particulates, the system destroys them through a patented sterilization technique
based on close-coupled field technology (CCFT), in which an electrically generated
plasma field sterilizes the passing atmosphere. Any particulates in the atmosphere,
whether they are viable pathogens, pyrogenic material, chemical fumes, odors,
viruses, or other offending materials, are “zapped” by the plasma field as a result
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the assay system clearly determines which efflux transporter(s)
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been studied extensively. The cell lines were designed using RNA
interference to knock down specific genes in a stable Caco-2 cell
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