


glassy jammed states. Savage et al. (p. 795;
see the Perspective by Frenkel) use colloids to
study the inverse problem, the sublimation of
surface crystals. When the crystal is destabilized
by a sudden temperature jump, large crystals
first sublimate slowly. Once a critical size has
been reached, the crystals suddenly melt into a
metastable fluid before dissolving into the gas
phase. In this regime of rapid change, the crys-
tals were surrounded by a dense amorphous
layer. The observations may correlate to the
behavior of sublimating molecular systems and
also to transitions in other systems like globular
proteins.

Quantum Wells Run Deep
Thin metal films grown on semiconductor sub-
strates can display quantum-well states created by
electron confinement. Photoemission studies by
Speer et al. (p. 804; see the Perspective by
Walldén) of atomically uniform sliver films grown
on Si(111) surfaces reveal additional electronic-
fringe features for
substrates with high
levels of n-type dop-
ing. Despite the lat-
tice mismatch and
incommensurate
growth of the Ag
film, these features,
which resemble dif-
fraction waves, result
from the electronic
states from the film
extending deep into
the substrate and
interfering with propagating states below the band
edge. For lightly n-doped or p-doped samples, the
band bending is too shallow to allow sufficient
overlap of the film’s states with those of Si.

A Need for a Sea Change
The significance of the ocean’s declining diver-
sity on humanity has been difficult to assess. In
a series of meta-analyses, Worm et al. (p. 787;
see the news story by Stokstad) quantify how
the loss of marine diversity on local, regional,
and global scales has affected the functioning
and stability of marine ecosystems, the flow of
ecosystem services, and the rise of associated
risks to humanity. Similar relationships occur
between biodiversity change and ecosystem
services at scales ranging from small square-
meter plots to entire ocean basins; this finding
implies that small-scale experiments can be used
to predict large-scale ocean change. At current
rates of diversity loss, this analysis indicates that
there will be no more viable fish or invertebrate
species available to fisheries by 2050. However,
the results also show that the trends in loss of
species are still reversible.

Cosmic Shock Waves
Clusters of galaxies grow by the infall of sur-
rounding matter through gravitational effects,
and peripheral shock waves are thought to be set
up as material hits the cluster outskirts. Bagchi
et al. (p. 791; see the Perspective by Enßlin)
have used the Very Large Array to detect a ring
of radio emission around a cluster that may sig-
nify such a shock wave. Giant twin radio arcs cup
the cluster Abell 3376 and have size and bright-
ness consistent with cosmological shock waves.
The giant shock waves may provide sites for the
acceleration of cosmic rays and particles associ-
ated with the structure-formation process.

Sublimation in Two Acts
Colloidal particles have been used as analogs for
molecules for studying the formation of crystals or

From Heavy Fuels to
Hydrogen
Biomass can be converted in oils and heavy liq-
uids, but for many applications, it is desirable to
further process these fuels into hydrogen or syn-
thesis gas (a mixture of CO and H

2
). However, the

low volatility of these liquids often leads to long
contact times with catalysts, and often some of
the fuel is converted to carbon, which deactivates
the catalyst. Salge et al. (p. 801) find that if
heavy fuels such as soy oil or biodiesel are
sprayed in the presence of O

2
as fine droplets

onto already-hot rhodium-cerium catalysts, the
heat of reaction causes the droplet to further
break up and fully convert to H

2
(along with CO

and CO
2
, the other main products) without any

added heat. These reactions are very fast (total
contact times of 50 milliseconds or less), and no
deactivation was seen after 20 hours of operation.

A Patchwork Solar Nebula
The use of the long-lived neodymium (Nd)−
samarium (Sm) radioactive decay system for
understanding very early processes in our solar
system and Earth’s differentiation depends on
knowing the initial solar isotopic ratios. How-
ever, there is wide variation among measured Nd
isotope levels among meteorites and compared
with terrestrial samples. Two reports indicate that
the early solar nebula was not well mixed with
respect to this dating system or barium isotopes
(see the 6 October news story by Kerr). Varia-
tions in Nd isotopes seen between chondrites
and earth samples led to the suggestion that
some Nd isotopes were sequestered deep in the
earth. Andreasen and Sharma (p. 806) have
measured Nd and Sm isotopes in primitive car-
bonaceous chondrite meteorites and find that
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Alzheimer’s Disease After 100 Years
In Tübingen, Germany, on 3 November 1906, Alois Alzheimer described the
first documented case of Alzheimer’s disease, a neurodegenerative disorder
that impairs memory, cognition, and behavior (see the cover). Goedert and
Spillantini (p. 777) review what is known about the molecular pathology of
the disease, which is defined by the presence within the brain of amyloid-
β–rich plaques and tau-containing neurofibrillary tangles. Roberson and
Mucke (p. 781) review the prospects for therapy to help delay or prevent
pathological processes within the brains of afflicted individuals, in order to
prolong patients’ cognitive abilities, and maintain for as long as possible
their quality of life.

Continued on page 723
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This Week in Science 

the variations among meteorites are real and are caused primarily by a p-process (photodissociation
of nuclides) deficit in carbonaceous chondrites relative to ordinary chondrites, eucrites (from Vesta),
and the terrestrial standard. Ranen and Jacobsen (p. 809) have measured barium isotopes in chon-
drites and found that they also exhibit variations among meteorite types, which they interpret as
implying that the protosolar nebular was heterogeneous. Chondritic meteorites originated in a differ-
ent place and were more enriched in supernova-derived material compared with Earth. 

Pores, Sieve, or Gel?
Nuclear pore complexes behave like a sieve—they allow small molecules to pass freely but restrict
passage of macromolecules (>30 kilodaltons) between the nucleus and cytosol. The so-called FG-rich
nucleoporin repeats, which are intrinsically unfolded protein domains that contain short clusters of
hydrophobic amino acids separated by hydrophilic spacer regions, are thought to form the barrier,
but the functional organization of this barrier has remained a matter of speculation. Frey et al.

(p. 815; see the Perspective by Burke and the Perspective by Elbaum) show that these FG-rich
repeats occur in an extended conformation and form a noncovalent (and thus reversible) hydrogel.
Hydrophobic bridges connecting the individual polypeptide chains and create a three-dimensional
sieve-like structure that is crucial for nuclear pore complex function.

Neurite Extension and 
Membrane Trafficking
Neurons extend processes (neurites) that can reach more
than 1 meter in length. Formation of neurites requires both
cytoskeletal remodeling and membrane transport. Shirane

and Nakayama (p. 818) have now identified a protein, pro-
trudin, that is essential for neurite extension triggered by

nerve growth factor. Protrudin binds to and inhibits the activity of the protein Rab11, which func-
tions as a molecular switch in membrane transport to the cell surface.

A Cool Way to a Long Life
Caloric dietary restriction prolongs life span in a variety of organisms, and in mammals the resultant
lowering of core body temperature has been offered as one potential explanation. Conti et al.

(p. 825; see the Perspective by Saper) generated transgenic mice that overexpress mitochondrial
uncoupling protein 2 in hypocretin-producing neurons within the hypothalamus, which lowers core
body temperature by about 0.5ºC. In the absence of caloric restriction, the median life span of these
“cool mice” was about 15% greater than that of their wild-type littermates.

Life Isn’t Fair
In the two-player ultimatum game, low offers made by the first player to divide the pot of money
unequally are considered unfair. The second player can choose either to accept these low offers (in
which case the first player walks away with more than half of the pot) or to reject them (in which case
neither player receives anything), with the outcome reflecting the competition between selfishness
and indignation. The dorsolateral prefrontal cortex (DLPFC) is thought to play a role in the decision-
making process. Knoch et al. (p. 829, published online 5 October) used repetitive transcranial stimu-
lation to test this directly by interfering with DLPFC function. Suppressing DLPFC activity tilted the
competitive motivations toward the side of selfish behavior and a greater acceptance of unfair offers.

Donning the Myelin Sheath
The myelin sheath electrically insulates axons and makes the conductance of neuronal impulses much
more efficient. Chan et al. (p. 832) examined how the Schwann cells begin myelination of an axon.
In neuronal cultures, a cell polarity protein, Par-3, localized to where the Schwann cell meets the axon
and promoted the recruitment of the brain-derived neurotrophic factor (BDNF)−receptor to the junc-
tion between Schwann cell and neuron. BDNF-dependent signaling between the axon and Schwann
cell then ensures that myelination begins. This localized signaling arising from Par-3 polarity may
help to ensure that the myelination begins at the right spot.

Continued from page 721
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Salary Survey
EVERY FEW YEARS SINCE 2001, SCIENCE HAS CONDUCTED A SURVEY IN WHICH LIFE 

scientists in the United States report how well they’re doing financially—and better yet, how they
are feeling about their profession and their place in it. This year’s report (p. 842) contains some
elements of relief for those who have chosen to do some kind of biology for a living. The relief
could hardly come at a better time. Earlier signals have included lowering pay lines for National
Institutes of Health (NIH) grants, unionization campaigns among postdoctoral fellows, and the
grim prospects for “domestic discretionary” expenditures (which include, of course, research
funding). It’s tough when the first NIH grant in one’s career comes after the age of 40.

But the survey shows that life scientists at all levels are doing better than in recent years and
better than inflation. Full-time academic life scientists earned 5.4% more this year
than in the preceding year, well above the cost-of-living index. Postdoctoral fellows,
who once were used to feeling like a disfavored class, did even better, with an
average salary increase of 8.1%. Ph.D.s who work in industry continue to earn
more than their academic counterparts, by an average of about $40,000 (their
salaries are increasing faster, too, up 10% this year). It may not surprise readers that
job satisfaction shows a positive relationship with compensation. But the linkage
is weaker than one might expect. The job satisfaction of the top group of earners
is high all right, but the group earning only one-fifth as much reports only slightly
lower satisfaction. It appears that prestige, promotion opportunity, and intellectual
challenge are more important determinants. No surprise there.

Underneath all this good news, however, lie some significant submerged
inequities. For example, the average salary for academic pharmacologists is about
$55,000 more than for developmental biologists. There is a warning signal that
accompanies disparities of that kind: Scientists, like most other kinds of workers, compare
salaries, and when they are disappointed in the results, morale is likely to decline and
complaints are certain to follow. That can spell trouble in an institution. One example is the
often-remarked academic salary differential between professors of law and English, which led
one of the former to deliver this unsympathetic advice to a plaintive colleague in comparative
literature: “Well then, go out and practice English.”

It is also important to note that the improved status of our sample of scientists actually
serves to widen an already growing gap in our national economy. We should be worrying about
the rewards and satisfactions of our scientific colleagues, but we should also be concerned
about the people who clean their labs, run the cafeteria, and work in the accounting office. That
brings us to some discomfiting facts about the pattern of wage changes in the contemporary
economy. Improvement, often faster than inflation, is seen in the upper range of the wage scale,
especially for employees in the service economy. But at the lower end, workers are worse off.
This seems paradoxical, because productivity is up: If these workers are doing more, why
aren’t their wages keeping pace?

One answer is that, increasingly, full-time workers are being replaced by part-timers. Large
employers like Wal-Mart are elevating the proportion of their employees who are part-time, and
there and elsewhere, outsourcing strategies are getting more and more popular. The result is that
those who remain are having to take less, while their outsourced replacements make a little more
but lose their benefits. Organized labor once provided a countervailing force, but unions have
lost much of their strength, and management is taking advantage of the weakened opposition.

None of this should take away from our good feeling about the improved prospects for
our colleagues in the life sciences. This decade, after all, has seen remarkable progress in
biomedical research, and that is surely a very important enterprise for which its practitioners
deserve a fair reward. But all of us, scientists included, will benefit from a society that enjoys
a stable political economy, and a more equitable income distribution can contribute to making
that a more sustainable benefit.

–Donald Kennedy

10.1126/science.1136531

Donald Kennedy is the

Editor-in-Chief of Science.

http://www.sciencemag.org


material stickier and more highly aggregated
than the water-in-air powder. — MSL

Nat. Mater. 5, 10.1038/nmat1757 (2006).

M I C R O B I O L O G Y

Intracellular Demographics

Mathematical models are commonly used to help
predict the course of epidemics through a popula-
tion of organisms. In contrast, Brown et al.

have absorbed recent findings on intracel-
lular events in salmonellosis to develop a
within-organism model. Salmonella enter-

ica grows within host phagocytes to vary-
ing cell density regardless of cell “permis-
siveness.” Interestingly, the model hints
that apoptosis of host cells has little effect
on controlling the spread of infection;
rather, the driving force is necrotic bursts
that release bacteria to spread into new
foci of infection. Comparing attenuated
(i.e., vaccine) and virulent strains of salmo-
nellae in the model reveals that an attenu-
ated strain replicates less well than a virulent strain
and uses the same number of host cells to do so;
hence, the resulting pathology may be rather simi-
lar. The model is clearly useful for predicting the
effect of combination drug therapy, and it hints
that drugs that kill extracellular pathogens might
select for “refuge resistance”; that is, the suppres-
sion of cell lysis mechanisms. — CA

PLoS Biol. 4, e349 (2006).
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EDITORS’CHOICE

I M M U N O L O G Y

Double Jeopardy 

A persistence of infection is a trademark of some viruses, notably HIV and hepatitis B and C

viruses, and is in large part the result of an incompletely effective antiviral T cell immune

response. Brooks et al. provide evidence that a familiar and important regulatory

cytokine—interleukin (IL)–10—plays a key role in facilitating viral persistence. Using two

strains of the mouse lymphocytic choriomeningitis virus (LCMV), one capable of establish-

ing a persistent infection and the other not, they showed that the levels of IL-10 generated

during infection with the former were significantly higher than with the rapidly cleared

strain. The T cell responses in the persistently infected animals were also diminished, 

leading them to ask if IL-10 were directly responsible for allowing the persistence of one

strain (and not the other) by dampening virus-specific T cells. Indeed, in mice lacking IL-10,

the strain differences were less apparent and, as they also found using blocking antibodies for

IL-10, this led to faster viral clearance and signs of improved T cell memory.

Although differential IL-10 expression might explain such effects, it will be useful to under-

stand exactly how the two different strains of virus trigger distinct levels of IL-10 in the first place.

Presumably, mechanisms that diminish immunity could influence other ongoing infections, includ-

ing situations of bacterial co-infection. Although IL-10 was not itself tested in another study by

Navarini et al., these authors do report that LCMV increases the susceptibility of mice to co-infection

with bacteria. Rather surprisingly, the culprit in this case was the innate antiviral cytokine type I inter-

feron, which induced apoptosis in bacteria-clearing granulocytes. — SJS

Nat. Med. 12, 10.1038/nm1492 (2006); Proc. Natl. Acad. Sci. U.S.A. 103, 15535 (2006).

M AT E R I A L S  S C I E N C E

Turning Water Inside Out

Colloidal particles with appropriate surface
properties adsorb strongly at liquid/liquid and
vapor/liquid interfaces; hence, they are used as
stabilizers for emulsions and foams. Particle
surface wettability can be tuned to entrap water
in oil, or oil in water, for example, and even to
switch between these two regimes. In the case
of a vapor/liquid interface, such inversion
behavior—the shift from air bubbles dispersed
in water, as in a foam, to water droplets dis-
persed in air—has been explored only recently. 
Binks and Murakami stabilize a full range of
air/water dispersions by adding silica particles
20 to 30 nm in diameter that vary in their wet-
tability, which the authors reduce by lowering
the concentration of surface silanol (SiOH)
groups via hydrophobic capping. High SiOH
content gives rise to stable aqueous dispersions,
whereas intermediate particle hydrophobicity
leads to air-in-water foams. At the lowest SiOH
content, the particles drive a transitional inver-
sion, coating discrete water droplets to stabilize
a water-in-air powder. This powder releases
water to the skin when sheared by rubbing, 
suggesting possible applications in cosmetics.
The authors further show that varying the ratio
of water to air at fixed SiOH content can also
force an inversion (in this case formally termed
“catastrophic”), giving rise to a soufflé-like

C H E M I S T R Y

Embedding a Reporter

The nitrile (CN) group can be a useful infrared
reporter in proteins because it has a strong
stretching vibration near ~2200 cm–1, a spec-
tral region usually free from interfering absorp-
tions in a biochemical environment. Schultz et

al. have devised a protocol to introduce the
non-naturally occurring
amino acid para-
cyano-L-phenylalanine
(pCNPhe) into proteins
during bacterial syn-
thesis, using an
orthogonal nonsense
suppressor transfer
RNA (tRNA) paired
with an aminoacyl-
tRNA synthetase
derived from
Methanococcus janan-

naschi. They apply this
system to incorporate
the pCNPhe reporter in
place of a histidine

residue (His64) near the ligand-binding site of
the heme group in myoglobin. When water was
bound in the active site, they observed an 11-
cm–1 shift in frequency relative to pCNPhe
absorption in pure water or buffer solution, a

EDITED BY GILBERT CHIN AND JAKE YESTON
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Persistent LCMV
(green) in the
mouse spleen.
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myoglobin was
replaced by pCNPhe.
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change consistent with increased water polarity
in the binding pocket. Changes in the observed
CN stretching frequency were also consistent
with the bent conformations of Fe(II)-bound NO
and O

2
, as well as the linear CO-Fe(II) complex.

— PDS
J. Am. Chem. Soc. 128, 10.1021/ja0636690

(2006).

B I O T E C H N O L O G Y

Keeping the Fix In

The endophyte Azoarcus sp. strain BH72 resides
within the roots of rice and other grasses. In
return for supplying the plant with fixed nitro-
gen (diatomic nitrogen that has been converted
into biochemically tractable forms such as
ammonia), it is presumed to benefit from a shel-

tered and predictable habitat. Krause et al. have
sequenced its genome and compared it to that
of a free-living relative, the strain EbN1. They
find the expected suite of nitrogen-fixing and 
-metabolizing enzymes along with a large set of
transporters for dicarboxylic acids (though not
of sugars) and chelated iron. On the other hand,
the low-stress lifestyle appears to have led to
the loss (or non-acquisition) of type III and IV
secretion systems as well as a paucity of viru-
lence and pathogenic components. Similarly,
there are only a small number of mobile ele-
ments, in comparison to its independent cousin.
How these characteristics might be harnessed in
agronomic efforts to enhance rice cultivation,
and perhaps that of other cereals, is not yet
clear, but it’s a start. — GJC

Nat. Biotechnol. 24, 10.1038/nbt1243 (2006).

P S Y C H O L O G Y

Theorizing Takes Time

The human ability (commonly referred to as a
theory of mind) to formulate inferences about
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Azoarcus in a rice root.
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the mental states, such as beliefs and inten-
tions, of others is a fundamental item in our
social cognitive skill set. Apperly et al. have
asked whether the component reasoning
processes operate in an automatic fashion, in
the background as it were, and yield output
that can be summoned effortlessly when
needed. Using the canonical Maxi type of false-
belief task (which some might argue has
attained a mythic status), they required that
participants report the final positions of
objects, both their actual locations as well as
where female actors believed them to be. In
comparison to keeping track of the physical
objects, participants required more time to
infer where the actors thought they were
located; though if explicitly forewarned to mon-
itor belief states, they were equally fast at spec-
ifying actual and supposed locations. Does this
mean that we do not automatically maintain a
running tally of who believes what? Not quite—
there may be an unconscious pre-processing of
evidence into candidate belief states, where the
final step of asserting which one to act on is
taken only on demand. — GJC

Psychol. Sci. 17, 841 (2006).

A P P L I E D  P H Y S I C S

Scaling Superconductive Memories 

Superconducting electronic systems offer great
potential to improve the speed of conventional
computers through low power dissipation and
switching times on the order of picoseconds.
One problem, however, has been to develop
small-sized memory storage elements that are
also compatible with large-scale integration.
For instance, data storage in these systems has
generally been based on harboring magnetic
flux in a superconducting loop, and those loops
tend to be several micrometers in diameter.

Held et al. propose the design of a memory
element based on a ferromagnetic dot coupled
to a superconducting Josephson junction.
Because the critical current of a Josephson
junction is magnetic field–dependent, the mag-
netization of the dot can be switched to modu-
late the field in the junction either below or
above a critical value. The data, 0 or 1, are thus
stored as the magnetization direction in the dot
and can be read out as the critical current of
the Josephson junction. Preliminary experi-
ments using a Permalloy (Ni

81
Fe

19
) dot demon-

strate the principle of operation and also show
nonvolatile storage capability at room tempera-
ture. The authors note that optimization of the
device should reduce the relatively high (~100
mA) applied currents required to switch the dot
magnetization. — ISO

Appl. Phys. Lett. 89, 163509 (2006).
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Relations between the science community and
NASA chief Mike Griffin are at best frosty.
But this week, he won enthusiastic applause
from delighted astronomers at Goddard Space
Flight Center in Greenbelt, Maryland, by
promising to send astronauts back to the aging
Hubble Space Telescope in May 2008 to extend
its operating life well into the next decade.

The announcement ended nearly 3 years of
rancorous debate among politicians, scien-
tists, and engineers over whether the orbiting
satellite should live or die. “It’s been a long
time coming. … It’s a great day for science,”
said Senator Barbara Mikulski (D–MD), who
led the fight to save Hubble. But the $350 mil-
lion servicing mission will make it even harder
for NASA to fund future astronomy missions.

Shuttle astronauts have visited Hubble four
times since its launch in 1990, each time swap-
ping instruments, replacing batteries, and per-
forming other maintenance tasks. Those chal-
lenging space walks—including the first mis-
sion in 1993 to fix Hubble’s faulty main mir-
ror—also helped to improve the quality of data
beamed back to Earth. A fifth and final servic-
ing flight was planned for 2004, although sci-
entists were pressing for a sixth mission later in
the decade when a returning Columbia dis-

integrated over Texas on 1 February 2003. 
The following year, then-NASA chief

Sean O’Keefe canceled the fifth servicing
mission because of safety concerns. Hubble
circles Earth in a different orbit from the space
station. If the astronauts were to face an emer-
gency during a Hubble visit, the crew would
not be able to reach the space station and wait
for rescue by another orbiter. O’Keefe argued
that the possible loss of lives was not worth the
additional scientific results from Hubble. But
a chorus of scientists and politicians—in par-
ticular Mikulski—raised a ruckus.

Seeking a compromise, O’Keefe proposed
a robotic repair mission. But a National Acad-
emy of Sciences’ panel rejected that idea as
technically too difficult, costly, and time-con-
suming. It also urged NASA to reinstate the
shuttle mission, recommending that the
science program not bear all of the expected
$1 billion cost of the mission. 

Taking over from O’Keefe in April 2005,
Griffin pledged to reverse his predecessor’s
decision if subsequent shuttle flights
demonstrated that the fleet could be oper-
ated safely. “What’s different now is that
we have three flights under our belt,” says
Goddard Director Ed Weiler. Those success-

ful flights, Griffin told scientists this week,
have allowed him to reverse a “troubling,
troubled, and unpopular decision.” 

Griffin’s decision means that NASA will
spend most of its astronomy budget on three
major missions—the Hubble servicing flight,
construction of the James Webb Space Tele-
scope, and the Stratospheric Observatory for
Infrared Astronomy (SOFIA). Technical trou-
bles, schedule delays, and cost overruns
plague the latter two. But Weiler says that the
Webb is back on track after a rough couple of
years, while SOFIA—which Griffin initially
canceled only to revive in July—is slated to
begin operations in 2009. Those large projects
leave little room for smaller or future mis-
sions. For example, NASA halted work ear-
lier this year on the extrasolar planet-seeking
Space Interferometry Mission (SIM) in order
to cover SOFIA’s cost overruns. Those pres-
sures worry some astronomers, who fear that
the three missions will limit new efforts. 

“Is the astronomy program with just
[Webb], Hubble, and SOFIA a good astron-
omy program? You betcha,” says Weiler.
Although he acknowledges that there is a
gap in smaller missions for the next few
years, he notes that the cost of building the
Webb will peak in 2008 and then decline
over the next 5 years. “The big issue now is
what to do with that wedge.”

The four leading contenders appear to be
the Joint Dark Energy Mission with the
Energy Department, a mission called Constel-
lation-X that features a bevy of x-ray tele-
scopes, the Laser Interferometer Space
Antenna to study black holes and the early uni-
verse, and SIM. NASA had intended to fund
all in this decade and the next, but budget con-
straints likely will make for a competitive race.

Weiler also urged scientists to think about
smaller, less costly missions. He is pressing to
build smaller satellites that could be launched
from the Wallops Flight Facility on the coast
of Virginia, using converted U.S. military
missiles. The 11 December launch of an Air
Force satellite could mark the start of a series
of smaller missions. In the meantime,
“astronomers are elated at the NASA deci-
sion,” said Steve Maran, spokesperson for the
American Astronomical Society. “It’s fantas-
tic,” adds Mario Livio, an astronomer at the
Space Telescope Science Institute in Balti-
more, Maryland. “Clearly, we are ecstatic.”

–ANDREW LAWLER

Hubble Gets a Green Light, 
With Other Missions on Hold

NASA SPACE SCIENCE
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Starry-eyed. NASA’s Mike
Griffin tells Goddard scientists
about plans to repair the
Hubble Space Telescope.
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ST. LOUIS, MISSOURI—“I’m leaping into
deep waters this morning,” Reverend James
Morris confessed as he began his sermon.
His topic, “Stem Cells: What Would Jesus
Say?” isn’t something that the pastor of
Lane Tabernacle CME Church, a white-
stoned building in a beat-up, African-American
neighborhood in the north side of town, had
ever discussed before from the pulpit. But
today—Sunday, 29 October—was different.
His congregants, and their fellow citizens
across this Midwestern state, had been bom-
barded for weeks with television advertise-
ments for and against Amendment 2, a bal-
lot initiative instigated by Missouri scien-
tists to allow human embryonic stem cell
research in the state while banning repro-
ductive cloning. With barely a week left
before the election, and with both sides
claiming the moral high ground, Morris
decided it was time to advise his flock.

The barrel-chested pastor moved easily
from the sacred to the profane. “I come that
they might have life,” Morris cried out,
quoting the gospel of John to amens and
hallelujahs from the pews. Then, in more
measured tones, he defined stem cells and
explained that embryos obtained by fertility
treatments are generally discarded. “I say,
use them for cures for diabetes, use them for
cures for sickle cells, cures for heart dis-
ease.” And later, as the pianist segued into a
gospel tune: “Vote your conscience on
November 7, after prayer and reflection.”

Reverend Morris’s words are part of a
long-running debate in the Show-Me state.
In 2004, Missouri’s small science commu-
nity, anchored in Kansas City and St. Louis,
has sought state funding for the expansion
of private biomedical research. But each
year legislators, backed by the states’
potent prolife lobby, scuttled the bills by
threatening to include a ban on all forms of
human cloning, including a technique,
somatic cell nuclear transfer, that is useful
for producing stem cells.

Last year researchers, the biotech com-
munity, and patients’ groups proposed tak-
ing the issue directly to voters in the form of
an amendment to the state constitution.
Amendment 2 would make cloning “for the

purpose of initiating a pregnancy” a felony,
and it would bar state legislators from pro-
hibiting other kinds of stem cell research
with embryos, including somatic cell
nuclear transfer (SCNT). Supporters have
raised an unprecedented $30 million to pro-
mote the amendment. The biggest donors
are James and Virginia Stowers of Kansas

City, philanthropists and cancer patients
who have poured the bulk of their wealth
into the $1.6-billion Stowers Institute for
Medical Research in that city.

Supporters of the amendment, which
include business and disease advocates,
have spent most of their war chest on tele-
vision, radio, and billboard advertisements

touting the potential for cures. But there
are also footsoldiers, including a few
dozen scientists and doctors. Washington
University (WU) bone pathologist Steven
Teitelbaum estimates that he’s delivered a
power-point talk once a week for 2 years to
community and church groups across the
state. His colleague, soft-spoken James
Huettner, who is one of the few Missouri
scientists using human embryonic cells,
has described his work with neurons at sev-
eral area churches. The outreach role is “a
new thing,” says Huettner, but necessary
for what Huettner and others hope may
eventually lead to new treatments for
Alzheimers’ patients.

If Amendment 2 fails, Missouri scien-
tists fear a worsening in what is already a
challenging environment in the state. “It
would really be disappointing if this thing
doesn’t pass and we can’t do [embryonic]
stem cell research,” says Washington Uni-
versity graduate student Katherine Varley,
who says she declined offers from mole-
cular biology labs on both coasts “because
the [WU] faculty is so good.” Managers at
Stowers want desperately to fund work in
human embryonic cells and have pledged to
cancel a planned $300 million expansion in
Missouri if the amendment fails. The phi-
lanthropists have also given Harvard scien-
tists $11 million for work that they would
have preferred to see done at their own insti-
tute. The same year, Illinois Governor Rod
Blagojevich invited 30 Missouri doctors
and researchers to cross the Mississippi
River and continue their stem cell-related
work in his state.

In September, after an ad barrage fea-
turing clergy, doctors, f iref ighters, and
singer Sheryl Crow extolling its virtues,
the amendment had a 21% lead in a
St .  Louis Post-Dispatch poll, and only
5% of voters were undecided. But the
opposition is making strides: This week,
the paper reported the lead had slipped to
17%—and that 14% of voters hadn’t made
up their minds. Teitelbaum says researchers
“are not taking anything for granted,”
and are counting on local leaders such as
Reverend Morris to shore up support.

Scientists Look to Missouri to Show the Way on Stem Cells
U.S. POLITICS
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state. Conservative icon

Alan Keyes came to

Missouri often to oppose 

Amendment 2.
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On the spot. Actor Michael J .  Fox attacked 
incumbent Republican Senator J im Talent’s 
opposition to Amendment 2 in ads for Democrat
challenger Claire McCaskill.
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All Bent Out of Shape at Topology
In the latest brouhaha over journal prices, 
all nine members of the editorial board of 
Topology, a prestigious math journal based 
at the University of Oxford, U.K., plan to step
down at the end of the year to protest the 
rising cost of institutional subscriptions. 

Published six times a year, the title costs 
€100 in Europe for individuals and €1488
for institutions. In a 10 August letter to pub-
lisher Elsevier that has recently drawn media
attention, the editors said the prices have had
a “damaging effect” on Topology’s reputation.
Elsevier says it has “moderated” price hikes,
but since 1999, editors of at least two other
Elsevier journals have stepped down in a
similar protest. –JOCELYN KAISER

Investigating the Investigators 
CAMBRIDGE, U.K.—Concerned about the
expanding use of human DNA in criminal
investigations, the U.K. Nuffield Council on
Bioethics announced this week that it will
examine how this forensic tool might endan-
ger privacy and fair legal procedures. The
review will feature public comments and a
panel with legal and scientific experts. 

Britain is ripe for the one-year review, says
chair Bob Hepple, emeritus professor of law at
the University of Cambridge, because it main-
tains a “virtually unregulated” forensic DNA
database—the world’s largest. The bank holds
3.45 million entries taken from suspects,
crime scenes, victims, witnesses, and volun-
teers who wanted to be excluded from
inquiries. Hepple says it’s not clear how a citi-
zen may remove DNA from the bank, which
now covers 5% of the U.K. population. “[T]he
issue is whether our DNA belongs to us or to
the state,” says Hepple.  –ELIOT MARSHALL

Back to School 
The number of foreign students enrolling in
U.S. graduate schools this fall has jumped by
12%, according to a new survey by the Council
of Graduate Schools (CGS). The rise indicates an
accelerating recovery for international graduate
enrollments, which posted a 1% increase last
year after declining for 3 years. Enrollments
from India this year leapt 32%; enrollments
from China jumped 20%. U.S. academic offi-
cials, attribute the increase to streamlined
visa procedures by the government and
increased outreach by U.S. institutions. “This
encouraging trend will continue,” predicts
CGS president Debra Stewart. 

–YUDHIJIT BHATTACHARJEE

SCIENCESCOPE

Outspent by a margin of 10 to one, the

largely religious and conservative groups

that make up the opposition are relying

on their grassroots supporters to carry

their message. The Bott Radio Network’s

17 evangelical radio stations in Missouri

have been playing ads opposing the amend-

ment—including Catholic, Baptist, and

Lutheran voices—three times an hour for

months. The opposition’s message: Amend-

ment 2 would sanction both the destruction

of embryos and the creation of life. “Both of

them are intrinsically evil,” thundered well-

known evangelical minister Rick Scarborough

of Texas’Vision America at a rally of 150 in

St. Louis last week, the last of six events

around the state to recruit Missouri’s

diverse clergy to the cause. A number of

prolife researchers have given scientif ic

heft to their arguments, including Richard

Chole, a WU bone researcher, who has kept

a vigorous schedule of evening talks and

debates statewide. “I never get home any-

more,” he says.

Other opponents have made more secu-

lar arguments. Cathy Ruse, who works with

the Family Research Council in Washington,

D.C., and was brought in to assist Missouri-

ans Against Human Cloning (MAHC), told

Science that Scarborough’s event was “not

our rally.” Instead of emphasizing dogma,

Ruse and others have argued recently that

Amendment 2 is simply deceptive. The law

would make it illegal for Missouri lawmak-

ers to bar somatic cell nuclear transfer. In a

procedure sometimes called therapeutic

cloning, researchers would like to use

SCNT to transplant DNA into embryos

from which they could derive stem cells

genetically matched to patients. But SCNT

was also the first step Ian Wilmut and his

colleagues used to create Dolly, which leads

Chole and other opponents to brand propo-

nents “disingenuous” when they tout the

amendment as a cloning ban. 

MAHC has also attacked amendment lan-

guage that would legalize “reimbursement

for reasonable costs” for egg donors, calling

it exploitative of women. Harvard ethicist

Louis Guenin says the amendment’s language

in this area follows ethical guidelines laid out

by the American Society of Reproductive

Medicine; Teitelbaum says the debate over

the amendment’s narrow definition of illegal

cloning is “semantic” and that his side makes

clear what it would bar and allow. The initia-

tive may also affect a dead-even race for

Missouri’s U.S. Senate seat. 

The challenger, Democrat Claire McCaskill,

has emphasized her support for embryonic

stem cell work with an advertisement featur-

ing actor Michael J. Fox, visibly tremulous

from Parkinson’s dis-

ease. The ad, which

made national news,

called on the incum-

bent, Republican Jim

Talent, to drop his

opposition and help

“millions of Ameri-

cans. American’s like

me.” Fox and others

hope a win in Mis-

souri could pave the

way for federal sup-

port for work with

embryos—research

that states have taken

up since President

George W. Bush’s 2001

announcement bar-

ring federal funding for new embryonic cell

lines. A recent poll suggests half of Talent’s

supporters favor Amendment 2.

Missourians are used to tight contests in

this oftentimes swing state, and the

Amendment 2 race could also come down

to the wire. “I think it’ll pass, but it will be

close,” Dorothy Cartwright told a fellow

congregant as they examined pro-amend-

ment flyers on their way out of church.

Both sides say a lot is at stake. “If

[Amendment 2] does not pass, [it’s] likely

Missouri will become the Kansas Board

of Education, part two, for the nation,” says

prominent  St .  Louis at torney Walter

Metcalfe, referring to that body’s repeated

attempts to remove evolution from the

school curriculum. But Teitelbaum says that

not putting the issue on the ballot would

have been a worse strategy. “It’s a risk that

had to be taken,” he says.

–ELI KINTISCH

Cell block. The Stowers Institute

will cancel a planned $300 million

expansion if Amendment 2 loses.

http://www.sciencemag.org
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A plan to relocate Britain’s largest biomedical
research unit is running into a big and—some
would say—predictable problem: London’s
high prices. The National Institute for
Medical Research (NIMR), known for its
work on infectious diseases, is slated to
move from its 1950s suburban digs to a
modern building in the
center of London by 2012.
But its parent agency, the
Medical Research Council
(MRC), disclosed last
week that this plan is
being reworked to reduce
its cost. The price of the
in-town building has
gone up so much—
to about $698 million,
roughly $89 million more
than projected—that U.K.
treasury off icials have
balked, according to some
NIMR staffers.

When first proposed,
the idea of moving NIMR
from Mill  Hil l  to the
city drew criticism from
some of NIMR’s 700-plus

staff. Several well-known researchers said
they were concerned that facilities and per-
sonnel might be shed to make the move
affordable (Science, 4 February 2005,
p. 652). Staying put at Mill Hill might be
preferable, they argued.

The MRC, led by chief executive Colin
Blakemore, responded that
the move was essential
because the agency’s basic
researchers needed to build
closer ties with clinicians.
In 2005, the MRC forged a
partnership with Univer-
sity College London and its
hospital and bought land
nearby. Blakemore said a
move would not signifi-
cantly reduce NIMR’s
research corps or facilities.

Last week, however, the
journal Research Fort-

night reported that the U.K.
treasury, alarmed about the
rising cost of the NIMR
project, was refusing to
release funds needed to
finance construction.

This prompted a sharp rebuttal from Blake-
more. “The Treasury has not rejected a bid for
additional funding for the proposed move of
NIMR into central London,” he wrote on
25 October. In fact, he said, the case for con-
struction has not been formally submitted for
approval. Blakemore confirmed, however, that
the price of the new NIMR has gone up, mainly
because of “revised projections for building
work in London.” (NIMR will be competing
for skilled workers with the 2012 London
Olympics.) NIMR’s new estimated cost of
$698 million “exceeds all funds that are
potentially available,” Blakemore reported.
The MRC council concluded last month that
expenditures must not exceed the NIMR’s
current budget of $65 million per year. It also
concluded that the high London costs and the
higher fraction of the budget going to clinical
expenses would require a reduction in staff.
At the same time, it ruled out staying at Mill
Hill. Blakemore said staff cuts would be
achieved through normal “turnover in the
coming 5 years.”

Iain Robinson, head of molecular neuro-
endocrinology at NIMR who has been involved
in discussions of NIMR’s future, says, “We
will have to make a better case” for investing
in the move to London. “It’s an unhappy situa-
tion to be in, but it’s good to have the govern-
ment’s position clarified,” Robinson says. The
MRC Council is expecting to review a revised
NIMR plan on 13 December and present it for
government approval in late January. 

–ELIOT MARSHALL

Olympics-Level Costs Upset Plan to
Move U.K. Biomedical Institute

RESEARCH FUNDING

A staff survey at the National Institutes of
Health (NIH) reveals that intramural scien-
tists have strong negative feelings about the
agency’s strict new ethics rules. But whether
those rules are triggering a flight from the
NIH campus in Bethesda, Maryland, is
harder to measure.

The Web-based survey,* conducted this
summer by an outside contractor, examined
employee morale since NIH imposed new
ethics rules in August 2005. Those rules fol-
lowed a series of newspaper stories and con-
gressional hearings about senior scientists
who had received large consulting fees from
companies. The new rules bar NIH employ-
ees from undertaking paid consulting for
industry, restrict ownership of drug com-
pany stock, and limit awards. 

Those limits go too far, say most of the
512 tenured and tenure-track researchers who

filled out the survey. (That’s out of a pool of
roughly 1200 and doesn’t include support sci-
entists.) A majority (57%) agree the ethics
rules needed to be addressed, 80% of respon-
dents now f ind them too restrictive, and
roughly 90% worry that they will harm NIH’s
ability to recruit and retain staff. 

But the message becomes murkier when
the survey hits closer to home. Some 39% of
tenured and tenure-track staff say the new
rules are leading them to look for or consider
finding work outside NIH. At the same time,
79% say they are happy with their jobs, and
86% say they expect to be at NIH next year.

NIH Deputy Director Raynard Kington
says any change will cause some employees
to “think about” leaving, but that doesn’t
mean they will. In a staff memo last week
describing the survey results, NIH Director
Elias Zerhouni noted that although “the sur-
vey does suggest concerns” about recruit-

ment and retention, attrition rates for all sci-
entific staff have remained steady for the
past few years.

NIH intends to further analyze attitudes
to the new rules among scientists who left
NIH recently and those considering a move
to the agency. “When we feel there is a
strong case, we’ll be the first to advocate
changing [the rules],” Kington says. “We’re
not at that point yet.”  

NIH bioethicist Ezekiel Emanuel, who is
a member of the NIH Assembly of Scien-
tists, argues that the 39% who are consider-
ing leaving NIH is “an enormously high
rate.” He claims that the rules have hindered
recruitment, pointing to several senior posi-
tions at the National Cancer Institute that
have gone unfilled for a couple of years.
“We need a more rational policy and a less
cumbersome policy,” Emanuel says. 

–JOCELYN KAISER

Scalpel, please. MRC chief Colin 

Blakemore has been asked to wield the

budget knife.

* http://www.nih.gov/about/ethics/evaluationslides.pdf

NIH Rules Rile Scientists, Survey Finds
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Rice Krispies 
NEW DELHI—Indian activists have torched the
first field trial of a genetically modified food
crop. Genetically modified cotton is widely grown
in India, but last week, a small field trial of
hybrid Bt Rice genetically modified for insect
resistance was burnt to ashes at Rampur village
in Haryana. It was one of 12 field locations
belonging to Maharashtra Hybrid Seeds Com-
pany Limited (MAHYCO), Mumbai.

Officials with MAHYCO, owned in part by
global seed giant Monsanto, say about 
200 activists belonging to the farmers’ 
Bhartiya Kisan Union forced their way into the
controlled plot and shouted anti-GM slogans
before torching the plot, which was ready to
be harvested. Rakesh Tikait, a leader of the
group, which is one of several of Indian farm-
ers’ groups, told The Indian Express that such
trials would contaminate the soil and affect
yield from existing varieties. “The crop was
being grown in isolation as per the [rules],
following all safety measures,” responds
MAHYCO general manager Mahendra Kumar
Sharma, who called the attack “deplorable.”

Late last month, the nation’s Supreme
Court put a moratorium on new approvals of
genetically modified field releases, and offi-
cials must now respond to complaints by
activists that permissions had been granted
“recklessly.” A hearing on the matter is
expected next month.        –PALLAVA BAGLA

Jockeying Planetary Missions
NASA’s science budget is tight, but the agency
nevertheless approved work on three plane-
tary science proposals—to examine Venus’s
atmosphere, probe the moon’s interior, and
return an asteroid sample. Each team gets
$1.2 million to provide a more detailed plan
for a mission which must cost less than
$425 million; the winner will be chosen next
year once the studies are complete.

The agency also plans to continue at least
one of two missions now in flight. One option
would be to redirect the Deep Impact spacecraft
that visited Comet Tempel 1 in 2005 to Comet
Boethin, to compare the two objects. The other
choices would be to focus a camera from the
same spacecraft on possible Earth-sized planets
around stars, or to send the Stardust spacecraft,
to check on changes to Tempel 1 since its
encounter with Deep Impact.

“One of the great surprises of comet
explorations has been the wide diversity
among the different cometary surfaces
imaged to date,” says Michael A’Hearn, the
University of Maryland astronomer who would
lead the Boethin mission.  –ANDREW LAWLER

SCIENCESCOPE

The ability of short double strands of RNA

to turn off specific genes, a process called

RNA interference (RNAi), has enabled new

animal models, spawned biotech companies,

and a few weeks ago, produced a Nobel prize

(Science, 6 October 2006, p. 34). Now, a

California research team has made the con-

troversial claim that such RNAs can have the

opposite effect: They can turn genes on.

This surprising skill—dubbed RNAa,

because the RNAs activate genes—is

described this week in the online edition of the

Proceedings of the National Academy of Sci-

ences. If the claim is sustained, RNAa would

be a powerful biological tool and could

lead to new therapies for diseases

such as cancer. But some sci-

entists say the results may

reflect an indirect out-

come of RNAi, rather

than a new way to acti-

vate genes. “It’s going

to be a question of

whether this holds up,”

says Erik Sontheimer,

an RNA researcher at

Northwestern University

in Evanston, Illinois.

RNAi is generally thought to

thwart gene translation—the double-

strand RNAs cut up a gene’s

mRNA or block its ability to

make protein. But in lower

organisms, it can also

work at the level of tran-

scription, preventing a

gene from even mak-

ing its mRNA. Long-

Cheng Li, a postdoc

in  the lab of cancer

researcher Rajvir Dahiya

at the University of Cali-

fornia, San Francisco (UCSF),

tried to use RNAi to block tran-

scription of the human E-cadherin

tumor suppressor gene. When

Li added synthetic RNAs that

specifically targeted the gene’s

DNA sequence to human pro-

state cancer cells, E-cadherin

levels unexpectedly went up,

not down. “It was immediately

quite obvious,” Li recalls.

Li then used synthetic RNAs to boost

expression of two other genes in cultured

cells and now says he can activate numerous

tumor suppressor genes with RNAa. If the

effect turns out to be predictable, RNAa

“could be very powerful, in terms of poten-

tial [anticancer] therapeutic application,”

says John Rossi, an RNA expert at the City

of Hope National Medical Center in Duarte,

California. Although not every gene is sus-

ceptible to RNAa, Li says he’s mostly

worked out rules for activating those genes

that are. He plans to make these rules “read-

ily available to the public” after ironing them

out and activating more genes. UCSF has

filed for a patent on RNAa.

One key question is whether Li’s RNAs

are activating genes by silencing others,

which would just be RNAi by another

name. For example, proteins

called negative transcription

factors can prevent genes

from being transcribed;

silencing the genes for

these proteins could

activate genes they

control. Although the

UCSF group has not

found evidence that

this is happening, “for-

mally, that’s still a possi-

bility,” says Rossi.

No one yet knows how small

RNAs could turn genes on, espe-

cially for so long. RNAi typically

silences genes for 5 to 7 days,

but RNAa boosted gene

activity for up to 13 days.

The molecular machin-

ery underlying RNAi

appears to be involved

in RNAa, raising the

question of how the

same enzymes can some-

times turn genes off,

and sometimes on. “What

makes one siRNA [small

interfering RNA] a silencer, and

what makes the other one an activa-

tor?” asks Sontheimer. “No clue.”

Sontheimer also wonders

why other groups haven’t

seen similar gene activation,

especially in microarray stud-

ies of RNAi that examine

thousands of genes. At least

four groups have now reported that siRNAs

are gene silencers at the level of transcrip-

tion in mammals, but none have seen gene

activation. One of the groups even silenced

the gene for E-cadherin, the same one that

Small RNAs Reveal an Activating Side
GENETICS

New phenomenon? Compared
to typical prostate cancer cells
(bottom), ones administered a
short double-stranded RNA
(top) boost production of a
protein (green) encoded by a
tumor suppressor gene.
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UCSF turned on. “There’s really no indica-

tion yet as to why they [at UCSF] see the

exact opposite thing,” says Sontheimer.

But Rossi—who co-authored one of the

silencing papers—says it’s possible that he

and others missed RNAa because they didn’t

expect it. “We never did look for upregula-

tion,” he admits. And Steve Baylin and

Angela Ling, the Johns Hopkins University

researchers who silenced the E-cadherin

gene with siRNA, f ind the UCSF report

credible. “I’m not sure there’s any conflict in

the data,” says Baylin, who points out that

the RNA used by the UCSF group targeted a

different part of the gene’s sequence from

the ones his group employed. “[Gene]

region may be the real key.”

Fred Gage, a neuroscientist at the Salk

Institute for Biological Studies in San

Diego, California, calls the UCSF results

“intriguing.” Two years ago, Gage found a

short double-stranded RNA in adult neural

stem cells that can activate genes important

for neuron function. Gage’s activating RNA

was naturally made by the cells, while Li

used synthetic RNAs. If the UCSF group

found similar RNAs in natural systems,

that “would take this to another level,”

Gage said. Li says he now has some evi-

dence for that.

If RNAa is indeed a new phenomenon,

researchers trying to exploit RNAi will need

to avoid activating other genes beyond the one

they’re trying to silence, an “off-target” effect

that could hamper research applications and

new therapies (Science, 12 November 2004,

p. 1124). But if it does occur naturally, RNAa

could provide new insights into gene regula-

tion, adding yet another surprising role to

RNA, the molecule of the moment. “If this

holds up,” says Sontheimer, “it seems there’s

no end to the number of regulatory mecha-

nisms that small RNAs can access.”

–KEN GARBER

Ken Garber is a freelance writer in Ann Arbor, Michigan.

A troubling new strain of H5N1 avian

influenza has emerged in China over the past

year. The group that identif ied the virus

warns that it may be resistant to current poul-

try vaccines and is possibly now spreading a

third wave of bird flu infection across Asia. 

International animal health authorities are

taking notice but not panicking yet. The emer-

gence of a new, genetically distinct

strain “is cause for concern,” says

Peter Roeder, a virologist with the

United Nations’Food and Agricul-

ture Organization (FAO) in Rome.

But he adds that claims about its

resistance to vaccines “need clari-

fication to justify the conclusions.” 

Yi Guan, director of the State

Key Laboratory of Emerging

Infectious Diseases at University

of Hong Kong, along with col-

leagues there and at St. Jude Chil-

dren’s Research Hospital in Mem-

phis, Tennessee, report their find-

ings online this week in the Pro-

ceedings of the National Academy

of Sciences; the paper will appear

in the 7 November print edition.   

Guan and his colleagues iden-

tified the new strain and a general

upswing in overall H5N1 infections through

their ongoing surveillance of poultry mar-

kets in six provinces of southern China. The

team found that from July 2005 through June

2006, the percentage of ducks, geese, and

chickens infected with H5N1 climbed to

2.4% of those sampled, up from 0.9% the

previous year. The findings suggest the virus

remains firmly entrenched in the region, par-

ticularly among domestic ducks and geese. 

They also found that a new dominant

strain had emerged. This H5N1 sublineage,

which they call the Fujian strain, was first

detected in March 2005 but turned up in only

one sample from July to September that year.

However, the Fujian strain accounted for

95% of all samples collected from April to

June 2006. Several other strains previously

circulating in the region dropped off the

radar. “It appears that [previous] sublineages

have been replaced by this new variant,”

Guan says. 

The researchers found that the hemag-

glutinin gene from recent human cases

reported in China also belonged to the

Fujian strain, confirming that it does infect

humans. Fujian-like strains were also iso-

lated by other surveillance efforts in Hong

Kong, Laos, and Malaysia, indicating it is

already spreading beyond southern China. 

To check the effectiveness of current

vaccines, the group screened blood sera col-

lected from chickens to identify samples

from vaccinated animals. They then tested

how well 76 of those samples selected at

random neutralized three viruses, including

the new Fujian strain. Most samples neutral-

ized the older virus strains but had minimal

effect on the Fujian strain. 

Guan and his colleagues speculate that

the new virus may be resistant to

current vaccines and that it may

have emerged in response to the

widespread poultry vaccination

in southern China. “Our data

show a need to change [currently

used] vaccines,” Guan says. 

Other researchers praise the

surveillance effort for spotting

the new H5N1 strain. But they are

more cautious about the implica-

tions for vaccines. Les Sims, a

veterinarian based in Manunda,

Australia, who advises the FAO

on poultry vaccination programs,

says, “We recognize that the use

of vaccination has the potential

for driving antigenic change in

these viruses.” But he notes that

different strains of H5N1 emerged

and became dominant even before

there was widespread use of vaccines. To

demonstrate conclusively that current vac-

cines aren’t working, researchers would need

to vaccinate live chickens, infect them with

the new strain, and observe the results, Sims

adds. Guan agrees and says they are now

planning just such an experiment. 

Another point on which the two agree is the

need to continue postvaccination surveillance

efforts—such as Guan’s in southern China—

to spot and deal with any vaccine-resistant

strains that do emerge. –DENNIS NORMILE

New H5N1 Strain Emerges in Southern China
AVIAN INFLUENZA

Surveillance. By sampling poultry in markets in southern China, Yi Guan
(center) and colleagues spotted a new strain of the H5N1 virus.
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A U.S. government panel says that advances

in synthesizing genomes are outpacing the

country’s attempt to prevent bioterrorism. The

solution, says the National Science Advisory

Board for Biosecurity (NSABB) in recom-

mendations adopted last week, is to regulate

potentially dangerous gene sequences instead

of a list of known pathogens.

The board was set up 2 years ago by the

Department of Health and Human Services

(HHS) to help develop safeguards against the

accidental and deliberate misapplication of

life sciences research. But researchers can

now engineer biological agents that are func-

tionally similar to pathogenic microbes and

yet fall outside the scope of rules governing

their handling, scientists explained at a board

meeting last week. The rules, established

after the anthrax attacks in the fall of 2001,

mandate special security procedures for

the handling and shipping of approximately

100 so-called select agents—microbes,

viruses, and toxins that the government

views as potential bioterrorism threats.

“The current rules apply only to biologi-

cal entities whose nucleic acid sequences

are identical to those of agents listed by the

government,” says Stanford microbiologist

David Relman, chair of NSABB’s working

group on synthetic genomics. “But what

about a genetic variant of a select agent that

still exhibits the same properties as the

agent? And what about novel pathogens that

can be engineered using combined genetic

material of multiple select agents?”

To deal with those scenarios, says the board,

the government needs a “framework based on

predicted features and properties encoded by

nucleic acids” instead of “the current finite list

of specific agents and taxonomic definitions.”

Says Michael Stebbins of the Federation of

American Scientists in Washington, D.C.:

“What they’re saying is that the government

needs to stop thinking about genomics in terms

of organisms and start thinking about it in

terms of DNA content.”

That approach may assist government

regulators, agrees Gigi Kwik Grönvall, a

biosecurity expert with the University of

Pittsburgh, Pennsylvania. But a regulatory

framework based on properties of gene

sequences “may not provide the clarity

needed for the person at the lab bench try-

ing to make sure he or she does not run

afoul of the law,” she says. “What that

person needs are clearly defined dos and

don’ts, not complicated algorithms.” 

In another recommendation, the board

calls for repealing a 2-year-old law that bans

the synthesis of the smallpox virus (Science,

11 March 2005, p. 1540). The prohibition

applies to “any derivative of the variola major

virus that contains more than 85% of the gene

sequence,” a definition that covers several

pox viruses commonly used by researchers,

including a strain used for making vaccines.

But Ed Hammond of the Sunshine Project, a

bioweapons watchdog group in Austin, Texas,

warns that repeal “could result in a prolifera-

tion of the virus and its parts.”

The board also wants the government to

require companies to screen orders for syn-

thetic DNA against the genomes of select

agents and to maintain a record of purchase

orders. Neither procedure is currently man-

dated by law. –YUDHIJIT BHATTACHARJEE

U.S. Panel Wants Security Rules
Applied to Genomes, Not Pathogens

BIOTERRORISM AGENTS

Center Puts Hold on Mangabey Experiments
In a letter made public last week, Yerkes

National Primate Research Center in Atlanta,

Georgia, withdrew a request to conduct exper-

iments with sooty mangabey monkeys that

could unravel fundamental riddles about how

HIV causes AIDS. The U.S. Fish and Wildlife

Service (FWS) considers the primates an

endangered species, so Yerkes’s proposal had

attracted intense criticism. Yerkes says it hasn’t

abandoned plans for such research, however.

It’s waiting for FWS to reassess whether the

sooty mangabey is truly endangered.

AIDS researchers study sooty mangabeys

because SIV, HIV’s cousin, naturally infects

these African monkeys but rarely causes

harm. Yerkes has more than 200 sooty

mangabeys, the largest captive colony in the

world. FWS has long granted Yerkes a permit

to collect blood from the animals and per-

form limited biopsies for research. In Janu-

ary, as part of the permit renewal process,

Yerkes requested a “variance” that would

allow the institution for the next 5 years to

cause disease or euthanize up to 20 animals

annually to further AIDS research. 

Yerkes asked for the variance in part

because of increasing interest in why sooty

mangabeys have high levels of SIV in their

blood but show no immune dam-

age, unlike the rhesus macaques

that AIDS researchers more com-

monly study. “It’s such an im-

portant question,” says Guido

Silvestri, a pathologist who in

February moved from the pri-

mate center to the University of

Pennsylvania in Philadelphia.

Silvestri’s work suggests that

mangabeys remain unharmed by

SIV because, unlike humans,

they do not “overactivate” their

immune systems when con-

fronted with the virus. “There are

a lot of studies we could do” if

AIDS RESEARCH

Truly endangered? A Georgia research center says no, and wants

more freedom to do invasive tests with its sooty mangabey colony.

Safe handling. Special

security procedures exist

for working with certain

pathogens.

�
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the variance were granted, he says, including

overactivating mangabeys’ immune systems

to see whether that causes AIDS. 

When FWS invited public comment on

Yerkes’s request in May, opposition surfaced,

including a letter from primatologist Jane

Goodall and 18 other scientists. A key point

of contention: The proposal noted that Yerkes

funds a conservation effort for sooty

mangabeys in Côte d’Ivoire. Goodall and her

co-authors warned that “Approving Yerkes’s

application could open the floodgates to

future permit applications premised on

allowing entities to kill or otherwise harm

endangered species in exchange for making

contributions to conservation programs.” 

Jim Else, Yerkes associate director for

research resources, challenges this idea of a

quid pro quo. “It wasn’t ‘Give us this, and then

we’ll do that,’ ” says Else, noting that FWS

encourages permit applicants to explain how

they are helping species in the wild. “We were

already providing the support to conservation.” 

More important, Else says, FWS wrongly

classifies sooty mangabeys as endangered

because it relies on an old taxonomy that

lumped species and subspecies together.

“The taxonomy has changed beyond all

recognition,” says Else, a veterinarian.

Even some leading conservationists sup-

port this contention. The World Conservation

Union, which publishes a “red list of threat-

ened species,” considers sooty mangabeys—

Cercocebus atys atys—as “near threatened,”

two notches down from endangered. How-

ever, Cercocebus atys lunulatus, or white-

naped mangabeys, are at the top of the endan-

gered list. FWS makes no such distinction,

listing all mangabeys as yet another species,

the red-capped Cercocebus torquatus. The

sooty mangabey “is not as threatened as peo-

ple think it is,” concludes Anthony Rylands,

deputy chair of the primate specialist group

for the red list.

Michael Kreger, who works in the FWS

branch that oversees foreign species on the

endangered list, says the agency currently is

reviewing the status of the sooty mangabey.

In its 18 September letter, first reported by

the Associated Press, Yerkes wrote FWS that

it wanted to withdraw its variance request “in

light of the possible reconsideration of the

sooty mangabey classification status.”

–JON COHEN
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Environmental groups often argue that biodi-

versity offers tangible benefits to people.

Now, a group of ecologists has put that argu-

ment to the test with the most comprehensive

look yet at the human impact of declining

marine biodiversity. On page 787, they report

that the loss of ocean populations and species

has been accompanied by plummeting

catches of wild fish, declines in water quality,

and other costly losses. They even project

that all commercial fish and seafood species

will collapse by 2048. “It’s a gloomy picture,”

says lead author Boris Worm of Dalhousie

University in Halifax, Canada. Yet the team

provides a glimmer of hope, concluding that

people still have time to recoup these eco-

system benefits if they restore biodiversity. 

Although none of these points is new,

some experts say the study strengthens the

case for the practical value of biodiversity

by marshaling multiple lines of evidence

and taking a global look. “This is a land-

mark paper,” says Jane Lubchenco of Ore-

gon State University in Corvallis. Others

aren’t convinced yet. “It falls short of

demonstrating that biodiversity losses are

the primary drivers of why the services have

declined,” says Donald Boesch of the Uni-

versity of Maryland Center for Environ-

mental Science in Cambridge. 

Past studies of so-called ecosystem

services have demonstrated, for example,

that a rich array of pollinators creates

greater yields for coffee farmers (Science,

20 August 2004, p. 1100). But proving that

such benefits exist on a global scale has

been difficult, particularly for the oceans,

which remain poorly studied. 

To gauge whether the loss of marine bio-

diversity matters, Worm and his co-authors

reviewed all the data they could find on the

issue. They discovered a consistent pattern.

In 32 small-scale experiments, higher diver-

sity of either marine plants or herbivores led

to benefits such as greater ecosystem stabil-

ity and 80% more biomass. A review of

12 estuaries and other coastal ecosystems

found the same trend. Those with more

species had lower rates of collapse of valuable

fisheries than systems that were relatively

species-poor to begin with. The team also

argues that loss of filter feeders led to a decline

in water quality, including depletion of oxy-

gen, in regions such as the Chesapeake Bay. 

Data for 64 large marine ecosystems

showed that fisheries are collapsing at a higher

rate in species-poor ecosystems than in

species-rich ecosystems. “Within my lifetime,

I might see global cessation of wild fisheries,”

Worm says. The good news is that closing

fisheries and establishing protected areas

boosted the number of species in these regions

by 23% on average and increased catch-per-

unit effort four-fold in nearby waters, although

overall yield didn’t increase much.  

Still, Boesch and others note that it’s diffi-

cult to prove that loss of diversity causes the

decline in services. Boesch says that in the

Chesapeake Bay, factors such as excessive

fertilizer runoff probably are the real cause of

the decline in water quality. Ray Hilborn, who

studies fisheries at the University of Washing-

ton, Seattle, adds that fishing doesn’t neces-

sarily causes ecosystems to be less produc-

tive; the long-exploited Mediterranean, he

points out, continues to be productive. 

Worm and his colleagues call for the cre-

ation of new marine reserves, sustainable

management of fishing, and tighter control

of pollution. Those are well-worn recom-

mendations, but Worm says the team’s analy-

sis of the consequences of not taking action,

especially the loss of wild fisheries, gives

them greater weight. “If you can see the bot-

tom of the barrel, that changes things.”         

–ERIK STOKSTAD

Global Loss of Biodiversity Harming Ocean Bounty
ECOLOGY

At your service. Highly diverse ecosystems, such as

the Red Sea, provide many more ecological services

than species-poor ecosystems.
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The Carnivore
Comeback
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Wolves, bears, and other large carnivores are 

returning to western Europe. But is there still 

room for them?

ARBAS, FRANCE, AND MARIAZELL, AUSTRIA—

This used to be just another sleepy village in

the Pyrenees. But lately, the mayor of Arbas,

population 250, has received death threats,

the quiet central square has been turned into a

battlefield between protestors and police, and

bottles of sheep blood have been smashed

against the sandstone facade of the town hall.

Arbas has become the epicenter of one

of France’s most hotly debated ecological

issues: the government’s plan to save the

remaining brown bear population in the

Pyrenees by reintroducing animals cap-

tured in Slovenia, where they are still abun-

dant. Arbas’s mayor, François Arcangeli,

enthusiastically endorses the plan, and he

chairs Pays de l’Ours-ADET, a nonprofit

organization promoting

peaceful coexistence between

bears and humans. So when

the government picked

sites near Arbas to release

three Slovenian bears ear-

lier this year, it was hoping

for little resistance; instead,

Arbas has become a mag-

net for frustrated oppo-

nents, primarily sheep

farmers who say their

livelihoods are threatened.

France’s battle of the bears is one of the

most vicious examples of a struggle taking

place in several European countries. The

original populations of bears, wolves,

lynx, and wolverines—the four main large

predators native to Europe—were exter-

minated from many of the western coun-

tries in the 18th and 19th centuries as

habitat disappeared and hunters sought

out the last of the hated predators. But in

recent decades, carnivores have been mak-

ing a comeback, increasing in numbers

and expanding their territory.

They have often done so with little or no

human help. Bears, wolves, and lynx natu-

rally travel hundreds of kilometers in search

of food and mates, and the dismantling of

border fences between western and eastern

Europe has allowed new immigration from

the often-robust populations in former com-

munist countries. In some cases, govern-

ments have urged the process along by

transplanting animals from eastern Europe.

The comeback has triggered a wave of

new research into the behavior and popula-

tion dynamics of large carnivores. Scientists

are studying how many individuals are

needed to sustain a viable population, for

instance, and what the most effective man-

agement strategies are. They are tracking

how far the animals wander, who mates with

whom, and how barriers such as highways

affect both migrations and genetic diversity.

But although a science-based manage-

ment plan is essential if the

animals are going to thrive,

that alone is not suff icient,

experts agree. The overriding

question, they say, is whether

citizens of these densely popu-

lated and highly developed

countries will be willing to

coexist with the animals—

even if they occasionally

devour livestock and scare

unsuspecting humans. The key

to success, says John Linnell
Wild things. Lynx, wolverines, and wolves are increasing in numbers and in territory

across western Europe.

http://www.sciencemag.org


of the Norwegian Institute for Nature

Research in Trondheim, Norway, “is to get

people used to the idea of having something

in their backyards that is wild and a little out

of control.”

A wild hope
For centuries in Europe, big carnivores

were seen as dangerous and shrewd ene-

mies, and killing them was considered a

virtue. But in the 1960s and 1970s, as bio-

diversity rose on the political agenda, con-

servationists and governments across west-

ern Europe began rallying support for new

policies to protect the dwindling popula-

tions. Supporters concede that in western

Europe, big carnivores aren’t needed to

sustain a healthy ecosystem; hunters are

usually happy to keep populations of prey

animals such as deer and wild boar in

check. But the photogenic animals can act

as “umbrella species”: The decision to pro-

tect their large habitats often results in a

whole series of measures—such as restrict-

ing development and building migration

corridors over highways—that will help

protect many other, less charismatic species. 

Carnivore supporters offer a moral argu-

ment as well. True, with the exception of

the Iberian lynx (see sidebar, p. 749), none

of Europe’s big carnivores is endangered—

in fact, they are thriving in large parts of

eastern Europe. But eastern countries

shouldn’t bear the burden of conservation

alone, argues Olivier Hernandez of the

French WWF, formerly the World Wildlife

Fund. “We also maintain the Louvre, even

though there are great museums in eastern

Europe,” he says. Nor should rich countries

such as France and Austria preach about

conservation in the developing world if

they can’t sustain their own carnivore pop-

ulations, says bear expert Beate Striebel of

WWF in Austria. “Elephants cause much

more damage and are more dangerous than

bears,” she says.

Although it is still early days, conserva-

tionists say, there is reason for optimism.

Wolves have returned to Sweden, where

they now number about 100, and to Germany,

where more than a dozen have taken up res-

idence in a military training ground on the

Polish border. Small populations of reintro-

duced lynx have gained footholds in

Switzerland, eastern France, and south-

western Germany, and natural immigrants

are thriving in southern Sweden. In north-

ern Scandinavia, populations of wolverines

are small but stable or even increasing.

Bear populations are also small but stable

in Austria and Italy, and the one in the

Pyrenees, although still hanging in the bal-

ance, may just make it. “If you look at

Europe as a continent, we shouldn’t com-

plain,” says ecologist Luigi Boitani of the

University of Rome “La Sapienza.”

Room to roam
As they search for the best ways to support

these often-fragmented populations, scien-

tists are gathering more precise data on

them. So far, even basic population esti-

mates have largely been based on extrapola-

tions and guesswork. Now, genetic tools are

providing a far more accurate tally and also

providing new insights into how the animals

use their space.

In Austria and France, genotyping of hair

and scat has enabled officials to trace dam-

age reports to specific animals so they can

better determine whether a single “problem

bear” needs to be targeted for tracking or

possible interventions. In Austria, DNA evi-

dence suggests that the bear population num-

bers just 20—and not the 25 to 30 previously

estimated—despite the births of 27 cubs

between 1991 and 2005. Such studies have

also yielded worrying signs of inbreeding. In

one region, a single male fathered all 12 cubs

born between 1994 and 2003, including lit-

ters with two of his daughters. 

Using Global Positioning System–enabled

radio collars, scientists are learning more about

migration patterns. Radio collars can also help

scientists determine where to put “green

bridges” to allow animals to cross large high-

ways safely. One radio-tagged wolf migrated

more than 300 kilometers from Parma, Italy, to

Nice, France, for instance, whereas a bear was

spotted leaving the Pyrenees and approaching

the Toulouse suburbs, 50 kilometers to the

northeast. (It was eventually captured and

returned to the mountains.)

The animals’ surprising mobility high-

lights one acute problem in protecting them.

In most of Europe, wildlife management is

the responsibility of a patchwork of organi-

zations: In different areas, the agriculture

ministry, the environment ministry, or even

hunting organizations have formal responsi-

bility for local management of large carni-

vores. Now, several ecologists are working
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Wary welcome. Brown bears like this one in the
Pyranees in France have sparked vigorous debate.

Too close for comfort. Bruno, a brown bear that
found its way to Germany in May, had developed a
troubling taste for lambs and other livestock.

Save our sheep. Shepherds in southern France protest the release of Slovenian bears to boost the dwindling
local population. The banner reads, “Freedom for bears, danger for people.”
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with the European Union to develop a

population-based plan that recognizes that

borders mean little to such animals. The new

plan would take into account the genetic

diversity of the populations and possible

corridors among them and will attempt to

draw up rules that, if not the same from

region to region, at least don’t actively con-

flict with one another.

Good neighbors?
That still leaves one major obstacle, how-

ever: overcoming public opposition. “I hate

to admit it as an ecologist, but the most

pressing issues are related to social science,”

Linnell says. “Understanding the sociology

of coexistence is really the key.”

The problem was painfully illustrated by

the fate of Bruno, as the media called him—

a bear born in Italy that crossed Austria and

finally ended up in southern Germany last

summer. The first wild bear to set foot in the

country in nearly 100 years, Bruno was

warmly welcomed; Bavarian state environ-

ment minister Werner Schnappauf even held

a press conference to celebrate his arrival.

But those feelings cooled when Bruno’s

taste for sheep, chickens, and caged rab-

bits—and his apparent fearlessness of

humans—became evident. After weeks of

fruitless attempts to capture him, he was

summarily shot by hunters commissioned by

the Bavarian government.

Worries about carnivores ravaging live-

stock and putting humans in danger have

triggered opposition to their recent expan-

sions throughout Europe, and especially

where they have been reintroduced. Sheep

farmers in the Pyrenees say that the f ive

bears released so far this year threaten their

livelihoods and create a mortal danger for

shepherds, hikers, and hunters. Mountain

guide and former shepherd Louis Dollo, a

vocal spokesperson for the antibear move-

ment, says the program was forced on the
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fiercely independent region by conservation-

ists and bureaucrats in Paris. “These people

don’t have a clue about life in the moun-

tains,” he says.

Tensions in the region have escalated so

badly recently that when Palouma, a female

brown bear released in April, plunged from a

cliff late August and died, some suspected

foul play. (An official investigation into her

death is ongoing.) Ecologist Pierre-Yves

Quenette, head of the government team that

releases bears and studies them afterward,

says the recriminations and threats have

become so intense that he had to take time off

earlier this year to preserve his sanity. 

Geographer Farid Benhammou, a reintro-

duction supporter who is working on a Ph.D.

thesis about the battle, says the fierce resist-

ance stems in part from broader discontent

among farmers about the troubled economy

and the influx of urban people into rural

areas. “The bears have become a scapegoat

for everything that’s wrong,” he says.

That doesn’t mean that bears are problem-

free, however. Although bear supporters

maintain that the risk to humans is greatly

exaggerated—no human being is known to

have been killed by bears in the Pyrenees for

at least 150 years—they concede that the

damage to livestock is real. Bears kill some

200 sheep annually in the Pyrenees alone.

Wolves and lynx cause damage throughout

Europe, especially in areas where they are

newcomers and farmers haven’t adapted to

their presence.

The French government is trying to find

a solution by compensating farmers for

lost sheep, giving them the benefit of the

doubt when a bear attack is suspected but

not proven. It also sponsors the construc-

tion of mountain huts for shepherds (until

recently, most sheep wandered around

unguarded) and offers farmers subsidies to

get a trained dog to help ward off attacks.

But farmers say the compensation isn’t

enough, and most wouldn’t shed a tear if

the entire bear population dwindled to

zero, Dollo concedes.

Proponents of the reintroductions, mean-

while, are trying to play into the popularity

of bears in the general population. They

launched a special cheese, for instance,

imprinted with a bear paw, that only farmers

committed to protecting bears can produce.

And Alain Reynes, director of Pays de

l’Ours-ADET, argues that bears will lure,

not deter, tourists, noting that the Italian

region of Abruzzo has seen tourism increase

after it started billing itself as bear and wolf

country. (That the average hiker or mountain

biker is extremely unlikely to see a bear

appears to be irrelevant.) Ecologists and

advocates across Europe are also working to

woo the support of hunting groups, which

wield significant power.

Carnivore advocates say that western

Europe as a whole could take some lessons

from Austria and Italy. After considerable

ups and downs, both countries have learned

anew to live with bears. After a particularly

bad run of bear damage in 1994, Austria

hired four “bear advocates,” biologists who

are responsible for assessing damage and

working with local residents, helping them

to bear-proof farms and hunting stations,

and explaining how to handle encounters

with bears. 

That experience will need to be replicated

if the species are to remain in their recon-

quered territory, says Linnell. “It’s not about

having these animals in a national park,” he

says. No park in Europe can sustain even a

remnant population. “We want to get people

to accept that wolves and bears are part of the

modern 21st century landscape.”
–MARTIN ENSERINK AND 

GRETCHEN VOGEL
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On the Brink

Three of the most genetically valuable kittens on earth were born in southern Spain last year. The
first captive-born members of the world’s most endangered feline species, the Iberian lynx, the
cubs represent a ray of hope in an otherwise grim story. Although the lynx was once prevalent from
the Pyrenees south to the Mediterranean, now only 200 individuals are left, surviving in two frag-
ile pockets in Andalucia. 

The Iberian lynx is about twice the size of a housecat and half the size of the more common
Eurasian lynx, which is making a comeback elsewhere in western Europe (see main story). The
Iberian population was small but sustainable in the early 1980s with about 1100 animals. But it
was devastated by an outbreak of two exotic diseases that killed up to 90% of the region’s wild
rabbits—the lynx’s primary prey. At the same time, Spain and Portugal, as new members of the
European Union, received an influux of funding for new roads, high-speed trains, and tourism
infrastructure, squeezing the lynx’s habitat. 

“It was a huge emergency situation,” says Astrid Vargas, who now heads the Program for
Ex-situ Conservation of the Iberian Lynx, based in the Doñana National Park. Last-ditch efforts
to protect habitat and rebuild the rabbit population seem to have helped: One of the popula-
tions is stable, and the other has grown slightly since 2002. But the animals are still on the
brink, and a fire or epidemic could quickly wipe out the remaining survivors, Vargas says. 

The captive breeding program Vargas heads is designed to release animals into currently
lynx-free areas by 2010. Now in its second year, the program has produced nine cubs, five of
which have survived. Along the way, Vargas and her colleagues are collecting a wealth of data
about the animals’ behavior and reproduction. One of the most important lessons was that
young cubs go through an extremely aggressive phase a few months after birth, fighting so bru-
tally with their littermates that they often kill each other. After losing one of the first three cubs
in such a fight, the scientists now separate the young animals for a few critical weeks. 

But most crucial, say Vargas and others, is the search for an appropriate spot to release the
animals. Scientists are seeking 10,000 hectares of habitat with healthy rabbit populations and
minimal roads—seven lynx have been killed in road accidents in the last 18 months. That’s not
easy to find, Vargas says, but is the only way the animal will survive. “Captive breeding … is not
a salvation for the lynx. If we’re breeding but there is no habitat, we’re not saving the species.”

–G.V.

Precious few. If the
Iberian Lynx doesn’t
survive, it would be the
first documented feline
extinction since the
saber-toothed tiger. 

http://www.sciencemag.org
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SAYO, HYOGO PREFECTURE, JAPAN—It’s the
scientif ic version of keeping up with the
Joneses. Once researchers in one region plan
a big, new experimental device, researchers
everywhere want their own. The latest exam-
ple: x-ray free-electron lasers (XFELs),
which promise beams that are vastly brighter
and with higher energy and shorter pulses
than today’s workhorse synchrotron x-rays.

These “hard” x-ray wavelengths—down to
0.1 nanometer—promise to reveal the struc-
ture of proteins that have eluded other tech-
niques and nanometer-scale features in materi-
als. Pulses as short as 100 femtoseconds or less
will act as strobes to produce movies of molec-
ular bonds breaking and forming in chemical
reactions. And astrophysicists will become
experimentalists, using beams 10 billion times
brighter than synchrotron radiation to create
the extreme state of matter believed to exist
within forming stars. 

And that could be just the beginning. “I
expect to be surprised by scientific opportu-
nities we are not even talking about now,”
says John Galayda, head of XFEL develop-
ment at Stanford Linear Accelerator Center
(SLAC) in Menlo Park, California, which
last month broke ground on its Linac Coherent
Light Source (LCLS). 

With breathtaking science at stake, groups
in Japan, here at the RIKEN Harima Institute,
and in Europe are also rushing to bring XFELs
on line. “I wouldn’t call it a race, but with such

broad interest for science, it is no surprise that
[researchers] in three regions of the world want
to have a facility of their own,” says Reinhard
Brinkmann, who leads the European effort
based at the German Electron Synchrotron
(DESY) research center in Hamburg. “Free-
electron lasers are amazing things which her-
ald a new era in photon science,” says Janos
Hajdu, a synchrotron radiation specialist at
Uppsala University in Sweden. 

XFELs rely on new approaches to gener-
ating both x-rays and laser light. Current
synchrotrons send electrons whizzing
around a storage ring a kilometer or more in
circumference. As the electrons pass
through bending magnets or “wigglers” that
curve their path, they throw off photons at
soft x-ray wavelengths.   

Instead, XFELs have everything in a line:
an electron source, a linear accelerator that
propels the electrons, and an undulator, which
has two rows of magnets of alternating polar-
ity that make the electrons zigzag up and
down as if on some magnetic slalom course.
Just as a skier rounding a gate throws a spray
of snow down the slope, the electrons throw
forward a clutch of photons with each zig and
zag. The interplay between the electrons and
the photons produces an x-ray laser thanks to
a phenomenon called self-amplif ication
of spontaneous emission, or SASE (Science,
10 May 2002, p. 1008). Laser light is coher-
ent, meaning that all the photons are in phase,

or oscillating in lockstep—a quality missing
from synchrotron light.  

Although all three planned systems share
the same basic setup, subtle differences give
each of them strengths and weaknesses. “The
final targets of the XFEL projects are the same,
but the means are different,” says Tsumoru
Shintake, who heads accelerator development
for Japan’s XFEL.  

The first project to come online will be
Stanford’s LCLS. Much of the key research
underpinning XFELs was done at SLAC
beginning in the early 1990s. And SLAC got a
head start by using a 1-kilometer stretch of its
now-idled linear accelerator, or linac. The
SLAC group estimates that reusing its linac
has saved more than $300 million, giving a
total construction cost of $379 million. LCLS
will have one undulator providing hard and soft
x-rays to up to six experimental stations.
Galayda says the group expects to generate its
first x-rays by July 2008 and to start experi-
ments by March 2009. 

Japan’s entry is the SPring-8 Compact
SASE Source (SCSS), just now getting under
construction here. Latecomers to the field, the
team is using some homegrown technology to
cut cost and size. “We’re taking the first step
toward making XFELs smaller and cheaper so
more [institutions] can consider developing
their own,” boasts SCSS project leader Tetsuya
Ishikawa. Whereas the other two machines will
generate electrons by firing a laser at a metal
target, the SCSS heats a cathode to produce
electrons. Eliminating the laser simplifies the
system but requires careful compression of the
cloud of electrons before they go into the linac. 

The wavelength of the output x-rays is a
tradeoff between the energy of the electrons
and the undulator period. The Americans and
Europeans have opted for higher electron
energies and longer periods. The Japanese
placed their bets on the opposite approach.
The SCSS’s linac produces lower energy elec-
trons, but then its undulator magnets are
placed inside the vacuum tube housing the
electron beam, allowing the gap between the
magnets to be a slim 3 to 4 millimeters. In the
U.S. and European machines, the undulator
magnets are outside the vacuum tube, so they
must be farther apart. 

Although this arrangement sounds simple,
Hajdu says it required technological advances
in controlling the accelerating electrons and
in the precision of the undulator. “There was
huge skepticism in the community about [the
Japanese approach] early on,” Hajdu says. But
in August, at an XFEL conference in Berlin,
Shintake reported that a prototype machine
incorporating SCSS’s new technologies had
successfully produced a beam. 

Thinking big. Tsumoro

Shintake with a prototype

XFEL at SPring-8.

Japanese Latecomer Joins Race 
To Build a Hard X-ray Laser
X-ray free-electron lasers are the next big thing in high-energy probes of matter.

With U.S. and European machines in the works, Japan wants into the club

MATERIALS SCIENCE
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The simplicity and compact size of the
SCSS result in a construction cost of $315 mil-
lion, although it is not directly comparable to the
costs of the other projects as it excludes person-
nel, administrative, and instrument costs. The
Japanese team also came a long way in a short
time, starting on development just 2 years ago.
“We are beginners in this community,” Shintake
says. He says his group will complete the proj-
ect by March 2010 and will start experiments at
two stations the following year.  

The European XFEL is “a much more
grandiose system,” Hajdu says. It got that way
partly by accident. The European XFEL was
originally packaged with the proposed TESLA
particle physics project, which called for a
superconducting linac. TESLA was aban-
doned, but XFEL development continued. “It
would have been stupid not to use [the super-
conducting technology],” says Brinkmann.  

So whereas the other systems use conven-
tional linacs, the European XFEL will have a
1.6-kilometer-long superconducting accelera-
tor capable of supplying electrons to three

hard and two soft x-ray beamlines supporting
10 experimental stations. This power and flex-
ibility makes the European XFEL the priciest
system, at $1.1 billion. Brinkmann says the
Europeans are now engaged in the “nontrivial”
exercise of finalizing funding among con-
tributing countries. Germany will pay about
60% of the bill, with other European coun-
tries, Russia, and China contributing the rest.
He expects a final go-ahead in early 2007,
with experiments starting in 2013. 

All three machines are aiming for “hard”
x-rays down to about 0.1-nanometer wave-
length with pulse durations of 100 femto-
seconds and a trillion photons in each pulse.
But the number and pattern of the pulses dif-
fers significantly. SCSS and LCLS will typi-
cally put out single pulses of light at a rate
of 60 and 120 pulses per second, respec-
tively; the European XFEL will put out bundles
of up to 3000 pulses 10 times per second—a
machine gun to the other two pump-action rifles.

Massimo Altarelli, a theoretical physicist
who is the European Union team leader for the

project, says the 30,000 pulses per second will
allow a much more rapid accumulation of data,
a particular advantage for “pump and probe”
experiments in which an initial pulse induces a
photochemical reaction or creates warm, dense
matter from a solid target and a second pulse
examines the changes a few hundred femtosec-
onds later. Such experiments must be repeated
thousands of times to accumulate statistically
significant amounts of data. “If you have thou-
sands of pulses per second, there is a substantial
advantage,” Altarelli says.  

But there is a catch: Observing all the sig-
nals produced requires dramatic advances in
detectors. “With today’s instrumentation,
you’re not going to be able to really take
advantage of these features,” Altarelli admits.
His group is developing new detectors, but,
he says, “I’m not saying ‘Ah, we’ll be ready
anytime.’ ” But with a few years’ leeway, they
hope to be ready to catch up to the results
likely to be coming out of Menlo Park and
Hyogo Prefecture. 

–DENNIS NORMILE

Five years ago, Peter Fiske was
running out of time and money.
The physicist-turned-entrepreneur
and a partner had set up a com-
pany, called RAPT Industries, to
commercialize a new technique to
etch semiconductors. But venture
capitalists weren’t interested. They
said the technology, based on
research by Fiske’s partner at
Lawrence Livermore National
Laboratory in California, wasn’t
mature. And family loans went
only so far. So Fiske* and his part-
ner turned to Uncle Sam.

They applied to the Advanced
Technology Program (ATP)—a
U.S. Commerce Department
program that helps companies develop
promising but risky technologies—and won
a $2 million grant for research and testing.
The money bridged the so-called valley of

death between the lab bench and a mar-
ketable product—one of the main goals of
ATP—and last year, RAPT Industries
recorded $700,000 in sales. But Fiske’s
company may be among the last to benefit
from ATP: After 16 years and more than

$2 billion in tax money, the program is clos-
ing up shop.

Good riddance, say its critics, who believe
that market forces, not a government agency,
should determine the commercial fate of new
technologies. That view holds sway in the
House of Representatives, which has voted
eight times to kill the program. But support-
ers, including a handful of senators who have
succeeded until this year in rescuing the pro-
gram, have argued that ATP is needed to
ensure that promising technologies such as
Fiske’s don’t die on the vine. And a drumbeat
of studies conducted throughout ATP’s life
attest to its effectiveness.

For a program that has so angered free-
market advocates, ATP has a surprising pedi-
gree: It was launched during the Reagan
Administration, and President George H. W.
Bush provided the initial funding. Its biggest
backer was Senator Fritz Hollings (D–SC),

who in the late 1980s
saw government subsi-
dies as the primary
driver behind Japan’s
ascendancy in the field
of computer chips.
Hollings proposed a

federal initiative to make U.S. industry more
competitive, based at the well-respected
National Institute of Standards and Technol-
ogy (NIST) in Gaithersburg, Maryland, so
that its scientists could offer the best technical
peer review of what companies wanted to do.

Congress Cancels Contentious 
Program to Bolster Industry
The Advanced Technology Program met its goals, argue its supporters—and critics
say that’s why it needed to be killed

U.S. RESEARCH POLICY

A helping hand. Jude
Kelley measures pre-
cision optical surfaces
at RAPT Industries,
which has benefited
from ATP funding.

* F i s ke  a l s o  w r i t e s  a  c o l u m n  f o r  S c i e n c e ’ s
careers Web s i te,  ScienceCareers.org.
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Companies were required to
f inance nearly one-half the
research costs of projects, which
would be continually assessed by
NIST staffers to make sure they
remained on target.

“Hollings was absolutely
insistent that this be a merit-
reviewed, nonporked program,”
says Pat Windham, a former aide
to the now-retired senator, refer-
ring to the popular legislative
practice of designating money
for projects—from roads to
research—that have not been vet-
ted by the agency that will run
them. “What we were looking for
were [serious] proposals from
industry,” says Windham, now a
policy consultant. “The [idea]
was that these things were suffi-
ciently long-term that companies
wouldn’t have funded the work on
their own.”

Few question that ATP’s track
record of 768 funded projects con-
tains some real winners. One home
run involved Affymetrix, a Santa
Clara, California, biotech com-
pany founded in 1993 to sell chips
to carry out automated genomic
analyses. The $31 million in ATP
funds the company and its partners received
between 1995 and 2000 helped Affymetrix
hire academic scientists and develop new soft-
ware and equipment. The funds “validated our
technology and helped accelerate the develop-
ment of [gene chips],” says Affymetrix official
Robert Lipshutz. Last year, the gene-array
company racked up $367 million in sales.

The benefits of ATP projects have extended
far beyond the companies themselves. Several
studies examining a total of 14 projects have
claimed an economic return that exceeded
$1.2 billion for the $87 million spent by the
government. In 1998, a study by the Research
Triangle Institute in Research Triangle Park,
North Carolina, estimated that seven success-
ful tissue-engineering projects that received
roughly $15 million from ATP saved society
$34 billion in reduced morbidity and lower
medical costs.

Ideological battles
But despite such success stories, conserva-
tives remain convinced that the government
has no business subsidizing commercial
research and development. “Companies
should have every incentive to fund this kind
of profitable research on their own,” wrote
Brian Riedl of the libertarian Heritage

Foundation this year, summarizing what
ATP opponents have long characterized as
“corporate welfare.” Others said the pro-
gram amounted to picking winners, a task
for which the government was ill-suited.

The debate first came to a boil in 1995,
when former president Bill Clinton tried to
increase the program’s budget sixfold as part
of his Administration’s efforts to make
U.S. industry more competitive globally.
Instead, the new Republican majority in
Congress voted to kill the program outright,
and only a presidential veto saved it. Robert
Walker, then chair of the House Science
Committee and a close ally of speaker Newt
Gingrich, says Republican leaders “had a hard
time justifying ATP as real science” because
“the program was designed to bring [existing]
technology to the market.”

He and other critics felt it also tilted the
playing field. A 2000 General Accounting
Office report, for example, found that in the
case of one $2 million award for a tissue-
engineering project, “many competitors were
attempting to achieve similar broad research
goals.” The ATP grant made the program “not
fair to taxpayers or competitors,” says Riedl.

Not so, says Robert Boege of the Alliance
for Science & Technology Research in Amer-

ica in Washington, D.C. There’s
“a long and venerable tradition”
of government sponsorship of
emerging technologies, says
Boege, citing the musket, tele-
graph, and railroad industries.
“The Internet itself is a result of
public science,” he adds.

Economist Adam Jaffe of Bran-
deis University in Waltham, Mass-
achusetts, says that government-
funded corporate research will
inevitably overlap with some pri-
vate activities. “ATP at least made
an effort” to prevent that from hap-
pening through its rigorous peer
review, says Jaffe. The program
also tried to be transparent, assign-
ing projects from zero to four stars
based on the industrial progress or
technical innovations they came up
with (see graph).

But that openness also left it
more vulnerable to critics. “Even
those who think the government
has a role in funding [corporate]
R&D should be concerned that
two-thirds of the programs have
no return,” says Riedl about
an ATP evaluation of its f irst
150 completed projects.

Supporters argued to little
avail that some failures are inevitable and
that venture capital companies would cele-
brate such a 2:1 ratio of failures to suc-
cesses. “They’re apparently the only pro-
gram in the federal government that has that
problem,” NRC staffer Charles Wessner says
dryly, wondering why ATP was singled out
for such criticism.

Hollings’s retirement in 2004 put ATP in
jeopardy, and the fact that business lobbyists
never fought hard to preserve it sealed its
fate. “We all knew that when Hollings left it
was going to be bye-bye time for ATP,” says
former House Science Committee staffer
Olwen Huxley.

Supporters believe strongly that the con-
cept remains valid, however. Technology
bureaucrats in Finland and Sweden, among
other European nations, have expressed
interest in some of ATP’s funding and evalu-
ation techniques, and true believers fanta-
size about a U.S. revival should the Democ-
rats win control of one or both houses of
Congress after next week’s midterm elec-
tions. In the meantime, ATP’s rise and fall
shows both the political allure of taxpayer-
funded corporate research and the difficulty
of keeping the dollars flowing.

–ELI KINTISCH
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Keeping score. The Advanced Technology Program has spent $2.3 billion to support

768 projects, with varying degrees of commercial success.
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THE POLICY FORUM “CORAL REEFS AND THE
global network of Marine Protected Areas”

by C. Mora et al. (23 June, p. 1750) under-

estimates the complexity of the conserva-

tion challenge.

First, the analysis does not factor in the

impacts of some of the most important perva-

sive global anthropogenic stressors on coral

(1) that penetrate Marine Protected Area

(MPA) boundaries via terrestrial, atmospheric,

and oceanic avenues (2). These include in-

creasing sea surface temperatures and associ-

ated coral bleaching, contagious coral disease,

and potential ocean acidification (3). 

Second, although Mora et al. recognize the

inadequacies of management and enforcement

within MPAs themselves, they do not integrate

the potential impacts of larger, and equally

important, political, economic, and sociological

forces into their analysis. For example, it is pos-

sible to establish a perfect global MPA network

using all the best science, but still fail to protect

coral reefs if you do not have high and sustained

political and community capacity at local and

national levels (2). Special interest groups that

make campaign contributions and gain favor-

able permit decisions from politicians (low

political capacity) can ruin the best scientifi-

cally designed MPA network in a short period

of time. Likewise, if local residents do not have

a conservation ethic (low community capac-

ity), no amount of regulation and enforcement

will protect coral reef resources in the long run

from stressors like poaching. Low political and

community capacity situations are more the

rule than the exception in the MPA world. 

We all have a vested interest in making

MPAs effective tools for conserving coral,

enhancing fisheries, and conserving related

reef biodiversity, but to make the MPA tool

effective for conserving coral, we must reduce

the root causes of pervasive global anthro-

pogenic stressors (4). This starts with changing

our own personal behavior and extends to

making larger political, cultural, and economic

improvements. These include, but are not lim-

ited to, citizens demanding governmental

enforcement of existing environmental reg-

ulations, voters participating in the political

process, and stockholders demanding environ-

mentally responsible business behavior. None

of these tasks are easy or ever complete.

Any reassessment of global-scale con-

servation strategies for coral reefs, in this era

of global economies, climate change, and

interconnected ecosystems, must focus on

reducing the root cause of stressors on coral

and on improving political and community

capacity, because the effectiveness of any

global MPA network is inextricably linked

to success in these critical areas. 

What the analysis of Mora et al. does show

clearly is that the use of the term Marine

“Protected” Area is truly a misnomer. The term

Marine “Managed” Area is more appropriate to

describe this conservation tool. The MPA term

should only be used if real “protection” can be

biologically certified over time (2).
STEPHEN C. JAMESON
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How Protected Are Coral Reefs?

THE POLICY FORUM “CORAL REEFS AND THE GLOBAL NETWORK OF
Marine Protected Areas” (C. Mora et al., 23 June, p. 1750) draws atten-

tion to the vulnerability of coral reef Marine Protected Areas (MPAs)

to human activities. The authors evaluated the exposure of coral

reef reserves to poaching and to external threats (pollution,

erosion, overexploitation, and shoreline development)

using a risk index. Remarkably, neither the authors

nor the source of their risk index (1) identify biolog-

ical invasion (the introduction of nonindigenous

organisms) as a significant threat. I believe this

reflects the conventional wisdom that tropical

regions and, in particular, highly diverse systems

like coral reefs are largely immune to invasion. 

However, the few studies that have investigated

nonindigenous species on coral reefs found that, al-

though they comprise a minor proportion of the total diversity,

invaders are capable of damaging reef ecosystems. Severe impacts of

invasive algae and pathogens have been documented (2, 3), and cases

involving other organisms continue to accrue. In recent years, an

octocoral from the western Atlantic and a sponge from Indonesia

have been overgrowing and killing native corals in Hawaii (4).

Similarly, a stony coral from the Indo-Pacific has begun to foul reefs

off Florida and Brazil (5). 

The magnitude of the problem is certainly underestimated, as the

origins of large numbers of invertebrates, bacteria, and viruses

occurring on reefs are unknown. Furthermore, several thousand

species are being moved across the world in ballast tanks and on the

hulls of ships (6), and aquarium releases are contributing to the

spread of species in tropical regions (7). Hence, the threat posed by

biological invasion is unlikely to diminish and should therefore be

considered in analyses of the effectiveness of MPAs.
ANTHONY RICCIARDI

Redpath Museum, McGill University, Montreal, QC H3A 2K6, Canada. 
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IN THEIR POLICY FORUM “CORAL REEFS AND
the global network of Marine Protected Areas”

(23 June, p. 1750), C. Mora et al. discuss the

destruction of coral reefs and international

agreements to protect these fragile ecosystems.

The authors based their analysis on the 2005

version of the World Database on Protected

Areas (WDPA) (1). This database is main-

tained by the United Nations Environment

Programme World Conservation Monitoring

Centre (UNEP-WCMC) (2) in collaboration

with the World Conservation Union on behalf

of a consortium of organizations. We suggest

that their analysis could have been substantially

improved if they had used the more recent

WDPA data that are available online from our

collaboration with the University of British

Columbia Sea Around Us Project (3).

The WDPA is a primary source of pro-

tected areas information for many research

activities. It serves a wide range of stakehold-

ers, including governmental and intergovern-

mental bodies, policy advisors, researchers,

managers, and private-sector decision-makers.

The WDPA is compiled from protected areas

information provided by competent agencies,

with additional input from researchers and

professional experts in the field. It now con-

tains standardized data for 233 countries and

territories, including marine and coastal areas,

and is freely available for noncommercial pur-

poses in keeping with the principles of the

Conservation Commons (4). Although annual

updates are released on CD for distribution at

relevant international fora, users can access the

most up-to-date information online. Given the

complexity of the WDPA content, we encour-

age users to seek our advice directly to ensure

that they are using the most recent data sets and

that it is interpreted appropriately. In return, we

welcome access to any relevant new data that

researchers can provide so that we can improve

the resource for other researchers and deci-

sion-makers. 
ED MCMANUS, CHARLES BESANÇON,

TIM JOHNSON

United Nations Environment Programme, World Conserv-
ation Monitoring Centre, Cambridge, CB3 0DL, UK.
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IN “CORAL REEFS AND THE GLOBAL NETWORK
of Marine Protected Areas” (Policy Forum, 23

June, p. 1750), C. Mora et al. suggest that only

2% of the world’s coral reefs are adequately

protected. We believe that the authors have set

impossibly high standards for “adequacy” and

have misdirected attention from the real prob-

lems facing coral reefs and the even greater

needs for marine protection of other habitats.

For example, Australia’s Great Barrier Reef is

described as “partially protected.” The only

recent published global reef map (1) suggests

that this reef represents almost 14% of the

world’s coral reefs, and over one-third of it has

been designated as strictly protected. Although

this reef is still subject to pressures from cli-

mate change and runoff from the mainland, a

simple classification of this flagship MPA as

inadequate seems to be making a statement to

policy-makers that they can never succeed.

Coral reefs are, in fact, the best protected

of all marine and coastal habitats. Using the

World Database on Protected Areas (2),

together with recent updates, we estimate that

approximately 22.6% of all reefs fall within

some classification of legal protection, while

11.4% fall within classes of stricter manage-

ment regimes (IUCN management categories

I to IV). These are crude measures and the

effectiveness of many sites may be called into

question, but we cannot doubt that consider-

able progress has been made. In fact, there

has been a high positive selection for reef

areas—overall, only 4.3% of shelf areas

(above 200 m) fall within some level of pro-

tection and only 1.9% within stricter levels of

protection. Other critical marine habitats—

such as kelp forests, deep coral communities,

seagrasses, seamounts, and the vast expanses

of the high seas—are far less protected. 

We remain far from the goal of achieving

representative networks of MPAs by 2012 (3),

even for coral reefs, but attention also needs to

be focused more broadly than simple coverage

statistics. We should be trying to design MPA

networks that are resilient to the many ex situ

influences that do not respect liquid boundaries

in the ocean (pollution, disease, overharvesting

of entire fish stocks, and the many influences of

climate change). Such MPA networks further

need to be placed into a more integrated frame-

work for management, covering, inter alia,

watershed-based management, ecosystem-

based management of fisheries, and globally

targeted policy changes in carbon emissions.
MARK SPALDING,1 GRAEME KELLEHER,2

TIMOTHY BOUCHER,1 LUCY FISH3

1Global Conservation Approach Team, The Nature
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Response 
WE PROVIDED A GLOBAL AUDIT OF THE MAN-
agement effectiveness of Marine Protected

Areas (MPAs) containing coral reefs. We found

that less than 0.01% of the world’s coral reefs

are within MPAs that fully protect reef diversity

from threats due to poaching, overfishing,

coastal development, and pollution. Ricciardi

and Jameson suggest that we overestimated the

protection received by coral reefs because inva-

sive species and climate change were not con-

sidered. We agree that those two threats are

likely adding to the worldwide vulnerability

of coral reefs. However, our paper was not

intended to quantify this vulnerability, but to

assess the effectiveness of MPA management. 

Many threats to coral reefs are local (e.g.,

overfishing, pollution, and coastal develop-

ment) and can be policed as part of the man-

agement plan of MPAs. However, there are

other threats (e.g., climate change and invasive

species) that are not local and thus are more

diff icult to police or even monitor from

a MPA. Controlling the effects of climate

change and invasive species is unlikely to be an

effective function of MPAs, but if we consider

them as such, that will only worsen the current

management situation of MPAs worldwide.

Jameson further suggests that our analysis

failed to consider political, economical, and

sociological data, which do influence MPA

effectiveness. We agree. However, these fac-

tors are likely to be reflected in the levels of
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poaching inside MPAs, which we did quantify. 

MPAs have proven effective at reducing the

effects of fishing. However, they have to be

complemented with additional approaches to

reduce other human pressures. Increasing gen-

eral public awareness of environmental prob-

lems is important. It is likely that if we over-

come the indifference of governments and the

general public to environmental issues (1), we

could reduce the impact of human stressors and

achieve a broader protection of biodiversity. 

McManus and colleagues suggest that

our analysis “could have been substantially

improved” if we had used their most up-to-date

version of the World Database on Protected

Areas (WDPA). We recognize the great value

of this database, acknowledge that it was

important for our analysis, and were aware of

the current attempt to verify and update it.

However, we realized that such a new database

was not going to be ready in time for our analy-

sis and therefore decided to carry out an

independent review of the database. For this

process of verification, we used recent reports

and contacted over 1000 researchers and man-

agers in 103 countries. Our analysis included

these corrections (verification and updating)

to the 2005 WDPA relevant to coral reefs, and

therefore we doubt that waiting for a new and

better database would have “substantially”

improved our results. 

In our analysis, each MPA was classified in

one of four categories of effectiveness ranging

from adequate to very limited conservation

status. The category defined as “adequate”

included MPAs that were mostly no-take with

no or low levels of poaching and low to

medium risk and were variable in size and iso-

lation. We found that only 2% of the world’s

coral reefs are within MPAs categorized as

adequate. Spalding and colleagues claim that

this category includes quality standards that

are impossible to achieve and therefore our

results are a message to policy-makers that

they can never succeed. We disagree. First,

compelling evidence suggests that MPAs have

to be no-take and have to be minimally affected

by external risk to provide appropriate protec-

tion to coral reefs (2, 3). So we consider that

the attributes we define as “adequate” should

be the minimum characteristics that an MPA

should have to be effective. Second, we do not

believe that the standards we set as adequate

are impossible to reach. The recent upgrade to

no-take status of the Northern Hawaiian

Islands is a good indicator that setting aside

large areas from the effects of fishing is possi-

ble. Reductions in the impact of external

risks such as runoff are also achievable, and

advances are being made in large areas like the

Florida Keys and the Great Barrier Reef. 

Spalding and colleagues claim that our

study “misdirected attention from the real

problems facing coral reefs and the even

greater needs for marine protection of other

habitats.” We did not make any claim about

the status of MPA effectiveness in other

marine habitats. It is very likely that the situa-

tion we described for coral reef MPAs is

occurring in other habitats, but what that sug-

gests is the great need for effective conserva-

tion of all marine habitats. MPAs are one of

the main approaches used for the conservation

of coral reefs worldwide, and our paper

“directs” attention to the problems they have

in achieving effective protection. That is not to

say that MPAs alone are going to prevent the

large plethora of threats affecting coral reefs

and that other approaches should not be used. 

Finally, Spalding and colleagues argue

that coral reefs are the best protected of all
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marine and coastal habitats. One of the main

messages of our paper is the need to differen-

tiate between quantity and quality of protec-

tion by MPAs. Establishing parks on paper

can easily increase the quantity of protection,

but that coverage is not effective and may pro-

vide a false sense of security. Our study

shows that this is the case for coral reefs.

Therefore, the statement by Spalding and col-

leagues that “[c]oral reefs are, in fact,  the best

protected of all marine and coastal habitats”

should be taken with care, because although

18.7% of the world’s coral reefs are within

MPAs, only 2% are adequately protected.

This suggests that MPAs worldwide are, for

the most part, poorly effective and that cur-

rent efforts to reverse the existing crisis of

coral reefs fall far short of what is required to

save these most diverse of all marine habitats.
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CORRECTIONS AND CLARIFICATIONS

News of the Week: “On your mark. Get set. Sequence!” by

E. Pennisi (13 Oct., p. 232). Ewan Birney is not at the

Wellcome Trust Sanger Institute as stated, but at the

European Bioinformatics Institute, which is a part of the

European Molecular Biology Laboratory.

News of the Week: “Perelman declines math’s top prize;

three others honored in Madrid” by D. Mackenzie (25 Aug.,

p. 1027). The article identified Richard Hamilton’s affilia-

tion incorrectly as the State University of New York at Stony

Brook; he is at Columbia University. Also, the manuscript by

Bruce Kleiner and John Lott appeared May 25, not in June,

and the manuscript by Huai-Dong Cao and Xi-Ping Zhu was

dated June 2006, not April.

TECHNICAL COMMENT ABSTRACTS

COMMENT ON “Rapid Uplift of the
Altiplano Revealed Through 13C-18O

Bonds in Paleosol Carbonates”

T. Sempere, A. Hartley, P. Roperch 

Based on stable isotope measurements, Ghosh et al.
(Reports, 27 January 2006, p. 511) concluded that the
Bolivian Altiplano uplifted 3 to 4 kilometers between
~10.3 and ~6.7 million years ago as a result of gravita-
tional loss of dense lithosphere. This result stands at
odds with current geological knowledge of the Central
Andes, and we propose a test for the reliability of the
paleoaltimetry method. 

Full text at www.sciencemag.org/cgi/content/full/314/
5800/760b

RESPONSE TO COMMENT ON “Rapid 
Uplift of the Altiplano Revealed
Through 13C-18O Bonds in Paleosol
Carbonates”

John Eiler, Carmala Garzione, Prosenjit Ghosh

Clumped-isotope thermometry measurements of car-
bonate samples deposited in the Bolivian Altiplano as
early as 28.5 million years ago and buried up to ~5000
meters deep exhibit no relationship between burial
depth and apparent temperature, and largely yield tem-
peratures within error of plausible Earth-surface condi-
tions. These results counter the predictions of Sempere
et al. and support our previous conclusions regarding
the uplift of the Altiplano. 

Full text at www.sciencemag.org/cgi/content/full/314/
5800/760c
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Comment on “Rapid Uplift of the
Altiplano Revealed Through
13C-18O Bonds in Paleosol Carbonates”
T. Sempere,1* A. Hartley,2 P. Roperch3

Based on stable isotope measurements, Ghosh et al. (Reports, 27 January 2006, p. 511) concluded
that the Bolivian Altiplano uplifted 3 to 4 kilometers between ~10.3 and ~6.7 million years ago
as a result of gravitational loss of dense lithosphere. This result stands at odds with current
geological knowledge of the Central Andes, and we propose a test for the reliability of the
paleoaltimetry method.

Ghosh et al. (1) reconstructed the eleva-
tion history of the Altiplano plateau in
the Bolivian Andes using a thermom-

eter based on the temperature-dependent bind-
ing rate of 13C and 18O isotopes in carbonate
minerals. Their measurements indicate that the
Altiplano lay between –400 and 0m from 11.4 to
10.3 million years ago (Ma) and rose to its cur-
rent altitude at an average rate of 1.03 ± 0.12 mm
per year between ~10.3 and ~6.7 Ma. Ghosh
et al. concluded that such a rapid uplift was likely
to have been produced by gravitational loss of
dense lithosphere to the asthenosphere (delami-
nation), but this scenario disagrees with current
geological knowledge of the Central Andes.

The idea that part of the Bolivian Altiplano
was at or below sea level as late as ~11 Ma
disagrees with the common view that Andean
orogeny started in western Bolivia either ~26 Ma
(2) or ~40 Ma (3, 4), and with geomorphic
evidence that the volcanic highlands west of the
Altiplano were above 2000 m as early as 20 to
17 Ma (5). Furthermore, forearc strata document
that these highlands underwent uplift between
~40 and 10 Ma (6). The fault-bounded Corque
Basin displays high compacted sedimentation
rates [970 m per million years (My) between 12
and 9 Ma (7), decreasing to 337 m/My between
9 and 6 Ma (8)] and can be seen as a pull-apart
basin (9) whose surface was at a substantially
lower altitude than surrounding highlands. There-
fore, generalization of paleoaltitudes reconstructed
in the basin (1) to the entire Altiplano may be
inappropriate.

Ghosh et al. (1) argued that their proposed
uplift history is consistent with paleobotanical
evidence (10). However, the current paleoaltim-
etry method based on fossil leaf morphology
systematically underestimates high altitudes
(11). Therefore, Low Miocene paleoaltitudes re-
ported for Andean Bolivia using this method
(10) may also be underestimations and cannot be
invoked to support the results in (1).

Crustal thickening in the Central Andes is
widely believed to have been caused by tectonic
shortening (12). On the contrary, Ghosh et al. (1)
contend that this process is too slow to account
for the rapid uplift of the Altiplano implied by
their results. Instead the authors suggest crustal
delamination, removal of dense lower crust
and/or mantle lithosphere, as a more plausible
mechanism. However, this process can only oc-
cur when the lower part of the lithosphere has
become gravitationally unstable as a result of
thickening (13). Delamination below the Alti-
plano (1) should thus have been a consequence
of thickening. However, if the Corque Basin was
indeed at or below sea level at ~11 Ma (1), the
crust—which is now ~55 km thick (14)—had
not been thickened by then. Because an un-
thickened crust implies an unthickened litho-
sphere, it is difficult to explain why the lower
lithosphere would start to delaminate before
thickening. Even if thickening of the Altiplano
crust started at 10.3 Ma with simultaneous
“slow” delamination, it is unclear what process
triggered thickening at that time.

Can soil paleotemperatures, and hence paleo-
altitudes, be securely deduced from isotope-
geochemical measurements? Ghosh et al. (1)
assumed that the carbonate nodules they ana-
lyzed were devoid of diagenetic signal, yet they
reported one sample (04BL69) from the 10.3 to
11.4 Ma interval that yielded an apparent paleo-
temperature of 50.3° ± 4.9°C and acknowledged
that this was likely due to cryptic recrystalliza-
tion during burial. The samples from this inter-

val were subject to minimum burial depths of
between 2200 and 3400 m (8) and thus to tem-
peratures of 60° to 90°C (adopting a conservative
estimate of 30°C/km for the geothermal gradi-
ent). We believe it unlikely that only one sample
was selectively affected by burial metamorphism
and that samples above and below were not.

We propose a simple test to determine
whether a burial heating component is indeed
present in the geochemical signal. The ~11.4 to
5.8Ma, ~3.5-km-thick section analyzed byGhosh
et al. (1) [and (8)] is only the uppermost part of
the ≥12-km-thick (15), 55.5-Ma continental
succession that crops out in the Corque syncline.
A ~ 4.7-km-thick part of this succession, partly
overlapping with the former (1, 8), was reliably
dated 14.5 to 9.0 Ma by magnetostratigraphy (7)
and displays facies, including carbonate nod-
ules, somewhat similar to the ~11.4 to 5.8 Ma
succession. Collecting samples down-section
and processing them by the method used by
Ghosh et al. (1) would show whether apparent
paleotemperatures keep growing down-section
or not, and thus refute or validate their method.

Because isotopic resetting may occur during
burial diagenesis of paleosol nodules, the geo-
chemical methods used by Ghosh et al. (1)
should have been robustly validated by thorough
down-section sampling before drawing con-
clusions about the history and mechanisms of
uplift in the Central Andes. If burial is proved to
have modified the geochemical signal as we pre-
dict, the reported paleoaltitude estimates from at
least the 11.4 to 10.3 Ma interval will need to be
reevaluated and the rapid and late Andean uplift
proposed by Ghosh et al. reconsidered.
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Response to Comment on “Rapid Uplift
of the Altiplano Revealed Through
13C-18O Bonds in Paleosol Carbonates”
John Eiler,1* Carmala Garzione,2 Prosenjit Ghosh1

Clumped-isotope thermometry measurements of carbonate samples deposited in the Bolivian
Altiplano as early as 28.5 million years ago and buried up to ~5000 meters deep exhibit no
relationship between burial depth and apparent temperature, and largely yield temperatures within
error of plausible Earth-surface conditions. These results counter the predictions of Sempere et al. and
support our previous conclusions regarding the uplift of the Altiplano.

Sempere et al. (1) suggest that the temper-
atures recorded by carbonate clumped-
isotope thermometry in 11.4 to 10.3

million-year-old soil nodules from the northern
Altiplano (2) reflect partial resetting during burial
rather than deposition at low altitude. Their
arguments include a testable prediction: If the
soil carbonates in question underwent partial
resetting during burial, then more deeply buried
samples from the same or related sections should
be even more strongly reset, yielding apparent
temperatures above any plausible depositional
temperature.

Figure 1 presents the results of carbonate
clumped-isotope thermometry analyses for 32
soil and lacustrine carbonates from the northern
Altiplano. These data include those in (2) as well
as new measurements that are part of a broader
ongoing study of modern and ancient carbonates
[generated using the same analytical methods
described in (2)]. This expanded suite includes
soil carbonates deposited between 28.5 and 0
million years ago (Ma) and buried between 0
and ~5000 m deep, as well as lake carbonates of
similar age and burial depth. Age estimates for
the new measurements are based on recently
published magnetostratigraphy (3) and previ-
ously published 40Ar/39Ar dates (4) of tuffs
within the Corque and Tambo Tambillo sections,
and on magnetostratigraphy (5) within the Salla
section. We estimated maximum burial depths
for each sample based on our own measured
sections near Callapa (3) and estimated section
thicknesses in the Tambo Tambillo and Salla
areas (4, 6).

The data presented in Fig. 1 exhibit no sys-
tematic relationship between apparent growth
temperature and burial depth, are generally
within analytical uncertainty of earth-surface
temperatures [the only noteworthy exception

was reported and discussed in (2)], and include
relatively low temperatures in samples far older
and more deeply buried than those reported by
(2)—i.e., the temperatures of 16.9°C and 21.5°C
found in 23.6- to 23.7-Ma soil carbonates that
were buried to ~5000 m. Moreover, we observe
no systematic difference between surface-
deposited carbonates of different types (i.e., soil
versus lacustrine). Variations in temperature
within this suite stem from a variety of factors,
including primary differences in paleoaltitude
and paleoclimate [discussed for many of the
Callapa samples in (2)], unusual diagenetic re-
setting [e.g., the one high-temperature Callapa
sample discussed in (2)], and analytical uncer-

tainties. It is beyond the scope of this reply to
discuss all of these issues in detail. Nevertheless,
these data contradict the predictions of Sempere
et al. and, more generally, lend no support to the
suggestion that burial metamorphism has sys-
tematically reset the growth temperatures of
Altiplano soil carbonates. For this reason, we
maintain that the difference in average apparent
temperature between 11.4 and 10.3Ma and post-
6.7-Ma soil carbonate suites reported in (2)
reflects a difference in their temperatures of
deposition and thus constrains paleoaltitudes
using methods (and with uncertainties) that have
already been discussed (2).

Sempere et al.’s geomorphic and stratigraph-
ic arguments against a late Miocene date for
uplift of the northern Altiplano are relevant but
contain no quantitative paleoaltitude determina-
tions and say nothing specific about the mid- to
late-Miocene paleoaltitude of the Altiplano.
Sempere et al. recognize that the Western Cor-
dillera could have extended to higher altitudes
than the Altiplano (as they do today); we sug-
gest it is also possible that mid-Miocene al-
titudes in any or all of these regions might have
been higher or lower than Oligocene and early
Miocene altitudes. It will be difficult to know
how to evaluate these issues until there is a
quantitative database documenting temporal and
spatial variations of paleoaltitudes across the
Andean orogen.

Sempere et al.’s critique of paleoaltimetry
based on fossil leaf assemblages has no direct
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Fig. 1. Apparent growth temperatures for various Altiplano carbonates based on clumped-isotope
thermometry plotted as a function of estimated maximum burial depth. Symbols discriminate
among soil carbonates from sections near Callapa, Corque, and Salla and lacustrine carbonates
from near Tambo Tambillo, as indicated by the legend. The heavy solid line indicates an estimated
burial geotherm, assuming a surface temperature of 20°C and a gradient of 30°C per km. The
dashed lines define a ±10°C offset from this trend, which we consider a reasonable estimate of its
uncertainty. Carbonates deposited on or near the surface of the Altiplano within the past 28.5
million years and buried to 5000 m or less exhibit no systematic relationship between apparent
temperature and burial depth and show no evidence for pervasive resetting of deeply buried
samples.
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bearing on the Ghosh et al. study (2). Although
we noted that clumped-isotope thermometry re-
sults broadly agree with paleobotanical altimetry,
our central arguments do not depend on this issue.

We do not agree with Sempere et al. (1)
that removal of mantle lithosphere requires
previous crustal thickening beneath the Alti-
plano. The Eastern Cordillera preserves the
largest documented shortening in the Andes (7, 8)
and is the most plausible candidate for the locus
of development of an unstable lower-crustal
and/or lithospheric-mantle root. Gravitational
removal of this material could have led to simul-
taneous surface uplift of the eastern Altiplano

and Eastern Cordillera and lower crustal flow
from the Eastern Cordillera to the Altiplano,
thickening the crust beneath the Altiplano. This
scenario is only one of several that cannot be
discounted using existing constraints. Never-
theless, it is an example of a process that is
consistent with both the paleoaltitude recon-
structions of (2) and the physics that govern
convective removal of lithosphere, crustal thick-
ness, and isostasy.
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BOOKS ET AL.

S
ix Arguments for a Greener Diet is an

important book that deserves space on

the shelf of anyone concerned about the

well-being of their own person, other persons,

other species, or the planet. Those meeting

these criteria—I shudder to think of those who

don’t—should either square their shoulders

and soldier through the book start to finish or

at least keep it handy for refer-

ence whenever debate, deliber-

ation, or dinner calls for well-

packaged facts and a bracing

reality check.

The book is neither beauti-

ful nor fun. The authors’ case

for a more plant-based diet has

the approximate literary flour-

ish of a medical safety data

sheet. But for literary indul-

gence, there is always Patrick

O’Brian. Six Arguments is dis-

sertation, not diversion. And as

such, it offers the merits of thor-

oughness and careful research.

Each of the six claims—that a

diet with less meat consump-

tion would reduce chronic disease; reduce

foodborne illness; improve the quality of soil,

water, and air; and reduce animal suffering—

invokes numerous citations (no fewer than 50

to more than 220). The relentless factual bar-

rage is clearly designed to leave readers devoid

of resistance, if not breath.

But breathlessness here is more a matter

of exhaustion than inspiration. Michael

Jacobson and his colleagues (the authors are

all at the Center for Science in the Public

Interest, a nutrition-advocacy organization in

Washington, DC) unambiguously want us all

to eat less meat (or, preferably, none). In pur-

suit of this goal, the book plays like the per-

cussion section of a marching band, a relent-

less drumbeat of data intended to get us all

marching in step. The cadence is compelling,

but ponderous and mostly quite predictable. 

Still, surprise is not altogether absent.

While discussing the regulatory authority

intended to protect us from foodborne ill-

ness, Asher Wolf notes that the U.S.

Department of Agriculture has jurisdiction

over dehydrated chicken soup, whereas the

Food and Drug Administration is responsible

for dehydrated beef soup. However, the FDA

oversees chicken broth and the USDA, beef

broth. Laughs are even rarer than surprises in

Six Arguments, but this tidbit of bureaucratic

bungling was conducive to both.

Quantitative surprise comes along with

greater frequency if less mirth.

We learn that 15,000 to 20,000

gallons of water are consumed

in the production of one pound

of edible beef, and that the

United States is depleting its

underground aquifers by some

21 billion gallons per day. In

2000, methane produced by

U.S. livestock contributed as

much to global warming as the

emissions of roughly 33 mil-

lion automobiles. Under dairy

industry recommendations that

call for 20 to 25 square feet of

space per 1000 pounds of ani-

mal, the footprint of the Mini

Cooper automobile “would accommodate

three adult cows with some room to spare.” 

Similar facts have been served up before.

More than three decades ago, Frances Moore

Lappé addressed the links among dietary pat-

tern, human health, and the environment in

Diet for a Small Planet (1). More recently, John

Robbins, heir to the Baskin-Robbins fortune

he chose to renounce, gave us The Food

Revolution (2). Lappé blended kitchen table

wisdom with sociopolitical activism and was

long on philosophy. Robbins used anecdotes to

convey his pathos and evoke that of his reader.

Jacobson has clearly opted for persuasion by

the percussive force of factual onslaught.

Perhaps it is upon a foundation of dispassionate

fact that our collective verdict on this topic

should be based. But while we get truth here,

and almost nothing but, there is the occasional

distortion and omission.

The whole truth would seem to require

some consideration of why humans developed

a substantially animal-food diet in the first

place. Our intent was surely not to destroy our

health or ravage the planet; those are unfortu-

nate by-products of some other drive. Such a

drive—native taste preferences, forged in the

cauldron of natural selection, for instance—

must be acknowledged to be overcome. But on

the origins of our plight and its seductive,

transcultural allure, Jacobson is silent.

As for distortion, the authors espouse

what is fast becoming an obsolete view on

the adverse health effects of dietary choles-

terol, and they tar eggs and milk and meat

with the same broad brush. Although there

may be environmental reasons to eat fewer

eggs, the health argument is increasingly

cutting the other way (3). A willingness to

acknowledge when personal, animal, and

environmental health objectives part com-

pany would create a clearer impression of

objectivity—and fortify the authors’ argu-

ments on those far more frequent occasions

when they do, indeed, coincide.

Six Arguments does not come with a mis-

sion statement. If it did, I suspect that would be

less concerned with enlightening the blissfully

oblivious than with assaulting the ambivalent.

The book’s ideal audience seems

to be those who are vaguely aware,

and certainly care, but whose be-

havior does not quite correspond

with their beliefs. We may nur-

ture fantasies of Old MacDonald’s

farm, where animals could be sin-

gled out and doubtless all had

names. Even those preoccupied with

the grim environmental warnings

in Al Gore’s An Inconvenient Truth

may fail to perceive any implica-

tions for global warming from the roast beef

sandwich they eat while watching the film.

Jacobson et al. will brook no such denial.

I am rooting for the authors and would like

their arguments to carry the day. I am thor-

oughly persuaded that the health of people, and

the planet, would improve were we all to eat a

more plant-based diet. It seemed almost provi-

dential that as I was reading the book, an out-

break of Escherichia coli O157H7–tainted

spinach was dominating news headlines. This

pathogen, as the authors note, has emerged

because reliance on feed grain has acidified

the gastrointestinal tract of cattle; E. coli O157-

H7 is relatively acid resistant. Regrettably, the

news coverage focusing on the temporary dan-

gers of spinach may have failed to convey, as
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the book does, that the contaminated produce

is really just an innocent bystander of animal

husbandry gone awry.

Chewing on the long-forged links in a

culture-bound food chain is not for the faint

of tooth. But nobody said it’s easy being

green—or greener, for that matter. The

authors do claim that the fate of the world

may depend on such an effort, and their

arguments are hard to resist.
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PLANT ECOLOGY

A Field Trip 
Through Diversity
Sara Alexander

R
eading Demons in Eden: The Paradox

of Plant Diversity is like listening to

a great professor deliver a stellar lec-

ture. The professor’s passion for the subject

is undeniable, the notes are well ordered, the

explanations are

clear and memo-

rable, and the

digressions are

always illuminat-

ing, amusing, or

both. The book also

bears some resem-

blance to a travel

novel, with chap-

ters using rich meta-

phors and vivid descriptions to take the

reader to locations that range from seemingly

familiar to truly exotic. In addition, it serves

as a call to action, marshaling findings from

basic ecological research to paint a frighten-

ing picture of how much damage humanity

has already done to diversity.

The paradox mentioned in the book’s

title is this: If natural selection promotes

those plants that are most successful in

producing offspring, why has evolution

resulted in the vast diversity we see today

rather than only a few, hypersuccessful

species that outcompete all others? Jona-

than Silvertown, a plant ecologist at the

Open University, takes the reader along on a

journey around the world to find the answer.

The engaging result is appropriate for a

wide range of readers, even those who have

only a very basic knowledge of biology.

Silvertown’s term “Darwinian demon” has

been used before, but with a different mean-

ing. Richard Law introduced it to describe a

hypothetical organism that “can maximize all

aspects of fitness simultaneously”—that is, one

that reproduces immediately after birth, has an

infinite number of offspring, and lives forever

(1). Taking a broader view, Silvertown sees as

Darwinian demons those species that catapult

“from obscurity to dominance in just a hand-

ful of generations, producing evolutionary

change.” He even comments that “all species

must go through a demon phase in their evolu-

tionary history.” The demons envisioned by

Law can never exist, and Silvertown’s demons

don’t conquer every habitat for many of the

same reasons, including limited resources, the

need to balance the costs of growth and repro-

duction, competition with other species, and

predation (2). The author doesn’t simply tell the

reader these conclusions; he shares every step

of the process by which he reached them. Thus,

after reading the book, one not only knows the

answer but understands it.

Students and lay readers will also come

away from the book with some idea of the fas-

cinations and frustrations of basic research.

Silvertown’s enthusiasm for scientific sleuth-

ing is infectious, but he does not shy away from

the grittier aspects. He describes carefully

planting seeds using forceps and painstakingly

watching the seedlings for months, only

to have his experiment end inconclusively.

Silvertown quotes the 19th-century chemist

Justus von Liebig, who in defending his

incorrect claim that plants obtain their nitrogen

from ammonia in the atmosphere called the

experiments of his opponents “entirely

devoid of value” and “most impudent hum-

bug.” He also notes the discourag-

ing odds researchers face at high-

prestige journals, where most

manuscripts are rejected without

being sent out for peer review. 

Happily, Silvertown also high-

lights examples of brilliantly sim-

ple and rewarding studies and

recounts success stories that would

spark any aspiring biologist’s imag-

ination. Fir forests on the slopes of

Mount Shimagare in Japan are

naturally arranged not in patches

of different ages, but in “waves” of

progressing age, so a visitor can study 80 years

of tree life history by walking a few dozen

meters. A graduate student, Carly Stevens,

found that acid grasslands in Britain are so sen-

sitive to nitrogen air pollution that for every 2.5

kilograms of nitrogen deposited per hectare,

one species disappears from the area’s flora

(3); her surprising discovery made news

around the world. Silvertown also points out

areas where future research is needed and pro-

vides examples of how new data can challenge

old theories. Discussing the fate of Dan Janzen

and Joseph Connell’s enemies hypothesis (the

idea that the concentration of natural enemies

around adult trees subjects nearby offspring to

fatal levels of attack), he shows how disproved

theories, slightly changed, can turn out to be

correct. He demonstrates that a scientist must

always be ready to admit possible mistakes,

examine assumptions, repeat results, and step

back to examine even the most satisfying con-

clusion: “A good rule in science … is that if

something is too good to be true, it probably

isn’t. So, we checked and double-checked our

data, and then did the same kind of analysis for

an even bigger dataset.… [W]e got the same

result.… The next question was ‘Why?’” 

Although Demons in Eden covers a broad

range of information, the author’s conversa-

tional style and skill at concise, clear expla-

nations keep him from alienating the layper-

son or boring the scientist. The book’s length

precludes a comprehensive discussion of

plant diversity, so students will do best to

pair Silvertown’s engaging account with

textbook study. Having finished the book

just before starting a course in population

ecology, I particularly appreciate the real-

life illustrations it provides for many of the

abstract topics covered in lecture.
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T
here is growing concern that global

warming of more than 2°C from pre-

industrial levels could have danger-

ous climatic consequences (1, 2). It is esti-

mated that, to avoid exceeding this 2° target,

heat-trapping gas and aerosol concentra-

tions need to be stabilized so that their net

radiative effect is less than that of 450 parts

per million (ppm) CO
2

(3). This could be

achieved if the United States and other

industrial nations cut current emissions by

60 to 80% by 2050, and if developing coun-

tries limit emissions growth and impose

similar reductions later in the century. 

In June 2005, the U.S. Senate passed a

landmark resolution calling for a “compre-

hensive and effective national program of

mandatory, market-based limits and incen-

tives on emissions of greenhouse gases that

slow, stop, and reverse the growth of such

emissions” (4). A half-dozen legislative pro-

posals have been introduced, and more are

expected in 2007, all creating “cap-and-trade”

systems like the successful program enacted

in 1990 to curb acid rain.

Some bills would take only an initial step

to slow or stop emissions growth, putting off

decisions on future emission reductions for a

decade or longer (5, 6). Other bills would start

with similar reductions, but would also set a

longer-term emissions cap that declines at a

predictable rate until 2050 (7, 8).

The former proposals are based on the

assumption that a more ambitious approach

is not now politically feasible. In our view,

we no longer have the time for such two-step

strategies. Most climate scientists now warn

that time is short for beginning serious emis-

sion reductions if we are to avoid dangerous

climate impacts (5). A new approach is

needed that is capable of garnering enough

support to be enacted promptly while also

requiring the deep reductions needed by

mid-century. 

Sometimes decisions can be postponed

without great cost; not so with global warm-

ing. Heat-trapping emissions are cumulative,

and delaying the decision to reduce emissions

will only worsen the problem and make the

task of solving it much harder. 

This is illustrated in the two hypothetical

emission reduction scenarios for the United

States presented below. Either scenario, in

concert with comparable action by other

nations, is aimed at avoiding atmospheric con-

centrations higher than 450 ppm CO
2

equiva-

lent. But the two scenarios have vastly differ-

ent economic implications. 

If national emission reductions

start soon, we can stay on the

450-ppm path with an annual

emission reduction rate that grad-

ually ramps up to 3.2% per year.

But if we delay a serious start by,

for example, 20 years and allow

continued emission growth at

nearly the business-as-usual rate,

the annual emission reduction rate

required to stay on this path jumps

to 8.2% per year (see the figure). 

Some analysts argue that delay

is cheaper, because we will de-

velop breakthrough technologies

in the interim. But that outcome is

implausible for three reasons.

First, delay dramatically increases

the emission reduction rate re-

quired later. Cutting emissions by

more than 8% per year would

require deploying advanced low-

emission technologies several

times faster than conventional

technologies have been deployed

over recent decades (9). Second,

without meaningful near-term

market signals, there will be little

incentive for the private sector to direct signif-

icant R&D resources toward developing the

breakthrough technologies. Hope will rest

entirely on the federal R&D program, which

now is far too small to yield the required

results. Third, without market signals, a new

generation of conventional power plants, vehi-

cles, and other infrastructure will be built dur-

ing the next two decades. Our children and

grandchildren will have to bear the costs of

prematurely retiring an even bigger stock of

highly emitting capital than exists today. Even

with a substantial discount rate, it is virtually

impossible that delaying emission reductions

will be cheaper than starting now. These fac-

tors argue that making an early start is the

most effective way to minimize the overall

economic impact of the necessary emission

reductions.

We need a formula that will reduce global

warming emissions sufficiently and still meet

the legitimate economic concerns of indus-

tries and other constituencies. The key ele-

ments of our formula include the following.

A prompt start and long-term declining

cap. The first element of an effective climate

protection bill is to put U.S. emissions on a

pathway consistent with a prompt-start and

declining cap as shown in the figure. This

pathway requires earlier action than many in

the business community now expect, but it

also provides them important economic bene-

fits. It will create the certainty needed for effi-

cient planning of long-lived capital invest-

ments. It will also be less costly and more pre-

dictable than a pathway dependent on crash

reductions later on. The possibility of revisit-

ing and fine-tuning the long-term target intro-

POLICYFORUM

A long-term declining cap on emissions, 

cost control, and strategic use of emission

allowances to promote new technology 

would better curb global warming than 

current legislative proposals.
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duces much less uncertainty than if the long-
term target is left entirely undefined for
another decade or more.

A new approach to controlling unex-

pected costs. Long-term costs are not indus-
try’s only concern. The greater fear for many
is that costs will fluctuate unexpectedly in the
short-run, much as natural gas prices have
spiked in recent years. Setting a long-term
emissions cap opens the door to an innovative
way to avoid short-term cost volatility:
Firms could be allowed to borrow emissions
allowances from future years, using them
early in times of unexpected cost pressure,
and paying them back when short-term
spikes recede. 

In cap-and-trade programs, each firm must
turn in an emissions allowance for each ton of
pollution that it emits. Total allowances are
limited to the number of tons allowed by the
cap. Current legislative proposals already
allow firms to make reductions in advance
when prices are lower than expected and to
bank allowances for future use. Borrowing
would open the opposite possibility. 

In the absence of borrowing, firms can
comply only with current or banked allow-
ances. Allowance prices thus reflect the cur-
rent marginal cost of compliance, and that
price can spike in response to short-term
conditions (e.g., a delay in bringing on a
new technology, or a surge in economic
activity). Borrowing will let firms use emis-
sions allowances from future years, stabiliz-
ing prices against unexpected short-term
fluctuations. The long-term cap will be
maintained, because borrowed allowances
will be repaid, with interest, by releasing
fewer emissions later when short-term pres-
sures are relieved. 

The combination of a long-term emis-
sions pathway and borrowing has advan-
tages over other cost-control proposals that
break the cap and permanently allow excess
emissions. Under the “safety-valve” pro-
posal, for example, the government sells
more allowances if the price per ton exceeds
a designated level. Under one proposal, the
safety-valve price would start at $7 per
ton of CO

2
, a level virtually certain to be

exceeded and that would result in rising
emissions at least through 2020 (5, 6, 10).
Although the safety valve may close in
future years, the excess emissions that occur
while the safety valve is open will never be
recouped. Likewise, proposals allowing
unlimited “offsets” (emission reductions not
covered by the cap) have the potential to
break the cap if credits are awarded for
actions taking place anyway—a problem
endemic to past offset programs.

Promoting technology. Emissions allow-
ances will be worth hundreds of billions of
dollars over the life of the program. We pro-
pose that allocation of emissions allowances
be used strategically, in combination with tar-
geted performance standards, to encourage
faster deployment of low-carbon technolo-
gies, and for other purposes. 

It is a common misconception that regu-
lated companies will be grievously hurt unless
they receive all the emission allowances they
need free of charge. In reality, firms can be
expected to pass most compliance costs on to
consumers, and only a fraction of those costs
will fall on shareholders. If regulated indus-
tries got all their allowances free, they would
receive an asset worth as much as seven times
the real cost of compliance (11), resulting in
substantial windfall profits, as has been seen
in Europe (12). As a result, Congress has
begun a serious discussion of how allowances
should be allocated (13).

We recommend allocating half of the
allowances to helping businesses and con-
sumers (particularly energy-intensive indus-
tries and lower-income families) reduce
their energy bills through adopting currently
available energy-saving technology and
competitive renewable energy sources, such
as wind power. 

Another quarter of the allowances should be
allocated to companies that accelerate deploy-
ment of strategic new technologies needed for
long-term emission reductions in key sectors.
Incentives should focus on rebuilding the elec-
tric power industry by means of advanced fos-
sil fuel technologies equipped with geologic
CO

2
disposal and advanced renewable energy

technologies, retooling the auto industry to
make more hybrids and other low-emitting
vehicles, and jump-starting farm production of
biofuels from cellulosic feedstocks. 

This approach would provide a stable
long-term source of funding to advance key
technologies without increasing the federal
deficit. It would also build political support in
critical economic constituencies. 

The remaining emission allowances can be
allocated to meet other key needs. For exam-
ple, revenue from a share of the allowances
could be used to help communities heavily
affected by climate impacts or heavily im-
pacted by mitigation measures. Some allow-
ances could also be used to encourage carbon
sequestration in our soils and forests.

Rejoining the World

For too long, the United States has excused
its own inaction by saying that it cannot
solve this problem alone. But other coun-
tries cannot be expected to play their full

part if the world’s largest emitter continues
to do nothing. Global progress requires that
we begin to act at home and rejoin inter-
national negotiations with a new attitude.
As the Senate resolution states, by begin-
ning to curb our own emissions we will
encourage others to act (4). At the same
time, it is reasonable to take stock periodi-
cally to ensure that others are taking recip-
rocal action. Several current legislative pro-
posals usefully provide for a regular review
every 5 or 10 years based on input from the
Administration and the National Academy
of Sciences on the current science, econom-
ics, and state of international cooperation
(6–8). Congress would then decide whether
or not to fine-tune the declining cap. 

We think this package, or some variation,
has the potential to begin bridging the gap
between environmental and business advo-
cates and to build centrist, bipartisan support
for effective climate legislation. 
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I
n eukaryotic cells, the boundary between

the nucleus and cytoplasm is defined by

a membranous organelle, the nuclear

envelope. Trafficking of macromolecules

back and forth across this envelope occurs

through nuclear pore complexes (1). A

vertebrate somatic cell typically contains

between 1000 and 10,000 such pore com-

plexes. Small molecules can pass through

these pores unimpeded; larger molecules

(30- to 40-kD proteins) must associate with

soluble nuclear transport receptors and be

escorted through the central channel of the

pore. We know much about the structure of

the nuclear pore complex and the role of

soluble components in nucleocytoplasmic

transport, but the mechanics of translocation

through the nuclear pore complex have been

debated. On page 815 of this issue, Frey et

al. (2) provide evidence for the existence of

a flexible sieve that spans the pore, creating

a selective permeability barrier. 

Nuclear pore complexes are composed of

multiple copies of about 30 different protein

subunits (nucleoporins or nups). About one-

third of these nups contain FG domains fea-

turing arrays of the hydrophobic peptide

repeats FG, GLFG, or FXFG (F, Phe;

G, Gly; L, Leu; X, any amino acid). FG

domains are thought to be natively unfolded,

adopting extended, flexible conformations.

They are also considered to have a central

role in nuclear pore complex function,

because FG repeats bear binding sites for

nuclear transport receptors. 

But how exactly do FG nups mediate

nucleocytoplasmic transport? Two mecha-

nistic models have dominated this discus-

sion. The first, proposed by Rout et al. (3),

invokes the concept of virtual gating. In this

scheme, FG nups increase the residence

time of transport complexes in the central

aperture of the pore by binding to nuclear

transport receptors. In this way, FG nups

facilitate diffusion of transport complexes

into the central channel. Conversely,

because FG domains are flexible and largely

unstructured, they limit available space in

the nuclear pore complex near-field, thus

restricting access of nontransport substrates

to the nuclear pore complex. Recently, Aebi

and colleagues (4) used atomic force micro-

scopy to study the FG domain of vertebrate

Nup153 immobilized on gold nanodots.

They concluded that FG domains cluster

and form a “polymer brush” that could

indeed display the type of exclusionary

function that is key to virtual gating. A

more recent proposal based on constrained

diffusion within the nuclear pore complex

central channel also highlights aspects of

virtual gating (5). 

Ribbeck and Görlich (6) proposed an

alternative model in which FG domains

within the central channel of the pore com-

plex interact through FG repeats to form a

protein meshwork, essentially forming a

separate hydrophobic phase. Transport com-

plexes can partition into this phase because

of their capacity to bind to the FG repeats,

thereby locally perturbing FG domain inter-

actions. Proteins incapable of binding FG

repeats are excluded from this hydrophobic

phase. Small molecules and proteins below

the size exclusion limit pass through the

interstices of such a meshwork, independent

of transport receptors. An earlier proposal

by Macara and colleagues, called the “oily

spaghetti” model (7), presents some features

of the selective phase concept and similarly

underscores the hydrophobic nature of the

unstructured FG domains. 

An important difference between the vir-

tual gating and selective phase models con-

cerns the interaction between FG repeats.

Two views are given on the elastic structure of
pores in the cell’s nuclear membrane, which
allows the exchange of materials between the
nucleus and the cytoplasm. 

Nuclear Pore Complex Models Gel
Brian Burke

CELL BIOLOGY

T
he nuclear pore complex may be nature’s ultimate analytical chemist. Seated at the gate-
way between the nucleus and cytoplasm in eukaryotic cells, it distinguishes a mixed solu-
tion of macromolecules by their chemical identity, all the while remaining open to diffu-

sive passage of water, ions, metabolites, and other small solutes. From a physical point of view,
it is a fascinating machine. Frey et al., on page 815 in this issue, explore the unlikely talent of
this specially tuned barrier (1).

Up to a size cutoff of a few nanometers, the nuclear pore acts as a simple sieve. Beyond ~40
kD, most proteins and protein complexes are unable to cross it on their own. Nuclear transport
receptors may usher such larger cargoes specifically across the pore. Ironically, a midsize pro-
tein must recruit a large receptor to pass through a narrow channel. Clearly there is something
special in the recognition of transport receptors by whatever makes up the sieve within the
pore. Attention has focused on repeat motifs of phenylalanine-glycine (FG) that are common
among constituent proteins of the nuclear pore itself. The FG repeats do indeed interact with
nuclear transport receptors. Moreover, these domains tend to be natively unfolded polypep-
tides, so they are presumed to swell into the central channel of the pore. From here, the key
questions are essentially of polymer physics and chemistry.

What is the nature of this FG-repeat network? It was proposed to form a hydrogel, cross-
linked by hydrophobic interactions between the phenylalanines (2). Frey et al. show that FG
repeats can indeed form a free-standing gel, and they measure elasticity comparable to 0.4%
agarose. They show further that mobility of fluorescently labeled FG peptides is low in the gel,
consistent with cross-linking among them. Mutating the phenylalanines to serines results in
both loss of gel stiffness and a higher mobility of the polymers.

A natural scale for the nuclear pore sieve is then simply the mesh size of the gel. Mobility of

Polymers in the Pore
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The former model predicts mobile FG

domains, implying minimal interactions.

This prediction is supported by the atomic

force microscopy observations of the

Nup153 FG domain. The latter model

requires more stable interactions between

FG domains to establish a meshwork. Frey

et al. have found that the FG domain of yeast

Nsp1p will form a mechanically stable elas-

tic hydrogel in vitro, featuring hydrophobic

interactions between FG repeats. These

Nsp1p hydrogels can even incorporate the

FG domains of other FG nups. Hydrogel for-

mation is absolutely dependent on the FG

repeats because it is abolished by substitu-

tion of S (Ser) for every F within the Nsp1p

FG domain (Nsp1pF→S).

Wente and colleagues had previously

demonstrated redundancy in the FG domains

of yeast nups (8). In particular, FG domains

of nups that are distributed asymmetrically at

the nucleoplasmic or cytoplasmic face of the

nuclear pore complex appear dispensable.

Indeed, deletion of the FG domain of Nsp1p,

which localizes to the cytoplasmic side of the

yeast pore complex, has little or no effect on

viability. However, Frey et al. now show that

substitution of Nsp1p by Nsp1pF→S is

lethal in yeast and that this lethality cannot be

attributed to inability to bind nuclear trans-

port receptors. They suggest that Nsp1pF→S

perturbs the hydrophobic characteristics of

the FG phase within the nuclear pore com-

plex, leading to loss of pore functionality.

This new study provides some com-

pelling evidence for the selective phase

model. Nonetheless, questions still remain.

For instance, the FG domains of certain ver-

tebrate nups are extensively modified with

O-linked N-acetylglucosamine (9). How this

might affect interactions between FG

domains remains to be seen. Furthermore,

not all FG domains may be equivalent. A

distinct possibility is that while certain nups

may contribute to a selective FG phase

within the core of the pore complex, others

at the periphery might behave more like a

virtual gate. As biophysical and genetic

approaches are brought to bear on the prob-

lem, the answer may be close at hand. 
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nuclear transport receptors is explained in this scheme by their ability to
replace the labile bonds between the polymers with links to themselves.
In other words, they dissolve into the gel. Partitioning of transport recep-
tors between the gel and surrounding aqueous phases allows for molec-
ular exchange and transport. Just as hydrophobic moieties cross lipid
bilayers much faster than hydrophilic ones, specific hydrophobic interac-
tions between the FG proteins and the transport receptors allow the
receptors to cross the FG sieve as a “selective phase” barrier (2). Frey et

al. show that mutating the phenylalanines to tyrosines suppresses the
interaction with transport receptors, but the gel state is retained, show-
ing that the two features are independent.

An alternate view holds that FG repeats could form a network of
unlinked polymers whose thermally activated undulations create a
zone of “entropic exclusion” (3). The principle is similar to stabilization
of colloids by capping their surfaces with long-chain molecules. The
entropic penalty in collapsing these chains prevents aggregation of
neighboring particles. By transiently attaching to the FG polypeptides,
perhaps at multiple points, transport receptors could circumvent this
exclusion.  Conceptually, this model is inspired by weak repulsive
forces between neurofilaments, a cytoskeletal structure that gives
mechanical strength to axons and dendrites in neurons (4). Indeed,

Lim et al. (5) recently found that end-anchored
FG repeats show entropy-dominated elastic
properties of a “polymer brush” (6). The force
measured in compressing the brush grows
exponentially as the gap is closed. At least in
vitro, the FG-repeat networks tested can take
both proposed forms. 

Probing the mobility of nuclear transport
receptors in well-defined FG gels or brushes will
require further analyses, catching up in a way
with single-molecule studies made recently in

native nuclear pores (7, 8). Whichever mechanical model of its sieve
turns out to be more relevant in the cellular context, understanding the
polymer physics of the nuclear pore may inspire novel biomimetic mate-
rials or nanotechnological devices to corral specific macromolecules
from a mixed solution. Enantiomeric separation by antibody (9) or
polypeptide-lined (10) membrane pores could make an interesting start
in this direction. A long road lies ahead, though, until materials science
can match the exquisite single-residue sensitivity of the nuclear pore and
its transport receptors.
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I
n 1908, Heike Kamerlingh Onnes was

the first to liquefy helium. Years of hard

work preceded this breakthrough, but

Kamerlingh Onnes was confident that the

experiment was possible. In this he was

guided by the principle of corresponding

states formulated by Johannes van der

Waals, which basically says that the relation

among temperature, pressure, and density

of all atomic and simple molecular fluids is

similar—if one can be liquefied, then so can

they all. On page 795 of this issue, Savage

et al. (1) report experiments that reveal a

complete breakdown of the corresponding-

states principle.

Molecules repel each other at short dis-

tances but attract each other at longer dis-

tances. One can visualize this by considering a

molecule as a castle (the harshly repulsive

core) surrounded by a moat (the attractive

region). The principle of corresponding states

can be rationalized if we assume that mole-

cules of different sizes are all scale models of

the same design. It should even apply to sus-

pensions of colloidal particles that are a thou-

sand times the size of atoms. If these colloidal

particles were scale models of atoms—that is,

if they had the same ratio between the diame-

ter of the hard core and the width of the attrac-

tive well—then colloidal suspensions would

exhibit exactly the same phases (solid, liquid,

and vapor) as their atomic counterparts (see

the first figure, panel A). 

However, the forces between colloids can

be very different from those between atoms;

the fact that scientists can tailor these forces is

one of the main reasons why the study of col-

loidal systems is such an exciting field. How,

then, does the colloidal phase diagram change

from the corresponding-states case when we

make the attractive well narrower relative to

the hard-core diameter? 

First, the critical point (where liquid and

vapor become indistinguishable) moves

toward the triple point (below which the liquid

phase is no longer stable). When the effective

width of the attractive well becomes narrower

than 15% of the hard-core diameter, the liq-

uid-vapor transition disappears (see the first

figure, panel B). Such colloidal systems have

only two stable phases: fluid and crystal.

Kamerlingh Onnes was lucky: The effective

width of the attractive well of helium is larger

than 15% of its diameter. 

There are many experimental examples

of colloidal systems with short-range attrac-

tions that have only two stable phases: fluid

and crystal (2). For colloids with an even nar-

rower attractive well (<5% of the hard-core

diameter), simulations predict (3) two solid

phases that differ only in density (see the sec-

ond figure); above a critical temperature that

may be either in the metastable (first figure,

panel C) or the stable regime (first figure,

panel D), these solid phases become indistin-

guishable. But until recently, it was not possi-

ble to tailor the colloidal systems needed to

explore this behavior. 

Savage et al. now report videomicroscopy

experiments that overcome some of these

problems. They have managed to prepare a

system of spherical colloids with very-short-

range attractive interactions: The width of

the attractive well is less than 2% of the col-

loidal diameter. 

In these experiments, the authors can vary

the strength of the attraction between the col-

loids. Initially, the colloids form two-dimen-

sional crystals on the coverslip of the sample

container. These crystals coexist with a dilute

colloidal “gas.” Weakening the attraction

between the colloids makes the crystals ther-

modynamically unstable. What then happens

is very different from the melting of normal,

Colloidal particles are often viewed as

large-scale models for molecules, but they

can show counterintuitive phase behavior.
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A Matter of Attraction
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Tuning attraction. The temperature-density phase diagram of a system of spherical colloids changes when
the range of the attractive forces between the particles is decreased. The solid curves are the phase boundaries
of the stable phases, the dashed curves those of the metastable phases. Between the solid curves, two phases
coexist. (A) Long-range attraction (the standard case for corresponding states). Solid circle, liquid-vapor crit-
ical point; gray bar, triple-point temperature. (B) Shorter-range attraction (less than 15% of the hard-core
diameter). The liquid-vapor critical point (gray circle) has moved to the metastable region below the freezing
curve. (C) Very-short-range attraction (2% of the hard-core diameter), but with a 3.5% spread in colloid size.
In the metastable region, a solid-solid transition appears at high densities and a liquid-vapor transition at
lower densities. The experiments of Savage et al. illustrate this case. The dissolution of a dense crystallite fol-
lows the horizontal blue line from right to left: First, the dense crystal transforms into an expanded crystal; the
latter changes into a liquid phase that then evaporates to the stable vapor phase. (D) Very-short-range attrac-
tion with narrow particle-size distribution. A transition between an expanded (C
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) and a condensed (C
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Colloidal phases. Sketch of the structure of the vapor, liquid, expanded crystal (C
1
), and condensed crystal

(C
2
) phases. Vapor and liquid are fluid phases that differ only in density.
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three-dimensional crystals that tend to melt

from the surface inward (4): The colloidal

crystals slowly evaporate down to a critical

size and then “explode” to form a dense amor-

phous phase. This phase is unstable and subse-

quently evaporates.

Why would a small colloidal crystal sud-

denly convert into an amorphous phase that

is thermodynamically unstable? The ans-

wer may be contained in a paper publish-

ed almost 40 years ago (5). There, Cahn

explained how metastable phases can act as

crucial intermediates during the transforma-

tion from an unstable to a stable phase. In the

present experiments, the intermediate phase

is the dense liquid that, for colloids with

short-range attraction, is not thermodynami-

cally stable. Evans and colleagues (6) have

reported experimental evidence for the Cahn

scenario in colloidal systems with a some-

what longer-range attraction.

Savage et al. do not show direct evidence

for the solid-solid transition expected for

systems with short-range attraction. But

they show something else: As the sub-

limating crystals get smaller, their density

decreases. This seems strange, because

small liquid droplets tend to be more com-

pressed than larger droplets as a result of

the surface tension. However, the observed

expansion of small crystallites agrees well

with simulations (7), which predict such an

effect in the vicinity of a metastable solid-

solid critical point (see the first figure, panel

C). Hence, although the solid-solid critical

point in colloids has not yet been observed

directly, it seems to be within reach. To

observe it, the size distribution of the col-

loids would have to be narrower (see the first

figure, panel D). 

Many proteins have short-range attrac-

tions similar to those of the colloids, but their

clustering and dissolution cannot be studied

directly by videomicroscopy. Hopefully,

microscopy studies of colloidal model sys-

tems such as those studied by Savage et al.

will provide insights into the kinetics of

phase transformations in these important

biological processes.
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M
etal films and metal-semiconductor

junctions are key components in

modern electronic devices. On page

804 of this issue, Speer et al. (1) examine the

energies of electrons in perfectly smooth and

ultrathin silver films on silicon substrates. As

expected, the authors observe energies that

reflect the wave nature of electrons confined

to a thin film. However, they also detect ener-

gies characteristic of a new type of electron

wave. The latter extends through the film and

into the substrate to a depth determined by the

doping level of the substrate (see the figure).

This observation has important implications

regarding the basic physics of metal-semicon-

ductor systems, especially those in which the

film and the substrate have crystal lattices that

do not match.

The principles of quantum mechanics are

usually introduced to students through the

example of the particle in a box. In this exam-

ple, a particle (such as an electron) is placed in

a confining structure. The rules of quantum

mechanics then specify the allowed states of

the particle. An excellent example of particle-

in-a-box (or quantum-well) behavior involves

valence electrons in thin metal films. If the

film is a simple metal such as aluminum, an

alkali metal, or a noble metal, the electrons

can essentially be regarded as free particles

(but they are prevented from leaving the solid

by a potential barrier at the surface). This con-

finement perpendicular to the surface leads to

a set of standing waves, allowing only specific

wavelengths to exist. In the parallel direction,

there is no similar restriction on wavelength.

The electronic structure is thus characterized

by a series of electron energy bands, one for

each wavelength allowed by the confinement.

The discrete character of the bands leads to

film thickness–dependent properties (2). For

example, the cohesive energy and the work

function can show an oscillatory thickness

dependence of substantial amplitude. These

oscillations occur because, as the film thick-

ness increases, the quantum-well states shift to

lower energies to accommodate more elec-

trons. At regular thickness intervals, new states

become populated, such that the balance

between electrons with high and low energy

varies periodically with thickness. In experi-

ments, the thickness is not a continuous vari-

able but varies in steps given by the thickness

of an atomic layer. If the period is incommen-

After a controversy-filled history, a simple

explanation is provided for a new type of 

standing-electron-wave state observed in 

metal-semiconductor junctions.
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surate with the layer thickness, one is left with

a beat period. This beat period appears in trans-

port properties such as magnetoresistance (3).

The discrete electronic structure of a thin

metal film was first observed experimentally

via the tunnel current across a metal-insulator

thin-film sandwich (4). Because the film

served as an electrode, it had to be conducting,

which meant that the thickness had to be at

least ~10 nm. Later work demonstrated that

photoelectron (5, 6) and scanning tunneling

spectroscopies (7) are powerful tools to probe

the electron states in thin adsorbed films down

to monolayer thicknesses. 

When the adsorbed film is only few atomic

layers thick, the boundary conditions are par-

ticularly important. If a film is taken from vac-

uum and placed on a substrate, then it matters

what the substrate is. Within a substrate

energy gap (an energy range in which no

valence electrons are found and which is often

referred to as “forbidden”), one may find dis-

crete quantum well–like states in the film.

These states extend into the substrate, but only

with an oscillating tail, with the period given

by the substrate lattice. The decay depth of the

state is given by the energy of the state with

respect to the edges of the energy gap, the tails

being long near the edges. The electronic state

is thus a hybrid with a distinctly different char-

acter in the film and in the substrate.

Speer et al. have now used photoemission

spectroscopy to study quantum-well states in

silver films deposited on silicon. The silver

films are 8 to 12 atomic layers thick. At these

thicknesses, one would not expect the choice

of substrate to be important for the ladder of

energy bands. For example, nearly the same

quantum-well state energies are observed

when silver films are adsorbed on gold (8) as

on the silicon substrate used by Speer et al.

But as Speer et al. show, a dramatically differ-

ent set of states can be obtained by increasing

the doping of the silicon substrate.

When the Ag film and n-type Si are

brought in contact, equilibrium (coincident

Fermi levels) requires a transfer of elec-

trons from Si to the metal. Near the inter-

face, the semiconductor is depleted of elec-

trons and the electron states are shifted in

energy with respect to the states in the bulk.

The depth dependence of the energy is

referred to as band bending (9). With high

n-doping (see the figure, right), the band

bending saturates at a depth that is shallow

enough for a novel set of discrete states to

form. The electrons that form these states

encounter the confining substrate band gap

within the substrate and not at the interface.

This means that the quantum well becomes

wide, ranging from the vacuum interface to

the depth where the energy coincides with

the lower edge of the gap. The states there-

fore become less separated in energy than

the standard type of quantum-well states.

The results reported by Speer et al. pro-

vide a detailed image of the electronic

structure at a metal-semiconductor junc-

tion. The authors can account for their

observations with simple models that can

easily be extended to overlayers with differ-

ent thickness and to substrates with differ-

ent impurity content, or where the band

bending may be changed by illuminating

the interface (10).

Given the long and troublesome history

of accounting for the properties of metal-

semiconductor junctions (11), it is encour-

aging that there are cases in which simple

modeling does not appear to be hampered

by the occurrence of defects, intermixing,

or compound formation at the interface.

Furthermore, the effects reported by Speer

et al. could be used to systematically mod-

ify the quantized electronic structure of thin

film systems, thereby providing a powerful

means for tuning properties of interest.
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I
n the drainage basin of one small river in

the center of the North American conti-

nent, one can find Kirtland’s warbler,

which has a total population that seems to

fluctuate around a few thousand individuals.

In that same area, or indeed almost anywhere

else east of the Rocky Mountains up until

about 200 years ago, the passenger pigeon

thrived with a total population size estimated

in the low billions (1). This six-orders-of-

magnitude discrepancy begs an explanation,

especially once we notice that this seems to

be one of ecology’s few universal laws (see

the figure). Every ecosystem in the world,

whether at the bottom of the sea or the mid-

dle of the Amazonian rain forest, has a few

hyperabundant species and many relatively

rare species (2). Understanding why a

species has a particular abundance is the

embarrassing and obvious question that

ecology cannot yet answer.

On page 812 of this issue, Shipley et al.

take a good first step toward an explanation

(3). The setup is simple. Twelve vineyards

were abandoned in southern France over a

period ranging from 2 to 42 years ago. These

yards slowly returned to natural vegetation,

and the relative abundance (percentage of the

total plant population p
1
…p

30
) of 30 plant

species in these plots was counted. The

authors also measured a suite of eight charac-

teristics or traits, such as perennial versus

annual, thickness of leaf, and height of plant

for each species (ttrait,species), for a total of

240 = 8 ×30 trait measures. They then calculated

the average values of these eight traits (ttrait,*) for

each vineyard as a whole, using the equations:

t
height,*

= p
1
t
height,1 

+…+ p
30

t
height,30

… (1)

t
leafthickness,*

= p
1
t
leafthickness,1 

+…+

p
30

t
leafthickness,30

Next, Shipley et al. showed something ele-

gant: These average traits show orderly

change over time as the vineyards return to

Ecologists have borrowed a powerful tool from physics to calculate how environmental constraints

affect the abundance of species.

A Renaissance in the Study
of Abundance
Brian J. McGill

ECOLOGY

The author is in the Department of Biology, McGill
University, Montreal, QC H3A 1B1 Canada  E-mail:
mail@brianmcgill.org

http://www.sciencemag.org


nature (see their figure 1). They hypothesize,

although they do not directly test, that this is

due to what they call environmental filtering—

for any given environmental context (includ-

ing field age), there is an “optimal” value for

the traits, and species with trait combinations

close to this optimum fare better. At this junc-

ture, Shipley et al. took a radical departure and

did something that ecologists loathe; they bor-

rowed a tool from physics. And not just any

tool, but a tool that is still shiny and

new in physics called entropy max-

imization (EM).

Physicists revel in the idea that

most of their laws can be reduced

to optimization principles (e.g.,

Lagrange’s law of minimum “action”

supplants Newton’s three laws

of motion). It has recently been

shown that EM can replace a

supercomputer with just a few

lines of calculations for modeling

how the unequal arrival of solar

energy gets redistributed by

the atmosphere and oceans (i.e.,

weather). And this works not only

for Earth but for Saturn’s moon

Titan. This has catapulted EM to

prominence in the physical sci-

ences (4) after lying on a back

shelf for 40 years (5). But ecolo-

gists who study communities of

species tend to regard maximiza-

tion principles as disreputable (for

some good reasons). 

Against this context, Shipley et

al. boldly apply the EM principle

in ecology to predict abundances.

EM starts with constraints (what is

known about the system) and fills out the rest

(our ignorance) by maximizing entropy. The

environmental filtering hypothesis used by

Shipley et al. asserts that traits constrain com-

munities such that abundances are chosen to

produce average traits (t
trait

,
*
) optimal for the

given environmental conditions (Eq. 1 in

reverse). From high school algebra we know,

however, that starting with only eight traits

(i.e., equations or constraints) and trying to

predict 30 species abundances p
i

(i.e.,

unknowns) is an underdetermined problem;

there are an infinite number of solutions

arrayed across a 22-dimensional space (22

= 30 – 8). Some additional rule is needed to

pick from this infinitude of possible answers.

Here is where entropy steps in. Entropy is best

thought of as evenness (even distribution of

heat across a planet, or even abundances across

species, i.e., p
1 
= p

2 
=…= p

30
). With the mathe-

matical technique known as Lagrange multi-

pliers used to maximize entropy, the predicted

relative abundances for all 30 species (equa-

tion 5 of Shipley et al.) pop right out. The

method works so well that Shipley et al. can

explain 96% of the variation in relative

abundances of each species, the kind of

result that ecologists usually only lust after. 

Why it works is harder to explain. In statis-

tical mechanics entropy has a clear meaning,

but in ecology it is a vague concept (despite

having been used for years as a measure of

evenness). Whether entropy represents species

acting randomly and individualistically or

communities acting to maximize a collective

property such as energy transformation is

really just new words in a long-running debate

in ecology (6).

The report by Shipley et al. is exemplary of

a more general renaissance occurring right

now. The study of abundance had been stuck

on three classical approaches: (i) using differ-

ential equations to describe the population

dynamics of a species has proven good at

explaining the variation in abundance of one

species over time (that is what differential

equations do, after all) but poor at predicting

different abundances between species; (ii)

finding correlations between traits and abun-

dance has largely failed (7), probably because

of the focus on one trait at a time, until the

work of Shipley et al.; and (iii) relying on

purely stochastic explanations (each species’

abundance is set by a roll of Mother Nature’s

dice) fails to explain why relative abundances

can stay constant for a million years (6) or why

abundances bounce back almost immediately

to formerly high levels after spending a couple

of thousand years near extinction while fight-

ing off a pest (8).

These classic approaches began to be left

behind as the study of abundance was reinvigo-

rated 5 years ago with the introduction of neutral

theory (9, 10). Neutral theory is an elegant

theory that makes strong predictions about

abundance but rejects two ideas dear to ecolo-

gists: the importance of the environmental con-

text and of species differences (traits).

Ecologists have fought back by falsifying neu-

tral theory (11) but have not yet put up a fair

fight by giving an alternative theory that makes

equally strong predictions about abundances

while incorporating traits and environment (12).

Shipley et al. just may have made the fight fair.

Other fundamental questions about abun-

dance are finally beginning to be explored as

well, such as (i) why abundance varies by

about two orders of magnitude across space

within a single species, (ii) why abundance of

a species changes with temperature, (iii) why

abundance and range size are so strongly

correlated, (iv) why naturally (not human-

caused) rare species such as Kirtland’s

warbler persist so long, and (v) what factors

cause the (always large) portion of rare

species to vary by small amounts. This
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Wildly different. The bar graph shows a histogram of the relative abundances of more than 500 bird species from the
Breeding Bird Survey (14), which counts every bird encountered at more than 1400 points across North America. The hori-
zontal axis is relative abundance (percentage of total individuals observed) binned into groups, and the vertical axis indi-
cates the number of species falling into each group of abundances (note broken axis). The left bird is Kirtland’s warbler,
which falls in the lowest group of abundances. The bottom right bird is the passenger pigeon, which is now extinct but would
have been placed off the right end of the graph. The center bird is the red-winged blackbird, which is now the most abun-
dant bird in North America and is 400,000 times more common than the 16 rarest birds in the leftmost bin.
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renewed interest cannot come too soon.

Understanding abundance is critical to con-

servation and global change. It is about time

that ecologists start to deliver on our claim

that we study “the distribution and abundance

of particular species” [(13), p. 3].
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T
he distribution of galaxies in the uni-

verse is marked by vast cosmic voids

embraced by a network of galaxy fila-

ments and massive galaxy clusters contain-

ing up to thousands of galaxies. This inho-

mogeneous matter distribution emerged

from an extremely smooth initial state cre-

ated by the Big Bang, with relative density

fluctuations of only 10–5. This remarkable

smoothness was first revealed by the work of

the COBE (Cosmic Background Explorer)

team, work that was awarded the 2006 Nobel

prize in physics. Over billions of years,

the initially tiny density variations grew

drastically through gravitational attraction of

neighboring matter. Larger and larger struc-

tures still form today as a result of the violent

merging of galaxies and clusters of galaxies.

In addition, there is a continuous accretion

flow of gas falling onto galaxy clusters out of

the dilute intergalactic medium. On page 791

of this issue, Bagchi et al. (1) report the

detection of giant radio structures around

a galaxy cluster that probably trace shock

waves caused by such energetic collisions,

mergers, and movement of gas.

Gas falling into the gravitational wells of

galaxy clusters can reach velocities of up to

a few thousand kilometers per second. When

it collides with the hot and ionized gas at a

temperature of 107 to 108 K within clusters,

shock waves form and heat the infalling gas

to similar temperatures. Magnetic fields in

the gas may permit a small fraction of the

thermal gas particles to scatter back into the

upstream region of the shock wave and to

undergo the energizing shock compression

again and again. This so-called diffusive

shock acceleration process produces non-

thermal particles with an energy spectrum

easily extending to ultrarelativistic energies,

where particle energies exceed their rest

mass energies by large factors. Although the

number of these relativistic particles is small

compared with the thermal ones, they can

account for a substantial fraction of the dis-

sipated shock energy.

Colliding and fusing galaxy clusters should

produce giant shock waves. The outlines of

these waves have now been seen as radio-

emitting structures.

Radio Traces of

Cosmic Shock Waves
Torsten A. Enßlin
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The efficiency of diffusive shock acceler-

ation increases rapidly with the ratio of the

shock velocity to the initial sound speed, a

quantity known as the Mach number.

Although most of the energy of the cosmic

structure formation is dissipated in the cen-

ters of galaxy clusters, the shock waves in the

outskirts and especially the accretion shocks

have much higher Mach numbers and there-

fore should be more efficient particle accel-

erators, as can be seen in the figure (2).

Electrons, which can be accelerated to

energies of 104 to 105 times their rest mass,

produce radio emission due to their gyro-

motion in intergalactic magnetic fields. Such

radio emission in galaxy clusters has been

observed since the 1970s (3) and named

cluster radio relics. However, only recently

has the association with cluster merger shock

waves been recognized (4). 

Bagchi et al. have found a pair of giant

radio structures and propose that the double

relic in galaxy Abell 3376 may be emission

from the accretion shock of the cluster. This

dual radio morphology may be caused by the

stronger matter flow onto the cluster along

an embedding galaxy filament. If this inter-

pretation is correct, it would be a remarkable

finding, because it would imply the presence

of magnetic fields in the infalling gas,

whereas magnetic fields have so far only

been detected within galaxy clusters. Further-

more, we would have the first observational

identification of an accretion shock wave.

Accretion shock waves are very interesting

because they may be the origin of the still-

mysterious ultra-high-energy cosmic rays

(5), which are protons with energies up to

1020 eV. The highest energy electrons from

such shocks can scatter photons of the cos-

mic microwave background into gamma-

ray bands and thereby contribute to the

observed and still unresolved gamma-ray

background (6, 7). As a result, the radio

relics in Abell 3376 mark locations to be

monitored in the future for all kinds of high-

energy radiation.

There is another plausible explanation for

the double relics, however. In the late stage of

a violent merger of similarly sized galaxy

clusters, an outgoing pair of shock waves

emerges. These shock waves steepen as they

run into the more dilute gas of the cluster out-

skirts, similar to tsunami waves propagating

into shallower water. A resulting pair of radio

relics was indeed observed in a morphologi-

cally similar merging cluster, Abell 3667 (8),

and well reproduced by numerical simula-

tions (9). Possibly, the relics in Abell 3376

are also of this type.

In any case, it is exciting that the radio

relics in Abell 3376 provide us with direct

insight into the fluid dynamics of cosmic

structure formation. This important and sur-

prising observation gives a foretaste of the

radio glow of the cosmic large-scale struc-

ture (10), which one hopes to discern with

the next generation radio telescopes such as

the Low Frequency Array [LOFAR (11)], the

Long Wavelength Array [LWA (12)], and the

Square Kilometre Array [SKA (13)].
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I
n his book Life, the Universe, and Every-

thing, Douglas Adams describes an ad-

vanced civilization that asks a super-

computer to calculate

an answer to the

Ultimate Question

of “life, the universe,

and everything.” After

several million years

of calculation, the computer answers: “42.” 

A similarly inscrutable constant that we

face in everyday life is 37, the mean body

temperature measured in degrees Celsius of

humans and most other mammals. We tend

to take this number for granted, as it is always

in the same, narrow range, until, of course,

we become ill with a fever. We then take

medications, usually inhibitors of prosta-

glandin synthesis (aspirin, ibuprofen, etc.),

which typically brings our body temperature

back to normal. But why is 37°C “normal”,

and is this truly the optimal operating tem-

perature for our bodies?

On page 825 of this issue, Conti et al. (1)

question this dogma. Surprisingly, their

results suggest that our usual body tempera-

ture may not be optimal, at least in determin-

ing our life span. Their work is based on a

growing revolution in our understanding of

how the brain controls body temperature.

Although it has been known for decades that

the preoptic area—the most rostral tip of the

hypothalamus—is both thermosensitive and

necessary for maintaining normal body tem-

perature, the details of the neural circuits

that control body temperature have only

recently begun to be elucidated (2). It is

now understood that neurons in the

medial preoptic region have an intense in-

hibitory effect on thermogenic responses

(see the figure). Other neurons in the mid-

dle part of the hypothalamus, including the

paraventricular and dorsomedial nuclei,

have an excitatory effect on thermogenesis,

but are normally held in check by the preop-

tic neurons. The interplay between the ther-

mogenic neurons and those in the medial

preoptic nucleus that hold them in check is

critical in controlling body temperature

under a wide range of conditions. The hypo-

thalamic sites, furthermore, have descend-

ing inputs to brainstem and spinal areas

that control autonomic thermoregulatory

responses. By shifting blood flow to cuta-

neous blood vessels, heat can be exhausted,

A hypothermic life-style may lead to a longer

life. How good are the prospects?

Life, the Universe,
and Body Temperature
Clifford B. Saper

BIOMEDICINE

The author is in the Department of Neurology, Division of
Sleep Medicine, and Program in Neuroscience, Harvard
Medical School, Beth Israel Deaconess Medical Center,
Boston, MA 02215, USA. E-mail: csaper@bidmc.harvard.edu

Enhanced online at 

www.sciencemag.org/cgi/

content/full/314/5800/773

www.sciencemag.org SCIENCE VOL 314 3 NOVEMBER 2006

PERSPECTIVES

http://www.sciencemag.org


774

C
R

E
D

IT
: 
P
. 
H

U
E

Y
/S

C
IE

N
C

E

whereas heat retention is promoted by shift-
ing blood flow to deep blood vessels (hence
fingers and toes turn blue in the cold).

Thermogenesis is subserved by neural
inputs to brown adipose tissue, at least in
small mammals, where β

3
adrenergic recep-

tors mediate production of uncoupling pro-
tein 1 (UCP-1). UCP-1 allows mitochondria
in brown adipose tissue to convert adenosine
5´-triphosphate (ATP) to heat, rather than to
energy for performing work. Thus, small
mammals that lack sufficient mass for heat
retention carry portable heaters in the form
of brown adipose tissue that allow them to
avoid hypothermia.

Here is where the intervention engineered

by Conti et al. comes in. They produced
transgenic mice in which expression of the
UCP-2 gene (closely related to UCP-1) is
placed under the control of the promoter
for hypocretins (also called orexins). Hypo-
cretins are peptides that are produced only
by cells in the lateral hypothalamus (3). By
placing UCP-2 expression under the control
of this promoter, the investigators effectively
placed a small heater into the hypothalamus.
As their data show, this caused heating of the
preoptic area, a region in which previous
work had shown that insertion of heat probes
would cause a reduction in body tempera-
ture. The result is that the transgenic ani-
mals expressing the UCP-2 gene had a con-
tinuous reduction in body temperature by
0.3° to 0.5°C. 

Surprisingly, there has been little previ-
ous work on the effects of life-long hypother-
mia on other physiological functions in
mammals, mainly because the brain nor-
mally maintains a constant body temperature
so thoroughly that any change from this con-

dition is rather difficult to achieve. In the
Conti et al. experiments, the hypothermic
transgenic mice showed no change in food
intake or physical activity, but their body
weight did increase, presumably due to
a lower basal metabolic rate. One might
expect, given the accumulated evidence that
increased weight correlates with a variety of
disorders that shorten life (4), that the
hypothermic mice might have had a shorter
life span. But in fact, the opposite was the
case. Not only did the hypothermic animals
live about 3 months longer than the 27-
month mean life span for control mice, but
they also had a parallel mortality rate, as if
the mortality curve had been shifted to the

right by about 10% of the life span. A corre-
sponding percentage increase in human life
span would be 7 to 8 years, a sizable change
in longevity. If this were due to a delay in
senescence, as the shift of the mortality
curve in the hypothermic mice would sug-
gest, rather than merely a prolongation of it,
this could substantially increase lifetime pro-
ductivity in humans.

Perhaps we should not be surprised by
this result, because low body temperature
does prolong life span in poikilothermic
fish (in which body temperature fluctuates
with that of the external environment) (5).
Homeotherms with a restricted caloric intake
develop a low body temperature and also
have a prolonged life span (6). But few peo-
ple would choose a life-style that limits their
caloric intake, and Conti et al. provide the
first test of the hypothesis that lowering the
body temperature of a mammal prolongs life.
The substantial increase of life span raises
the question of whether mild hypothermia of
0.3° to 0.5°C might be easier to tolerate than

a lifetime of starvation, as a way to increase
longevity. Although at present there is no
practical way for humans to achieve pro-
longed hypothermia, the results of Conti
et al. suggest a potential gene therapy ap-
proach. One could imagine, for example,
stereotaxic injections into the hypothalamus
of an adeno-associated virus or lentivirus
engineered to provide long-term expression
of an uncoupling protein, to warm the hypo-
thalamus just enough to extend life span.

If life-span extension could be this
simple, one might wonder whether 37°C is
indeed the optimal body temperature for
humans, and why evolution has not selected
for a lower body temperature and longer life
span. However, there would be little evolu-
tionary pressure to extend the number of
years of life after reproduction is finished. A
more important question for humans con-
templating a hypothermic life-style might be
whether the lower body temperature in the
UCP-2 transgenic mice might cause other
physiological or behavioral problems,
such as changes in reproductive physiology,
which might select against a lower body tem-
perature. The reasons for the remarkable sta-
bility of body temperature among mammals,
and why this temperature has been selected
by evolution, remain obscure, although one
would certainly want to know the conse-
quences of hypothermia before pursuing it as
a way to increase life span. 

In Adams’s book, the scientists ask the
supercomputer how the answer to the Ulti-
mate Question of “life, the universe, and
everything” could be “42.” The computer
answers that to understand the answer, they
have to know what the Ultimate Question is,
and that it will take several million more
years to determine that. We hope that we will
not have to wait as long to understand why
evolution has designed us with a body tem-
perature of 37°C. The new and unexpected
vista on the relation between body tempera-
ture and longevity opened up by the report of
Conti et al. may help expedite the process.
This work also holds out the tantalizing
promise that we may be able to achieve a
longer life span, if we were only to be a little
cooler about it.
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A Century of Alzheimer’s Disease
Michel Goedert1* and Maria Grazia Spillantini2

One hundred years ago a small group of psychiatrists described the abnormal protein deposits in
the brain that define the most common neurodegenerative diseases. Over the past 25 years, it has
become clear that the proteins forming the deposits are central to the disease process. Amyloid-b
and tau make up the plaques and tangles of Alzheimer’s disease, where these normally soluble
proteins assemble into amyloid-like filaments. Tau inclusions are also found in a number of related
disorders. Genetic studies have shown that dysfunction of amyloid-b or tau is sufficient to cause
dementia. The ongoing molecular dissection of the neurodegenerative pathways is expected to lead
to a true understanding of disease pathogenesis.

On3November 1906, at the 37th meeting
of the Society of Southwest German
Psychiatrists in Tübingen, Germany,

Alois Alzheimer presented the clinical and
neuropathological characteristics of the disease
(1, 2) that Emil Kraepelin subsequently named
after him (3). Alzheimer’s disease (AD) is now
the most common neurodegenerative disease,
with more than 20 million cases worldwide. At
the time of his lecture, Alzheimer was head of the
Anatomical Laboratory at the Royal Psychiatric
Clinic of the University of Munich. He had
moved there in 1903 after having spent 14 years
at the Municipal Institution for the Mentally Ill
and Epileptics in Frankfurt, where Franz Nissl
had introduced him to brain histopathology. In
November 1901, Alzheimer admitted Auguste
D., a 51-year-old patient, to the Frankfurt hospital
because of progressive memory loss, focal
symptoms, delusions, and hallucinations. After
the death of Auguste D. in April 1906, her brain
was sent to Munich for analysis. Alzheimer’s use
of the silver staining method developed by Max
Bielschowsky 4 years earlier (4) was crucial for
the identification of neuritic plaques and neuro-
fibrillary tangles, the defining neuropathological
characteristics of the disease. Whereas plaques
had been reported before, first by Blocq and
Marinesco in an elderly patient with epilepsy (5),
Alzheimer was the first to describe the tangle
pathology. In 1911, he found a different type of
nerve cell inclusion in two cases with focal
degeneration of the cerebral cortex (2). This is
now known as the Pick body (even though it was
first described byAlzheimer) and the clinicopath-
ological entity is known as Pick’s disease, after
Arnold Pick, who first described it in 1892 (6).
Pick’s disease belongs to the spectrum of
frontotemporal lobar degeneration (FTLD).

The presence of abnormal deposits helped
greatly with disease classification (7). However,
their molecular composition and role in the

pathological process remained unknown. Over
the past 25 years, a basic understanding has
emerged from the coming together of two in-
dependent lines of research. First, the molecular
study of the deposits led to the identification of
their major components. Second, the study of
rare, inherited forms of disease resulted in the
discovery of the causative gene defects. In most
cases, the defective genes encode the major
components of the pathological lesions or factors
that change their levels. It follows that a toxic
property of the proteins that make up the
filamentous lesions underlies the inherited dis-
ease cases. A similar toxic property may also
cause the much more common sporadic forms of
disease. Here we review the evidence implicating
amyloid-b and tau in neurodegeneration.

Abnormal Filaments
In the electron microscope, plaques and tangles
contain abnormal filaments (8, 9). Plaque filaments
are extracellular and have the molecular fine struc-
ture of amyloid. This term refers to filamentswith a
diameter of around 10 nm that have a cross-b
structure and characteristic dye-binding properties.
Most tangle filaments have a paired helical
morphology and are also amyloid-like. Paired
helical filaments are present in nerve cell bodies,
as well as in neurites in the neuropil and at the
periphery of neuritic plaques. After the identifica-
tion of filaments (8, 9), it took another 20 years
before their major components were known. The
identification of amyloid-b as the major plaque
component and tau as the major tangle component
ushered in the modern era of research on AD (Fig.
1A). Filamentous tau deposits are also present in a
number of other neurodegenerative disorders,
including Pick’s disease (Fig. 1B).

Amyloid-b
Amyloid-b is 40 to 42 amino acids in length and
is generated by proteolytic cleavage of the much
larger amyloid precursor protein (APP), a trans-
membrane protein of unknown function with a
single membrane-spanning domain (10–13)
(Fig. 2A). The N terminus of amyloid-b is
located in the extracellular domain of APP, 28
amino acids from the transmembrane region,

and its C terminus is in the transmembrane
region. The enzymes whose activity gives rise
to the N and C termini are called b-secretase
and g-secretase, respectively. A third enzyme,
a-secretase, cleaves between residues 16 and 17,
precluding amyloid-b formation. The major
species of amyloid-b are 40 or 42 amino acids
long, and it is themore amyloidogenic 42–amino
acid form (with its two additional hydrophobic
amino acids) that is deposited first (14). In the
three-dimensional structure of the amyloid-b
fibril, residues 1 to 17 are disordered, with
residues 18 to 42 forming a b-strand–turn–b-
strand motif that contains two parallel b sheets
formed by residues 18 to 26 and 31 to 42 (15).

Mapping of the APP gene to chromosome
21, together with observation of plaques and
tangles in most elderly individuals with Down’s
syndrome (trisomy of chromosome 21), sug-
gested an important role for amyloid-b. How-
ever, direct genetic evidence was lacking. It
came from work on hereditary cerebral hemor-
rhage with amyloidosis–Dutch type (HCHWA-D),
a rare condition characterized by recurrent hemor-
rhages resulting from the deposition of amyloid-b
in cerebral blood vessel walls. HCHWA-D is
caused by a missense mutation in the amyloid-b
portion of APP (16). Six years after the purification
of amyloid-b frommeningeal blood vessels of AD
brains (10), this was the second time that cerebral
blood vessels were found to play a crucial role in
advancing the understanding of AD. Although
HCHWA-D is characterized by amyloid-b de-
posits in the walls of cerebral microvessels, it
differs from AD in several respects. Thus, when
present, dementia is vascular in origin. Further-
more, plaques are sparse and tangles absent.

In the late 1980s, it was speculated that mu-
tations in the APP gene would also be found in
familial AD, some cases of which had been
linked to chromosome 21 (17, 18). The first
such mutations were soon identified (19–21)
(Fig. 2, B and C). Amyloid-b is a normal, se-
creted product (22–24), which suggests that it
has a (still unknown) physiological function.
APP mutations increase amyloid-b production
or lead to an increased proportion of amyloid-b
ending at residue 42 (25, 26). Most mutations
flank the amyloid-b region, with the secreted
peptide being the wild type. However, several
mutations are within amyloid-b itself. Like the
HCHWA-D mutation, some of these mutations
have little effect on APP processing but increase
the propensity of amyloid-b to form fibrils (27).
Missense mutations in amyloid-b lead to
vascular deposits, parenchymal plaques, or both.
Twenty missense mutations in the APP gene
have been described (Fig. 2C). Recently, in-
creased gene dosage was identified as another
cause of disease (Fig. 2B). Duplication of theAPP
gene gives rise to amyloid-b deposition in brain
neuropil, cerebral blood vessels, or both locations,
with clinical pictures of AD or recurrent brain
hemorrhages (28, 29). These findings are remi-
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niscent of Down’s syndrome, although brain
hemorrhages are only rarely observed. They
underscore the need to understand more about
the factors that determine whether amyloid-b is
deposited in brain or vasculature. Neuronally
derived amyloid-b is transported to the vascula-
ture, where it is cleared via transport into the blood
or via the perivascular fluid drainage pathway
(30). These findings have been replicated to some
extent in transgenic mice. Expression of mutant
humanAPP in nerve cells leads to amyloid plaque
and blood vessel wall deposits (31, 32). However,
tangles and extensive nerve cell loss have not
been observed in these mouse lines.

Mutations in the APP gene account for
only a minority of familial AD cases. Link-
age studies established the presence of a
major disease locus on chromosome 14
(33), and positional cloning led to the iden-
tificationofmutationsinthepresenilin-1gene,
which encodes a polytopic membrane pro-
tein (34). Mutations in presenilin-1 are the
most common cause of familial AD.
Mutations in the related presenilin-2 gene
also give rise to AD (35, 36). More than
160 mutations in the presenilin genes
have been identified. Presenilins are
central components of the atypical as-
partyl protease complexes responsible
for the g-secretase cleavage of APP
(37, 38), but other transmembrane pro-
teins are also g-secretase substrates.
Presenilin gene mutations increase the
ratio of amyloid-b 42 to amyloid-b 40,
and this appears to result from a change
in function (39) that manifests itself in
reduced g-secretase activity. In pre-
clinical cases with presenilin-1 muta-
tions, deposition of amyloid-b 42 is an
early event (40, 41). The phenotypic
spectrum associated with presenilin gene
mutations may extend beyond AD to
encompass cases of FTLD with tau
deposits (42). If confirmed, this would
indicate that these mutations can cause
disease through amyloid-b–independent
effects. Support for this notion comes
from transgenic animal models, which
have suggested that a reduction in g-secretase
activity can lead to the hyperphosphorylation of
tau in the absence of amyloid-b deposits (43).
Unlike the presenilins, no disease-causing
mutations have been identified in the aspartyl
protease BACE1, which is identical with
b-secretase (44).

Taken as a whole, the work on familial AD
forms the bedrock of the amyloid cascade
hypothesis (45), which holds that an increase
in amyloid-b 42 triggers all cases of AD, with
tangle formation, nerve cell degeneration, and
dementia being downstream events.

Tau
It took several years of work before it was clear
that the paired helical filaments are made of full-

length, hyperphosphorylated tau, a protein
involved in microtubule assembly and stabiliza-
tion (46–53). In the human brain, six tau iso-
forms are produced from a single gene through
alternative mRNA splicing (54) (Fig. 3A). They
fall into two groups on the basis of numbers of
microtubule-binding repeats, with three isoforms
having three repeats each and three isoforms
having four repeats each. The presence or ab-
sence of N-terminal inserts distinguishes the
three isoforms in each group. In the normal
human brain, similar levels of three- and four-
repeat isoforms are expressed. In tau filaments

from AD brains, all six isoforms are present in
proportions similar to those in normal brains.
Filamentous tau deposits are also found in a
number of other neurodegenerative diseases,
including progressive supranuclear palsy (PSP),
corticobasal degeneration (CBD), Pick’s disease,
argyrophilic grain disease (AGD), and the
Parkinson-dementia complex of Guam (55). In
PSP, CBD, and AGD, the deposits are present in
nerve cells and glial cells, whereas in AD,
Pick’s disease, and the Parkinsonism-dementia
complex of Guam they are largely confined to
nerve cells. Unlike AD, these diseases all lack
amyloid-b pathology. Besides AD, several other
neurodegenerative diseases are associated with
extracellular protein deposits, such as the Abri
peptide in familial British dementia and the

prion protein (PrP) in Gerstmann-Sträussler-
Scheinker (GSS) disease. As in AD, abundant
deposits of tau form in nerve cell bodies and
around plaques in familial British dementia and
in GSS disease caused by certain PrP gene
mutations (56, 57).

Hyperphosphorylation of tau is common to
all diseases with tau filaments and may be
required for toxicity. Much is known about
phosphorylation sites and candidate protein
kinases and phosphatases, auguring well for
the development of preventive strategies aimed
at reducing tau phosphorylation (58). Whereas

the phosphorylated sites in tau are similar
in the different diseases, the isoform com-
position of tau filaments differs. In PSP,
CBD, and AGD, four-repeat tau isoforms
are present, whereas tau isoforms with three
repeats are found in Pick’s disease. All six
isoforms are present in Parkinsonism-
dementia complex ofGuam, familial British
dementia, and cases of GSS disease with
tau deposits. The molecular dissection of
tau filaments gave a complete description of
their composition and provided clues about
the mechanisms underlying their formation.
However, the relevance of tau dysfunction
for the etiology and pathogenesis of AD
and related disorders had remained unclear.
Such a connection had been suspected
because the distribution and abundance of
tau pathology correlatedwell with nerve cell
degeneration and clinical symptoms (59).
However, the identification of mutations in
the genes encoding APP and presenilin, and
the presence of tau deposits in a number of
apparently unrelated disorders, cast doubt
on the importance of tau.

The finding that mutations in the Tau
gene cause the inherited frontotemporal
dementia and parkinsonism linked to
chromosome 17 (FTDP-17) removed this
doubt (60–62). To date, 39 such mutations
have been described (Fig. 3B). FTDP-17,
which belongs to the FTLD spectrum of
diseases, is quite varied. It can present
predominantly as a dementing disorder, a
parkinsonian disease, or a condition with

motor neuron disease–like symptoms. Neurolog-
ical syndromes similar to PSP, CBD, and Pick’s
disease have also been described. Filamentous
tau inclusions are invariably present in the
absence of amyloid-b deposits. Depending on
the mutations, the inclusions are present in nerve
cells or in nerve cells and glia, and consist of
three-repeat tau, four-repeat tau, or all six
isoforms. The different isoform compositions
are reflected in varied filament morphologies.
Taumutations are located in the coding region or
the intron flanking alternatively spliced exon 10.
The latter encodes the microtubule-binding
repeat included in four-repeat tau. Functionally,
mutations fall into two largely nonoverlapping
categories: those that influence the alternative
splicing of tau pre-mRNA, and those whose

Fig. 1. The abnormal deposits that Alzheimer described. (A)
Neuritic plaques made of amyloid-b (blue) and neuro-
fibrillary tangles made of tau (brown) in Alzheimer’s disease.
(B) Pick bodies and neurites made of tau (brown) in Pick’s
disease.
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primary effect is at the protein level. In ac-
cordance with their location in the microtubule-
binding region, most missense mutations reduce
the ability of tau to interact with microtubules
(63). Some mutations also promote aggregation
into filaments. Intronic mutations and most
coding region mutations in exon 10 increase the
splicing of exon 10, leading to the relative
overproduction of four-repeat tau (61, 62, 64).
In the normal brain, a correct ratio of three-repeat
to four-repeat tau isoforms is essential for pre-
venting neurodegeneration and dementia. Multi-
plications of Tau have so far not been reported.
Although the pathway leading from amutation in
Tau to neurodegeneration is only incompletely
known, it appears likely that a reduced ability to
interact with microtubules is necessary for setting
in motion the gain of toxic function that will
cause neurodegeneration. This work is relevant
beyond FTDP-17, because it shows that when-
ever filamentous tau inclusions form in the brain,
abnormalities in tau are directly involved in the
ensuing neurodegeneration.

FTLD itself is genetically heterogeneous,
with a substantial number of cases exhibiting
tau-negative, ubiquitin-positive nerve cell in-
clusions. Mutations in the genes encoding the
apparently unconnected p97 (65), CHMP2B
(charged multivesicular body protein 2B) (66),
and, in particular, progranulin (67, 68) cause
these forms of FTLD. In contrast to Tau muta-
tions, they all appear to lead to disease through
loss of function of the mutant allele.

Haplotypes H1 and H2 characterize the Tau
gene in populations of European descent (69).
They are the result of a 900-kb genomic inver-
sion polymorphism that encompasses Tau (70).
Heterozygous microdeletions in this region give
rise to a form of mental retardation (71–73).
These findings point to a possible role for tau in
brain development and are consistent with the
notion that FTDP-17 is caused by a gain of
toxic function of tau. Inheritance of H1 is a risk
factor for PSP and CBD (69, 74, 75). An as-
sociation has also been described between H1
and idiopathic Parkinson’s disease (76), a

disease without tau pathology. H1 has been
shown to be more effective than H2 at driving
the expression of a reporter gene, which
suggests that higher levels of tau are expressed
from H1 (77). However, it remains unclear how
this could explain the preferential deposition of
four-repeat tau in PSP and CBD.

The work on FTDP-17 has led to the de-
velopment of robust transgenic mouse models
that replicate the essential molecular and cellular
features of the human tauopathies, including tau
hyperphosphorylation, filament formation, and
extensive nerve cell loss (78, 79). The crossing
of lines expressing mutant tau with lines ex-
pressing mutant APP results in enhanced tau
pathology (80).

Sporadic Alzheimer’s Disease
Most cases of AD are sporadic, with domi-
nantly inherited forms accounting for less than
1% of the total. Inheritance of the e4 allele of
apolipoprotein E (APOE) is the only well-
established genetic risk factor for sporadic AD
(81), but its mode of action is unknown.
Amyloid-b deposits are more abundant in
e4-positive than in e4-negative cases (82). In
addition, apoE4 is associated with a number
of other factors that may contribute to AD
pathology, including low glucose usage, mito-
chondrial abnormalities, and cytoskeletal dys-
function (83).

Age is a major risk factor for AD, and small
numbers of plaques and tangles form in most
individuals as they grow older (59). Tau pathol-
ogy appears first in the transentorhinal region,
from where it spreads to the hippocampus and
amygdala, followed by neocortical areas.
Amyloid-b deposits tend to appear first in the
neocortex. Both types of inclusion seem to form
independently, with tangles appearing first. At
later stages, extensive amyloid-b deposition in
the neocortex has been reported to precede
severe tangle pathology (84), leading to the
suggestion that amyloid-b deposition may exac-
erbate age-related tau pathology. This would be
consistent with what is known from cases with
APP gene mutations and duplications, where
overproduction of amyloid-b 42 is upstream of
tau dysfunction. Mutations in Tau, on the
other hand, lead to filament formation, neuro-
degeneration, and dementia but do not give
rise to amyloid-b deposits. An outstanding
question relates to the molecular nature of the
neurotoxic species. In recent years, evidence
has accumulated that suggests that oligomeric
species of amyloid-b and tau may be major
culprits (85). For tau, it appears likely that the
mere presence of abnormal filaments in nerve
cell processes is also detrimental to the parent
cell, if only because they are space-occupying
lesions that are bound to interfere with axonal
transport.

In AD, neurodegeneration is estimated to
start 20 to 30 years before the appearance of the
first clinical symptoms. The early clinical phase
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Fig. 2. Amyloid-b. (A) Generation of amyloid-b (Ab) from the amyloid precursor protein (APP).
Cleavage by b-secretase generates the N terminus and intramembranous cleavage by g-secretase
gives rise to the C terminus of amyloid-b. Cleavage by a-secretase precludes Ab formation. (B)
Duplication of the APP gene and missense mutations (black box) in the APP gene cause inherited
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is often called amnestic mild cognitive impair-
ment (aMCI) (86). The neuropathological fea-
tures of aMCI are intermediate between those of
normal aging and AD, in that tau deposits are
abundant in the entorhinal cortex and hippocam-
pus and some amyloid-b deposits are present in
the neocortex (87). For aMCI, the regional dis-
tribution of tau deposits correlates better with
the degree of cognitive impairment than does the
amyloid-b load. It has been suggested that the
transition from aMCI to AD occurs when tau
pathology spreads beyond the medial temporal
lobe. Work has so far concentrated on the
presence of deposits. In the future, it will be
important to measure levels of amyloid-b and tau
oligomers in aMCI.

The long presymptomatic phase of AD
augurs well for the development of preventive
strategies. To test their effectiveness, it will be
necessary to identify neuropathological abnor-
malities before the development of cognitive
changes. Use of Pittsburgh compound B (PIB),
a thioflavin T derivative, has already resulted in
the visualization of amyloid-b deposits in pa-
tients with AD and in some nondemented elderly
individuals (88), which suggests that imaging
with PIB can detect clinical and preclinical
disease. In the future, it may also become pos-

sible to image tau deposits in the living human
brain.

Closing Remarks
The protein deposits described by Alzheimer are
at the center of current work. Although much has
been learned, major questions remain. Perhaps
the greatest unknown relates to the links between
amyloid-b and tau. Another important question
concerns the mechanisms that determine the
selective vulnerability of defined neuronal and
glial populations. A related issue has to do with
the molecular species that cause nerve cell de-
generation. During his lifetime, Alzheimer was
best known for his clinicopathological studies of
neurosyphilis, then a pressing problem in psy-
chiatry and the prime example of an organic brain
disorder. It receded after advances in micro-
biology and the advent of chemotherapeutics and
antibiotics. The hope is that in the not too distant
future, on the basis of the knowledge gained, safe
and effective treatments will also become avail-
able for AD and related disorders.
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100 Years and Counting: Prospects for
Defeating Alzheimer’s Disease
Erik D. Roberson and Lennart Mucke*

This week marks a century since the first description of Alzheimer's disease (AD). Despite
approval of several drugs for AD, the disease continues to rob millions of their memories and
their lives. Fortunately, many new therapies directly targeting the mechanisms underlying AD are
now in the pipeline. Among the investigative AD therapies in clinical trials are several strategies to
block pathogenic amyloid-b peptides and to rescue vulnerable neurons from degeneration.
Complementary but less mature strategies aim to prevent the copathogenic effects of
apolipoprotein E and the microtubule-associated protein tau. New insights into selective neuronal
vulnerability and the link between aging and AD may provide additional entry points for
therapeutic interventions. The predicted increase in AD cases over the next few decades makes the
development of better treatments a matter of utmost importance and urgency.

It used to be said that neurologic diseases
were easy to diagnose but impossible to
treat. Today, effective treatments are avail-

able for many neurologic conditions, but for
the 4.6 million new patients worldwide who
will be affected by AD this year (1), the old
mantra still rings too true. Although multiple
drugs have now been approved, their expected
benefits are modest. One hundred years after the
discovery of AD, the lack of treatments with a
major impact might be discouraging. Fortunately,
basic research is identifying many of the path-
ways that contribute to this devastating disease
(Fig. 1), providing unprecedented opportunities
for the development of new treatments aimed at
the root causes of AD.Here, we review several of
these efforts and consider both shorter- and
longer-term prospects for effectively treating AD.

Current Standard of Care
Five drugs are approved in the United States
for the treatment of AD (2, 3), although tacrine
is now rarely used because of hepatotoxicity
(Table 1). Cholinesterase inhibitors are designed
to combat impairment of cholinergic neurons by
slowing degradation of acetylcholine after its re-
lease at synapses. Memantine prevents overstim-
ulation of the N-methyl-D-aspartate (NMDA)
subtype of glutamate receptors, which may

contribute to the pathogenesis of AD and other
neurodegenerative conditions by causing excito-
toxicity (4). In clinical trials, both cholinesterase
inhibitors and memantine have shown beneficial
but modest effects on cognitive test scores,
behavioral measures, and functional outcomes
(5–9). However, because the benefits of cholin-
esterase inhibitors are small and may be seen in
only a subset of patients, their cost effectiveness
has been questioned (10). Because memantine is
beneficial in patients already taking cholinester-
ase inhibitors and may even reduce their side
effects, the two are often used together (9). Many
AD patients also receive antipsychotics or anti-
depressants to manage neuropsychiatric and
behavioral symptoms or take over-the-counter
preparations whose therapeutic value is un-
certain, including ginkgo biloba and vitamins C
and E (2, 11–14).

In the Pipeline: Targeting Ab
The marginal benefits of current therapies
emphasize the need for more potent AD drugs.
Several new compounds are now being tested
for safety (phase I and IIA) and efficacy (phase
IIB and III) in clinical trials (Table 2) (15). To
date, emphasis has been on strategies to reduce
the pathogenicity of amyloid-b (Ab) peptides
(16), widely believed to play a key role in AD.

Reducing Ab production is one goal. Ab is
generated from the amyloid precursor protein,
APP, via sequential cleavage by b- and g-secretase
(Fig. 2). g-Secretase inhibitors have reached
clinical trials, but published results are limited.
One compound, LY450139, was well tolerated

and reduced the amount of Ab in the plasma,
but not in the cerebrospinal fluid (CSF) (17).
The potential for dose escalation is limited,
because g-secretase also cleaves other substrates,
including Notch, and nonselective g-secretase
inhibitors have deleterious effects on embryo-
genesis in zebrafish and on lymphoid and gastro-
intestinal tissues in mammals (18, 19).

Thus, several approaches are being pursued
to design next-generation g-secretase drugs that
selectively reduce APP cleavage (Fig. 2). As
opposed to the standard strategy of inhibiting
proteases by blocking their active sites, one
approach targets the substrate-docking site of
g-secretase to selectively interfere with APP
binding (20). Another idea capitalizes on the
observation that g-secretase has an adenosine
triphosphate (ATP)–binding site that selectively
modulates APP processing (21). Blocking this
site inhibits APP, but not Notch, cleavage (22).
Yet another approach is to modulate, rather than
inhibit, g-secretase activity. Besides the g site,
g-secretase also cleaves at amore C-terminal e site
critical for proper Notch signaling. The TMP21
accessory component of g-secretase suppresses
g-cleavage without affecting e-cleavage of APP
or Notch, suggesting a means to inhibit Ab
production without Notch-dependent adverse
effects (23). Lastly, even at the g site, APP can be
cleaved at different positions, creating 40– or 42–
amino acid forms; the Ab42 peptide appears to be
the most pathogenic. Certain nonsteroidal anti-
inflammatory drugs (NSAIDs) allosterically mod-
ulate g-secretase to favor production of Ab40 over
Ab42 (24, 25) and are now in phase III trials.

b-Secretase, whose cleavage of APP pre-
cedes that of g-secretase (Fig. 2), is another
prime target to inhibit Ab production. It has
fewer known substrates than g-secretase and a
more benign gene-knockout phenotype in mice
(26), suggesting that b-secretase inhibitors may
be safer than g-secretase inhibitors. Genetic
elimination of b-secretase prevented memory
deficits in human APP transgenic mice (27). For
structural reasons, it has been more difficult to
design small-molecule inhibitors for b-secretase
than for g-secretase, but this problem appears to be
surmountable (26). Other APP-cleaving enzymes
might also be good targets. Stimulating a-secretase
can reduce Ab because the enzyme cleaves APP
within Ab (28–30). Preventing caspase cleavage
of the APP intracellular domain may also be
beneficial (31).
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Promoting Ab clearance by immune mech-
anisms is another promising approach (32). In a
phase II trial, active immunization with Ab42
plus adjuvant appeared to reduce amyloid de-
posits in some brain regions, improve certain
cognitive measures, and ameliorate CSF abnor-
malities in patients who developed antibodies
(about 20% of those in the treatment group).
However, the trial was halted because 6% of
immunized patients developed meningoenceph-
alitis (32). Because this complication was likely
mediated by a T helper 1 (TH1)–cell response,
much effort has been made to circumvent that
arm of the immune response while preserving
the beneficial effect of antibodies against Ab
(anti-Ab) on amyloid removal by microglia and
blood-derived macrophages (32).

One approach is passive immunization with
anti-Ab, avoiding the T cell response (33). Al-
though passive immunization resulted in cere-
bral microhemorrhages in some human APP
transgenic mouse lines (34), antibody deglyco-
sylation circumvents this complication (35). An
ongoing phase IIA trial of passive immunization
has progressed to an advanced stage without
interruptions due to adverse events.

Active immunization with Ab may still be
useful too. In APP transgenic mice, immuniza-
tion with the Ab1–15 fragment (36) or with Ab
coupled to carrier protein (32) led to amyloid

clearance without activating the undesired T
cell response. Delivering Ab through the nasal
mucosa may also avoid adverse T cell effects
seen with intramuscular injections (37). How-
ever, given the complications of the original
immunization trial, the utmost caution is re-
quired in extrapolating these results to humans.
Interestingly, the immune-modulatory poly-
peptide glatiramer effectively cleared amyloid
deposits in APP mice independently of anti-Ab
(38). This drug is already used to treat multiple
sclerosis and will likely soon be tested in AD
patients.

Lastly, certain small molecules disrupt Ab
aggregation. Although published data are lim-
ited, such compounds show promise in animal
models (39, 40) and are in phase III clinical
trials.

Clinical Trials Beyond Ab
Not all current clinical trials are aimed at Ab.
Because depletion of nerve growth factor (NGF)
may contribute to loss of cholinergic neurons in
AD, boosting NGF has been pursued using
several strategies (41). In the boldest procedure,
fibroblasts are isolated from AD patients,
transduced with an NGF-encoding viral vector,
and implanted stereotactically into the forebrains
of patients (42). Although only eight subjects
were tested in the phase I trial, the procedure was

reasonably well tolerated when carried out under
full anesthesia and may have improved cogni-
tive performance and cerebral perfusion.

Several “off-the-shelf” drugs are also being
tested for efficacy in AD. For example, NSAIDs
(43) and cholesterol-lowering statins (44) were
associated with decreased risk of developingAD
in retrospective series. Prospective trials,
though, have been mostly disappointing. Some
interpret the negative prospective trials as too
little too late and argue for retesting in prevention
trials. Others suspect that the negative trials reflect
the weaknesses of retrospective data, e.g., that
other factors distinguish NSAID users from non-
users and may be responsible for the differential
AD risk. Because prevention trials are generally
even larger and more expensive than treatment
trials, this issue has major implications for
resource allocation in the field, and debate
remains about whether funds would be better
devoted to supporting more basic research and
developing more effective drugs.

Fig. 1. Molecular and cellular processes presumed to participate in AD pathogenesis. Ab peptides
produced by neurons and other brain cells aggregate into a variety of assemblies, some of which
impair synapses and neuronal dendrites, either directly or through the engagement of glial loops.
Build-up of pathogenic Ab assemblies could result from increased production or aggregation or
from deficient clearance mechanisms. ApoE4 and tau promote Ab-induced neuronal injury and also
have independent adverse effects. Microglia could be beneficial or harmful, depending on which
of their signaling cascades and functions are engaged. This multifactorial scenario leads to
progressive disintegration of neural circuits, isolation and loss of neurons, network failure, and
neurological decline.

Table 1. Food and Drug Administration–
approved treatments for AD.

Drug Approved for

Cholinesterase inhibitors
Donepezil Mild to moderate AD
Galantamine Mild to moderate AD
Rivastigmine Mild to moderate AD
Tacrine Mild to moderate AD

NMDA receptor antagonist
Memantine Moderate to severe AD

Table 2. Selected treatments in clinical trials
for AD. For more information on these and
other trials, see (15, 89, 90).

Treatment strategies

Phase III
Ab aggregation inhibitors

Antioxidants
g-Secretase modulators

NGF mimics
PPARg agonists

HMG-CoA reductase inhibitors (statins)
Phase II

Ampakines
Calcium channel blockers
GABA receptor antagonists

g-Secretase inhibitors
Glycogen synthase kinase inhibitors

Intravenous immunoglobulin
Muscarinic receptor agonists
New cholinesterase inhibitors
Nicotinic receptor modulators
Passive Ab immunization

Phosphodiesterase inhibitors
Serotonin receptor antagonists

Phase I
Active Ab immunization

NGF gene therapy
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The pleiotropic actions of NSAIDs and
statins complicate matters further. For example,
some NSAIDs have anti-Ab as well as anti-
inflammatory properties (43). Notably, most
negative prospective NSAID trials tested only
selective cyclooxygenase 2 (COX-2) inhibitors
(to reduce gastrointestinal side effects), but these
drugs lack the anti-Ab effects of other NSAIDs
and may even increase Ab production (43, 45).
Whether optimized NSAIDs that safely combine
anti-Ab and anti-inflammatory activities will be
more efficacious remains to be determined.

Lastly, several drugs have been developed to
ameliorate AD-related abnormalities
bymodulating various neurotransmitter
receptors (Table 2) (15). Some provide
primarily symptomatic benefits and
others may directly target AD patho-
genesis, but their effectiveness in AD
remains unclear (15).

Neglected Opportunities
The apolipoprotein E (APOE) e4 allele
has emerged as the major genetic risk
factor for AD, whereas individuals with
e2/e2 or e3/e2 genotypes rarely develop
the disease (46, 47). Nature seems to be
suggesting an important avenue toward
treating this disease, but specific strat-
egies had been lacking. However, prom-
ising new approaches to counteracting
the adverse effects of apoE4 or leverag-
ing the beneficial effects of apoE2 or
apoE3 are beginning to emerge from
basic research (48, 49).

The two domains of apoE interact
more closely with each other in apoE4
than in the other apoE isoforms, which
may account for many of apoE4’s
adverse effects (48, 49). Compounds
that disrupt domain interaction, induc-
ing apoE4 to adopt a more beneficial
structure and function, are being devel-
oped. In addition, selective pathogenic
cleavage of apoE4 yields a truncated
apoE that may impair mitochondrial
energy production and disrupt the
cytoskeleton (Fig. 1). When identified,
the putative apoE-cleaving enzyme may be an
attractive drug target (49). Complementary ef-
forts exploit the differential effects of apoE
isoforms on the formation and clearance of amy-
loid deposits (50–52).

Another molecule that may have been inad-
vertently overshadowed byAb is themicrotubule-
associated protein tau, the main constituent of
neurofibrillary tangles. Tau undergoes many
AD-related posttranslational modifications (53).
Tau phosphorylation increases dramatically in
AD (54), suggesting tau kinase inhibitors as
an AD treatment. Lithium, which inhibits tau
phosphorylation with beneficial effects in animal
models, is in clinical trials. However, potential
redundancy between the many kinases that
phosphorylate tau and uncertainty about which

phosphorylation events are truly pathogenic raise
challenging issues in the design of tau kinase
inhibitors. Other approaches to tau include
blocking its aggregation, either directly (55) or
by inhibiting its proteolysis (56). Because
hyperphosphorylated tau tends to dissociate
from microtubules, reducing their stability,
microtubule-stabilizing drugs represent an alter-
native approach (57).

Another approach to apoE, tau, and evenAPP
may be reducing their overall amounts without
targeting particular posttranslational modi-
fications; because mild (~20%) overexpression

of APP or tau increases AD risk (58, 59), re-
ducing their overall concentrations by a similar
magnitude might decrease AD risk. Even com-
plete ablation of these proteins in knockout mice
is rather well tolerated (60–62). Small molecules
that suppress APP or tau concentrations have al-
ready been identified (63, 64). Proof-of-principle
studies are needed to determine whether such
strategies will prevent cognitive impairment in
animal models of AD.

Unresolved Questions with Therapeutic
Implications
Basic research has paved the way to new drugs in
clinical trials, but several fundamental questions
about AD remain. Resolving these issues could
usher in the next generation of therapeutics.

The selective vulnerability of specific neu-
ronal populations to AD is one such issue. It is
unclear whether this vulnerability relates to cell-
autonomous structural, biochemical, or electro-
physiological properties; to interactions with glial
cells; or to the extracellularmilieu in specific brain
regions. Recent studies have added yet another
possibility to the list: differences in neuronal ac-
tivities within distinct neural networks.

There is striking overlap between the ana-
tomic regions most affected by AD and the
“default-mode” network, active when the mind
is focused on nothing in particular (65, 66). Be-

cause neuronal activity increases the
production and release of Ab, excessive
activity in the default-mode network
might make it vulnerable to AD (66–68).
This pathogenic interaction may also ex-
plain, at least in part, the beneficial effects
of mental activity and environmental en-
richment (69, 70), which should decrease
activity and, thus, Ab in this network.
Rapid fluctuations of cognitive function
that cannot be explained by neuronal
loss raise additional possibilities for the
therapeutic modulation of network ac-
tivities (71).

Another important question relates to
the link between aging and neuro-
degenerative disorders. Can it be manip-
ulated to prevent or delayAD?A cadre of
peptidases is essential to clear Ab from
the brain (72–74), and their activity
appears to decline with age, possibly
contributing to AD (74–76). Boosting
Ab-degrading enzymes, such as neprily-
sin (77, 78), endothelin-converting en-
zyme (79), or cathepsin B (74), protects
transgenic mice from Ab, highlighting
their therapeutic potential. Because it is
difficult to pharmacologically activate
these enzymes, the best way to lever-
age their Ab-degrading activities may be
through druggable factors that regulate
them naturally (79, 80).

Oxidative stress is a widely explored
link between aging and neurodegener-
ative diseases (4, 14). Given the ample

evidence for oxidative stress in AD, it is surpris-
ing that trials of antioxidants, such as vitamins C
and E, have yielded mostly disappointing results
(12, 14). Have the right compounds not yet been
tested? Trials of other antioxidants such as coen-
zyme Q10 and curcumin are ongoing. Or might
it be better to focus on activating intrinsic de-
fense systems, for example, through caloric re-
striction, which reduces oxidative stress, delays
aging, and may lower AD risk (81, 82)?

Stem cells are often touted as a potential AD
treatment. However, even beyond the much-
discussed ethical and political hurdles, there are
important scientific questions about potential
use of stem cells for AD (83–85). For example,
AD affects different types of neurons in multiple
brain regions; how many must be replaced, and

Fig. 2. Drug targets involved in Ab production and assembly. Ab
production depends on sequential proteolytic cleavage of APP by
b-secretase (marked 1), also known as b-site APP-cleaving enzyme
1 (BACE1), and the multiprotein g-secretase complex (2) (88).
g-Secretase targets include the enzyme’s active site, substrate
docking site, and ATP-binding site (2a to 2c) and its predilection for
g- versus e-cleavage (2d) or for generating Ab42 versus Ab40 (2e).
The pathogenicity of released Ab peptides depends on self-assembly
(3). APP cleavage by a-secretases (ADAM family metalloproteases)
prevents Ab production (4). Caspase cleavage of the APP intra-
cellular domain (AICD) generates a C31 fragment (5) that may
participate in Ab-induced toxicity or act independently.
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can stem cells differentiate into all the necessary
populations? Would stem cell grafts integrate
both structurally and functionally into vulnerable
neuronal networks?Ormight these grafts provide
benefits through integration-independent effects,
such as neurotrophin release? In either case, will
the aged brain support their therapeutic activities?
Moreover, will their treatment capacity be limited
in the milieu of Ab, apoE4, tau, and inflamma-
tory mediators found in the AD brain? Definitive
answers to these questions are needed but may
not become available for many years.

Lastly, when exactly does AD begin, and
how early will one have to intervene with patho-
genic mechanisms to prevent its clinical mani-
festations? More and more emphasis is being
placed on early detection, based on the reason-
able assumption that AD will be easier to
prevent than reverse. Whether earlier really is
better will depend, in large part, on the safety
and side effect profiles of emerging AD treat-
ments, as highlighted by ongoing debates about
the best timing for treatments of other chronic
conditions, such as HIV infection and Parkin-
son’s disease (86, 87).

Conclusions
When the secretases that produce Ab were first
identified in the late 1990s, some people felt that
the writing was on the wall for AD: A little effort
on protease inhibitor development and the end
was near. Today, most are substantially more
circumspect, and there seems to be consensus
that multiple drugs will be required. For one, the
field now recognizes the important pathogenic
roles of molecules beyond Ab. Indeed, it seems
likely that, for example, an AD patient with a
genetic mutation causing Ab overproduction
and an AD patient with two APOE e4 alleles
plus a history of head trauma might benefit from
different regimens, one focused on lowering Ab
and the other including apoE-targeting drugs
and neuroprotectants.

The need for drugs with different modes of
action and for individualized regimens creates
imposing challenges. Clinical trials must care-
fully consider their inclusion and exclusion
criteria, and subgroup analysis becomes critical.
Better synergy between industry and academia
is required to speed the transition from target
identification to drug development. Funding
must increase to reduce the mismatch between
the rapidly growing economic threat from AD
and the limited resources available to fight it.

Notwithstanding these challenges, there is
good reason for optimism. With the many ex-
citing prospects now in the pipeline and the
steady flow of insights into disease pathogenesis
from basic laboratories, the arsenal of clinicians

fighting AD should be more fully stocked at the
next major anniversary of Alzheimer’s discovery.
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Accelerated Evolution of Conserved
Noncoding Sequences in Humans
Shyam Prabhakar,1,2* James P. Noonan,1,2* Svante Pääbo,3 Edward M. Rubin1,2†

Traits that distinguish humans from other
primates originated in human-specificDNA
sequence changes. To investigate whether

gene regulatory or other functional noncoding
elements in the human genome bear the signature
of accelerated evolution, we determined the
occurrence of human-specific substitutions in
110,549 conserved noncoding sequences (CNSs)
previously identified by whole-genome sequence
comparisons (1).

To identify CNSs that accelerated
in the human lineage, we developed
a test statistic that evaluated the like-
lihood of observing the configuration
of human-specific substitutions pres-
ent in a given CNS. We assigned
each CNS a human-acceleration P
value based on the probability of
observing a configuration of equal
or smaller likelihood under the null
model of constrained evolution (1).
We identified 992 elements with a
significant excess of human-specific
substitutions at P ≤ 0.005, 79%more
than we would expect to see by
chance (Fig. 1A and table S1).

To ascertain whether accelerated
CNSs disproportionately occur near
genes with particular functions, we
obtained the Gene Ontology (GO) an-
notations of the closest neighboring
RefSeqgene for all 110,549CNSs and
assigned those annotations to each
CNS. Our method explicitly ac-
counted for the unequal distribution
of CNSs among GO categories. We
then sought to identify GO terms with
a significant excess of accelerated CNSs after
correcting for variation in statistical power across
CNSs (1). P value thresholds were set to adjust for
multiple testing.

The cellular component GO term most sig-
nificantly enriched in accelerated CNSs was
basal lamina (Fig. 1B and table S1). Of the 12
accelerated CNSs in this category, 9 were
associated with the dystrophin-associated gly-
coprotein complex, disruptions of which cause
muscle and neuronal diseases (2, 3). Cell ad-
hesion was the only biological process display-
ing a significant excess of CNSs accelerated in
human (Fig. 1B and table S1). Many of these

CNSs were associated with genes involved in
neuronal cell adhesion, such as cadherins and
protocadherins, contactins, and neuroligins. To
quantify this observation, we constructed a
composite neuronal adhesion GO term by in-
tersecting GO cell adhesion genes with genes
annotated in the Entrez Gene database as
having evidence of neuronal function. We
chose this approach because neuronal adhesion
genes are poorly annotated in GO. We found a

significant excess of accelerated CNSs neigh-
boring genes with both GO cell adhesion and
Entrez Gene neuronal annotations [P = 0.0069,
one-tailed power-adjusted exact test (1) (Fig.
1C and table S1)]. However, when these
overlapping accelerated CNSs were removed
from the analysis, the number of accelerated
CNSs with only GO cell adhesion or Entrez
Gene neuronal function annotations was not
significantly greater than expected. Thus, the
strongest signal of human-specific noncoding
sequence evolution that we detected was near
genes specifically involved in neuronal cell
adhesion.

To determine whether the pattern of CNS
acceleration in humans was recapitulated in other
lineages, we identified accelerated CNSs in
chimpanzee and mouse (1). We observed 1050
accelerated CNSs in chimpanzee, only 34 of
which were also accelerated in human, indicating
a general lack of overlap (table S1). However,
CNSs accelerated in chimpanzee were also
significantly enriched near neuronal cell adhesion
genes (expected = 54, observed = 70, P = 0.018).
This suggests independent accelerated evolu-
tion of neuronal cell adhesion functions in the
human and chimpanzee lineages. For the 4607
CNSs accelerated in mouse, we did not detect
any enrichment near neuronal cell adhesion
genes (P = 0.99).

It is unlikely that acceleration of neuronal
adhesion CNSs in humans and chimpanzees
resulted in the same neuronal phenotypes, be-

cause the CNSs accelerated in the
two lineages are largely disjoint and
would therefore have had different
consequences for brain development
and cognitive function. Our findings
do suggest that cis-regulatory and
other noncoding changes may have
contributed to the modifications in
brain development and function that
gave rise to uniquely human cogni-
tive traits.
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Fig. 1. (A) Numbers of human-specific substitution observed versus the
uniform distribution expected by random chance. (B) GO biological process and
cellular component terms enriched in accelerated CNSs. Enrichment P values
were calculated with the power-adjusted exact test (one-tailed) (1). (C) Human-
accelerated CNSs are disproportionately associated with genes functioning
specifically in neuronal cell adhesion. Error bars indicate 1s.
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Impacts of Biodiversity Loss on
Ocean Ecosystem Services
Boris Worm,1* Edward B. Barbier,2 Nicola Beaumont,3 J. Emmett Duffy,4
Carl Folke,5,6 Benjamin S. Halpern,7 Jeremy B. C. Jackson,8,9 Heike K. Lotze,1
Fiorenza Micheli,10 Stephen R. Palumbi,10 Enric Sala,8 Kimberley A. Selkoe,7
John J. Stachowicz,11 Reg Watson12

Human-dominated marine ecosystems are experiencing accelerating loss of populations and
species, with largely unknown consequences. We analyzed local experiments, long-term regional
time series, and global fisheries data to test how biodiversity loss affects marine ecosystem services
across temporal and spatial scales. Overall, rates of resource collapse increased and recovery
potential, stability, and water quality decreased exponentially with declining diversity. Restoration
of biodiversity, in contrast, increased productivity fourfold and decreased variability by 21%, on
average. We conclude that marine biodiversity loss is increasingly impairing the ocean's capacity to
provide food, maintain water quality, and recover from perturbations. Yet available data suggest
that at this point, these trends are still reversible.

What is the role of biodiversity in main-
taining the ecosystem services on
which a growing human population

depends? Recent surveys of the terrestrial
literature suggest that local species richness
may enhance ecosystem productivity and sta-
bility (1–3). However, the importance of bio-
diversity changes at the landscape level is less
clear, and the lessons from local experiments
and theory do not seem to easily extend to long-
term, large-scale management decisions (3).
These issues are particularly enigmatic for the
world’s oceans, which are geographically large
and taxonomically complex, making the scal-
ing up from local to global scales potentially
more difficult (4). Marine ecosystems provide a
wide variety of goods and services, including
vital food resources for millions of people (5, 6).
A large and increasing proportion of our pop-
ulation lives close to the coast; thus the loss of
services such as flood control and waste de-
toxification can have disastrous consequences
(7, 8). Changes in marine biodiversity are

directly caused by exploitation, pollution, and
habitat destruction, or indirectly through cli-
mate change and related perturbations of ocean
biogeochemistry (9–13). Although marine
extinctions are only slowly uncovered at the
global scale (9), regional ecosystems such as
estuaries (10), coral reefs (11), and coastal (12)
and oceanic fish communities (13) are rapidly
losing populations, species, or entire functional
groups. Although it is clear that particular

species provide critical services to society (6),
the role of biodiversity per se remains untested
at the ecosystem level (14). We analyzed the
effects of changes in marine biodiversity on
fundamental ecosystem services by combining
available data from sources ranging from small-
scale experiments to global fisheries.

Experiments. We first used meta-analysis
of published data to examine the effects of
variation in marine diversity (genetic or species
richness) on primary and secondary produc-
tivity, resource use, nutrient cycling, and eco-
system stability in 32 controlled experiments.
Such effects have been contentiously debated,
particularly in the marine realm, where high
diversity and connectivity may blur any deter-
ministic effect of local biodiversity on eco-
system functioning (1). Yet when the available
experimental data are combined (15), they
reveal a strikingly general picture (Fig. 1). In-
creased diversity of both primary producers
(Fig. 1A) and consumers (Fig. 1B) enhanced
all examined ecosystem processes. Observed
effect sizes corresponded to a 78 to 80%
enhancement of primary and secondary pro-
duction in diverse mixtures relative to mono-
cultures and a 20 to 36% enhancement of
resource use efficiency (Fig. 1, A and B).

Experiments that manipulated species di-
versity (Fig. 1B) or genetic diversity (Fig. 1C)
both found that diversity enhanced ecosystem
stability, here defined as the ability to withstand
recurrent perturbations. This effect was linked
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Canada B3H 4J1. 2Department of Economics and Finance,
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5Department of Systems Ecology, Stockholm University,
Stockholm, SE-106 91 Sweden. 6Beijer International Institute
of Ecological Economics, Royal Swedish Academy of Sciences,
SE-104 05, Stockholm, Sweden. 7National Center for
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Fig. 1. Marine bio-
diversity and ecosystem
functioning in controlled
experiments. Shown are
response ratios [ln(high/
low diversity) ±95% con-
fidence interval (CI)] of
ecosystem processes to
experimental manipula-
tions of species diversity
of (A) primary producers
(plants and algae), and
(B) consumers (herbivores
and predators). Increased
diversity significantly en-
hanced all examined eco-
system functions (0.05 >
P > 0.0001). The number
of studies is given in
parentheses. (C) Genetic
diversity increased the
recovery of seagrass eco-
systems after overgrazing
(solid circles) and climatic
extremes (open circles).
(D) Diet diversity en-
hanced reproductive ca-
pacity in zooplankton
over both the average-
and best-performing
monocultures.
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to either increased resistance to disturbance (16) or
enhanced recovery afterward (17). A number of
experiments on diet mixing further demonstrated
the importance of diverse food sources for
secondary production and the channeling of that
energy to higher levels in the food web (Fig. 1D).
Different diet items were required to optimize
different life-history processes (growth, survival,
and fecundity), leading to maximum total produc-
tion in the mixed diet. In summary, experimental
results indicate robust positive linkages between
biodiversity, productivity, and stability across
trophic levels in marine ecosystems. Identified
mechanisms from the original studies include com-
plementary resource use, positive interactions, and
increased selection of highly performing species
at high diversity.

Coastal ecosystems. To test whether exper-
imental results scale up in both space and time,
we compiled long-term trends in regional bio-
diversity and services from a detailed database of
12 coastal and estuarine ecosystems (10) and
other sources (15). We examined trends in 30 to
80 (average, 48) economically and ecologically
important species per ecosystem. Records over
the past millennium revealed a rapid decline of
native species diversity since the onset of
industrialization (Fig. 2A). As predicted by
experiments, systems with higher regional
species richness appeared more stable, showing
lower rates of collapse and extinction of
commercially important fish and invertebrate
taxa over time (Fig. 2B, linear regression, P <
0.01). Overall, historical trends led to the present
depletion (here defined as >50% decline over
baseline abundance), collapse (>90% decline),
or extinction (100% decline) of 91, 38, or 7%
of species, on average (Fig. 2C). Only 14%
recovered from collapse (Fig. 2C); these species
were mostly protected birds and mammals.

These regional biodiversity losses impaired
at least three critical ecosystem services (Fig.
2D): number of viable (noncollapsed) fisheries
(–33%); provision of nursery habitats such as
oyster reefs, seagrass beds, and wetlands (–69%);
and filtering and detoxification services provided
by suspension feeders, submerged vegetation,
and wetlands (–63%). Loss of filtering services
probably contributed to declining water quality
(18) and the increasing occurrence of harmful
algal blooms, fish kills, shellfish and beach
closures, and oxygen depletion (Fig. 2E).
Increasing coastal flooding events (Fig. 2E) are
linked to sea level rise but were probably
accelerated by historical losses of floodplains
and erosion control provided by coastal wetlands,
reefs, and submerged vegetation (7). An
increased number of species invasions over time
(Fig. 2E) also coincided with the loss of native
biodiversity; again, this is consistent with exper-
imental results (19). Invasions did not compen-
sate for the loss of native biodiversity and
services, because they comprised other species
groups, mostly microbial, plankton, and small
invertebrate taxa (10). Although causal relation-

ships are difficult to infer, these data suggest that
substantial loss of biodiversity (Fig. 2, A and C)
is closely associated with regional loss of
ecosystem services (Fig. 2D) and increasing risks
for coastal inhabitants (Fig. 2E). Experimentally
derived predictions that more species-rich sys-
tems should be more stable in delivering
services (Fig. 1) are also supported at the
regional scale (Fig. 2B).

Large marine ecosystems. At the largest
scales, we analyzed relationships between bio-
diversity and ecosystem services using the global
catch database from the United Nations Food and
AgricultureOrganization (FAO) and other sources
(15, 20). We extracted all data on fish and in-
vertebrate catches from 1950 to 2003 within all
64 large marine ecosystems (LMEs) worldwide.
LMEs are large (>150,000 km2) ocean regions
reaching from estuaries and coastal areas to the
seaward boundaries of continental shelves and

the outer margins of the major current systems
(21). They are characterized by distinct bathym-
etry, hydrography, productivity, and food webs.
Collectively, these areas produced 83% of global
fisheries yields over the past 50 years. Fish di-
versity data for each LME were derived inde-
pendently from a comprehensive fish taxonomic
database (22).

Globally, the rate of fisheries collapses, defined
here as catches dropping below 10% of the
recorded maximum (23), has been accelerating
over time, with 29% of currently fished species
considered collapsed in 2003 (Fig. 3A, diamonds).
This accelerating trend is best described by a power
relation (y = 0.0168x1.8992, r = 0.96, P < 0.0001),
which predicts the percentage of currently col-
lapsed taxa as a function of years elapsed since
1950. Cumulative collapses (including recovered
species) amounted to 65% of recorded taxa (Fig.
3A, triangles; regression fit: y = 0.0227x2.0035,

Fig. 2. Regional loss of species diversity and ecosystem services in coastal oceans. (A) Trends of
collapse (circles, >90% decline) and extinction (triangles, 100% decline) of species over the past 1000
years. Means and standard errors are shown (n = 12 regions in Europe, North America, and Australia).
(B) Percentage of collapsed (circles) and extinct (triangles) fisheries in relation to regional fish species
richness. Significant linear regression lines are depicted (P < 0.01). (C to E) Relative losses or gains in
(C) biodiversity, (D) ecosystem services, and (E) risks that are associated with the loss of services. The
number of studies is given in parentheses; error bars indicate standard errors.
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r = 0.96, P < 0.0001). The data further revealed
that despite large increases in global fishing
effort, cumulative yields across all species and
LMEs had declined by 13% (or 10.6 million
metric tons) since passing a maximum in 1994.

Consistent with the results from estuaries and
coastal seas (Fig. 2B), we observed that these
collapses of LME fisheries occurred at a higher
rate in species-poor ecosystems, as compared
with species-rich ones (Fig. 3A). Fish diversity

varied widely across LMEs, ranging from ~20 to
4000 species (Fig. 3B), and influenced fishery-
related services in several ways. First, the
proportion of collapsed fisheries decayed expo-
nentially with increasing species richness (Fig.
3C). Furthermore, the average catches of non-
collapsed fisheries were higher in species-rich
systems (Fig. 3D). Diversity also seemed to
increase robustness to overexploitation. Rates of
recovery, here defined as any post-collapse
increase above the 10% threshold, were positive-
ly correlated with fish diversity (Fig. 3E). This
positive relationship between diversity and recov-
ery became stronger with time after a collapse
(5 years, r = 0.10; 10 years, r = 0.39; 15 years, r =
0.48). Higher taxonomic units (genus and family)
produced very similar relationships as species
richness in Fig. 3; typically, relationships became
stronger with increased taxonomic aggregation.
This may suggest that taxonomically related
species play complementary functional roles in
supporting fisheries productivity and recovery.

A mechanism that may explain enhanced
recovery at high diversity is that fishers can
switch more readily among target species,
potentially providing overfished taxa with a
chance to recover. Indeed, the number of fished
taxa was a log-linear function of species richness
(Fig. 3F). Fished taxa richness was negatively
related to the variation in catch from year to year
(Fig. 3G) and positively correlated with the total
production of catch per year (Fig. 3H). This
increased stability and productivity are likely due
to the portfolio effect (24, 25), whereby a more
diverse array of species provides a larger number
of ecological functions and economic opportu-
nities, leading to a more stable trajectory and
better performance over time. This portfolio
effect has independently been confirmed by eco-
nomic studies of multispecies harvesting rela-
tionships in marine ecosystems (26, 27). Linear
(or log-linear) relationships indicate steady in-
creases in services up to the highest levels of
biodiversity. This means that proportional species
losses are predicted to have similar effects at low
and high levels of native biodiversity.

Marine reserves and fishery closures. A
pressing question for management is whether
the loss of services can be reversed, once it has
occurred. To address this question, we analyzed
available data from 44 fully protected marine
reserves and four large-scale fisheries closures
(15). Reserves and closures have been used to
reverse the decline of marine biodiversity on
local and regional scales (28, 29). As such, they
can be viewed as replicated large-scale ex-
periments. We used meta-analytic techniques
(15) to test for consistent trends in biodiversity
and services across all studies (Fig. 4).

We found that reserves and fisheries closures
showed increased species diversity of target and
nontarget species, averaging a 23% increase in
species richness (Fig. 4A). These increases in
biodiversity were associated with large in-
creases in fisheries productivity, as seen in the
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Fig. 3. Global loss of species from LMEs. (A) Trajectories of collapsed fish and invertebrate taxa over
the past 50 years (diamonds, collapses by year; triangles, cumulative collapses). Data are shown for all
(black), species-poor (<500 species, blue), and species-rich (>500 species, red) LMEs. Regression lines
are best-fit power models corrected for temporal autocorrelation. (B) Map of all 64 LMEs, color-coded
according to their total fish species richness. (C) Proportion of collapsed fish and invertebrate taxa, (D)
average productivity of noncollapsed taxa (in percent of maximum catch), and (E) average recovery of
catches (in percent of maximum catch) 15 years after a collapse in relation to LME total fish species
richness. (F) Number of fished taxa as a function of total species richness. (G) Coefficient of variation in
total catch and (H) total catch per year as a function of the number of fished taxa per LME.
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fourfold average increase in catch per unit of effort
in fished areas around the reserves (Fig. 4B). The
difference in total catches was less pronounced
(Fig. 4B), probably because of restrictions on
fishing effort around many reserves. Resistance
and recovery after natural disturbances from
storms and thermal stress tended to increase in
reserves, though not significantly in most cases
(Fig. 4C). Community variability, as measured by
the coefficient of variation in aggregate fish
biomass, was reduced by 21% on average (Fig.
4C). Finally, tourism revenue measured as the
relative increase in dive tripswithin 138Caribbean
protected areas strongly increased after they were
established (Fig. 4D). For several variables,
statistical significance depended on how studies
were weighted (Fig. 4, solid versus open circles).
This is probably the result of large variation in
sample sizes among studies (15). Despite the
inherent variability, these results suggest that at
this point it is still possible to recover lost
biodiversity, at least on local to regional scales;
and that such recovery is generally accompanied
by increased productivity and decreased variabil-
ity, which translates into extractive (fish catches
around reserves) and nonextractive (tourism
within reserves) revenue.

Conclusions. Positive relationships between
diversity and ecosystem functions and services
were found using experimental (Fig. 1) and
correlative approaches along trajectories of
diversity loss (Figs. 2 and 3) and recovery (Fig.
4). Our data highlight the societal consequences
of an ongoing erosion of diversity that appears to
be accelerating on a global scale (Fig. 3A). This
trend is of serious concern because it projects the
global collapse of all taxa currently fished by the
mid–21st century (based on the extrapolation of
regression in Fig. 3A to 100% in the year 2048).

Our findings further suggest that the elimination
of locally adapted populations and species not
only impairs the ability of marine ecosystems to
feed a growing human population but also
sabotages their stability and recovery potential
in a rapidly changing marine environment.

We recognize limitations in each of our data
sources, particularly the inherent problem of
inferring causality from correlation in the larger-
scale studies. The strength of these results rests
on the consistent agreement of theory, exper-
iments, and observations across widely different
scales and ecosystems. Our analysis may provide
a wider context for the interpretation of local
biodiversity experiments that produced diverging
and controversial outcomes (1, 3, 24). It suggests
that very general patterns emerge on progressive-
ly larger scales. High-diversity systems consist-
ently provided more services with less variability,
which has economic and policy implications.
First, there is no dichotomy between biodiversity
conservation and long-term economic develop-
ment; they must be viewed as interdependent
societal goals. Second, there was no evidence
for redundancy at high levels of diversity; the
improvement of services was continuous on a
log-linear scale (Fig. 3). Third, the buffering
impact of species diversity on the resistance and
recovery of ecosystem services generates insur-
ance value that must be incorporated into future
economic valuations and management deci-
sions. By restoring marine biodiversity through
sustainable fisheries management, pollution
control, maintenance of essential habitats, and
the creation of marine reserves, we can invest in
the productivity and reliability of the goods and
services that the ocean provides to humanity. Our
analyses suggest that business as usual would
foreshadow serious threats to global food securi-

ty, coastal water quality, and ecosystem stability,
affecting current and future generations.
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Fig. 4. Recovery of diversity and ecosystem services in marine protected areas and fisheries closures.
Shown are the response ratios (inside versus outside the reserve or before and after protection ±95%
CI) of (A) species diversity and (B to D) ecosystem services that correspond to fisheries productivity,
ecosystem stability, and tourism revenue, respectively. Positive values identify increases in the reserve
relative to the control; error bars not intersecting zero indicate statistical significance (P < 0.05). Solid
circles represent unweighted averages; open circles are weighted by sample size (see supporting online
methods for details). The number of studies is shown in parentheses. CPUE, catch per unit of effort.
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Giant Ringlike Radio Structures
Around Galaxy Cluster Abell 3376
Joydeep Bagchi,1* Florence Durret,2 Gastão B. Lima Neto,3 Surajit Paul4

In the current paradigm of cold dark matter cosmology, large-scale structures are assembling through
hierarchical clustering of matter. In this process, an important role is played by megaparsec (Mpc)–scale
cosmic shock waves, arising in gravity-driven supersonic flows of intergalactic matter onto dark
matter–dominated collapsing structures such as pancakes, filaments, and clusters of galaxies. Here, we
report Very Large Array telescope observations of giant (~2 Mpc by 1.6 Mpc), ring-shaped nonthermal
radio-emitting structures, found at the outskirts of the rich cluster of galaxies Abell 3376. These
structures may trace the elusive shock waves of cosmological large-scale matter flows, which are
energetic enough to power them. These radio sources may also be the acceleration sites where magnetic
shocks are possibly boosting cosmic-ray particles with energies of up to 1018 to 1019 electron volts.

Alarge fraction (~30%) of the baryon
mass of the universe at the present
epoch resides in a tenuous gas phase

known as the warm-hot intergalactic medium
(WHIM) (1). Although the WHIM is heated to ≈
105 to 107 K by intergalactic shocks, its direct
detection is very challenging owing to its low
density and temperature. The main tracers of this
gas are highly excited oxygen lines mainly visible
in soft x-rays and the far-ultraviolet, whose
emission or absorption signal is well below the
sensitivity threshold of the current instruments.
Alternatively, the supersonic infalls and resulting
shock waves propagating in the magnetized
intergalactic medium (IGM) or WHIM around
galaxy clusters and filaments can be probed by the
synchrotron and inverse-Compton radiation
emitted by energetic electrons accelerated at the
shock fronts (2, 3). For particles to be shock
accelerated, magnetic fields need to be present at
the shocks for generation of Alfvén waves
(transverse waves moving along magnetic-field
lines embedded in an electrically conducting fluid)
and to-and-fro scattering of particles across the
shock front by wave-particle interactions [the so
called diffusive shock acceleration process (4)].
The origin of cosmic magnetic fields is currently
unknown (5), and so any observational evidence
for them in the IGM environment is of great
importance. Magnetic fields (~mG) are observed
in the denser, and hotter (relative to WHIM)
intracluster medium (ICM) of clusters of galaxies
bymeans of the Faraday effect, causing rotation of
the plane of polarization of light of the background
radio sources (6). Magnetic fields are further re-

vealed by the presence of clusterwide Mpc-scale
(1 Mpc = 3.08 × 1024 cm) radio-halos and pe-
ripheral radio-relics (7, 8) (both are large-scale
diffuse radio sources, having no optical counter-
parts and no obvious connection to the galaxies in
clusters) in a few clusters of galaxies. Radio-halos
and radio-relics are believed to be the result of
synchrotron emission of relativistic electrons
shock accelerated in cluster mergers (9).

We have discovered with the Very Large
Array (VLA) telescope, at 1.4-GHz frequency,
a large-scale [~2 h−1 Mpc (10)] ringlike syn-
chrotron radio-emission structure, possibly
tracing the intergalactic shocks around a rich
cluster of galaxies Abell 3376, at redshift z =
0.046 (11). The southern galaxy cluster Abell
3376 was observed with the VLA, a Y-shaped
interferometric array of 30 25-m-diameter
radio telescopes located on the plains of San
Agustin in Socorro, New Mexico, the United
States (12). Figure 1 shows the most important
findings: a pair of giant, “arc” shaped diffuse
radio-emitting sources, each with a linear di-
mension ~1 h−1 Mpc, located at the outskirts of
this cluster at the projected distance of ~1 h−1

Mpc from the cluster center. In addition, the
eastern structure shows several more thin fila-
mentary structures behind the radio arc and a
peculiar looplike feature joining two linear fil-
aments (Fig. 1). This radio image is the result
of combining data in the VLA CnB and DnC
hybrid configurations, having the sensitivity for
mapping diffuse, large-scale emissions, as well as
the angular resolution (~20 arc sec) for iden-
tifying the superposed background point sources
(12). The VLA radio image shown has ~40
microjansky (mJy) per beam of root mean square
noise background, and the estimated signal-to-
noise ratio for detection of these giant radio arcs
ranges from ~3s at the faintest contour to ~25s
at the peaks (after removing a few superposed
background point sources, which are visible in
Fig. 1). Noticeably, both radio structures are
positioned with their concave side facing the
cluster center, and they fit quite well on the
surface of a large, projected elliptical ringlike

formation of dimension ~2 Mpc by 1.6 Mpc,
oriented in position angle ≈ 85°. The center of
this ellipse falls at the position right ascension ≈
06h 01m 32s, and declination ≈ −39°59′50′′,
which is taken as the center of symmetry of this
cluster (marked “+” in Fig. 1). No other “radio-
halo” type of diffuse, large-scale emission was
found near the cluster center down to the
surface brightness limit mentioned above.

The luminous thermal bremsstrahlung x-ray
emission detected by the Position Sensitive Pro-
portional Counter (PSPC) detector onboard the
Roentgen Satellite (ROSAT) is shown in Fig. 1 (in
the 0.14- to 2.0-keV band). In the central region, it
reveals a highly disturbed, nonequilibrium state of
the intracluster thermal gas, which is obviously
extended like a “comet” or “bullet-head,” its wake
extending along the major axis of the elliptical
radio structure described above. Both radio
sources are located on the outer periphery of the
x-ray emission observed by ROSAT, which has an
unblocked field of view of 17.5 arc min radius.
From galaxy redshift measurements in Abell
3376, a filamentary structure composed of at least
three major galaxy groups is found, oriented along
the general elongation of x-ray emission mapped
by ROSAT and X-ray Multi Mirror Mission
(XMM)–Newton (13, 14).

XMM-Newton and ROSAT x-ray observa-
tions (12) shown in Fig. 2 reveal strong evidence
for merger activity of subclusters along this
filamentary axis. The field of view of XMM is a
circle of radius 15 arc min, and the image shown
is in the 0.3- to 8.0-keV band. The XMM map of
Fig. 2 is quite similar to the ROSAT image in
Fig. 1, but it shows more clearly the “bullet-head”
and multiple x-ray peaks to the south southwest of
it, each one probably associated with a merging
group. The x-ray temperature map (Fig. 2) has
typical errors of about 10%. This map reveals an
overall temperature of about 5 keV (5.8 × 107 K),
with several alternating hot and cold regions
crossing the cluster, divided by a prominent
“cold-arc” at about 3 keV, which originates at
the north edge and curves southward toward the
east. The most plausible scenario is that a large
group or a small cluster is falling onto the main
body of the cluster from the east-northeast, thus
creating hotter regions through a shock. Such a
scenario would agree with the second-brightest
galaxy on the x-ray peak associated with the
strong radio source MRC 0600-399, of which
both radio-jets are bent backward toward east-
northeast, away from the “bullet,” suggesting
an infall and ram pressure on radio jets from
a gaseous “wind” blowing from the west-
southwest direction along position angle (PA)
~ 70° (Fig. 1; detailed image in fig. S1). The
dominant elliptical galaxy in Abell 3376 is located
in the south-west subcluster, ~18 arc min (~1 Mpc)
from the x-ray peak (Fig. 2). The highly asym-
metrical metal distribution [mainly iron, about
30% errors (12)] near the center also suggests a
violent and recent dynamical event, where the
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gas is not well mixed and we observe patches of
high and low metallicity (Fig. 2; metallicity
profile in fig. S2).

What is the energy source that could possibly
power such giant radio structures? Any electron
acceleration process must be at least energetic
enough to account for nIn ≈ 2.1 × 1040 erg/s of
radio emission observed at the frequency n = 1.4
GHz (sum of radio luminosity of two sides).
First, there is no evidence that any optical galaxy
is obviously associated with the radio arcs (Fig. 1),
and it is unlikely that these arcs are the usual
cluster radio galaxies. On the other hand, these
radio structures could be generic to radio-relics
known to occur in certain merging clusters (7, 8),
although such double relics are rare. Another
very similar configuration of Mpc-scale binary
radio-relic arcs is found in the well-known
merging galaxy cluster Abell 3667 (15). Second,
initial acceleration at a central active galactic
nucleus–like point source and particle transport
by diffusion across a ~Mpc scale is not possible.
The radiative energy loss time scale tIC for an
electron of relativistic Lorentz factor g is tIC ≈
2.3 × 108(g/104)−1 (1 + z)−4 year [assuming only
inverse Compton scattering (IC) on the ambient
2.7 K background and a weak magnetic field B <<
3 mG], and the diffusion length within the IC
cooling time: ldiff ≈ (DB tIC)

1/2 = 11.36 (B/mG)−
1/2

pc << 1 Mpc, the scale of the observed radio
arcs [here DB = 1.7 × 1023(g/104) (B/mG)−1

cm2/s, the Bohm diffusion coefficient, for
scattering on saturated field fluctuations]. The
discrepancy between the Bohm diffusion length-
scale and the radio structure size is so large that,
even with the inclusion of advective transport
by bulk flows and more effective diffusion in

ordered magnetic fields, electrons are still
unable to cross the emission region within a
radiative lifetime. Electrons must be accelerated
to g ≈ 1.8 ×104 (~10 GeV) for synchrotron
emission at frequency nsyn = 1.4 GHz in a
magnetic field B = 1 mG (nsyn º g2B). Sparse
observations (2) and simulations (16) of mag-
netic fields in the diffuse IGM at the cluster
outskirts and within filaments suggest that B ~
10−7 to 10−9 G. In this situation, the synchrotron
loss time scale is tsyn ≈ 103(B/0.1 mG)−2 (1 + z)4

tIC, and IC radiation is the dominant cooling
process.

Clearly, the detection of these large radio
structures at ~Mpc distances from the cluster
center inevitably requires some form of in situ
acceleration mechanism for particles and the
magnetic field powering them. The detected
structures cannot result from the chance super-
position of background radio point sources,
which are very few (~0.02 sources per arc
min2 above 1-mJy flux density), and most of the
emission is truly diffuse. Lastly, it is very un-
likely that these diffuse sources are the radio-
lobes of a currently active giant radio galaxy
(GRG), because up to ≈0.2 mJy/beam surface
brightness limit (≈5s signal) no radio jets or
plumes connect the radio sources with any
central optical galaxy, and GRGs of such ex-
treme size (~2 Mpc) are not commonly found
(17). On the other hand, their concave bow-
shock–like structure, symmetric and tangential
juxtaposition on the merger axis—tangential
both to the chain of subclusters of galaxies and
to the x-ray emission elongation axis (Fig. 1)—
strongly supports association of these arcs with
the cluster and suggests their origin in a

cosmological-scale energetic event linked to
the cluster-formation process.

Hydrodynamical simulations show that only
shock waves induced in structure-formation
processes are sufficiently extended, long-lived,
and energetic to overcome the strong radiation
losses of the relativistic electrons over a Mpc
scale, rapidly accelerating them to relativistic
energies (18, 19), which could emit synchrotron
radio emission at the level observed (3). These
ubiquitous shocks are an inevitable consequence of
gravitational collapse, and they are pivotal to
virialization of diffuse IGM. Two competing
shockwave-inducing mechanisms are plausible:
(i) Outgoing “merger shocks” emanating from
the cluster center, induced by mergers of
subclusters; and (ii) the accretion flows of
IGM and associated “accretion shocks” near
the virial radius. We briefly mention both these
plausible models because their observational
signatures—which cannot be discerned in the
present data—are very similar.

In the merger shock model, a pair of out-
going, merger-generated shock waves (20) could
have created these diffuse radio sources on the
outskirts of Abell 3376 by compressing and
accelerating a preexisting lower energy “fossil”
electron population (21). It takes ~109 years for
shock fronts to cross the ~1-Mpc distance from
the cluster center (at the “+” mark in Fig. 1) if
the shock speed is Vs = 103 km/s. The merger
shock model adequately explains the extended
steep-spectrum radio arcs and elongated x-ray
structure found in a well-studied cluster, Abell
3667 (22). This is a plausible model given the
striking resemblance of Abell 3376 and Abell
3667, both of which provide strong evidence for

Fig. 1. (A) A composite map of radio and x-ray emissions from the galaxy
cluster Abell 3376. The radio emission is represented by yellow contours
(0.12, 0.24, 0.48, and 1 mJy per beam; beam width: 20 arc sec full width
at half maximum Gaussian) obtained from the VLA 1.4-GHz observations
(12). The yellow ellipse shows an elliptical fit to the peripheral radio
structures, and the “+” marks the center of the ellipse. The central color
image depicts the thermal bremsstrahlung x-ray emission detected by the
Position Sensitive Proportional Counter instrument onboard the Roentgen

Satellite (≈12-ks exposure, within 0.14- to 2.0-keV band). The red circles
mark the position of the two brightest cluster galaxies—the brightest
elliptical galaxy on the lower right and the second brightest elliptical
galaxy associated with the bent-jet radio source MRC 0600-399 near the
x-ray peak. (B) Composite images obtained from superposing the radio
and optical images. The VLA 1.4-GHz radio maps (in red) for the eastern
(left) and the western (right) radio structures are shown overlayed on the
red band Digitized Sky Survey image (in blue).
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mergers and have similar x-ray and radio mor-
phologies (15). The peripheral location of quasi-
ringlike radio arcs and the absence of a central
radio halo in Abell 3376 agree with simulations
of merger shocks (21) (fig. S3).

In the accretion model, these giant radio
structures could be tracing the accretion shocks
from infall of IGM at the outskirts of the cluster
Abell 3376. An accretion shock at the virial radius
propagates outward while infalling gas crosses it
inward supersonically, which could lead to shock
acceleration of particles and radio emission if the
infalling gas is magnetized [as in (9)]. The virial
radius is rvir = {3M/[4pDc(z)rcrit(z)]}

1/3, where Dc(z)
is the ratio ofmass density to critical density rcrit(z)
(10) inside a dissipationless, spherical, collapsing
virializing halo of massM at redshift z. In Λ cold
dark matter and Einstein–de Sitter (10) cosmolo-
gies, Dc ≈ 340 and Dc ≈ 178, respectively, at z = 0
(23), implying that rvir = 1.4 to 1.7 Mpc for
Abell 3376 and the cluster virial mass isMvir =
5.2 × 1014 solar masses (M⊙) (24). This exceeds

the observed ~1-Mpc distance at which radio
sources are found, possibly due to a nonspherical
filamentary geometry (Fig. 1) and an apparent
linear foreshortening due to projection on the ob-
server's sky plane.

Recent hydrodynamical simulations reveal
an intergalactic shock structure more complex
than assumed in a simple spherical accretion
model described above. Around rich clusters
these shocks (both accretion and merger) do not
form fully illuminated rings (in projection), but
they are strongest along the axes where fila-
ments funnel the IGM deep into the forming
clusters (18, 19). Along the same directions,
high-speed mergers of subclusters (with merger
shocks) may take place, as observed here and in
cluster Abell 3667 (15). This may provide a
clue to the origin of the radio structures ob-
served in Abell 3376, which are located on an
elliptical ringlike formation in projection (Fig. 1),
yet only sections of this ring are actually il-
luminated along an axis, where x-ray data

clearly show that mergers and infalls are taking
place and where shocks are strongest, leading to
more efficient particle acceleration. The actual
three dimensional morphology could be like a
`“bubble” or “egg-shell” on the surface of which
the shocks are located within a narrow zone. Some
recent numerical simulations of structure shocks
around similar massive galaxy clusters (1014 to
1015 M⊙) do predict this quasi-ringlike geometry
of nonthermal radiation (19, 21).

Therefore, in the giant radio structures dis-
covered in Abell 3376 (and Abell 3667), we are
probably witnessing the first observational
evidence for merger or accretion (or even both)
shocks near the sparsely studied virial infall re-
gion of a massive galaxy cluster. These shocks
are an important probe of the gas dynamics at
the transition zone between the hot cluster
medium and cold WHIM gas. The Mach num-
bers (Ms) associated with these shock structures
are not known as yet. Their estimation requires
temperature data on both sides of the shock to

Te
m

pe
ra

tu
re

 [
ke

V
]

6

5

4

3

2

1

M
et

al
lic

ity
 [

so
la

r 
un

its
]

0.6

0.5

0.4

0.3

0.2

0.1

A B

DC

300 h70
�1 kpc 300 h70

�1 kpc

BCG

300 h70
�1 kpc 300 h70

�1 kpc

Fig. 2. (A) XMM-Newton MOS1 and MOS2 [MOS stands for Metal Oxide
Semiconductor (12)] telescope composite photon image in the 0.3- to 8.0-
keV band. The black circle shows the position of the second-brightest galaxy,
which coincides with the x-ray peak. (B) Red band Digitized Sky Survey
optical image with ROSAT smoothed x-ray intensity iso-contours superposed.
The ROSAT energy range is 0.2 to 2.0 keV. The brightest cluster galaxy (BCG)
is indicated with an arrow. The BCG sits at the edge of the ROSAT field of view
but outside of the XMM field of view. (C) Temperature map (color scale in keV

units) derived from XMM data. Noticeably, there are several alternating cold
and hot regions, their temperature varying from ~2 to ~6 keV. The
superposed x-ray intensity contours are from an adaptively smoothed XMM
image. (D) Metallicity map (color scale in solar units) derived from XMM data
(12). It shows a strong metallicity variation along the x-ray intensity elon-
gation axis. Contours are the same as in the previous panel. The scale bars
are in kpc, assuming redshift z = 0.046 and standard L cold dark matter
cosmology (10).
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fit Rankine-Hugoniot equations. For an inter-
galactic shock at the cluster outskirts in cold
medium, simulations predict high Mach num-
bers [Ms >> 1 (25)], and the pre- and postshock
temperatures T1 and T2 are related as T2/T1 ≈ (5/16)
M

s
2 in a gas of specific heat ratio Γ = 5/3. Setting

T2 ~ Tvir = 4 × 107 K, the virial temperature (Tvir)
for the virial mass of the cluster, the temperature
of the infalling gas spans the range ~5 × 104 to
5 × 106 K, forMs between 50 and 5. This is close
to the expected temperature range of WHIM gas
(1), although too cold to be detectable in a keV-
band x-ray observation (Fig. 1).

The exact physical mechanism of the elec-
tron acceleration is yet to be revealed, but
diffusive shock acceleration (DSA) is a strong
possibility, which explains the ~4 Mpc–scale
diffuse radio emission from the filamentary
protocluster ZwCl 2341.1+0000 (2). In DSA,
the time scale for a particle (electron, proton, or
a heavier ion) to reach energy E is (4) tacc(E) ≈
8 DB/u

2
3 = 8.45 × 109 u–23 E19 B

–1
m Z

−1 year (for a
strong shock of Ms >> 1, and Bohm diffusion).
Here, E19 = (E/1019 eV), u3 = (Vshock/10

3 km s−1),
Bm = (B/10−6 G), and Z is the ionic charge (Z =
1 for electron or proton). For cosmic-ray
protons, which suffer negligible radiative losses
below 50 � 1019 eV, the highest acceleration
energy, Ep

max, is limited only by the finite lifetime
of shocks, i.e., tacc = tmerger ~ 109 to 1010 year
(here tmerger is the time scale for merger), thus
giving Ep

max ~ 1018 to 1019 eV. Heavier ions
carrying more charge (for example, 26Fe) could
be accelerated up to much larger energy, limited
by loss processes. For cosmic-ray electrons,
substantial radiative losses would limit their
energy to a maximum E e

max ~ 3.73 × 1013 u3
B½

m eV. Lower-energy electrons of ~10 B
–½
mGeV

would radiate the observed 1.4-GHz synchrotron
radio emission. The sketched scenario is con-
sistent with hydrodynamical simulations (26),
which show that during gravitational infall and
violent mergers in clusters, protons can be
accelerated up to the energy Ep

max ~ 5 × 1019 eV,
if a turbulent magnetic field of ~0.1 to 1 mG is
available and if a fraction about 10−4 of the
infalling kinetic energy can be injected into the
IGM as high-energy particles. Our estimate of
the minimum-energy magnetic field (Bmin)
within the radio-arc regions in Abell 3376 is
Bmin = 0.5 to 3.0 mG, which depends on model
parameters (27).

Our observations here represent a substantial
advance in the field, because they probe several
important components of the cosmic environ-
ment: intergalactic gas, magnetic fields, and
cosmic-rays. They indicate that magnetic fields
of appreciable strength are present not only in
the ICM but also in the diffuse intergalactic
medium, i.e., in the gas that will be shocked as it
accretes onto collapsing structures—the precur-
sors of virialized galaxy clusters. These mag-
netic fields are necessary for providing the
scattering centers for the diffusive shock accel-
eration mechanism, and also for the synchrotron

emission that we have observed. Because it is
not obvious how magnetic fields are amplified
up to such large values along filaments, our
observation poses further challenges to theoret-
ical models (28, 29).

On the other hand, as we show in this work,
if diffusive shock acceleration takes place with
some efficiency during the nonlinear stage of
large-scale structure formation, cosmic-ray ions
accumulating in the forming structure could
become dynamically important (30). Objects
like Abell 3376 could be acceleration sites for
cosmic-rays, where magnetized shocks are
possibly boosting hadronic particles to rela-
tivistic energies up to 1018 to 1019 eV. Down-
stream from the shocks (toward the cluster
center), accelerated protons will be transported
by diffusion and advection, over a length scale
(ldiff) comparable to the cluster size, ldiff ≈ 1.08
u–13 E19 B

–1
m Mpc, under the Bohm diffusion re-

gime (25). These protons will remain trapped
within the cluster volume for a time scale
comparable to the age of the cluster until their
energy approaches EP >∼ 2 × 1017 Bm eV. Inverse
Compton scatter of the 2.7 K cosmic micro-
wave background photons from both primary
electrons accelerated in shocks and from
secondary electrons originating in hadronic
processes (mainly pion decay and pair produc-
tion) will give rise to photons of energies Eg ~
100 ge27 GeV (where ge7 is the electron Lorentz
factor in units of 107). This inverse Compton
spectrum could extend up to ~10 TeV, limited
by a likely high-energy cut-off in the electron
energy spectrum. Radiation from primary elec-
trons would trace the current shock locations,
owing to their short radiative cooling time. This
tell-tale radiation might be detectable with hard
x-ray (SUZAKU, NEXT), or 1 MeV–100 GeV
(GLAST), or high-energy TeV g-ray (CANGAROO,
MAGIC, VERITAS, HESS) telescopes, opening
a new window on the nonthermal processes in
cosmological large-scale flows.

References and Notes
1. R. Cen, J. P. Ostriker, Astrophys. J. 519, L109 (1999).
2. J. Bagchi et al., New Astron. 7, 249 (2002).
3. U. Keshet, E. Waxman, A. Loeb, Astrophys. J. 617, 281

(2004).
4. L. O'C. Drury, Rep. Prog. Phys. 46, 973 (1983).
5. C. L. Carilli, G. B. Taylor, Annu. Rev. Astron. Astrophys.

40, 319 (2002).
6. T. E. Clarke, P. P. Kronberg, H. Böhringer, Astrophys. J.

547, L111 (2001).
7. J. Bagchi, V. Pislar, G. B. Lima Neto, Mon. Not. R. Astron.

Soc. 296, L23 (1998).
8. G. Giovannini, L. Feretti, J. Korean Astron. Soc. 37, 323

(2004).
9. T. A. Enßlin, P. L. Biermann, U. Klein, S. Kohle, Astron.

Astrophys. 332, 395 (1998).
10. We have used a Hubble constant of H0 = h 70 km/(s Mpc),

where h is a dimensionless scaling parameter. We adopt a
“concordance” model of big bang cosmology: the L-CDM
(lambda cold dark matter) cosmological model defined by
matter (dark matter + baryonic matter) density WM = 0.3,
and dark energy (denoted by cosmological constant L)
density WL = 0.7. Thus, WM + WL = 1. The Einstein–de
Sitter cosmology has no dark energy, i.e. WL = 0, but
WM = 1. All the dimensionless densities (WM, WL) are
defined relative to the critical density for closure of the

universe, rcrit = (3 H02)/(8pG), where G is the gravitational
constant. The L-CDM cosmology results in 0.904 kpc per arc
sec plate-scale for redshift z = 0.046.

11. R. J. Smith et al., Astron. J. 128, 1158 (2004).
12. Materials and methods are available as supporting

material on Science Online.
13. E. Escalera et al., Astrophys. J. 423, 539 (1994).
14. P. Flin, J. Krywult, Astron. Astrophys. 450, 9 (2006).
15. H. Rottgering, M. H. Wieringa, R. W. Hunstead,

R. D. Eckers, Mon. Not. R. Astron. Soc. 290, 577 (1997).
16. M. Bruggen et al., Astrophys. J. 631, L21 (2005).
17. A. P. Schoenmakers, A. G. de Bruyn, H. J. A.

Rottgering, H. van der Laan, Astron. Astrophys. 374,
861 (2001).

18. F. Miniati, Mon. Not. R. Astron. Soc. 342, 1009 (2003).
19. U. Keshet, E. Waxman, A. Loeb, V. Springel, L. Hernquist,

Astrophys. J. 585, 128 (2003).
20. P. M. Ricker, C. L. Sarazin, Astrophys. J. 561, 621 (2001).
21. M. Hoeft, M. Bruggen, G. Yepes, Mon. Not. R. Astron.

Soc. 347, 389 (2004).
22. K. Roettiger, J. O. Burns, J. M. Stone, Astrophys. J. 518,

603 (1999).
23. T. Kitayama, S. Yasushi, Astrophys. J. 469, 480 (1996).
24. M. Girardi, G. Giuliano, F. Mardirossian, M. Marino,

W. Boschin, Astrophys. J. 505, 74 (1998).
25. S. Gabici, P. Blasi, Astrophys. J. 583, 695 (2003).
26. H. Kang, T. W. Jones, Astrophys. J. 620, 44 (2005).
27. The minimum-energy magnetic field Bmin is obtained by

minimizing the total nonthermal energy density (umin),
which consists of the magnetic-field energy and the
energy contained in all relativistic particles. Specifically,
Bmin º (1 + k)

2/7(fV)−
2/7Lsyn

2/7. In this expression, the model
parameters are as follows: k, the ratio of energy in heavy
particles to electrons; f, the fraction of the source volume
filled by magnetic fields; and V, the total source volume.
The total synchrotron radio luminosity, Lsyn, can be
obtained from observations by integrating the radio
spectrum between lowest and highest frequencies (we
used 10 MHz to 100 GHz). Parameters K, f, and V are
usually unknown and need to be guessed reasonably. For
our estimate of Bmin, we used the values within range: K =
1 to 100, f = 0.1 to 1, line-of-sight depth = 270 kpc (for
calculating V), and spectral index a = 0.5 (for obtaining
Lsyn). For further details, see (31).

28. R. Kulsrud, R. Cen, J. P. Ostriker, D. Ryu, Astrophys. J.
480, 481 (1997).

29. P. P. Kronberg, H. Lesch, U. Hopp, Astrophys. J. 511, 56
(1999).

30. F. Miniati, D. Ryu, H. Kang, T. W. Jones, Astrophys. J.
559, 59 (2001).

31. F. Govoni, L. Feretti, Int. J. Mod. Phys. (D) 13, 1549
(2004).

32. F.D. acknowledges support from Centre National d'Etudes
Spatiales and Programme National Cosmologie,
CNRS/Institut National des Sciences de l'Univers. G.B.L.N.
acknowledges support from Conselho Nacional de
Desenvolvimento Científico e Technológico, Coordenação de
Aperfeiçoamento de Pessoal de Nível Superior/Cofecub
Brazilian-French collaboration, and Fundação de Amparo à
Pesquisa de São Paulo through the Thematic Project
01/07342-7. S.P. acknowledges the Deutsche
Forschungsgemeinschaft (DFG), Research Training Groups
(RTG) 1147 for financial support and specially thanks The
Inter-University Centre for Astronomy and Astrophysics
for support. The National Radio Astronomy Observatory is
a facility of the NSF operated under cooperative
agreement by Associated Universities, Inc. The x-ray data
are based on observations obtained with XMM-Newton, a
European Space Agency (ESA) science mission with
instruments and contributions directly funded by ESA
Member States and NASA.

Supporting Online Material
www.sciencemag.org/cgi/content/full/314/5800/791/DC1
SOM Text
Figs. S1 to S3
References and Notes

12 June 2006; accepted 6 October 2006
10.1126/science.1131189

3 NOVEMBER 2006 VOL 314 SCIENCE www.sciencemag.org794

REPORTS

http://www.sciencemag.org


Imaging the Sublimation Dynamics of
Colloidal Crystallites
J. R. Savage,1 D. W. Blair,1 A. J. Levine,2 R. A. Guyer,1 A. D. Dinsmore1

We studied the kinetics of sublimating crystals with single-particle resolution by experiments with colloidal
spheres and by computer simulations. A short-range attraction between spheres led to crystallites one
to three layers thick. The spheres were tracked with optical microscopy while the attraction was reduced
and the crystals sublimated. Large crystallites sublimated by escape of particles from the perimeter.
The rate of shrinkage was greatly enhanced, however, when the size decreased to less than 20 to 50
particles, depending on the location in the phase diagram. At this size, the crystallites transformed into a
dense amorphous structure, which rapidly vaporized. The enhancement of kinetics by metastable or
unstable phases may play a major role in the melting, freezing, and annealing of crystals.

The process by which crystals melt into a
liquid or sublimate into a gas are of con-
siderable fundamental and practical impor-

tance. Even in model systems whose equilibrium
configurations are known, the kinetics of phase
transitions have proved difficult to understand and
predict (1–4). In the case of nucleation of a
crystalline phase from a fluid, the kinetics are
slowed by the energy cost of forming an interface
between the new phase and the old one, as
described by classical nucleation theory. Compli-
cating the process, thermodynamically metastable
or unstable phases enhance the nucleation rate by
lowering the free-energy barrier that must be
overcome to reach equilibrium (5–10). In studies
of the reverse process—melting or sublimation—
two different mechanisms have been identified.
Three-dimensional crystallites that have stabilized
surfaces melt from within through mechanical or
Born melting (11, 12) once the shear modulus is
reduced to nearly zero (11–14). In this case, melting
might be viewed as nucleation and growth of the
fluid phase within the solid (11, 12, 14). In two
dimensions, large crystallites melt by a two-step
process owing to the intervention of the hexatic
phase, which appears in equilibrium (3, 15–19). In
many practical cases, however, crystallites are of
finite size.Melting or sublimation then take place at
the surface (or perimeter) while the interior retains
its crystalline order (2, 3). Thus, in experiments
with real systems of melting or sublimating crys-
tallites, the melting process is dominated by the
surface (20). As crystallites shrink in size, one
might expect the surface to play a continually
greater role in the kinetics. Owing to the difficulty
of studying small crystallites with single-particle
resolution, however, this has remained an open
question. Experiments with colloidal crystals at
very low ionic strength have shown unexpectedly
slowmelting, but this has been attributed to a long-
range attraction (21). We found that crystallites
sublimate at a steady rate from their perimeter until
they reach a characteristic size, after which they
very rapidly vaporize.

Images of a typical colloidal crystallite while it
sublimates into a low-density gas phase are shown
in Fig. 1. The video images show colloidal spheres
in water containing surfactant micelles (not visible).
The micelles induce an attractive potential between
spheres by the depletion, or excluded-volume,
mechanism (22). The range of the depletion
potential is determined by the diameter of the
micelles, which is approximately 0.3 to 1.4% of the
sphere diameter. The key to our experiment is that
the size and concentration of the micelles—and
hence the strength of attraction—are strong
functions of temperature, T. Using the nonionic
surfactant hexaethylene glycol monododecyl ether
(C12E6), we obtained crystallites of the colloidal
spheres coexisting with a gas phase at 28°C.
These crystallites form at a flat glass surface
owing to depletion attraction to the surface (23);
most crystallites contain only a single layer of
spheres. Cooling the sample to 27°C weakens the
depletion attraction (22) and the crystallites sub-
limate (Fig. 1). During this transition, almost all of
the spheres remain on the surface and diffuse in
two dimensions. The images clearly indicate a
two-stage process, in which large crystallites
shrink by departure of particles from the perimeter
monolayer at a rate limited by breaking of bonds
(Fig. 1, A to C, time Dt = 100 s between images),
whereas smaller clusters melt much more rapidly
(Fig. 1, D to F, Dt = 15 s).

To quantify the kinetics, Fig. 2 shows the
cluster size N(t) for several crystallites. Figure 2A
shows data for three colloidal crystallites formed
in the presence of C12E6 at 28°C and then cooled
to 27°C, similar to that in Fig. 1. Here, N is de-
fined as the number of particles that are connected
in a contiguous cluster by depletion bonds, which
are defined by their separation (22). This definition
of cluster is independent of the degree of
crystalline order. For large clusters or early time,
the rate of sublimation varies among crystallites,
perhaps owing to variations in their shape. When
N falls below about 30, however, the clusters are
more isotropic in shape and in each case the rate
markedly increases. We discerned no dependence
of the final shrinkage rate on the cluster’s history.

The results shown in Figs. 1 and 2A are robust;
we observed similar results in other experiments
and in computer simulations. Figure 2B shows

data for four colloidal crystals formed in the pres-
ence of micelles of an anionic surfactant, sodium
dodecyl sulfate (SDS), at room temperature. Two
of these melted at 30° and two melted at 65°C;
unlike the C12E6, the SDS micelles shrink with
increasing T (22). Figure S1 shows N(t) for all
seven crystallites that we studied at 65°C. The
typical rate of crystallite shrinkage for N > 30
increases with T by an order of magnitude, yet all
samples show the break in the slope at N ~ 20 to
30. Figure 2C shows two crystallites melted in a
Brownian dynamics computer simulation (22) of a
quasi–two-dimensional system. The attractive pair
potential approximated the depletion potential
with a range equal to 10% of the particle diam-
eter. These data adhered to the same enhanced
kinetics at small N (≈50 in simulation), which
excludes hydrodynamic flow as an explanation of
our experimental results. Experimental data for
colloidal crystals of two to three layers in thickness
(fig. S2) also showed enhanced kinetics at small
size, showing that the cross-over was not a strictly
two-dimensional effect. All of these melting
curves clearly showed a tendency to sublimate at
a steady rate until N reached a characteristic size.
In crystallites below this size, the melting rate was
greatly enhanced.

If the melting rate were limited by the rate of
thermally breaking bonds at the perimeter, then
dN/dtºN1/2 and themelting rate should slowdown
rather than speed up. Alternatively, classical nu-
cleation theory predicts a critical size for a growing

1Department of Physics, University of Massachusetts
Amherst, Hasbrouck Lab 411, 666 North Pleasant Street,
Amherst, MA 01003, USA. 2Department of Chemistry and
Biochemistry and California Nanosystems Institute, Uni-
versity of California, Los Angeles, CA 90095, USA.

Fig. 1. Images of a crystallite of 0.7-mm-radius
polystyrene spheres during sublimation. The purple
dots indicate particles identified by the cluster
algorithm. Images were obtained using an inverted
optical microscope (63× magnification, 1.3 numer-
ical aperture) and a monochrome video camera.
Times (in seconds) are measured relative to t0,
when the crystallites were defined as having
vanished. The images indicate a relatively slow
rate initially [Dt = 100 s (A to C)] and an
enhanced rate near the end [Dt = 15 s (D to F)].
The sample was heated from above and below
with feedback-controlled resistive heaters. A sap-
phire plate was mounted to the top surface to
suppress temperature gradients. The temperature
had equilibrated and random fluctuations in
temperature were approximately 0.1°C.
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crystallite, which is reminiscent of the characteristic
size reported here. However, in nucleation theory
this size arises from a competition between the
lower chemical potential of the crystal phase and its
positive surface energy. During melting, the chem-
ical potential is larger in the crystal, both terms are
positive, and no critical size emerges. Instead, our
analysis points to a third mechanism.We show that
the cross-over in kinetics arises because of a two-
step process: (i) The crystallite forms a dense amor-
phous phase, which is thermodynamically unstable,
and (ii) it rapidly evaporates into the gas phase.

To distinguish crystalline from amorphous
clusters, we measured the sixfold symmetry of
bondswithin the clusters using the bond-orientation
order parameter, y6 (15). For each particle (labeled
j) that has two or more bonds, y6( j) ≡ (1/Z)Sk
exp[6iqjk], whereZ is the number of bondswith this
particle, the sum is over all bonded neighbors k, and
qjk is the angle between the j–k bond and the x axis.
Computing the modulus squared, |y6|

2 eliminates
the arbitrary choice of axis. |y6|

2 = 1 in a perfect
hexagonal lattice, independent of the number of
bonds. We found that the downturn in N(t) is
simultaneous with a drop in |y6|

2 from between 0.8
and 1 to about 0.2.

To focus on the effect of cluster size N rather
than time, we plotted |y6|

2
av versus N, where the

subscript “av” refers to an average over all clusters
of sizeN (Fig. 3A). For colloidal crystallites formed
in the presence of C12E6 micelles and melting at
27°C (squares), |y6|

2
av is notably reducedwhenN is

smaller than a cross-over value, Nx ≈ 30. A similar
result was found in the presence of SDSmicelles at
65°C (diamonds) and at 30°C (triangles), although

in the latter case Nx is closer to 20. In the computer
simulation, with a range of attraction equal to 10%
of the particle diameter, Nx 50 (Fig. 3D).

Even more revealing of the loss of orientational
order is the product of each particle’s y6 value with
that of its neighbors, which we call C6 (21) (Fig.
3B). In a dense fluid, particles may have a high
degree of sixfold bond order; unlike in a crystal,
however, the directions of the bonds vary from one
region to another. Hence, the thermal average of
the product of y6(i) × y6( j)* vanishes when par-
ticles i and j are far apart. Indeed, long-range bond
orientational (y6) order is a hallmark of two-
dimensional crystals, distinguishing them from
hexatic and fluid phases, which exhibit quasi–
long-range (algebraically decaying) and short-range
order, respectively (15). As expected, particles with
Z < 6 (which are near the perimeter) have lower
values of C6 than do their neighbors with Z = 6
(Fig. 3B). As crystallites sublimate, an increasing
fraction, f, of the particles have Z < 6 (Fig. 3C).
Notably, the crystallites do not lose order simply
because f increases, as might be expected if melt-
ing took place at a wetting layer. Instead, the
particles with Z < 6 (perimeter particles) them-
selves lose orientational order when N < Nx. Par-
ticles with Z = 6 and one layer in become very
rare, but these also show reduced order (though the
effect is small because packing six neighbors at
short range requires nearly 60° bond angles).
Hence, small clusters have lower bond-orientational
order throughout their area and should be char-
acterized as amorphous.

These results point to the following mechanism
for melting. Clusters larger than the cross-over size

Nx sublimate directly into the gas phase from the
perimeter region. Here, particles at the perimeter
typically have lower values of |y6|

2 and C6. In the
simulations, we found that mean-square fluctua-
tions in the bond lengths are larger at the surface, as
in earlier studies of large crystallites (4, 24). Par-
ticles that lie one or more layer from the perimeter
region tend to remainwithin the cluster and haveC6

values close to 1 (Fig. 3B). On the other hand, asN
falls below Nx, a cluster rapidly forms a dense
amorphous (liquid) phase. Here, |y6|

2
av and C6 are

small throughout the cluster area, which is the
signature of a liquid. The liquid phase is
thermodynamically unstable, and thus rapidly
evaporates into the surrounding gas phase. Al-
though this liquid phase is not found in equilibrium,
it has a profound effect on the transition kinetics.

Systems with short-range attraction can also
exhibit a second solid phase, which has the same
symmetry as the other crystal but lower density (25).
This expanded solid is expected to become meta-
stable in the presence of the 3.5% size polydispersity
used here (26). Even when the expanded solid is
metastable, however, simulations showed that crys-
tallites nucleate with the density of the (metastable)
expanded phase, then contract to the stable-solid
density as they grow (27). Correspondingly, we
found that our sublimating crystallites dilate slightly
asN decreases towardNx. Our data, however, do not
directly reveal two solid phases; we therefore focus
on the more apparent amorphous phase.

To verify the role of a liquid phase in the sub-
limation kinetics, we performed simulations in the
region of the phase diagram where gas-liquid
coexistence is found in equilibrium. In accord with

Fig. 2. Measured number of particles in individual clusters, N, versus time, t,
normalized by the characteristic diffusion time R2/D (the time to diffuse a
particle’s diameter). For legibility, approximately every 40th data point is
plotted. (A) Data from crystallites formed in the presence of C12E6 micelles
with 30% area fraction. Squares, diamonds, and triangles indicate different
clusters in the sample. The squares represent the sample shown in Fig. 1. (B)
Data from crystallites formed in the presence of SDS micelles and heated to
30°C (triangles) and 65°C (diamonds). The area fractions were 16%. (C) Data
from two Brownian dynamics computer simulations with 24% area fraction.
Triangles and diamonds indicate separate simulation runs.
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earlier investigations in two and three dimensions
(4, 6, 28–30), our quasi–two-dimensional simu-
lations reveal only one amorphous phase (gas) in
equilibrium when the attraction is of short range.
When the range of attraction exceeds approxi-
mately 60% of the diameter, however, we found
coexistence of gas and liquid phases in equilibri-
um (22). Whereas short-range attraction leads to a
transient liquid phase, a long-range attraction leads
to a stable liquid. For example, when the range of
attraction is 80% of the sphere diameter, a
crystallite of N = 100 rapidly forms a dense liquid
droplet, which shrinks to N 85 and then persists
for at least 1000 R2/D, where R is the particle
radius and D is the diffusion constant. Earlier
reports of the melting of ligand-stabilized CdS
nanoparticles in vacuum have also found that the
crystalline nanoparticles melt to form stable liquid
droplets upon heating (31). Apparently, as our
clusters shrink in size, the free energy of the solid
phase approaches and then exceeds that of the
liquid [which can also be inferred from the evi-
dence that the melting temperature decreases for
small crystallites (31–33)]. At this point, forming a
liquid from the crystal reduces the energy. Because
relatively few bonds need to be broken in order to
disrupt the long-range order of the crystallite, this
process is plausibly fast. Once the liquid forms,
the static shear modulus vanishes; if this liquid is
thermodynamically unstable, thermal fluctuations
cause rapid evaporation.

Notably, we found a similar dependence of
|y6|

2 andC6 onN during freezing (inset of Fig. 3A).

For colloidal crystals in the presence of C12E6, the
sample was subjected to repeated freezing and
melting by repeated switching of T from 28° to 27°
C (waiting sufficient time between cycles to ensure
complete melting and looking in different regions
of the sample). During the repeated cycles,
crystallites showed statistically indistinguishable
|y6|

2
av versus N. Hence, we conclude that the liq-

uid phase, which is unstable or metastable in this
case, is intimately involved in nucleation as well as
melting. This conclusion agrees with earlier com-
puter simulations (6), density functional theory
(8, 10), and experiments (9) in three dimensions.

The results described here were found in
crystallites of one to three layers thick, but are
likely to be generally applicable to crystallites of
arbitrary thickness formed from centrosymmetric,
attractive potentials. Short-range attractions might
prevail in crystallization and melting of macro-
molecules such as proteins in membranes or in
three dimensional solutions; in these cases, the
liquid phase is metastable or unstable and small
crystallites would rapidly vanish. Crystallites of
atoms with longer-range (Lennard-Jones–like)
attraction are common in vacuum-phase film dep-
osition and as nanoparticles on substrates or in
solution; in these cases, the liquid phase is stable
and small crystallites can form tiny liquid drop-
lets that persist, as indicated by our simulations.
In clusters composed of nonspherical particles,
other metastable phases with body-centered cubic
(34, 35) or liquid crystalline symmetry (36) might
determine the kinetics. Hence, the observed two-

stage sublimation process should be generally
relevant to the melting, freezing, and annealing
kinetics of small clusters with short-range attraction.
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Pattern Formation and Shape Changes
in Self-Oscillating Polymer Gels
Victor V. Yashin and Anna C. Balazs*

We developed an efficient model for responsive gels that captures large-scale, two-dimensional
(2D) deformations and chemical reactions within a swollen polymer network. The 2D calculations
allowed us to probe not only volume changes but also changes in sample shape. By focusing on
gels undergoing the oscillatory Belousov-Zhabotinsky reaction, we observed traveling waves of
local swelling that form a rich variety of dynamic patterns and give rise to distinctive oscillations in
the gel’s shape. The observed patterns depend critically on the gel’s dimensions. The approach
provides a useful computational tool for probing the dynamics of chemomechanical processes and
uncovering morphological transformations in responsive gels.

For a synthetic material to perform sus-
tained mechanical work, it must undergo
large-scale, periodic changes in volume

or shape. Polymeric gels constitute optimal
candidates for use as soft active materials,
because controlled modulations of the sur-
rounding solvent can lead to significant,
rhythmic expansion and contraction of the gel
(1, 2). Consequently, such oscillating gels
could be used as microactuators (3) for pul-
satile drug delivery (4). In addition to their
practical utility, oscillating gels provide an
ideal medium for investigating nonlinear dy-
namical phenomena that can arise from a
coupling of mechanical and chemical energy.
For example, researchers have isolated scenar-
ios where the initial swelling and deswelling of
a chemoresponsive gel exerts feedback on a
nonoscillatory chemical reaction and thereby
drives the entire system into a regular, oscilla-
tory regime (4–8). Theoretical models for
oscillating gels (2, 7–9) have yielded substan-
tial insight into mechanisms that can produce
periodic pulsations. Prior calculations (2, 7–9),
however, were carried out in one dimension
(e.g., the sample was assumed to be spherically
symmetric), and thus only volumetric changes
of the sample could be probed. To capture
shape changes, models must describe the gel
deformation in at least two dimensions. By
encompassing additional degrees of freedom,

2D (or 3D) models can enhance our funda-
mental understanding of the interplay between
the finite deformations of a responsive medium
and the nonlinear chemical dynamics and open
up the possibility of uncovering new morpho-
logical transitions (7).

We developed an approach for simulating
chemoresponsive gels that can exhibit not only
large variations in volume but also alterations
in shape. Through this approach, we modeled
oscillating gels undergoing the Belousov-
Zhabotinsky (BZ) reaction (10–12) and showed
that the ensuing 2D pattern formation depends
on the dimensions of the sample. BZ gels are
unique because the polymer network can expand
and contract periodically without external stimu-
li (11, 12). This autonomous, self-oscillatory
behavior is due to a ruthenium catalyst, which is
covalently bonded to the polymers (11, 12). The
BZ reaction generates a periodic oxidation and
reduction of the anchored metal ion, and these
chemical oscillations induce the rhythmic
swelling-deswelling in the gel. By probing mor-
phological changes in BZ gels, we can establish
design criteria for creating autonomous small-
scale devices, which perform sustained work un-
til the reagents in the host solution are consumed
and can be simply refueled by replenishing these
solutes.

Fig. 1. Temporal evolution
of f and v in a 30-by-30
square gel. (A) Location of
horizontal (a-b) and vertical
(c-d) cross sections through
the sample. (B) Nonrespon-
sive gel ( c∗ ¼ 0). (C) Re-
sponsive gel (c∗ ¼ 0:105).
Rhythmic variation of gel
size is clearly seen. Simula-
tions were performed with
(9): f0 ¼ 0:139, c0v0 ¼
1:3�10−3, cðfÞ¼0:338þ
0:518 f, l⊥ ¼ 1:1, e ¼
0:354, f ¼ 0:7, and q ¼
9:52� 10−4.
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Our approach was inspired by the lattice
spring model (LSM), where a material is rep-
resented by a network of interconnected Hookean
springs (13); however, we made substantial
modifications to create a gel lattice spring model,
or gLSM, which captures the gel’s large-scale
deformations, interaction with the surrounding
solvent, and response to chemical reactions. We
started with a 2D lattice, which corresponds to a
thin film or a 3D sample where the height of the
material remains constant. In the initial un-
deformed system, this layer height is H0, and
the length of each element in the square lattice
is D (fig. S1A). The spatial position of every
node in this lattice is uniquely characterized by
the vector m ¼ k e1 þ l e2 or, equivalently, by
the pair of integers (k,l). The elements are labeled
by the pair m ¼ ðk, lÞ corresponding to the node
in the lower left corner of the element. Upon de-
formation, the vectorsm merely label the nodes
and the elements, whereas the vectors xm give
the actual positions of the nodes in the laboratory
coordinate system (fig. S1A). The total energy of
the deformed system, E, can be expressed as a
function of the coordinates of the nodes, or
E ¼ UðfxmgÞ, where UðfxmgÞ ¼ H0D

2∑mum
is the sum of the energies of the deformed rect-
angular elements.

To capture the nonlinear elasticity of the gels,
we must express the energy density, u, in terms of
the invariants of the strain tensor, Ii (14). For
purely 2D deformation, the invariants of interest
are (14, 15) I1 = d1

2 + d2
2 + l2⊥ and I3 =

l2⊥
�
e3 · (d1�d2)

�
2, where di ¼ ∂x=∂Xi for i

values of 1 and 2, and l⊥ and e3 are the degree
of swelling and the unit vector in the direction
perpendicular to the deformation, respectively.
The energy density u = u(I1, I3) is a sum of two
distinct contributions (8). The first, uel, describes
the rubber elasticity of the cross-linked polymer
chains and can be expressed as (16)

uel
T

¼ c0
2
ðI1 − 3 − ln I

1=2
3 Þ ð1Þ

where T is temperature (measured in energy
units) and c0 is the cross-link density, that is, the
number density of elastic strands in the un-
deformed polymer network. In the undeformed
state, uel equals 0 because I1 ¼ 3 and I3 ¼ 1.
The second contribution to the energy density,
uFH, describes the interaction between the
polymer and solvent units:

uFH=T ¼ v−10 I
1=2
3 fFHðf0I−

1=2
3 Þ ð2Þ

where v0 is the volume of a monomer within
the chains, fFH is the Flory-Huggins free energy
density (17), and fFH (f) = (1– f) ln(1 – f) +
cFHf(1 – f), with cFH being the polymer-
solvent interaction parameter. The local vol-
ume fraction of polymer in the gel, f, depends
on the volume fraction of polymer in the un-
deformed state, f0, and the local deformation as
f = f0I3

–1=2.
The force acting on a node m can now be

obtained as Fm = – ∂U/∂xm, which yields

Fðk;lÞ ¼ c0T
H0

2
∑

d,d′¼T1

½xðkþd,lþdÞ − xðk,lÞ� þ

l⊥T
H0

2

n
e3 � ½xðk,lþ1Þ − xðkþ1,lÞ�Pðk,lÞ þ

e3 � ½xðk−1,lÞ − xðk,l�1Þ�Pðk−1,lÞ þ
e3 � ½xðk,l−1Þ − xðk−1,lÞ�Pðk−1,l−1Þ þ

e3 � ½xðkþ1,lÞ − xðk,l−1Þ�Pðk,l−1Þ
o

ð3Þ

Here, Pm is the pressure in element m, with
Pm ¼ pm þ cmT=2. In the latter equation, pm is
the Flory-Huggins osmotic pressure (17) in
element m:

pm ¼ −v−10 T
�
fm þ lnð1−fmÞ þ

cðfmÞf2m
� ð4Þ

where fm ¼ f0I
−1=2
3 ðmÞ is the volume fraction of

polymer in element m. Similarly, cm is the local
value of the cross-link density and is equal to
cm ¼ c0I−

1=2
3 ðmÞ. Because of the high friction

between the polymer and solvent, inertial effects
can be neglected, and the node velocity is
proportional to the force acting on that site (18)
so that

dxm=dt ¼ ΛmFm ð5Þ

The mobility LmºH−1
0 D−2z�1ðfmÞ is inversely

proportional to the polymer-solvent friction
coefficient, z, where zðfÞº f

3=2 for a good
solvent (18).

Equation 3 allows us to interpret the in-
ternal gel forces as a sum of two contribu-
tions: (i) the spring-like forces acting between
nodes and (ii) the forces that originate from
the pressure between the adjacent elements. A
graphical representation of the equation for
the force acting on node m = (k, l) is shown in
fig. S1B. Note that one can readily introduce
physical and chemical heterogeneities at dif-
ferent locations in the sample and thereby
analyze how the local variations affect global
properties.

This gLSM can be readily generalized to
incorporate the BZ reaction. In addition to the
local volume fraction of polymer, fm, and the
cross-link density, cm, each element is now
characterized by the dimensionless concentra-
tions of the following (9, 19): reactant dissolved

Fig. 2. Two-dimensional
wave patterns and shape
changes for gels of differ-
ent dimensions. (A to F)
Plots of f during one
period of oscillation for
gel size (I) 10 by 40, (II)
20 by 40, and (III) 30 by
40; time step is 6T0.
Initial degrees of swelling
given by lx ¼ ly ¼ l⊥
andu ¼ v ¼ 1� 10−3.
All other parameters are
as in Fig. 1.
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in the solvent, um, and oxidized metal-ion cata-
lyst attached to the chains, vm. The gel dynamics
are coupled to the BZ reaction via the pressure,
Pm, as

Pm ¼ pm þ cmT=2þ v−10 Tc∗vmfm ð6Þ

where c* is the coupling constant. When
c* > 0, the gel can respond to the chemical
oscillations of the BZ reaction by undergoing
spatial oscillations; when c* ¼ 0, the gel is
nonresponsive to the chemical oscillations. For
each element of the gLSM, the equations of

chemical kinetics are formulated in terms of the
mole fractions of the reagents, um ¼ umf�1

m and
vm ¼ vmf−1m . Because the metal-ion catalyst is
chemically linked to the polymer, the local
chemical balance equation includes only the
redox reaction:

dvm=dt ¼ ef�1
m Gðum; vm; fmÞ ð7Þ

where e is a constant. The other reactant under-
goes both reaction and diffusion:

dum=dt ¼ −l⊥f�1
0 D−2 ∑

4

i¼1
e3 ⋅½JiðmÞ� xiðmÞ� þ

f�1
m Fðum; vm; fmÞ ð8Þ

The first term on the right-hand side of Eq. 8
describes the diffusive transport between the
neighboring elements. Ji(m) is the flux of the
dissolved reagent across edge i of the elementm,
with xiðmÞ being the vector associated with this
edge (fig. S1A). Both the transport of this re-
agent due to the polymer-solvent interdiffusion
and the self-diffusion of the reagent in the sol-
vent contribute to the flux JiðmÞ. G and F
characterize the BZ reaction in the gel through
the modified (9) Oregonator model (19):

Fðu; v; fÞ ¼ ð1 − fÞ2u− u2 − f vð1 − fÞ

� ½u− qð1 − fÞ2�½uþ qð1− fÞ2�−1 ð9Þ

Gðu; v; fÞ ¼ ð1 − fÞ2u− ð1− fÞ v ð10Þ
where the constants f, e, and q are the model
parameters; a parameter accounting for the light
sensitivity of the BZ reaction can be incorporated
into Eq. 9 as outlined in (20). Equations 5, 7, and 8
are solved numerically to obtainfm,um, andvm as
a function of time. We used the VODE code for
solving large systems of stiff ordinary differential
equations (21). The gel is freely swelling (i.e., no
external forces act on the boundary nodes), and u
equals 0 in the outer solution. Because the model
is purely 2D, there are no transport processes in
the third direction. The reaction rate functions F
and G depend on f, which depends on the local
deformations; thus, the mechanical response of
the system could affect the chemical kinetics of
the system, as will be seen below.

The density plots in Fig. 1 show the temporal
evolution of f and the concentration of v for a
particular portion of the gel. Specifically, we
focused on the marked cross sections of a square
sample (Fig. 1A) and plotted f and v along these
lines as a function of time. To highlight the
difference between the responsive and non-
responsive gels, we first consider a system in
which c* ¼ 0; that is, the polymer dynamics are
not coupled to the oscillatory chemical reaction.
The appearance of repeating, straight stripes in
the v density plot (Fig. 1B) indicates that this
variable exhibits periodic temporal oscillations
(as dictated by the chosen values of f, e, and q);

Fig. 3. Dynamic behav-
ior along lateral cross
sections of the 20-by-40
sample. (A) Location of
cross sections. (B) Along
a-b, the waves appear at
the edges and propa-
gate to the center of
the sample. (C) Dynam-
ics along c-d indicate
the presence of two
centers of wave genera-
tion. Period of time is
dt ¼ 100 T0.

Fig. 4. Dynamic behav-
ior along vertical cross
sections for the 20-by-
40 sample. (A) Location
of cross sections. (B) The
waves propagate from
the center to the edges
along a-b. (C) A stand-
ing wave is observed
along c-d, which passes
through one of the foci.
(D) Along e-f, waves
appear at the top and
bottom and propagate
inward.

3 NOVEMBER 2006 VOL 314 SCIENCE www.sciencemag.org800

REPORTS

http://www.sciencemag.org


however, the uniform coloring of the f density
plot reveals that the oscillatory changes in the
catalyst have no effect on the chains.

When c* > 0, we found dramatically dif-
ferent behavior. The coupling of the BZ reaction
to the elasticity of the gel gives rise to traveling
waves within the polymeric network, as seen by
the waves of yellow in f (Fig. 1C). The fact that
these bent curves point to the left indicates that the
waves originate from the center and propagate to
the edges of the sample as time increases. In
addition to this wave of local swelling, the BZ
reaction modifies the shape of the responsive
sample, as can be seen by the periodic variations in
the sample’s width. In this square example, similar
oscillations appear in the vertical direction,
causing the gel to undergo a symmetric, rhythmic
expansion and contraction. The mechanical oscil-
lations of the gel actually modify the BZ reaction,
as can be seen by comparing v in Fig. 1, B and C.
[It is worth noting that, for BZ reactions in
solution, convectivemotion can lead to a feedback
that alters the chemical reaction (22).]

We found that the dimensions of the sample
have a notable effect on the dynamic patterns
and shape changes that occur within the gel.
Figure 2 shows snapshots in time for three
examples: The sample width, w, is fixed at 40
lattice sites, whereas the height, h, is set to 10,
20, and 30 sites. The outer edges are marked in
black to highlight the morphological trans-
formations. For h = 10, the chemical waves lead
to a swelling at the center of the slab; the
swelling then propagates to the edges of the
sample to yield a dog bone–shaped object. The
entire process repeats, with the structure re-
turning to the shape in column I, row A (IA). In
this case, the waves emanate from the center and
spread to the outer edges. This behavior also
characterizes the patterns for the h = 30 sample,
shown in column III. A swelling rapidly prop-
agates to the edges, leaving an unswollen core in
IIIF. The system then repeats the cycle, re-
starting with the configuration in IIIA.

The observed patterns are, however, much
more intriguing when h = 20 (23). The waves
appear to originate from two foci (Fig. 2, column
II), merge in the center, and then decorate the
edges, so that system resembles two back-to-
back Cs. The outer edges of the Cs join to form
the pattern in IIF, and the oscillations continue,
returning to the pattern in IIA.

To further illustrate the distinct nature of the
patterns for h = 20, we plotted the structural
evolution of this system in both the lateral (Fig. 3)
and vertical (Fig. 4) directions. Along the a-b cross
section (Fig. 3A), the spatiotemporal pattern
appears as repeating chevrons that point to the
right (Fig. 3B). This pattern is indicative of waves
that originate from the edges and propagate toward
the center of the sample as timemoves forward. In
Fig. 3C, which shows the behavior along the c-d
cross section, each bright line consists of two
chevrons, corresponding to two waves that
propagate away from the points of origin. When

these waves reach the sample’s center, they form a
wave that propagates toward the edges in the
vertical direction (Fig. 4B). If the vertical cross
section passes through one of the two foci (Fig. 2
II), then the evolution exhibits a standing-wave
pattern (Fig. 4C). Lastly, near the outer edges of
the sample, the wave propagates inward again
(Fig. 4D). Thus, the dynamic behavior for h = 20
is much more complex than those seen for h = 10
and h = 30, where the waves simply progress
toward the edges, generating patterns similar to
those in Fig. 1C. Although the aspect ratio h/w
plays a role, further studies are needed to quantify
how this value affects pattern formation.

To establish the relevant time and length scales,
we noted that the unit of time in the dimensionless
Eqs. 6 and 7 isT0, the shortest time scale of the BZ
reaction in solution (19, 24). On the basis of rate
constants in solution (25) and the typical concen-
trations in gels (26), we estimated T0 ∼ 1 s. The
period of time in Fig. 2 is dt ¼ 100 T0 or on the
order of 1 to 2 min. The unit of length is
L0 ¼ ðDuT0Þ

1=2, where Du ¼ 2� 10−5 cm2 s−1

is the diffusion constant of the reactant u in
solution (27), so the estimated length scale is
D ¼ L0 ∼ 40 mm. These time and length scales
are experimentally accessible, allowing the
predictions to be readily tested.

By applying our gLSM technique to respon-
sive gels undergoing the BZ reaction, we un-
covered a rich variety of dynamic patterns and
distinctive shape changes that depend on the
dimensions of the sample. Additionally, within
this system, chemical and mechanical behavior
are highly coupled and mutually responsive.
Overall, the studies further facilitate the design
of devices that harness chemomechanical energy
conversion to exhibit self-sustained rhythmic
action in multiple directions.
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Renewable Hydrogen from Nonvolatile
Fuels by Reactive Flash Volatilization
J. R. Salge, B. J. Dreyer, P. J. Dauenhauer, L. D. Schmidt

Droplets of nonvolatile fuels such as soy oil and glucose-water solutions can be flash evaporated by
catalytic partial oxidation to produce hydrogen in high yields with a total time in the reactor of less
than 50 milliseconds. Pyrolysis, coupled with catalytic oxidation of the fuels and their fragments upon
impact with a hot rhodium-cerium catalyst surface, avoids the formation of deactivating carbon layers
on the catalyst. The catalytic reactions of these products generate approximately 1 megawatt of heat
per square meter, which maintains the catalyst surface above 800°C at high drop impact rates. At these
temperatures, heavy fuels can be catalytically transformed directly into hydrogen, carbon monoxide,
and other small molecules in very short contact times without the formation of carbon.

Thedirect conversion of nonvolatile hydro-
carbons into syngas (a mixture of H2 and
CO) and chemicals is an important pro-

cess for using renewable fuels such as vegeta-
ble oils and liquids produced by hydrolysis or
pyrolysis of biomass (1). Hydrogen is needed
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for fuel cells and for onboard combustion in
vehicles for enhanced performance and reduced
emissions, and syngas is used for the produc-
tion of synthetic liquid fuels, chemicals, and
fertilizers.

The conversion of gaseous and volatile fuels
to H2 is possible through pyrolysis (1), steam
reforming (2), and partial oxidation (3–5), with
or without catalysts. However, the direct pro-
cessing of nonvolatile fuels such as vegetable
oils, residual petroleum fuels, and liquid and
solid biomass is more complicated because of
their tendency to form solid carbon that inter-
feres with process equipment and rapidly plugs
pores in heterogeneous catalysts. Such heavy
fuels decompose chemically before evaporation
to form hydrogen, olefins, aromatics, and solid
carbon.

Flash pyrolysis (reaction times typically 1 s)
of heavy liquids and solid biomass has been
shown (1) to produce primarily gases (syngas)
and volatile liquids (bio-oils). Reaction times in
these processes are limited by heat transfer into
biomass particles to decompose reactants. Ad-
ditionally, at least ~10% of the reactant biomass
is reported to form a solid char that must be
separated and removed. Nonvolatile solid bio-
mass pellets have been shown to volatilize
without the formation of carbon when exposed
to very high heat fluxes (~106 W/m2) (6) of
focused radiation from a xenon lamp. We find
that similar high heat fluxes can also occur by
catalytic partial oxidation of biomass to H2 and
CO, providing a comparable steady-state envi-
ronment where nonvolatile biomass can be de-
composed without the production of carbon.

We showed that, by flash heating small drops
of heavy fuels in the presence of small amounts
of O2 impinging on a catalyst-coated ceramic
foam maintained at ~800°C by the reaction, it is
possible to achieve steady-state operation with
refined soy oil, biodiesel (the volatile methyl
ester of soy oil), and sugar-water solutions with
no external heat supplied. This process produces
~70% selectivity to H2 with >99% conversion of
the fuel. Carbon formation does not occur
because the presence of O2 produces rapid
oxidation of decomposition products, and the
resulting heat of reaction maintains a surface
temperature of 800° to 1000°C that prevents
quenching of the process that would lead to rapid
carbon formation.

The reactor, sketched in Fig. 1, is similar
to those described previously (5) and uses an
automotive fuel injector to spray ~400-mm-
diameter drops onto a catalyst foam containing
Rh-Ce catalyst particles at typically 2.5% by
weight of each component. We placed the cat-
alyst ~2 cm from the fuel injector so that the cold
drops impinged directly on the front face of the
catalyst. Air flowed around the fuel injector to

provide a uniform flow field and to optimize
mixing with the gaseous products. Air and fuel
enter at 20°C; no external heating was needed.

Because it is essential to have the liquid
impinge on a very hot surface to prevent car-
bon formation, the process was initiated by
flowing air mixed with CH4 over the catalyst
for light-off to heat the front face of the
catalyst to ~1000°C. Then the fuel injector
flow was started, and the CH4 was reduced or
shut off to maintain a constant C/O ratio (the
ratio of C atoms in the fuel to the O atoms in
air) of ~1.0, which is the optimum stoichio-
metric ratio for the formation of syngas.

Results for refined soy oil (the triglyceride
of C18 and C16 fatty acids) as fuel are shown in
Fig. 1A for conversion and temperature and in
Fig. 1B for selectivities to H2 and all carbon-
containing products. The temperature 10 mm
downstream from the front face, which is gen-
erally cooler than the front face where oxidation
reactions occur, decreased from 1100°C (glowing
bright orange) to 800°C (dull red) as C/O in-
creased from 0.8 to 1.2. The lower C/O limit
is set by thermal destruction of the catalyst
(sintering of Rh), and the higher C/O limit is set
by carbon formation that shuts down the process.

We have run this process for more than 20
hours on a given catalyst and repeated it on
several catalysts. In all cases, no deactivation
was observed (<2% changes in conversion or
selectivities over 20 hours) as long as the
catalyst was not overheated. A higher C/O ratio
caused deactivation through carbon formation in
the catalyst, but the activity could be restored
quickly by decreasing C/O to burn off this
carbon or by adding CH4.

Results for a similar experiment with bio-
diesel instead of soy oil are shown in Fig. 2. Bio-
diesel (the methyl ester of the fatty acids from the
triglyceride ester made by transesterification of

soy oil) boils without decomposition at >300°C,
so vaporization of biodiesel without carbon for-
mation is possible. We showed previously (4)
that biodiesel could be converted into H2 and CO
or into olefins in a similar reactor system where
the biodiesel was vaporized by heating the walls
of the reactor above the catalyst to 300°C, and a
heat shield–mixer was inserted between the
vaporized fuel and the catalyst. In the present
experiment, no external heat was added, so fuel
and air were fed at room temperature. Figure 2
shows that conversions and selectivities with
biodiesel are similar to those seen when using
nonvolatile soy oil directly.

In another experiment, we fed a glucose-
water solution through the fuel injector. We
dissolved 35% by weight glucose in water.
(The solubility of glucose in water at 20°C is
38% by weight.) We were unable to maintain
steady-state operation without adding CH4 along
with the sugar, and the lowest CH4 level we were
able to maintain at C/O = 0.8 was three carbon
atoms from methane per carbon atom from
glucose. Again, performance was comparable to
that seen with soy oil or biodiesel, with >99%
glucose conversion and ~70% H2 selectivity.

These are preliminary experiments in which
little optimization of catalyst or conditions was
attempted. Preheat in the volatilization zone or
in the fuel injector should increase stability and
performance, and smaller drop sizes should also
increase the range of operation.

This process produces no more than a few
percent of higher hydrocarbons (primarily eth-
ylene and propylene) for any of these fuels at
C/O = 0.8, so these products are suitable for use
in a fuel cell with minimal cleanup. We ob-
served up to 20% carbon atom selectivity to
ethylene and propylene at C/O = 1.2, and
operation at higher C/O ratios should produce
much higher yields of olefins, comparable to the

Department of Chemical Engineering and Material Science,
University of Minnesota, 421 Washington Avenue SE,
Minneapolis, MN 55455, USA.

Fig. 1. Soy oil (A) conversion and temperature and (B) selectivities to H2 and carbon products by reactive
flash volatilization. SC and SH are defined as (C or H atoms in product)/(C or H atoms in converted fuel). All
gases and liquids enter the reactor at room temperature, and no process heat is added. The inset shows
the reactor configuration, in which liquid drops of soy oil from an automotive fuel injector strike a Rh-Ce
catalyst on an alumina foam to vaporize the drops in ~1 ms without carbon formation.
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80% total olefins reported for conventional
catalytic partial oxidation of biodiesel (4) and
hexadecane (5). Operation at higher C/O ratios
would require the adjustment of preheat and
flow conditions and perhaps the use of sacri-
ficial CH4 to avoid carbon formation. A patent
describing a similar experiment has been
reported, in which heavy petroleum was co-fed
with light hydrocarbons or fed periodically in
order to produce ethylene and higher olefins (7).

We next consider the processes by which
nonvolatile liquids can be converted to H2 and
other small molecules without carbon formation.
When a drop of a volatile liquid hits a hot
surface, the vaporization at the interface can be
fast enough that a gaseous layer is formed,
which insulates the drop from the surface. This
regime is called “film boiling” or “water
droplets on a hot frying pan,” as sketched in
Fig. 3A, and the heat transfer and mechanisms
of this process have been considered extensively
(8–11). Nonreactive drop breakup upon impact
has been studied (12), as has nonreactive drop
impact upon heated porous surfaces (13).

The situation in our experiment is consider-
ably different than conventional film boiling.
Without chemical reaction, the surface would

cool rapidly by heat transfer and boiling of the
liquid. Instead, the process relies on the chem-
ical reaction of the volatile products (the parent
liquid as well as H2 and other smaller frag-
ments) to continuously maintain the surface
temperature high enough to sustain steady-state
impact and decomposition of drops. The possi-
ble configuration for a drop with reaction
occurring on a hot catalyst surface is sketched
in Fig. 3B. The process probably relies on
reaction in the gaseous layer between the drop
and the hot catalyst to continuously generate
gaseous products and heat, and the process can
continue until all fuel is volatilized, either in the
initial drop or in successive smaller drops that
form from the primary drop.

The sequence of surface and homogeneous
reaction steps in reactive flash volatilization is
unknown. We suspect that the initial reaction
step is partial vaporization and pyrolysis upon
impact of the cold drop with the hot surface.
Rebound then allows oxidation reactions, and
film boiling permits gas and surface reactions.
Once the drop or its fragments enter the
ceramic foam, reactive decomposition should
be very rapid. However, the amounts of re-
action in each of these stages are unknown.

The overall process is extremely complicated
because of possible drop breakup dynamics
and the structure of the porous catalyst surface
on which the process occurs. Some of these
issues are sketched in Fig. 3, C and D. The
velocity of the drop above the surface is
calculated to be ~1 m/s, so the impact of the
drop on the surface could promote rapid break-
up into smaller drops by momentum transfer.
The initial impact probably involves the cold
liquid making direct contact with the surface.
These events are estimated to involve micro-
second times, where gradients and sequences of
events are extremely large and difficult to
predict. Previous studies have also noted the
difficulties in accurately describing the dynam-
ics of droplets that simultaneously boil and
crack when striking a hot surface (11) or that
strike a hot porous substrate (13).

This process appears to be general for any
fuel, because the hot catalyst surface will py-
rolyze and oxidize the liquid at the interface into
products that are easily oxidized. Heavy fuels
such as residual petroleum fractions, yellow
grease (used cooking oil), and crude soy oil
should be processable with little or no pre-
treatment. At the observed reactor temperatures
of 800° to 1000°C, the presence of small
amounts of impurities such as phosphorous,
potassium, nitrogen, and other small organics
present in renewable feedstocks will probably
not be detrimental to the catalyst because they
are volatile. Varying amounts of moisture within
feedstocks should actually improve the H2 yield
and further suppress carbon formation. The
process should also be scalable over a wide
range of capacities (14).

Many technologies require fast drop volatil-
ization without carbon formation. Diesel engines
require rapid combustion of nonvolatile fuels, but
the impact of drops on walls is generally avoided
to prevent coke formation. New engine technol-
ogies could use drop volatilization at a catalytic
surface to improve diesel combustion and reduce
pollutants. Heavy oils such as residual petroleum
fractions and biomass-derived liquids can be
pyrolyzed and combusted in fixed or fluidized
beds, but this generally involves a reducing zone
where carbon forms, followed by an oxidizing
zone where the carbon is burned off. A single-

Fig. 3. Sketches of possi-
ble configurations of (A)
conventional film boiling
of a volatile drop on a hot
surface, (B) reactive drop
volatilization on a hot cat-
alyst surface, (C) drop im-
pingement and breakup
on a hot catalytic surface,
and (D) drop impinge-
ment and breakup on a
hot catalytic porous sur-
face.

Fig. 2. Biodiesel (A) conversion and temperature and (B) selectivities to H2 and carbon products by
reactive flash volatilization. Conversion is high and selectivities are comparable to those seen with
soy oil.
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zone catalytic process would be much smaller
and simpler, and the use of catalysts would allow
tuning of selectivities that is not possible with
flame combustors. Catalytic processes also elim-
inate or strongly reduce pollution associated with
flame combustors.

Reactive drop volatilization appears to be a
simple and readily adaptable method to convert
nonvolatile fuels into H2 or chemicals for large
as well as small scales of production, such as
onboard vehicle reforming. It allows the inten-
sification of the process into millisecond time
scales and suggests that the conversion of other
nonvolatile biomass mixtures such as emulsions,
slurries, and powders is possible. The process
also requires further experiments, long-term
evaluation, and modeling to optimize catalyst
performance and determine the exact mecha-
nisms of reactive flash volatilization.
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Coherent Electronic Fringe Structure
in Incommensurate Silver-Silicon
Quantum Wells
N. J. Speer, S.-J. Tang, T. Miller, T.-C. Chiang*

Atomically uniform silver films grown on highly doped n-type Si(111) substrates show fine-structured
electronic fringes near the silicon valence band edge as observed by angle-resolved photoemission.
No such fringes are observed for silver films grown on lightly doped n-type substrates or p-type
substrates, although all cases exhibited the usual quantum-well states corresponding to electron
confinement in the film. The fringes correspond to electronic states extending over the silver film as a
quantum well and reaching into the silicon substrate as a quantum slope, with the two parts
coherently coupled through an incommensurate interface structure.

Electronic effects in thin films and at inter-
faces are at the heart of modern solid state
electronic technology, and as device di-

mensions shrink toward the nanoscale, quantum
coherence and interference phenomena become
increasingly important. For example, a thin film
of Ag on Si, a prototypical metal-semiconductor
system with an incommensurate interface, can
support quantum-well states caused by electron
confinement in the film (1–5). We now report on
electronic fringes in atomically uniform Ag films
grown on Si(111) that exhibit much finer
structures than previously observed. The fringes
of dispersion curves closely track the Si sub-
strate valence band edge in energy-momentum
space and bear a striking visual resemblance to
ripples associated with diffraction of waves at a
boundary. Although both p- and n-doped Si

substrates were studied, only highly doped n-type
Si substrates exhibit such fringes, which suggests
that the effects must be related to the electronic
potential variation in the substrate. The technique
we used, angle-resolved photoemission, has a
very short probing depth of just two to three atomic
layers. Nevertheless, thewave function sampled by
photoemission propagates through the film and
into the depletion region in the Si to a depth up to
tens of atomic layers. A long electron coherence
length gives rise to quantum interference, despite
the large lattice mismatch between Ag and Si and
the incommensurate interface configuration. The
resulting electronic structure is characteristic of
the combined Ag and Si system, and an analysis
of the wave mechanics yields results matching
closely the experimental observation.

In our experiment, the Si(111) substrates were
flashed to create a clean 7 by 7 reconstructed
surface. Silver films were deposited at a substrate
temperature of 50 K; these were subsequently
annealed to near room temperature and cooled
back to 50 K for photoemission measurements.
Angle-resolved photoemission data taken from
Ag films of a thickness of N = 8 monolayers
(ML) deposited on n-type Si substrates are shown

in Fig. 1A for a doping level of n = 2 × 1015/cm3

(lightly doped) and Fig. 1B for n = 5 × 1018/cm3

(highly doped). Under our experimental con-
ditions, Ag(111) films grow on Si(111) with an
unstrained bulk Ag lattice constant, and the Γ K
direction (6), corresponding to the ½ 110� di-
rection in the bulk, is aligned with the same
direction in the substrate. The emission angle
refers to the polar angle relative to the surface
normal, and the detection plane is oriented along
the Γ K direction. The results from the lightly
doped sample (Fig. 1A) show a surface state (SS)
similar to that of bulk Ag(111) (7) and a set of
quantum-well states (or subbands) labeled by the
quantum number n = 1–3. These subbands
exhibit approximately parabolic dispersion rela-
tions, but with notable “kinks” near the top Si
valence band edge caused by a hybridization
interaction (8–10). An example of such a kink is
indicated by an arrow. The data for the highly
doped sample (Fig. 1B) show similar features
and, additionally, fringes near the Si valence band
edge. An enlarged view of the region in Fig. 1B
contained within the rectangular box shows
details of the fringes (Fig. 1C).

The film thickness of N = 8 ML quoted for
the data is an exact thickness. A counting of the
atomic layers over a wide range of film coverage
leads to an absolute determination of the film
thickness (8). In Fig. 2, A to C, we show data for
Ag films with coverages of 11, 11.5, and 12 ML,
respectively, on highly doped n-type Si. Similar
fringe structures were observed for these three
coverages, but the quantum-well subbands in
Fig. 2B additionally show splittings at places
where they are narrow in energy. An example lies
in the circled area. The splittings are caused by
the presence of two thicknesses, 11 and 12 ML,
in the film. This atomic layer resolution allows us
to follow the completion of each atomic layer as
we gradually increase the film thickness.

Because the fringes depend on the substrate
doping, the substrate potential must play an im-
portant role in the observed effects. Furthermore,
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each fringe is smoothly connected to a quantum-
well subband, as seen in Fig. 1. Thus, the fringes
can be viewed as a bundle of quantum-well
subbands that pile up near the Si valence band
edge. This behavior is not expected based on the
standard model that treats the Ag film as a
quantum well, with the Si substrate simply
providing a boundary that reflects the electrons
(1). To explain the results, we show in Fig. 3 a
plot of the electronic potential for a film of 8 ML
at in-plane wave vector kx = 0.22 Å−1 (corre-
sponding to a polar emission angle of ~6°). The
Si substrate has a gap in which the Fermi level EF
lies. At the Ag-Si interface, EF is pinned near
midgap (11). Band bending in the depletion
region of Si gives rise to an approximately linear
depth dependence of the valence band edge, as
indicated in Fig. 3 (12). Propagating electronic
states in Si exist only below this edge. There is no
gap in Ag at this kx, and all Ag states below EF
are propagating in nature.

The electronic potentials in the Ag film and
the Si substrate together create a set of confined
states. To solve the wavemechanical problem, we
used the effective mass approximation (13, 14).
The wave function in the Ag film is given by:

yºexpðikxxÞcos pz
t

� �
sin½kzðz −Nt − DÞ� ð1Þ

where kz is the momentum component perpen-
dicular to the surface measured from the zone

boundary, t is the Agmonolayer thickness, andD
is a charge spillage parameter (15), which defines
an effective boundary at the Ag-vacuum in-
terface. Here, z = 0 is the Ag-Si boundary, and the
wave function vanishes at z ¼ Nt þ D. The three
factors on the right-hand side of Eq. 1 can be
identified as the in-plane wave function, the
band-edge wave function, and the envelope func-
tion, respectively. The wave function in Si is
similarly given by a product of three factors:

yº expðikxxÞcos 2p
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where a is the lattice constant of Si,U is the linear
potential caused by the band bending, F is the
slope of this potential, E is the energy of the state,
m*is the Si effective mass along the z direction,
and Ai denotes the Airy function. The Airy
function is a solution of the Schrödinger equation
with a linear potential and is the form of the
envelope function in Si (14).

The band parameters of Ag and Si were
taken from an empirical tight binding calculation
(16, 17). The potential and its slope in the Si
substrate were calculated from the dopant
density. The parameter D was taken to be 0.4 Å
(0.17 ML); the calculated results were not very
sensitive to this choice. The only free parameter
in the model was the energy of the Si band edge

at the Ag-Si interface. Thewave functions in Eqs.
1 and 2 were matched, and the Si band edge was
varied for a best fit to the observed dispersion
relations. The photoemission data for the 8-ML
filmwith the Si band edge indicated are shown in
Fig. 4A, and Fig. 4B shows the same data with
the calculated dispersion relations superimposed.
The agreement is very good for the fringe
spacings and dispersions.

The wave functions for the first five states,
counting from EF, are shown in Fig. 3 for kx =
0.22 )−1. The first one (n = 1) lies completely
within the Si band gap. Its wave function is
confined within the Ag film and decays rapidly
inside the Si substrate. The other four states, at
lower energies, penetrate into the Si depletion
region to various depths. With each increment of
n within the group of four states, the energy
decreases by ~70 meV, and the wave function
penetrates deeper by ~10 Å. The wave functions
remain fairly similar within the Ag film. The
relatively shallow slope of the potential within
the Si causes the electronic states with different
n’s to pile up near the Si band edge, giving rise to
the closely spaced fringes. As kx increases, the Si
band edge moves down, and more states become
confined within the Ag film, as seen in Fig. 4.
States with higher n’s should also be present in
the data, but they become fainter for two reasons.
The probing depth of photoemission is only a few
angstroms.Wave functions extending deeper into
the substrate have less weight in the photo-
emission probing depth, and the emission in-
tensity decreases correspondingly. Also, a finite
electron coherence length in the system can limit
the range over which discrete states can be clearly
observed (18).

For lightly n-doped Si substrates, the slope of
the potential in Si is essentially zero. No fringes
are expected, and none are observed. Likewise,
no fringes are expected or observed for p-doped
substrates, because the direction of band bending
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is opposite to that of the n-type substrates. We
note that the n = 2 and 3 states in Fig. 1A for the
lightly doped sample, instead of bending over
to form fringes, simply continue into the con-
tinuum region of Si, with a kink as the dis-
persion curve crosses the Si band edge. These

states within the Si band continuum are
actually quantum-well resonances, as they are
not fully confined. The Ag-Si boundary causes
partial reflection; the resulting interference
effect gives rise to broadened, quasi-discrete
states. Such quantum-well resonances are also
present in Fig. 1B for the highly doped sample
at energies beyond the range of band bending
(or confinement).

The Ag films and the Si substrates are lat-
tice mismatched and incommensurate. Never-
theless, the wave functions given in Eqs. 1 and 2
are symmetry compatible and can be matched
over the entire interface plane. The resulting
state is coherent throughout the entire system.
The combination of a quantum well (Ag film)
and a quantum slope (Si substrate) yields a rich
electronic structure. An important conclusion
drawn from the present study is that coherent
wave function engineering, as is traditionally
carried out in lattice-matched epitaxial systems,
is entirely possible for incommensurate sys-
tems, which can substantially broaden the se-
lection of materials useful for coherent device
architecture.
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Solar Nebula Heterogeneity in
p-Process Samarium and
Neodymium Isotopes
Rasmus Andreasen and Mukul Sharma*

Bulk carbonaceous chondrites display a deficit of ∼100 parts per million (ppm) in 144Sm with
respect to other meteorites and terrestrial standards, leading to a decrease in their 142Nd/144Nd
ratios by ∼11 ppm. The data require that samarium and neodymium isotopes produced by the
p process associated with photodisintegration reactions in supernovae were heterogeneously
distributed in the solar nebula. Other samarium and neodymium isotopes produced by rapid
neutron capture (r process) in supernovae and by slow neutron capture (s process) in red giants
were homogeneously distributed. The supernovae sources supplying the p- and r-process nuclides
to the solar nebula were thus disconnected or only weakly connected.

Planetary crust-mantle differentiation leads
to fractionation of Sm from Nd producing
variations in the Nd isotopic compositions

from the radioactive decay of 146Sm to 142Nd

[half-life of 146Sm = 103 million years (My)]
and of 147Sm to 143Nd [half-life of 147Sm = 106
billion years (Gy)]. Deviations in the Nd isotopic
compositions of crust-mantle reservoirs from the
bulk planetary values reflect the timing and
magnitude of planetary evolution. A fundamental
assumption in the interpretation of isotope
records is that the Nd isotopic composition of
bulk planets is identical to that of chondritic me-
teorites. Recent results show that the 142Nd/144Nd

ratios of chondrites and theMoon (1, 2) are ~20 m
(m = parts in 106) lower than the terrestrial upper
mantle, which suggests that Earth contains a
complementary reservoir with a low Sm/Nd ratio
that resulted from a global differentiation event
>4.53 billion years ago (Ga). The Nd isotopic
compositions of chondrites are, however, some-
what heterogeneous, displaying –5 to –40 m
variations in 142Nd (1) without the correlated
variations in 143Nd, as expected if there were
small differences in the Sm/Nd ratio of the
chondrites. Chondrites also preserve grains
showing large anomalous variations in the Sm
and Nd isotopes produced during nucleo-
synthesis [e.g., (3)]. These observations raise a
key question: Were the nucleosynthetic contribu-
tions of Sm and Nd isotopes heterogeneously
distributed in the solar nebula isotopes on a
planetary (or planetesimal) scale? We sought to
answer this question by examining Sm and Nd
isotopes in macroscopic samples of meteorites.

Isotopes produced by the r process (rapid
neutron capture) and the p process (photo-
dissociation of nuclides) are considered to be
generated in supernovae explosions; those
produced by the s process (slow neutron
capture) are generated in red giants [e.g., (4)].
Relative contributions of stellar sources of Sm
and Nd isotopes (Fig. 1) indicate that coupled
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Fig. 4. Photoemission data for 8-ML Ag on highly
doped Si(111). The horizontal axis has been
converted from emission angle to kx. (A) The
curve indicates the position of the Si valence band
edge. (B) The curves show the calculated energy
dispersion relations.
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variations in 144Sm/154Sm, 148Sm/154Sm, and
152Sm/154Sm can be used to quantify p-, s-, and
r-process contributions. Additionally, all Nd
isotopes, with the exception of radiogenic
142Nd and 143Nd, can be used to evaluate varia-
tions in the contributions of s and r processes.
Moreover, 149Sm that has a large thermal neu-
tron cross section can be used to estimate the
neutron fluence and its affect on other isotopes
of the Sm-Nd system.

Powdered meteorite samples weighing 0.5 to
1 g were dissolved [see (5) for details of analytical
methods]. Sm and Nd concentrations were
determined by isotope dilution using ~5% aliquots

of the resulting solutions (table S1). Other larger
aliquots of the sample solution were processed
to separate Sm and Nd. Measurements of Sm
isotopes for meteorite samples were interleaved
with those of a standard, which is assumed to give
the Sm isotopic composition of the terrestrial upper
mantle; analyses of terrestrial basalts support this
assumption (tables S2 and S3). The Sm isotopic
compositions of Saint Severin [ordinary chondrite
(O-chondrite)] and Juvinas (eucrite) are identical to
that of terrestrial Sm (Fig. 2 and table S3). In
contrast, Allende and Murchison [carbonaceous
chondrites (C-chondrites)] display significant neg-
ative 144Sm anomalies with respect to terrestrial

Sm (Fig. 2 and table S3). No other Sm isotopes
display anomalous abundances except 149Sm and
150Sm, which are affected by neutron capture
(149Sm + 1n → 150Sm; table S3). Could the
negative 144Sm anomaly be a result of neutron-
capture reactions? Large thermal neutron fluences
capable of changing all Sm and Nd isotope ra-
tios have been reported for aubrites and lunar
samples [e.g., (2, 6, 7)]. Using the deficits in
149Sm in the meteorites, we estimate the neutron
fluences to be 1 × 1014 to 6 × 1014 n cm−2 (table
S3), similar to those of (8). Calculations of
neutron-capture effects show that the observed
deficit in 144Sm cannot be caused by exposure to
thermal neutrons (5).

How would small variations in nucleo-
synthetic contributions influence the measured
Sm isotopic ratios, and what would be the effect
on the measured Nd isotopic ratios? The
148Sm/154Sm ratio, which is very sensitive to
s- and r-process variations, is quite uniform
among the meteorites (Fig. 2), indicating that the
solar nebula was homogeneous with respect to s-
and r-process contributions to Sm. In contrast, the
observed deficit in 144Sm in C-chondrites is
intriguing. A p-deficit, an s-excess, or an r-excess
will lower the 144Sm/154Sm ratio (Fig. 2, inset).
The most straightforward explanation for the
negative 144Sm anomalies in Murchison and
Allende is a p-process deficit relative to Saint
Severin, Juvinas, and terrestrial Sm. This indi-
cates that the p-process isotopes were heteroge-
neously distributed in the solar nebula.

Because a change in the p-process contribu-
tion affects the 142Nd/144Nd ratio by primary
production of 142Nd and a-decay of 146Sm (Fig.
1), it follows that the observed deficit of 144Sm
in C-chondrites should have a corresponding
deficit of 142Nd. The average 144Sm anomaly for
Allende and Murchison is –118 ± 38 m, which
corresponds to a lowering of the 146Sm/144Sm
ratio in these meteorites by ~2% with respect to
the solar system initial value of 0.008 ± 0.001
(9). The calculation of the 142Nd/144Nd ratio
depends on the p-process 146Sm, 144Sm, and
142Nd yields of the stellar models. With currently
accepted stellar models (10, 11), the p-process
146Sm and 142Nd deficits in C-chondrites would
change their 142Nd/144Nd ratios by –11+7–13 m
relative to O-chondrites and eucrites, which
display no anomaly in Sm (Fig. 2) (5).

To evaluate this issue further, we obtained
Nd isotopic ratios on the same sample solutions
for which the Sm data were acquired (5) (tables
S4 and S6). The difference in 142Nd anomalies
between C-chondrites and O-chondrites is about
–10 m, which is the same as the calculated
difference based on the p-process deficit in
144Sm (Fig. 2, inset). The nearly invariant
145Nd/144Nd and 148Sm/154Sm ratios (Figs. 2
and 3) provide an unambiguous evidence of
s- and r-isotope homogeneity within our cur-
rent level of resolution. This is in contrast to
observed excesses in 137Ba and 138Ba for C-
chondrites over terrestrial standards that have

Fig. 1. Chart of nuclides showing the s-process path (arrowheads) in the vicinity of Sm and Nd.
Isotopes on the proton-rich side of the path (144Sm, 146Sm) are bypassed by the s process and
require a separate p process. Isotopes on the neutron-rich side of the path (154Sm, 150Nd) are also
bypassed by the s process and are produced by rapid neutron capture (r process, arrows). Values
separated by commas are the relative contributions of the p, s, and r processes for stable and long-
lived isotopes (10, 11).

Fig. 2. Deviations in Sm isotopic composition from terrestrial standard. Calculated deviation for
terrestrial Sm minus 10 m s-process material (10) is shown as a solid line. The uncertainties in the
calculations are about the same size as the symbols. 149Sm and 150Sm data are omitted from the
meteorite samples, as they are affected by thermal neutron flux. Inset is a three-isotope plot of
144Sm/154Sm and 148Sm/154Sm showing calculated trajectories for r- and s-process excesses and
p-process deficit (10). The m-values given in the inset correspond to the resulting changes in
142Nd/144Nd ratio.
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been attributed to r-process excesses (12); this
discrepancy suggests that a different mechanism
may be needed to produce the Ba isotopes. Also,

the 144Sm/154Sm ratio indicates that the solar
nebula was heterogeneous for the p-process Sm
and Nd isotopes at a level of ~1 e (e = parts in

104); the latter inference is attested by variations
in 142Nd/144Nd ratios. These observations imply
that the sources of p- and r-process nuclides
presumed to be supernovae (SNe) were de-
coupled or only occasionally coupled.

The 144Sm deficit, combined with the cou-
pled 146,147Sm-142,143Nd isotope systematics of
meteorites, indicates that C-chondrites cannot be
used to provide a precise estimate of the bulk
planetary Nd isotopic composition (Fig. 4A) and
that a better assessment is provided by O-
chondrites. A weighted average 142Nd/144Nd
ratio of all bulk O-chondrites analyzed so far is
16 ± 4 m units below Nd standard (≡ terrestrial
upper mantle) (table S6). That the bulk plan-
etary 142Nd/144Nd ratio is similar to that of
O-chondrites is supported by the estimated
142Nd/144Nd ratios of the Moon and Eucrite
Parent Body (EPB, likely asteroid 4 Vesta),
which are both 19 ± 3 m units below that of the
terrestrial upper mantle (Fig. 4B). However,
these estimates are based on the assumption
that the bulk planetary 143Nd/144Nd ratio is
identical to that of a chondritic uniform
reservoir (CHUR) based on both C-chondrites
and O-chondrites (13, 14) and could be
inaccurate if e143Nd ≠ 0 (Fig. 4).

The marked absence of measurable var-
iations in r- and s-process isotopes for Sm and
Nd (Figs. 2 and 3) justifies the use of both
groups of chondrites in obtaining the CHUR
143Nd/144Nd ratio. However, unlike the
142Nd/144Nd ratio, the 143Nd/144Nd ratio is
strongly dependent on the estimated CHUR
Sm/Nd ratio. High-precision data for large
(>0.2 g) bulk samples of chondrites [(1, 13, 15);
table S6] indicate that the 143Nd/144Nd ratio of
CHUR is not uniform at the e level; it ranges
from –2.1 to +0.8 e units. There is no reason that
CHUR should be best represented by an average
of the measured chondrite data; it likely falls
somewhere in the range given above. Our
estimated range of CHUR (≡ bulk Earth)
142Nd/144Nd, when taking 143Nd/144Nd var-
iations of chondrites into account, is –18 ± 8 m.
This estimate is significantly different from the
142Nd/144Nd of the upper mantle and favors an
early terrestrial differentiation and preservation
of a low Sm/Nd reservoir (1).

It is evident that Earth, O-chondrites, EPB,
and possibly the Moon have the same p-process
contribution of 144Sm and 146Sm. In contrast, the
C-chondrite parent bodies appear to have formed
from nebular material with a somewhat
lower contribution of p-nuclides. Because the
C-chondrite parent bodies likely exist between
2.7 and 3.5 AU (outer asteroid belt) and the
other objects come from regions between 1 and
2.4 AU, our data suggest that distant regions of
the nebula received smaller amounts of the
p-nuclides. This variation could be explained
by the grain-size model (16), which invokes
differential surface adsorption of p-nuclides on
gas and/or dust particles whose size increases
away from the core of the nebula. The yields of

Fig. 3. Deviations in Nd isotopic composition from terrestrial standard for average C-chondrite and
average O-chondrite [data from this study and (1)], along with calculated deviation for terrestrial Nd minus
10 m s-process Nd (11). The uncertainties in the calculations are about the same size as the symbols.

Fig. 4. (A) Measured m142Nd
and e143Nd for C-chondrites
(circles) and O-chondrites
(squares) [this study; (1)].
The 4.567-Ga isochron is
calculated using e143Nd ≈
Q143 fSm/Ndt and m142Nd ≈
Q́142 fSm/Nd(

146Sm/144Sm)t
exp(–l146t) with Q143 =
25.09 Gy−1, Q́142 = 35,400
Gy−1, 146Sm/144Smt=0.008,
t= 4.567 Gy, l146 = 6.73
Gy−1, and fSm/Nd =
[(147Sm/144Ndsample)/
(147Sm/144NdCHUR)] – 1.
e143Nd is 1 part in 104 devia-
tion from 143Nd/144Nd =
0.512638; m142Nd is 1 part
in 106 deviation from
142Nd/144Nd = 1.141833.
The Nd isotopic compo-
sition is assumed to reflect
a chondritic uniform res-
ervoir (CHUR) (13, 14),
although the latter ratio
is measured for a labora-
tory Nd standard (table
S4). Objects formed at
the time of solar system
formation with different
fSm/Nd values will define
this isochron, assuming
no subsequent distur-
bance. The chondrite data
plot below the 4.567-Ga isochron and define a slope that gives 146Sm/144Smt = 0.035+12–11, which is a
factor of 3 to 5 higher than the solar system 146Sm/144Smt value. If the C-chondrites corrected for
p-process deficit are plotted with O-chondrites, we would obtain a line consistent with the 4.567-Ga
isochron but with an offset of –16 ± 4 m, implying that the CHUR 142Nd/144Nd ratio is lower than
assumed by this amount. The p-process correction is model dependent and adds considerable
uncertainty to the corrected 142Nd/144Nd ratio for the C-chondrites. (B) Measured m142Nd and e143Nd for
eucrites (triangles) [this study; (1)] and lunar samples (diamonds) (2). The Eucrite Parent Body and Moon
isochrons give ages of 4554+24–28 Ma and 4349

+44
–63 Ma, respectively; both have intercepts of –19 ± 3 (2s).
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all p-nuclides are approximately the same
(17), and if their adsorption efficiencies on gas
and/or dust are similar, C-chondrites should dis-
play a ~1 e deficit in p-nuclides with respect to
O-chondrites. For example, variations of this scale
have been reported for 53Mn; however, a radial
gradient in 53Mn between Earth and Vesta [e.g.,
(18)] is not supported by the Sm data. Recent
studies suggest that 53Mn could be produced by
spallation reactions (19), in which case theMn-Cr
system would be decoupled from the Sm-Nd
system. Data for p-process isotopes ofMo (92Mo,
94Mo) and Ru (96Ru, 98Ru) give apparently
conflicting results (20–23); none of the studies
finds the expected deficit in p-isotopes. This
could be due to the influence of s- and r-process
variations on the isotope pair used to correct for
mass-dependent fractionation.

A recurrence interval (D) for SNe that
provided the p-nuclides may be calculated
assuming continuous uniform production of the
nuclides with the last event occurring D years
before solar system formation (SSF) (24):

� 146Sm
144Sm

�

SSF

¼ P 146Sm= 144Sm

��t146
TUP

�
exp

�
–D
�t146

�

where P146Sm=144Sm is the production ratio in a
single event, TUP is the period of uniform
production, and t̄146 is the mean lifetime of
146Sm = 149 My. For P146Sm=144Sm = 0.7 to 2.0
(25, 26) and TUP = 10 Gy [≡ age of the Galaxy
(27)], D = 40 to 200 My. Recent studies suggest
that the r-nuclides of atomic mass A > 130 were
possibly created in the neutrino-driven wind
from a neutron star produced by the accretion-

induced collapse of a white dwarf in a binary
system (28, 29). The recurrence time scale for
such stellar sites appears to be ~20 My (27).
Evidently the frequency of production of p-
nuclides is somewhat less than that of the
heavy r-nuclides. It is similar to the frequency
of production of light r-nuclides with A ≤ 130
(28). Because the production of p- and r-
nuclides is decoupled, the stellar sites that
produce only p-nuclides likely contributed
material to the solar nebula (30). Future models
of planetary evolution must now consider the
isotopic heterogeneity within the solar nebula.
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Barium Isotopes in Chondritic
Meteorites: Implications for Planetary
Reservoir Models
Michael C. Ranen* and Stein B. Jacobsen

High-precision barium isotope measurements yielded differences of up to 25 parts per million in
the 137Ba/136Ba ratio and 60 parts per million in the 138Ba/136Ba ratio between chondrites and
Earth. These differences probably arose from incomplete mixing of nucleosynthetic material in the
solar nebula. Chondritic meteorites have a slight excess of supernova-derived material as compared
to Earth, demonstrating that the solar nebula was not perfectly homogenized upon formation.

The model of (1), which proposed that our
solar system formed from a hot, well-
mixed, gaseous disk, has now been re-

placed with models that allow for the preserva-
tion of presolar materials [compare with (2)].
Although it is still generally thought that there
would be no measurable variations in isotopic
composition between bulk planetary bodies, it
has been known since the mid-1970s that there
are oxygen isotope differences between meteor-
ite parent bodies Earth and Mars (3, 4), proving

that distinct isotopic reservoirs do exist between
planetary bodies.

All the chemical elements heavier than Fe
were formed from processes other than nuclear
burning within stellar interiors. The three most
important processes are the r, s, and p processes,
though there may be multiple pathways for each
of these that lead to even more varied compo-
sitions. A high–neutron-density environment is
formed after a supernova explosion, giving rise
to a rapid neutron addition process (r process). In
an asymptotic giant branch star, the neutron
density is not as high, and the slow neutron ad-
dition process (s process) is dominant (5). The p
process is a small contribution and is probably
formed by photodisintegration reactions asso-
ciated with supernovae. Other processes, such as
a neutron burst (n process) thought to be in the
He shell of a supernova, have been suggested,
based on the isotopic composition of special
presolar grains such as silicon carbide (SiC) X
grains (6, 7). The n process produces a different
isotopic composition as compared to the canon-
ical r process (8).
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Clear evidence for the preservation of pre-
solar isotopic signatures has been found in
presolar grains, such as SiC and diamonds,
representing mainly s-process materials, in
chondritic meteorites (9, 10). These grains
have extreme isotopic variations as compared
to the bulk meteorites. Refractory inclusions in
some carbonaceous chondrites contain heavy-
element isotopic anomalies, representing r-
process excesses (11). If the solar nebula was
hot and well-mixed, these grains and their
isotopic effects would have been completely
destroyed. The existence of these grains
implies that either the solar nebula was cooler
than thought or these grains were added later.

It has recently been confirmed that there are
small variations in the 142Nd/144Nd ratio be-
tween Earth and bulk chondritic meteorites
(12, 13). Specifically, it was found that the
142Nd/144Nd ratio is anywhere from 10 to 40
ppm lower in chondrites than in the bulk
silicate Earth. This difference was attributed
to the decay of now extinct 146Sm [with a half-
life (T½) of 103 million years (My)] in res-
ervoirs with distinct Sm/Nd ratios (13). The
model in (13) calls for the formation and
sequestration of an enriched liquid (having a
low Sm/Nd ratio) at the end of magma ocean
crystallization on Earth after 30 My. The Moon
appears to have a value of –20 ppm (14),
similar to that of the ordinary chondrites (13),
whereas Earth-like values reported by another
group (15) complicate the issue further.

The conclusion of (13) is based on the as-
sumption that the Earth and chondritic meteorite
parent bodies had the same initial 142Nd/144Nd
ratio. There are at least two other ways to produce
differences in the 142Nd/144Nd ratio between these
bodies. Incomplete mixing in the solar nebula
would cause the 142Nd/144Nd ratio to have the
largest anomaly of all Nd isotopes, because 142Nd
is an abundant nuclidemade only by the s process.
Variations in the 146Sm/144Sm ratio between plan-
etary bodies may exist, affecting the 146Sm/144Nd
ratio of a bulk planet and subsequently the amount
of 142Nd produced by decay. Thus, it is imperative
to measure the isotopic composition of other
heavy elements having contributions from both
the s and r processes but not having a substantial
contribution from radioactive decay (16).

Ba is one such element, sufficiently abundant
in chondrites (~2 to 4 ppm) to be measured with
high precision. It has seven isotopes: two are p-
process only (130 and 132), two are s-process only
(134 and 136), and three are formed by both s and r
processes (135, 137, and 138). 135Ba may also be
produced by decay from now extinct 135Cs (T½ =
2.3My) (17, 18), but the initial abundance of 135Cs
in the early solar system is uncertain [comparewith
(19)]. Both r and s process–derived Ba nuclear
anomalies exist in components of carbonaceous
chondrites. Refractory inclusions in the Allende
meteorite contain evidence for positive excesses in
r-process isotopes of Ba and Nd (11). Mainstream
SiC grains in acid residues from the Murchison

meteorite show large s-process–derived Ba isotope
signatures (10). Other unusual SiC grains (X
grains) show a signature enriched in 137Ba and
more enriched in 138Ba, which probably formed
from a neutron burst effect in a supernova (7).

We measured the Ba isotopic compositions
of six chondritic meteorites [Allende (CV3),
Murchison (CM2), Grady (H3.7), Guarena
(H6), Peace River (L6), and Bruderheim (L6)]
with a next-generation multicollector thermal
ionization mass spectrometer (a GV Instruments
Isoprobe-T) and compared the results to Ba from
measurements of Earth (20). We also measured
an acetic acid leach of the Murchison meteorite
corresponding to 50% of the Ba in the bulk
sample (Ba concentration of 2.21 ppm as
compared to 4.46 ppm in our whole-rock
sample). To represent Ba from Earth, we used
ultrapure Ba from a 1000-ppm standard solution
from SPEX (H-Ba#1). We also measured Ba
separated from a terrestrial andesite, the U.S.
Geological Survey standard AGV-1. AGV-1 was
subjected to the same chemical separation
procedures used for the meteorites to investigate
whether there were unusual effects resulting from
our purification procedures. The data were
normalized to the 134Ba/136Ba ratio, the compo-
nents of which are both s process–only nuclides,
in order to investigate possible variations in the
nuclides having contributions from both the r and
s process; namely 135Ba, 137Ba, and 138Ba. Our
best values for H-Ba#1 are 134Ba/136Ba =

0.30781144, 135Ba/136Ba = 0.83934114,
137Ba/136Ba = 1.4290088, and 138Ba/136Ba =
9.12875 (20). All meteorites have close-to-
normal levels of 135Ba but small excesses in
137Ba and larger excesses in 138Ba up to 60 ppm
(Fig. 1). In contrast, AGV-1 is within the error
of the terrestrial values defined by the H-Ba#1
standard.

Our results show that similar excesses exist
in 137Ba and 138Ba for carbonaceous chondrites
(Allende and Murchison) and the primitive
ordinary chondrite (Grady) as compared to
Earth. Class 6 ordinary chondrites (Bruderheim,
Peace River, and Guarena) exhibit smaller
excesses in 138Ba as compared to Earth, and
137Ba effects are hard to resolve. Whereas
Murchison and Allende both have significant
but different levels of hard-to-dissolve presolar
grains such as SiC, graphite, and diamonds,
Grady has essentially none left (21). The class 6
ordinary chondrites have all been subject to the
highest thermal metamorphism in meteorite
parent bodies, resulting in complete equilibration
ofminerals and no preservation of presolar grains.
Thus, it is unlikely that the Ba isotope differences
that we observe between Earth and chondrites are
due to incomplete dissolution of presolar grains in
the samples studied. Also, isotope fractionation
processes on Earth or the chondrite parent bodies
will not cause these variations. The most likely
explanation is that this difference reflects in-
complete mixing in the solar nebula of diverse

Fig. 1. All meteorite data were normalized to our terrestrial standard. AGV-1, a terrestrial andesite,
is shown for comparison. eBa is defined as the deviation in Ba isotope abundance in parts per
10,000 from a terrestrial standard after the raw data have been normalized to 134Ba/136Ba, �

13xBa
136Ba

�
sample�

13xBa
136Ba

�
standard

� 1

!
• 10,000, where 13x represents the selected isotope. Error bars are 2 SDs based

on the external reproducibility. s and r indicate whether each isotope is made by the s or r process;
i/136 represents a particular Ba isotope relative to 136Ba. See the supporting online material for
more details about the measurements.
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nucleosynthetic components. Although a 1-g
sample is not necessarily representative of the
average of the parent bodies for individual me-
teorite classes, it is clear that the parent bodies of
all chondritic meteorite classes that we inves-
tigated exhibit Ba isotopic compositions that are
distinctly different from Earth’s.

The similarity of the bulk meteorite Ba
isotope pattern to those of Murchison X grains
(7), interpreted as being formed by a neutron
burst (n process) in a star undergoing a super-
nova explosion, suggests that chondritic mete-
orites are enhanced in such a component as
compared to Earth. The SiC X grains from
Murchison that have a similar Ba isotopic pattern
(Fig. 2) (7) are too rare in this meteorite to cause
measurable differences in bulk meteorite samples
(22). Previous results on Mo isotopes (23) also
showed excesses of supernova components as
compared to Earth and, in particular, one of these
resembled an n-process component for Mo.
Results on Zr isotopes (24) in carbonaceous
chondrites show a large excess in 96Zr, which is
consistent with an n-process component (7). This
makes it likely that the chondritic meteorite
parent bodies accreted a small (<0.1%) excess
of neutron burst material [with the use of
Murchison X grains 113-2 and 113-3 (7) as a

proxy for the n process] as compared to Earth
(25). Thus, variations in the bulk isotopic com-
position of undifferentiated meteorites demon-
strate that the material aggregating to make Earth
and chondritic parent bodies was not completely
homogenized nor was it all processed at tem-
peratures high enough to erase the signatures of
diverse presolar stellar sources.

138Ba would be expected to anticorrelate
with variations in 142Nd for incomplete mixing
of r- and n-process components (Fig. 3). Both
carbonaceous and ordinary chondrites showed
similar effects. The r- or n-process excesses seen
in Ba from chondritic meteorites predict 142Nd
deficits in chondritic meteorites as compared to
Earth (26). Because multiple supernova com-
ponent excesses appear to be present in chon-
dritic meteorites, there is not a straightforward
approach for how to use measurements of
isotopes for one element such as Ba to quan-
titatively predict what the initial 142Nd/144Nd
isotopic composition of Earth was. Yet the
overall anticorrelation makes it likely that the
initial 142Nd/144Nd isotopic composition is one
that would evolve to a value close to that ob-
served in the modern silicate Earth, rather than to
the 20-ppm–lower value favored by (13). How-
ever, the most recent estimate of the 142Nd/144Nd

composition of the Moon as chondritic (14),
which suggests that theMoon formed from Earth
before it underwent early differentiation at 30
My as proposed by (13), complicates this fur-
ther. Lunar samples exhibit variable 142Nd/144Nd
ratios because of 146Sm decay coupled with early
lunar Sm/Nd fractionation and neutron capture
effects that are difficult to correct for at the re-
quired level of precision. Therefore, it is more dif-
ficult to arrive at a reliable bulk lunar 142Nd/144Nd
ratio.

Magma oceans almost certainly existed on the
Moon and Mars and most likely existed on Earth
as well. Although it is likely that early differen-
tiation of a terrestrial magma ocean produced
142Nd/144Nd isotopic variations (26, 27), it is also
likely that, after 146Sm became extinct (~500My
after the formation of the solar system), convec-
tion mixed the mantle well enough to destroy
most of the heterogeneities caused by fraction-
ation in a magma ocean (28). However, isotopic
heterogeneities between planetary bodies caused
by incomplete mixing of the solar nebula do
exist; thus, one must be careful in predicting
initial isotope ratios for Earth based on those in
chondritic meteorites.
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From Plant Traits to Plant Communities:
A Statistical Mechanistic Approach
to Biodiversity
Bill Shipley,1* Denis Vile,1,2 Éric Garnier2

We developed a quantitative method, analogous to those used in statistical mechanics, to predict
how biodiversity will vary across environments, which plant species from a species pool will be
found in which relative abundances in a given environment, and which plant traits determine
community assembly. This provides a scaling from plant traits to ecological communities while
bypassing the complications of population dynamics. Our method treats community development
as a sorting process involving species that are ecologically equivalent except with respect to
particular functional traits, which leads to a constrained random assembly of species; the relative
abundance of each species adheres to a general exponential distribution as a function of its traits.
Using data for eight functional traits of 30 herbaceous species and community-aggregated values
of these traits in 12 sites along a 42-year chronosequence of secondary succession, we predicted
94% of the variance in the relative abundances.

Ecological models of community assembly
have traditionally been conceived through
the lens of population ecology (1–4). A

classic example is the Lotka-Volterra system of
equations in which the per capita growth rate of
each of S species is linked through an S-by-S
“community” matrix of interaction coefficients.
This quickly becomes impractical. Interaction
coefficients are difficult to measure and the
number of binary interactions, even if un-
affected by environmental variation, increases
with the square of the number of species in the
regional pool. Although such models can
qualitatively describe community assembly in
very simple empirical systems involving a few
unicellular species in well-mixed and simple
environments (3, 5, 6), they have not been able
to do this in more complex field situations
involving many species. Empirical attempts to
predict relative abundance from plant traits

without any theoretical context have largely
failed (7). A more recent demographic approach
is to assume that the per capita growth rates or
average individual fitness of all species in a
metapopulation are equal, leading to neutral
models of community structure (4, 8). Neutral
models cannot predict which species will have
which relative abundance; indeed, they imply
that this is impossible because the dynamics
are completely random. Furthermore, their
community-level patterns (9) and the assump-
tion of average individual fitness of all species in
the metacommunity (10) have been rejected by
empirical data.

We adopted the view of community as-
sembly as a process of species sorting, leading
to the concept of community assembly by en-
vironmental filters (11–13). A pool of S
species determines those that can disperse to
a site. A sorting of these species by the en-
vironment, including the environment as
modified by the interacting species, deter-
mines the relative abundances of those that
actually occur at a site. This is simply a result
of the nonrandom demographic processes of
dispersal, growth, survival, and reproduction
of individuals within and between species, as

determined by the functional traits they pos-
sess, when the interspecific variations of such
functional traits are greater than their intra-
specific variations.

Species sorting by the environment is a
process of selection over short (ecological)
time scales, resulting in changes in species
composition over an environmental gradient.
The breeder’s equation of quantitative genet-
ics (14) (Eq. 1b or its multivariate equivalent)
describes how the mean value of a quantita-
tive trait j of genotype i, occurring with
proportion pik at site k in a population of n
genotypes at time x, changes over the time
period during which a selection event occurs.
The amount of change in the mean trait value
ðtjÞ after the selection event is a function of its
heritability (h2, the slope of a regression of
offspring trait values on midparent trait
values) and the force of selection [Sj(x)] for
that trait at time x:

tjðxÞ ¼ ∑
n

i¼1
pikðxÞtij ð1aÞ

½ tjð1Þ − tjð0Þ� ¼ h2ð0ÞSjð0Þ ð1bÞ

Equation 1 is usually applied to selection be-
tween genotypes of a single species, but it also
applies even if the genotypes occur in different
species. Because intraspecific variances of our
functional traits are much smaller than their
interspecific variances (15), we assumed that
such trait values can be approximated as
species-specific attributes. We also assumed
that intraspecific genotypic evolution of the trait
values during ecological time is insignificant
relative to preexisting interspecific variation.
Given these two assumptions, selection will
primarily occur between species, and the
heritability will be close to unity, although this
is not a requirement of the model. Iterating over
time gives

tjðxÞ ¼ ∑
x − 1

k¼0
h2ðkÞSjðkÞ þ tjð0Þ ð2Þ

The relative abundance of each species in the
regional pool, and therefore the value of tjð0Þ,

1Département de Biologie, Université de Sherbrooke,
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will be the same for all sites in the region. Once
community assembly begins, any differences
between sites in tjðxÞ—called “community-
aggregated” traits (16)—will reflect differ-
ent selective pressures over time or across
environmental gradients. These community-
aggregated traits reflect the constraints on
community assembly imposed by the process
of species sorting.

Once plants are at a site, the biomass
(abundance) of each will be proportional to
the total amount of resource units that each
species is able to capture at that point in time.
The total number of such captured resources
Nk(x) at site k at time x, and the number that are
captured by each species nik(x), defines the
abundance structure of the community: {n1k(x),
n2k(x),…, nSk(x)}. Defining relative abundance
as pik(x) = nik(x)/Nk(x) describes community
structure independent of site productivity.

Assume first a strict equivalence of species
such that each species is equally likely to
disperse and capture resources. There would be
no species sorting and community assembly
would be purely random. The number of
different ways (W) that the N resource units,
comprising the living biomass at a site, could
be partitioned into a particular community
structure is

W ¼ N !

n1!n2!…nS!
ð3Þ

Site and time indices are suppressed for
simplicity. N will be less than the number of
atoms of carbon and mineral elements in the
biomass because these must respect the
stoichiometry of the tissues, but it will be
very large. Taking logarithms, Sterling’s
approximation ½logðn!Þ�!n→∞ nlogðnÞ−n�

can be rearranged to form the following
equations:

lnðW Þ ¼ N lnðNÞ − ∑
S

i¼1
½nilnðniÞ� ð4aÞ

lnðW Þ
N

¼ −∑
S

i¼1
pilnðpiÞ ð4bÞ

Themost likely community composition is the one
maximizingWand, given largeN, this is equivalent
to maximizing Shannon’s (17) index of informa-
tion entropy. If all species are not strictly equiva-
lent, because their traits allow individuals of some
species to capture more resources, then not all par-
titions will be equally likely to occur. The species
sorting, based on functional traits, results in
particular community-aggregated trait values, and
therefore excludes partitions that contradict such
values. Amaximally random community (p) con-
strained by these community-aggregated values
(Eqs. 1 and 2) are the values of pi that
maximize W conditional on all tj plus normal-

ization (∑
S

i¼1
pi ¼ 1). This is found, using the

method of Lagrangian multipliers, by defin-
ing a new system of equations: f ðpiÞ ¼

lnðW Þ − loð1 − ∑ piÞ −∑
T

j¼1
lj

�
tj −∑

S

i¼1
pitij

�

and solving for the T+1values of lj when the
partial derivates are set to zero. The general
solution to this problem (18), from the maxi-
mum entropy formalism, is Eq. 5, where p̂i is
the predicted relative abundance of species i,
possessing the T functional traits ti = {ti1,…,t1T).
The maximum likelihood values of the nine
estimated values of l in our study were
obtained using the Improved Iterative Scaling
algorithm of Della Pietra et al. (19, 20).

p̂i ¼
e

�
lο−
XT
j¼1

lj tij

�

XS
i¼1

e lο−
XT
j¼1

ljtij

 !" # ð5Þ

We conducted our study in 12 vineyards
that had been abandoned between 2 and 42
years previously, within a 4-km2 area of
southern France. The aboveground dry
biomass of all species in each of four plots
measuring 0.25 by 0.25 m was used to
estimate relative abundances for each site.
Details of the sites and the methods of vege-
tation sampling are given in (16). We mea-
sured eight functional traits on 30 species,
representing at least 80% of the total biomass

Fig. 1. Each point repre-
sents one of 12 sites in a
42-year chronosequence of
secondary succession in
southern France after vine-
yard abandonment. The
dependent variables are
the community-aggregated
trait values of the vegeta-
tion at that site: propor-
tional perenniality (0 = all
biomass belongs to annual
species, 1 = all biomass
belongs to perennial spe-
cies), Ln-transformed num-
ber of seeds per plant,
julian days until seed mat-
uration, specific leaf area
(m2/kg), aboveground pre-
reproductive vegetative dry
mass (g), stem dry mass
(g), leaf dry mass (g),
postreproductive height
(cm). Lines show the pre-
dicted values from a cubic-

spline regression and the Pearson correlation coefficient (r) relates observed and predicted values.

Fig. 2. Observed and pre-
dicted relative abundances of
30 species in 12 sites during
a 42-year chronosequence of
secondary succession. Pre-
dicted values are those ob-
tained by maximizing the
Shannon entropy conditional
on the measured community-
aggregated trait values of
each site, shown in Fig. 1.
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over the chronosequence, and calculated the
community-aggregated traits as defined in Eq.
1a. Details of the measurements of these traits
and their values are given in (21). Figure 1 shows
the eight community-aggregated traits of these
12 sites during the chronosequence. Using
these observed community-aggregated traits,
the maximum entropy estimates predicted 94%
of the observed variation in the actual relative
abundances of these 30 species in the 12 sites
(Fig. 2).

For generality, it is preferable to predict
the community-aggregated traits, given in-
formation on environmental conditions, rather
than measuring them. Therefore, we predicted
the community-aggregated traits in each site
from its successional age using cubic-spline
regression (Fig. 1). Using these predicted
values, we obtained the predicted community
structure for each age (Fig. 3, B and D). The
observed successional dynamics of each
species, smoothed using a cubic-spline
smoother, are shown in Fig. 3, A and C; we
also show this on a loge scale (Fig. 3, C and D)
to emphasize the rare species. The observed
and predicted successional dynamics are quite
close (r = 0.96).

Curiously, given the historical dominance
of the demographic Lotka-Volterra equations,
Volterra recognized the difficulties of this ap-

proach and even considered a statistical
mechanistic approach (22). Very few authors
have followed his lead (23–31). Classical
statistical mechanics ignores, but does not
deny, the detailed dynamics of atomic colli-
sions and assumes a random allocation of
atoms to energy states whose total (and there-
fore mean) energy is constrained. Our model
ignores, but does not deny, the details of
resource allocation, population dynamics, sto-
chastic processes, and species interactions. It
assumes a constrained random allocation of
resource units to species; the constraints are
generated by natural selection and are quanti-
fied by the community-aggregated trait values.
The relative abundance of each species in a
species pool is therefore a function of how
closely its functional traits agree with the
community-aggregated traits.

Determining whether our model is gener-
ally successful will require further testing. If
successful, it could provide a quantitative link
between functional ecology, community ecol-
ogy, and biogeography, while still being
applicable in the field. Furthermore, it could
predict which species could successfully
invade new environments and how plant
communities will change after changes in
environments. Because it includes compo-
nents of both niche-based and neutral models,

it could also point to a way of reconciling these
two different conceptions of community as-
sembly. Realizing these potentials will require
further empirical testing, a consistent quan-
tification of major environmental gradients,
and a demonstration of generality in the pat-
terns of community-aggregated traits along
such gradients.
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Fig. 3. (A and C) Observed relative abundance of each of 30 species during a 42-year chrono-
sequence of secondary succession. Curves for each species were obtained using a cubic-spline
regression. (B and D) Predicted relative abundance of each species, obtained by maximizing the
Shannon entropy conditional on the measured community-aggregated trait values of each site, shown
in Fig. 1. (A) and (B) show relative abundances on an arithmetic scale and (C) and (D) show the same
data on a logarithmic scale in order to emphasize the rarer species. (E) The smoothed observed relative
abundances of each species at each successional age plotted against the relative abundances predicted
by maximizing the Shannon entropy conditional on the measured community-aggregated trait values
at each successional age.
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FG-Rich Repeats of Nuclear Pore Proteins
Form a Three-Dimensional Meshwork
with Hydrogel-Like Properties
Steffen Frey,1,2 Ralf P. Richter,3,4 Dirk Görlich1,2*

Nuclear pore complexes permit rapid passage of cargoes bound to nuclear transport receptors, but
otherwise suppress nucleocytoplasmic fluxes of inert macromolecules ≥30 kilodaltons. To explain this
selectivity, a sieve structure of the permeability barrier has been proposed that is created through
reversible cross-linking between Phe and Gly (FG)–rich nucleoporin repeats. According to this model,
nuclear transport receptors overcome the size limit of the sieve and catalyze their own nuclear pore-
passage by a competitive disruption of adjacent inter-repeat contacts, which transiently opens adjoining
meshes. Here, we found that phenylalanine-mediated inter-repeat interactions indeed cross-link FG-
repeat domains into elastic and reversible hydrogels. Furthermore, we obtained evidence that such
hydrogel formation is required for viability in yeast.

Cell nuclei import all their proteins from
the cytoplasm and, in return, supply the
cytoplasm with nuclear products such

as ribosomes, mRNAs, or transfer RNAs. Be-
cause interphase nuclei are enclosed by the
nuclear envelope, all exchange between the
compartments proceeds through the embedded
nuclear pore complexes (NPCs). NPCs are
equipped with a permeability barrier (1, 2)
against uncontrolled nucleocytoplasmic fluxes,
which otherwise would have detrimental conse-
quences, e.g., for the ordered course of gene
expression (1). Objects larger than ~30 to 40 kD
are restricted or even excluded from passing the
barrier unless they are bound by cognate nuclear
transport receptors (NTRs) (1, 3, 4). Because the
actual NPC passage of cargo-NTR complexes is
a reversible process, unidirectional cargo trans-
port requires active cargo release from NTRs in
the destination compartment.

Facilitated NPC passage requires interac-
tions of NTRs with so-called FG repeats (5–9)
that are found in numerous nuclear pore proteins
(10), which suggests that the permeability barrier
contains or is even built of these repeats [dis-
cussed in (11, 12)]. Such repeat domains have up
to 50 repeat units (10), appear intrinsically
unfolded (13), and contain short clusters of
hydrophobic amino acids [such as FSFG or
GLFG in single-letter amino acid code (14)]
separated by hydrophilic spacers.

Various models have been proposed to
explain how these repeat domains create the

permeability barrier. The “virtual gating” (15) and
the “oily spaghetti” (2) models suggest that the
FG-repeat domains repel molecules that should
be excluded from passage. The “selective-phase”
model (11, 12) is based on the consideration that
a simple binding of NTRs to such repeats would
only delay their NPC passage. It assumes that
the barrier is a sievelike structure, whereby
meshes form through hydrophobic interactions
between the FG-repeats' hydrophobic clusters,
while the mesh size sets the size limit for pas-
sive exclusion. According to this model, NTRs
can overcome this size restriction because their
binding to hydrophobic clusters competes the
noncovalent inter-repeat cross-links and, thereby,
transiently opens adjacent meshes of the sieve
(see fig. S1).

The models differ foremost in the question
of whether the permeability barrier is tight-
ened by inter-repeat interactions or not. If no
interactions occurred, aqueous solutions of
FG-repeat domains should behave like (vis-
cous) fluids (Fig. 1, right inset). In contrast, if
cross-linking prevented a free sliding between
the linear polymers, elastic hydrogels should
form (Fig. 1, left inset). Provided the cross-
links remain intact, such a gel would respond

to mechanical forces only by transient defor-
mation and would readopt its original shape
once the strain is relieved. We decided to test
these predictions for the N-terminal “fsFG”-
repeat domain of the essential yeast nucleo-
porin Nsp1p (16), which comprises 18 regular
FSFG-repeats and 16 less regular FG-repeats
(fig. S2).

The starting point for gelling a polymer
into a homogeneous hydrogel is typically a
homogeneous aqueous solution. Agarose or
gelatin, for example, is first dissolved in hot
water, and the respective gels are obtained
after cooling. We found that, in our case, the
solid-to-gel transition was best triggered by a
pH shift. At high pH, the negative net charge of
the Nsp1 fsFG-repeat domain is apparently re-
pulsive enough to counteract gelling. Strik-
ingly, however, when alkaline solutions with
≥ 8 mg/ml fsFG repeats were brought to physio-
logical pH (where the net charge of the repeat
units is close to zero), transparent and, hence,
homogeneous gels formed (17). These gels
were elastic enough to retain their shape when
pushed out of a silicone tubing (Fig. 1). A gel of
26 mg/ml had an elasticity of 1000 to 2000 Pa,
measured as Young's modulus by atomic force
microscopy, which is comparable to a 0.4%
agarose gel.

Remarkably, the gels remained stable and
unaltered in appearance when the temperature
was raised to 95°C. Apparently, the increased
strength of hydrophobic interactions at in-
creased temperature (18) can compensate for
the increase of gel-destabilizing thermal motions.
The gels, however, were readily dissolved by
chaotropic agents such as 6M guanidinium chlo-
ride; this result suggested that gel formation
originated indeed from noncovalent, reversible
interchain connections.

We next mutated each of the 55 phenyl-
alanines (F) within the FG context to serines
(S) (fig. S2). If hydrophobic cross-linking
between fsFG repeats occurred, then it should
be abolished in this mutant. Indeed, this F→S
mutated repeat domain showed no signs of
gelling and remained liquid in aqueous solu-
tion (Fig. 1), even when the concentration of
repeats was raised to 100 mg gel/ml. Thus,
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Fig. 1. FG repeats can
form an elastic hydrogel
in aqueous solution.
(Left) An aqueous solu-
tion with 26 mg/ml wild-
type fsFG-repeat domain
from Nsp1p (400 mM)
was filled into a silicon
tubing, where it com-
pleted gelling. The formed
gel was pushed out of

the tubing by gentle pressure, placed onto a patterned support (1 square = 1.4 mm), and photographed.
Note that the pattern shows clearly through this transparent gel. Inset illustrates how interactions
between the hydrophobic clusters (shown in red) cross-link the repeat domains into a hydrogel.
(Right) The F→S mutated repeat domain (see fig. S2) remained liquid after identical treatment.

wild-type Nsp1 repeat-domain F S mutated Nsp1 repeat-domain

www.sciencemag.org SCIENCE VOL 314 3 NOVEMBER 2006 815

REPORTS

http://www.sciencemag.org


inter-repeat contacts between phenylalanines
caused the gelling of the wild-type Nsp1 fsFG-
repeat domain.

By fluorescence recovery after photo-
bleaching (FRAP), we next established that a
fluorescently labeled wild-type Nsp1 fsFG-
repeat domain was nearly immobile within the
wild-type fsFG-repeat hydrogel (Fig. 2A). In
contrast, a fluorescently labeled F→S mutated
repeat domain showed no interaction and
diffused freely within the wild-type gel (Fig.
2A), which confirmed that the phenyl groups
act as mediators of the interactions.

As a next step, we probed heterotypic inter-
actions between the FXFG and GLFG repeats
and found that the GLFG-repeat domains from
Nup49p, Nup57p, Nup145p, and Nup116p be-
came firmly incorporated into the Nsp1 fsFG-
repeat hydrogel (Fig. 2B). Considering that
FG, FXFG, and GLFG repeats account for
~12% of the total NPC mass (15), that all re-
peat types tested so far could engage into inter-
repeat interactions (Fig. 1 and Fig. 2B), and
that their estimated local concentration at
NPCs of ~100 mg/ml (7) exceeds the critical
concentration for gelling (~8 mg gel per milli-
liter), we propose that extensive regions of the
NPC and possibly the entire permeability barrier
are organized in such a hydrogel structure.

Having established that the wild-type Nsp1
repeats formed a hydrogel in vitro, while the
F→S mutated repeats did not, we wanted to
elucidate the effect of this mutation on NPC
function in vivo. Because of redundancy, none
of the individual FXFG-repeat or GLFG-
repeat domains is essential for NPC function
in the yeast Saccharomyces cerevisiae, and
only combined deletions are lethal (19). We
thus chose genetic backgrounds where the Nsp1
fsFG-repeat domain is essential for viability
(19) and found that full-length Nsp1p with an
F→S mutated repeat domain (“Nsp1p F→S”)
was unable to substitute for wild-type Nsp1p
(Fig. 3A and fig. S3).

We then repeated the experiment in a wild-
type genetic background, where the fsFG re-
peats of Nsp1p are nonessential (19, 20). Here,
expression of the Nsp1 rod domain (which lacks
the fsFG-repeat domain) was sufficient to rescue
the lethal chromosomalNSP1 deletion (20) (Fig.
3B). As expected, the lethal phenotype of the
complete NSP1 deletion was also rescued by
expressing wild-type full-length Nsp1p. In
contrast, Nsp1p with F→S mutated repeats
failed to complement the NSP1 deletion (Fig.
3B), even though the mutant protein was
expressed, stable (fig. S4), and able to bind its
interaction partners Nup49p and Nup57p (21)
(fig. S5), as well as to assemble into NPCs (fig.
S6). Thus, although deletion of the fsFG repeats
from Nsp1p was tolerated, replacement of all
copies of Nsp1p in NPCs by the F→S mutated
version was lethal. In other words, the perme-
ability barrier can tolerate permuting the an-
choring points for FG repeats at the NPC

Fig. 2. (A) The wild-type
Nsp1-repeat hydrogel inter-
acts strongly with the wild-type
and F→Y mutated repeat do-
main, but not with the F→S
mutated version. A hydrogel
with 400 mM unlabeled wild-
type Nsp1 fsFG repeats and
1 mM of indicated fluorescently
labeled repeat domains was
formed as described in Fig. 1.
The mobility of the labeled
repeats was determined by
FRAP. This method measures
the diffusion-driven exchange
of bleachedmolecules with un-
bleached ones. Photobleached
regions of wild-type or F→Y
mutated repeats recovered
only a small fraction of their
initial fluorescence; these
repeats were essentially im-
mobile and firmly incor-
porated into the gel. The F→S
mutated version, in contrast, diffused freely inside the gel and recovered fluorescence almost completely. (B)
GLFG repeats coassemble with Nsp1 fsFG repeats into a hydrogel. Hydrogels with 400 mM unlabeled wild-
type Nsp1 fsFG-repeat domain and 1 mM of the indicated fluorescently labeled nucleoporin repeat domain
were prepared and analyzed by FRAP.The GLFG repeats fromNup49p, Nup57p, Nup116p, or Nup145p were
essentially immobile, which indicated strong heterotypic interactions with the fsFG repeats from Nsp1p.

Fig. 3. In vivo effects of F→S and F→Y mutated FG-repeat domains. (A) A yeast strain lacking the GLFG-
repeat regions of Nup49p and Nup145p, as well as the fsFG-repeat region of Nsp1p, was kept viable by
expressing full-length Nsp1p from a low-copy ARS/CEN (CEN) plasmid harboring a URA3 marker. The
strain was subsequently transformed with indicated CEN plasmids carrying LEU2 as a selectable marker
and cultivated for several generations in synthetic complete (SC) medium lacking leucine. To select for
cells that lost the original CEN URA3 expression plasmid for wild-type Nsp1p, equal numbers of cells
were plated in 10-fold serial dilutions on plates containing 5-fluoroorotic acid (FOA), which is toxic in the
presence of a functional URA3 gene. The total number of viable cells was determined in parallel by
plating cells by the same serial dilution on full medium (YPD). The empty CEN LEU2 plasmid used as the
negative control did not support growth on FOA, which showed that the fsFG repeats of Nsp1p are
essential in this genetic background (19, 20). Cells were viable on FOA if the remaining CEN LEU2
plasmid encoded wild-type Nsp1p. Cells expressing Nsp1p with F→Y mutated repeats were also viable on
FOA, but showed a growth defect. Expression of Nsp1p with F→S mutated repeats did not allow for
growth on FOA. (B) A yeast strain with a genomic deletion of NSP1 was complemented by a CEN URA3
plasmid that allowed expression of Nsp1p without fsFG repeats (nsp1DfsFG). The FOA test showed that
this URA3 plasmid could be lost, provided wild-type Nsp1p or Nsp1p with F→Y mutated repeats was
expressed from the CEN LEU2 plasmid. The strain expressing Nsp1p with F→S mutated repeats was not
viable on FOA, i.e., it died upon loss of the nsp1DfsFG-encoding URA3 plasmid.
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structure (22), as well as a significant reduction
in mass (19), but not a major change toward a
more hydrophilic composition.

The F→S mutated Nsp1 repeats failed to
form a hydrogel (Figs. 1 and 2) as well as to
bind NTRs (Fig. 4A). To distinguish which of
these failures might cause the described lethal
effect in vivo, we designed a less drastic mu-
tant, where the phenylalanines (F) within the
Nsp1 fsFG-repeat domain had been mutated
to tyrosines (Y). The F→Y mutated repeats
also failed to bind NTRs (Fig. 4A), probably
because the additional OH group at the phenyl
ring cannot be accommodated into the FXFG
binding pockets of the NTRs (8, 9, 23, 24).
Remarkably, nsp1 with F→Y mutated repeats
fully complemented the NSP1 deletion in a wild-
type background (Fig. 3B) and even showed
complementation in several of the genetic back-
grounds, where the fsFG repeats of Nsp1p are
essential (Fig. 3A and fig. S3). Thus, the F→Y
mutation only abolished NTR binding, but ap-
parently left other interactions intact that are es-
sential, but redundant with other repeat domains.

Therefore, we tested the behavior of the
F→Y mutant repeats inside the wild-type
fsFG-repeat gel and observed by FRAP a low
mobility of the F→Y mutant, i.e., a clear
binding between F→Y mutant and wild-type
Nsp1 repeats (Fig. 2A). Perhaps the underlying
interactions are not purely hydrophobic, but
involve also “aromatic” interactions: p stack-
ing and certain geometries of T-shape inter-

actions of the p-electron systems could occur,
not only between two phenyl rings, but also
between a phenyl and the hydroxyphenyl
group of tyrosine, or even between two hy-
droxyphenyl groups. Indeed, the F→Y mu-
tated repeat domain also formed a homotypic
hydrogel (Fig. 4B).

FG-rich nucleoporin repeats are essential
for viability (18) and engage in two known
kinds of interactions: binding of NTRs (6, 25)
and hydrogel formation that arises through
inter-repeat contacts (this study). If only the
NTR binding, but not the inter-repeat con-
tacts, represented essential functions, then the
F→S and the F→Y mutant should both be-
have as if they were complete loss-of-function
mutants. We observed, however, a different
scenario, namely that the F→Y mutant could
rescue, in certain genetic backgrounds, an
otherwise lethal deletion of FG repeats. The
simplest explanation for these data are that
inter-repeat contacts and, hence, hydrogel
formation are also required for NPC function
and viability.

How could NTRs cross a permeability
barrier containing FG repeats that are F→Y
mutated and, hence, unable to bind NTRs?
NTRs should still be able to locally dissolve
the reversible Phe-Tyr cross-links by binding
the “wild-type side.” However, they should
fail to break Tyr-Tyr contacts, which, in turn,
could explain why in some genetic back-
grounds the mutation is not tolerated (fig. S3).

An analogous consideration could explain
also a puzzling set of previous findings: Even
though NTRs are probably all optimized to
cross the permeability barrier rapidly, they
differ in their affinity for the different types
of FG repeats (26), and they are differently
affected by genetic deletions of individual FG-
repeat domains (19). NTRs should indeed
have problems penetrating homotypic hydro-
gels of those FG repeats to which these NTRs
bind too weakly. Mixed gels formed by het-
erotypic interactions, however, should pose
less of a problem and should constitute a more
robust system, simply because an NTR could
locally dissolve the hydrophobic contact be-
tween two different repeat units by binding to
any of them.
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Fig. 4. (A) Mutation of the phenylalanines within the Nsp1-repeat domain to serines or tyrosines
prevents binding of NTRs. A hypotonic extract from human HeLa cells was bound to indicated forms of
immobilized Nsp1-repeat domains. Bound fractions were analyzed by SDS–polyacrylamide electropho-
resis (SDS-PAGE), followed by either Coomassie staining or immunoblotting with antibodies specific for
indicated importins and exportins. Phenyl-Sepharose served as positive control for NTR binding (12).
Importins and exportins typically migrate between 90 and 135 kD, NTF2 at 12 kD. Nsp1 repeats were
covalently bound via an engineered C-terminal cysteine to iodoacetamide-Sepharose 4B. No protein had
been coupled to the negative control beads. Nonreacted iodoacetamide groups had been quenched with
b-mercaptoethanol. Further tests revealed that yeast NTRs such as importin b (Kap95p) or Ntf2p behaved
as the human ones. (B) F→Ymutated Nsp1-repeat domains also form a homotypic hydrogel. F→Ymutated
repeat domains (400 mM) were treated as the wild-type repeat domain in Fig. 1; however, in order to avoid
oxidation of the tyrosines, the handling was under argon, and b-mercaptoethanol (50 mM) was added as a
scavenger. The resulting hydrogel had elastic properties similar to those of the wild-type fsFG-repeat gel,
although it was not as transparent and, thus, was less homogeneous.
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Protrudin Induces Neurite Formation
by Directional Membrane Trafficking
Michiko Shirane and Keiichi I. Nakayama*

Guanosine triphosphatases of the Rab family are key regulators of membrane trafficking, with
Rab11 playing a specific role in membrane recycling. We identified a mammalian protein,
protrudin, that promoted neurite formation through interaction with the guanosine diphosphate
(GDP)–bound form of Rab11. Phosphorylation of protrudin by extracellular signal–regulated
kinase (ERK) in response to nerve growth factor promoted protrudin association with Rab11-GDP.
Down-regulation of protrudin by RNA interference induced membrane extension in all directions
and inhibited neurite formation. Thus, protrudin regulates Rab11-dependent membrane recycling
to promote the directional membrane trafficking required for neurite formation.

The molecular mechanisms that underlie
neurite formation include both cytoskeletal
remodeling and membrane trafficking

(1, 2). During this process, membrane compo-
nents are transported in a directional manner
within the cell by a membrane recycling system,
resulting in expansion of the cell surface area in
the region of neurite formation (3, 4). Rab11
regulates membrane recycling back to the plasma
membrane and constitutive exocytosis (5–14).

We isolated protrudin as a protein that in-
teracts with FKBP38, a multifunctional mem-
branous chaperone (15). Protrudin contains a
Rab11 binding domain (RBD11), a guanosine
diphosphate (GDP) dissociation inhibitor (GDI)
consensus sequence (16), two hydrophobic do-
mains (HP-1 and HP-2), an FFAT motif (an
endoplasmic reticulum–targeting signal) (17),
a coiled-coil domain, and a FYVE domain (a
phosphoinositide binding domain) (fig. S1A)
(18). These characteristics suggested that pro-
trudin might function in membrane trafficking,
especially in membrane recycling.

Expression of FLAG-protrudin in HeLa
cells resulted in the generation of long pro-
cesses (Fig. 1A). Processes were observed in 5
to 30% of transfected cells. We also monitored
process formation by time-lapse video micros-
copy in living HeLa cells expressing enhanced
green fluorescent protein (EGFP)–protrudin
(Fig. 1B and movie S1). The processes ap-
peared to grow in a manner similar to that of
neurites with ruffling lamellipodia. In rat hip-
pocampal neurons, expression of the exogenous
protrudin promoted neurite extension in the
neurons (Fig. 1C and fig. S2).We next analyzed
the effects of depletion of endogenous protrudin
by RNA interference (RNAi) in the rat pheo-
chromocytoma PC12 cell line, which extends

neurites in response to nerve growth factor
(NGF) (Fig. 1D). Depletion of protrudin re-
sulted in inhibition of NGF-induced neurite
outgrowth and triggered spreading of the plas-
ma membrane in all directions (Fig. 1, E and F).
Thus, protrudin is necessary for neurite forma-
tion and may function by regulating the direc-
tion of membrane sorting.

In mouse, protrudin was most abundant in
the cerebrum and the cerebellum (Fig. 2A). In
mouse primary neurons in the early stage of
differentiation, protrudin was localized to the

pericentrosomal region and neurites (Fig. 2B).
At later stages, it was detected in both dendrites
and axons and was concentrated at the growth
cones (Fig. 2C). We next examined the effect
of NGF on the subcellular distribution of pro-
trudin in PC12 cells (Fig. 2D). In the absence
of NGF, protrudin was distributed diffusely
throughout the cell body. In cells exposed to
NGF for 6 hours, protrudin was markedly
concentrated in the pericentrosomal region,
where it colocalized with the recycling endo-
some marker Rab11 (fig. S3, A to C). After
culture with NGF for 24 hours, protrudin was
distributed from the pericentrosomal region to
the tips of neurites (Fig. 2D). The overall
abundance of protrudin was not affected by
NGF (fig. S3D). Immuno–electron microscop-
ic analysis revealed that protrudin appears to be
associated with vesicle membranes (fig. S3E).
Thus, protrudin undergoes a dynamic redis-
tribution during neuritogenesis.

Although protrudin contains a consensus
sequence for an RBD11, the amino acids re-
quired for interaction with the GTP-bound form
of Rab11 are not conserved in this domain of
protrudin (19) (Fig. 3A). The amino acid se-
quence of the RBD11 of protrudin is similar to
the corresponding sequences of GDI-a and
GDI-b, both of which interact with the GDP-
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332-0012, Japan.
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Fig. 1. Protrudin induces outgrowth of cellular projections. (A) HeLa cells were transfected with a FLAG-
protrudin vector and stained with anti-FLAG (green), phalloidin (red), and Hoechst 33258 (WAKO, Osaka,
Japan) (blue). (B) HeLa cells were transfected with EGFP-protrudin, and the fluorescence was monitored by
video (movie S1). (C) Rat hippocampal neurons were transfected with FLAG-protrudin or the empty vector
and stained with anti–bIII-tubulin. (D) PC12 cells were transfected with short hairpin RNA (shRNA) vectors
specific for protrudin mRNA (KD-2, -3, -4, and -5) or control (SC-3 and -5) and subjected to immunoblotting
with anti-protrudin and anti–heat shock protein 90 (anti-Hsp90). (E) PC12 cells were transfected with
control (SC-3) or protrudin (KD-3) shRNA vectors, stimulated with NGF, and stained with anti–a-tubulin
(green) and phalloidin (red). (F) PC12 cells were transfected with a vector encoding Venus and either control
(SC-3) or protrudin (KD-3) shRNA, stimulated with NGF, and examined for Venus fluorescence.
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bound form of many Rab proteins (20, 21). We
thus examined whether protrudin actually
interacted with Rab11. Endogenous protrudin
did indeed interact with endogenous Rab11 in
PC12 cells, and this interaction was enhanced
by NGF treatment (Fig. 3B). FLAG-protrudin
also interacted with hemagglutinin (HA)–
tagged Rab11 in human embryonic kidney
(HEK293T) cells (Fig. 3C). Protrudin preferen-
tially interacted with the GDP-bound form of
Rab11 [as represented by the GTP binding–
deficient mutant Ser25→Asn25 (S25N)] rather
than with the GTP-bound form [as represented
by the GTPase-deficient mutant Gln70→Leu70

(Q70L)] (22, 23) (Fig. 3D). The RBD11 of the
Rab11 effector FIP2 interacted specifically with
Rab11-GTP, whereas the RBD11 of protrudin
specifically interacted with Rab11-GDP (fig.
S4A). Reciprocal co-immunoprecipitation anal-
ysis as well as an in vitro pull-down assay
confirmed that protrudin preferentially interacts
with Rab11-GDP (fig. S4, B and C). We also
generated a series of deletion mutants of

protrudin (fig. S1B) and tested them for the
ability to bind Rab11. Rab11(S25N) interacted
with the N1 mutant but not with the DRBD-N1
mutant (fig. S4D). Furthermore, a protrudin
deletion mutant lacking the RBD11 (DRBD in
fig. S1B) could not restore neurite formation in
PC12 cells depleted of protrudin by RNAi (fig.
S5A) or induce process formation in HeLa cells
(fig. S5B). Thus, protrudin preferentially binds
to Rab11-GDP, and this association is required
for neurite formation.

Sustained activation of the mitogen-activated
protein kinase (MAPK) ERK accompanies
NGF-dependent neurite extension in PC12 cells
(24) (fig. S6A). PC12 cells expressing a con-
stitutively active form ofMEK1 [MEK1(SDSE)],
which activated ERK, manifested neurite forma-
tion in the absence of NGF (fig. S6, B and C).
Protrudin and MEK1(SDSE) showed a synergis-
tic effect on process formation in HeLa cells,
whereas a kinase-negative form of MEK1
[MEK1(K97S)] antagonized the process-forming
activity of protrudin (fig. S6D). Protrudin con-

tains six potential ERK phosphorylation sites as
well as two consensus ERK binding (ERK D)
domains (fig. S1C). Phosphorylation of protrudin
was increased byNGF treatment orMEK1(SDSE)
expression, but not by MEK1(K97S) expression,
in PC12 cells (Fig. 3E). Two-dimensional poly-
acrylamide gel electrophoresis (2D-PAGE) also
suggested that protrudin is phosphorylated by
ERK in response to NGF (Fig. 3F).MEK1(K97S)
expression inhibited the NGF-induced shift,
suggesting that ERK activation is essential for
the phosphorylation of protrudin elicited by
NGF.

We examined the effect of ERK activation
on protrudin-Rab11 interaction in HEK293T
cells. Expression ofMEK1(SDSE) enhanced the
interaction between protrudin and Rab11(S25N)
(Fig. 3G). At high amounts of MEK1(SDSE)
expression, both wild-type and S25N forms of
Rab11 interacted substantially with protrudin
(fig. S7, A and B). Furthermore, protrudin mu-
tants that lack some of potential ERK phospho-
rylation sites (P-mut-1 and -4) or both intact
ERK D domains (D-mut) (fig. S1C) showed
markedly reduced affinities for Rab11 compared
with the affinities of wild-type protrudin (Fig. 3H
and fig. S7C). Replacement of potential ERK
phosphorylation sites in other combinations
(P-mut-2 and -3) did not affect the binding
(fig. S7D). Thus, phosphorylation of protru-
din at multiple sites in response to NGF-ERK
signaling promotes its interaction with Rab11.

We next investigated the effect of Rab11 on
the morphology of PC12 cells. The morphology
of cells expressing Rab11(Q70L) appeared near-
ly identical to that of cells depleted of endogenous
protrudin (Fig. 4A). Conversely, the phenotype
conferred by expression of Rab11(S25N) was
similar to that conferred by expression of pro-
trudin. These experiments were combined to
examine the genetic relation between protrudin
and Rab11. Expression of Rab11(S25N) induced
neurite formation in cells depleted of endogenous
protrudin (Fig. 4B), whereas overexpression of
protrudin had no effect on the morphology of cells
expressing Rab11(Q70L) (Fig. 4C). In addition,
expression of Rab11(Q70L) inhibited process
formation induced by protrudin in HeLa cells
(movie S2). Thus, protrudin is indeed an upstream
inhibitor of Rab11 function.

To investigate the role of the protrudin-
Rab11 system in directed membrane traffic,
we observed the transport of NgCAM, a cell
adhesion molecule that is delivered to the so-
matodendritic plasma membrane and then trans-
ported to the axonal plasma membrane via
recycling endosomes (25–27). Chicken NgCAM
expressed in PC12 cells initially accumulated,
presumably in the endoplasmic reticulum–Golgi
compartment, and was subsequently transported
to the plasma membrane of some neurites, but
not to that of the soma, in the presence of NGF
(Fig. 4D and fig. S8). In contrast, cells de-
pleted of protrudin by RNAi or those express-
ing Rab11(Q70L) exhibited prominent surface

Fig. 2. Subcellular redistribution of protrudin during neuritogenesis. (A) Tissue distribution of protrudin
in mice. (B and C) Cells isolated from embryonic mouse cerebral cortex were cultured for 1 (B) or 3 (C)
days and stained with anti-protrudin (green). Arrowhead in (B) indicates the pericentrosomal region. The
boxed region in (C) is shown at higher magnification in the bottom image; the arrowhead indicates the
growth cone. (D) PC12 cells were incubated with NGF and stained with anti-protrudin (top, green).
Differential interference contrast (DIC) images are shown in the middle, and the boxed regions are shown
at bottom merged with protrudin.
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expression of NgCAM on the soma (Fig. 4D).
Thus, protrudin is essential for directional mem-
brane trafficking to neurites.

Our data indicate that the protrudin-Rab11
system is an important determinant of the di-
rection of membrane trafficking and neurite
formation. It was recently shown that ZFYVE27
(a synonym of protrudin) is mutated in a Ger-
man family with an autosomal dominant form
of hereditary spastic paraplegia (AD-HSP),
which is characterized by selective degenera-
tion of axons (28). The phenotype of the af-
fected individuals was similar to that of patients
with AD-HSP caused by mutation of spastin, a
protein implicated in neuronal vesicular cargo
trafficking. Protrudin is thought to interact with
spastin via its FYVE domain in the COOH-
terminal region of the protein. This genetic
evidence supports our conclusion that protrudin
plays a central role in membrane trafficking
in neurons. Rab11, protrudin, and spastin may
together constitute a system for the regulation of
vesicular transport in neurons, and impairment of
this system may be responsible for the patho-
genesis of AD-HSP.
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Where Water Is Oxidized to Dioxygen:
Structure of the Photosynthetic
Mn4Ca Cluster
Junko Yano,1,2* Jan Kern,3* Kenneth Sauer,1,2 Matthew J. Latimer,4 Yulia Pushkar,1,2
Jacek Biesiadka,5 Bernhard Loll,5† Wolfram Saenger,5 Johannes Messinger,6‡
Athina Zouni,3‡ Vittal K. Yachandra1‡

The oxidation of water to dioxygen is catalyzed within photosystem II (PSII) by a Mn4Ca cluster, the
structure of which remains elusive. Polarized extended x-ray absorption fine structure (EXAFS)
measurements on PSII single crystals constrain the Mn4Ca cluster geometry to a set of three similar
high-resolution structures. Combining polarized EXAFS and x-ray diffraction data, the cluster was
placed within PSII, taking into account the overall trend of the electron density of the metal site
and the putative ligands. The structure of the cluster from the present study is unlike either the 3.0
or 3.5 angstrom–resolution x-ray structures or other previously proposed models.

Oxygen, which makes up about 20% of
Earth’s atmosphere, comes mostly
from photosynthesis that occurs in

cyanobacteria, green algae, and higher plants
(1). These organisms have within photosystem
II (PSII) an oxygen-evolving complex (OEC),
in which the energy of sunlight is used to
oxidize water to molecular oxygen. The heart

of the OEC is a cluster of four Mn atoms and
one Ca atom (Mn4Ca) connected by mono-m-
oxo, di-m-oxo, and/or hydroxo bridges. The
specific protein environment and one chloride
ion are also essential for the water-splitting
activity (1). During the oxidation of water, the
OEC cycles through five different oxidation
states, which are known as Si states (where i

ranges from 0 to 4), that couple the one-
electron photochemistry of the PSII reaction
center with the four-electron chemistry of
water oxidation (2).

The structure of the Mn4Ca cluster and its
role in the mechanism of water oxidation have
been investigated with the use of spectroscopic
methods (1), especially electron paramagnetic
resonance and electron nuclear double-resonance
spectroscopy (3–9), x-ray spectroscopy (10),
and Fourier transform infrared (FTIR) spec-

Fig. 4. Protrudin induces directional membrane
extension through regulation of vesicular traffic. (A)
PC12 cells expressing HA-Rab11 (S25N or Q70L) or
HA-Rab4 (S22N or Q67L) were stimulated with NGF
and stained with anti-HA (green) and phalloidin
(red). (B) PC12 cells transfected with a vector en-
coding both protrudin shRNA and Venus (green)
were also transfected with a HA-Rab11(S25N) vec-
tor, incubated with NGF, and stained with anti-HA
(red). Arrows indicate cells expressing both Venus
(protrudin shRNA) and HA-Rab11(S25N). (C) PC12
cells were transfected with HA-Rab11(Q70L) and
FLAG-protrudin, stimulated with NGF, and stained
with anti-HA (red) and anti-FLAG (green). (D) PC12
cells transiently infected with a retrovirus encoding
chicken NgCAM were transfected with control or
protrudin shRNAs or with Rab11(Q70L). The surface
expression of NgCAM was examined by immuno-
staining with anti-NgCAM (green) without cell
permeabilization. Arrowheads indicate the promi-
nent distribution of NgCAM on a neurite.
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troscopy (11). In addition, recent x-ray diffrac-
tion (XRD) studies of single crystals of PSII
provide critical information about its structure
at 3.8 to 3.0 Å resolution (12–16). However,
even XRD data of the highest resolution
presently available are insufficient to accurate-
ly determine the positions of Mn, Ca, and the
bridging and terminal ligands. This is reflected
by the differences in the placement of the metal
ions and putative ligands in the 3.0 (16) and 3.5 Å
(14) structures. Furthermore, at the x-ray dose and
temperature used in the XRD studies, the geom-
etry of the Mn4Ca cluster is disrupted, initiated
by the rapid reduction of Mn(III) and Mn(IV)
present in the dark-stable S1 state to Mn(II), as
shown by Mn x-ray absorption near-edge struc-
ture (XANES) studies and Mn x-ray absorption
fine structure (EXAFS) studies of PSII single
crystals (17).

EXAFS experiments with PSII require a
substantially lower x-ray dose than XRD mea-
surements (17), and the onset of radiation
damage can be precisely determined and con-
trolled by monitoring the Mn K-edge position,
thus allowing the collection of data from the
intact Mn4Ca cluster of PSII. In addition,
EXAFS provides metal-to-metal and metal-to-
ligand distances with high accuracy (~0.02 Å)
and a resolution of ~0.1 Å. Mn and Ca EXAFS
studies of frozen solutions of PSII prepara-
tions have provided accurate distances and
numbers of Mn-Mn, Mn-Ca, and Mn/Ca-
ligand vectors in the Mn4Ca cluster (10, 18–21)
and have led to the development of several pos-
sible structural models for the Mn4Ca cluster
(fig. S1).

For polarized EXAFS experiments on one-
dimensionally oriented membranes or three-
dimensionally oriented single crystals, the
EXAFS amplitude is orientation dependent
and proportional to ~cos2q, where q is the
angle between the e-field vector of the polar-
ized x-ray beam and the absorber-backscatterer
vector. Therefore, this technique provides impor-
tant additional geometric information about the
metal site in metalloprotein crystals (22, 23).
Here we show that polarized EXAFS can be
used to provide structural models of the Mn4Ca
active site, revealing details currently unresolv-
able by XRD. Combining information from
polarized EXAFS and XRD (16) leads to the
placement of these models within the PSII pro-
tein environment.

PSII crystals from Thermosynechococcus
elongatus in the dark-stable S1 state were
oriented so that the x-ray e-field vector was par-
allel to the a, b, or c axis of the crystal unit cell.
The total photon dose on the sample was kept
at a safe level of 1 × 107 photons/mm2 on the
basis of detailed radiation damage studies on
single crystals of PSII (17). After the Mn
XANES and EXAFS spectra were collected,
the orientation of the crystal was determined in
situ by the collection of x-ray diffraction pat-
terns (fig. S2) (24).

Figure 1A (top) shows the polarized Mn
K-edge XANES spectra of PSII single crystals
with the x-ray e-field vector parallel to each of the
orthogonal crystal unit cell axes (a, b, and c). The
spectra show distinctive features at each orienta-

tion, both in the main K edge (1s to 4p) and the
pre-edge region [1s-to-3d transitions (Fig. 1A,
inset)]. The orientation-dependent differences
are more clearly seen in the second-derivative
plots (Fig. 1A, bottom).
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Fig. 1. (A) Single-crystal, polarized Mn K-edge XANES spectra (top) and the corresponding second
derivatives of the XANES spectra (bottom) of PSII in the S1 state. The XANES spectra are shown with
the x-ray e-field vector aligned parallel to the principal crystal axes from single crystals of PSII [a
(red curve), b (blue curve), and c (green curve)] from T. elongatus. The inflection point of the edges
and the shape of the spectra are clearly dependent on the orientation of the single crystal with
respect to the x-ray e vector. The inset shows the dichroism of the pre-edge region assigned to the
1s-to-3d transition. F/I0, absorbance; E, energy. (B) FTs of polarized Mn EXAFS spectra from single
crystals of PSII in the S1 state. The FTs are from EXAFS spectra with the x-ray e-field vector aligned
parallel to the crystal unit cell axes of PSII [a (red curve), b (blue curve), and c (green curve)]. Each
of the three FT peaks characteristic of Mn EXAFS from PSII is dichroic. FT peak I is from Mn-ligand
backscattering; FT peak II is from three Mn-Mn distances at 2.7 to 2.8 Å; and FT peak III is from one
Mn-Mn and two Mn-Ca distances at 3.3 and 3.4 Å, respectively. All Fourier peaks appear at an apparent
distance R′ that is shorter than the actual distance R by ~0.5 Å due to a phase shift. The dichroism of the
metal-to-metal distances reflects the geometry of the Mn4Ca cluster.

Fig. 2. (A) Compari-
son of Mn XANES
spectra from solution
PSII samples in the S1
state (T. elongatus)
(green curve) with the
powder spectrum (red
curve) calculated from
the three PSII single-
crystal, polarized spectra
(Fig. 1A). The corre-
sponding second deriva-
tives of the Mn XANES
(bottom) reveal that the
XANES spectra of the so-
lution and the calculated
powder spectra from
polarized PSII single-
crystal spectra are in-
distinguishable. (B) Comparison of the FTs of the Mn EXAFS spectrum from solution PSII samples (green
curve) and the powder spectrum (red curve) calculated from the three PSII single-crystal, polarized EXAFS
spectra (Fig. 1B). The FTs are indistinguishable within the signal-to-noise ratio.
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The Fourier transforms (FTs) of the polar-
ized Mn EXAFS of PSII single crystals are
shown in Fig. 1B. Peak I has contributions
from bridging and terminal O or N atoms at 1.8
to 2.0 Å; peak II results from di-m-oxo–bridged
Mn-Mn interactions at 2.7 to 2.8 Å; and peak III
contains contributions from mono-m-oxo–bridged
Mn-Mn and Mn-Ca interactions at 3.3 and 3.4 Å,
respectively. The EXAFS spectra show a pro-
nounced dependence on the crystal orientation,
indicating that the Mn4Ca cluster is highly
asymmetric.

A test of whether the redox state and the
structure of the Mn4Ca cluster in the single
crystals are equivalent to that in active oxygen-
evolving PSII solution samples is to calculate
the isotropic solution spectra (powder spectra)
from the single-crystal spectra and compare

these to experimental solution spectra. The
comparison of XANES and EXAFS spectra in
Fig. 2, A and B (with the corresponding second
derivatives for XANES in Fig. 2A, bottom),
shows that the spectra are indistinguishable
within the extremely low noise of these ex-
perimental data. This result confirms the
dichroism of the EXAFS spectra and shows
that the cluster geometry is not disrupted by
radiation damage. Therefore, the data of Fig.
1B form a reliable basis for the elucidation of
the structure and orientation of the Mn4Ca
cluster within PSII.

Initially, we used the polarized EXAFS data
to test the Mn4Ca structures proposed on the
basis of XRD data (14, 16). The comparison of
the experimental data (Fig. 1B) with the polar-
ized EXAFS spectra calculated for the XRD

models at 3.5 (14) and 3.0 Å (16) resolution is
shown in fig. S3. The disagreement is notable;
it is most likely due to the limited resolution
and x-ray damage to the Mn4Ca cluster during
XRD measurements (17).

In the next step, the polarized EXAFS data
were used to evaluate and filter the large
number of previously proposed and feasible
models for the Mn4Ca cluster [Mn4 motifs a to
r (fig. S1)], including topologically related
structures [the motifs from the XRD structures
are c (16) and n (14)]. For this filtering process,
the polarized EXAFS for the proposed struc-
tural models was calculated as follows (fig. S4)
(24): (i) Each model was placed into one PSII
monomer, (ii) the coordinates for the compan-
ion monomer were determined by means of
the local C2 symmetry of the dimeric PSII
complex, (iii) the coordinates for the four
symmetry-related dimeric units within the
P212121 crystal unit cell were determined,
and (iv) the EXAFS spectrum was calculated
for the PSII single crystal with the e vector of
the x-ray beam parallel to each of the crystal
unit cell axes (a, b, and c) with the use of the
FEFF8 program (25). To determine the op-
timal orientation, we rotated each of the in-
serted clusters in a stepwise fashion within the
PSII monomer with respect to the three axes x,
y, and z [for definition of axes, see Fig. 3 (top
right)]. For each orientation, the EXAFS spec-
tra were calculated and compared to the exper-
imental results shown in Fig. 1B. This process
was continued until the rotational space was
mapped sufficiently to determine whether a
specific model complied with the polarized
EXAFS data (24). The focus in our compari-
son was predominantly on the contribution to
the EXAFS from Fourier peaks II and III,
which are from Mn-Mn and Mn-Ca interac-
tions that mainly define the motif for the
Mn4Ca cluster. This process rules out un-
satisfactory cluster geometries with a high
degree of confidence.

Range-extended EXAFS results (21) show
that three short Mn-Mn distances between 2.7
and 2.8 Å are present in the Mn4Ca cluster. The
presence of the 2.8 Å Mn-Mn vector is
observed as a shift of FT peak II to a longer
distance along the a axis in the polarized
EXAFS data (Fig. 1B). In addition to the 2.8 Å
vector, two 2.7 Å vectors are required to re-
produce the intensity of the FT peak II, mainly
along the b and c axes (see the EXAFS fit
parameters in table S1). Therefore, the models
containing only two short 2.7 Å Mn-Mn dis-
tances, or one 2.7 Å and one 2.8 Å Mn-Mn
distances [motifs a to j (fig. S1A)], were un-
acceptable in reproducing both the solution
range-extended EXAFS (21) and polarized
EXAFS data.

The remaining models contain three Mn-Mn
vectors at 2.7 to 2.8 Å and 0, 1, or 2 Mn-Mn
vectors at 3.3 Å [motifs k to r (fig. S1B)]. The
Mn EXAFS solution of isotropic frozen PSII

Fig. 3. High-resolution
structural models for the
Mn4Ca cluster in PSII
from polarized EXAFS.
The Mn4Ca models I, II,
and III are shown on the
right. Each model is com-
patible with the polarized
Mn EXAFS spectra of
single crystals of PSII.
The Mn4 motif (r in fig.
S1) common to the three
structures is shown at
upper left. The models
are shown in the orienta-
tion in which they should
be placed in the PSII
membrane according to
the axis system shown at
upper right. The z axis is
chosen to be along the
membrane normal. The
x and y axes define the
membrane plane; the x
axis connects the two
nonheme Fe atoms of
the dimer that are related
by the noncrystallo-
graphic local C2 axis. The
particular orientations
shown for models I, II,
and III were chosen on
the basis of their compat-
ibility with the overall
electron density and the
positioning of the protein
ligands in the 3.0 Å
resolution x-ray crystal
structure (16). The Mn
atoms are shown in red. The distance between MnC and MnD atoms is ~2.8 Å (indicated by blue oxo
bonds), and the distance between the MnA and MnB atoms, as well as the MnB and MnC atoms, is ~2.7 Å.
The distance between MnB and MnD is ~3.3 Å. The Ca atom (green sphere) is ~3.4 Å from two Mn atoms
[in model II, Ca can be at ~3.4 Å to MnD and MnC or MnD and MnB (model IIa, fig. S5)]. The bridging
motif to Ca is not well defined by our experiments; therefore, dashed lines connect the Ca atom to the
two Mn atoms at ~3.4 Å. The experimental FTs from the polarized Mn EXAFS spectra from single crystals
(Fig. 1B) are comparable to the FTs calculated for these models. The dichroism of the EXAFS spectra will
be identical for local C2-related orientations.
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solution samples shows that FT peak III is fit
best by one Mn-Mn vector at 3.3 Å and two
Mn-Ca vectors at 3.4 Å (10), which is sup-
ported by Sr and Ca EXAFS results (19, 20).
Models with these distances [motifs p to r (fig.
S1B)] and models containing two 3.3 Å Mn-Mn
distances [motifs l to o (fig. S1B)] along with
the Mn-Ca distances were included in our
search for a match with the observed dichroism
(a heterogeneity of ~0.2 Å was included for
models with two 3.3 Å Mn-Mn vectors to
decrease the otherwise too-intense contribution
to FT peak III).

The application of the rigorous testing pro-
tocol described above showed that the polar-
ized EXAFS data (Fig. 1B) are consistent with
three topologically related structures [models I,
II, and III (Fig. 3)] that are based on the Mn4
motif r (Fig. 3, top) (18, 21). These models are
shown in the orientation (indicated by the axis
system shown in Fig. 3, top right) required to
satisfy the polarized EXAFS data. The exper-
imental polarized spectra (Fig. 1B) and the
calculated spectra from the three structures
positioned as shown (Fig. 3, left panel) are very
similar with regard to the intensity and the
orientation dependence for FT peak II and III,
which determine the motif of the structural
model. The trend in the dichroism is also sim-
ilar for FT peak I. Most of the contribution to
peak I is from bridging O atoms, because Mn-
terminal ligand distances are highly disordered
(10, 18) (table S1) and hence were not in-
cluded in the simulations. The ambiguities in
the intensities in FT peak I, however, come
from the small contributions from this disor-
dered shell of terminal ligands, which are dif-
ficult to model.

At present, it is not possible to choose
among the three models on the basis of the
polarized EXAFS data. In addition, each of
these structural models can have four symmetry-
related orientations in the membrane originat-
ing from the cos2q dependence of the EXAFS
signal and the noncrystallographic C2 symmetry
of the monomers in the PSII dimer (24).

To further distinguish between these struc-
tural options, we used the following criteria: (i)
the placement of the Ca atoms; (ii) the dis-
tribution of the electron density from XRD
(16), which is pear-shaped, with the narrow
end oriented toward the dimer C2 axis; and (iii)
the information from the position of putative
amino acid ligands identified around the
electron density coinciding with the Mn4Ca
cluster (16). The placement of Ca relied on Sr
EXAFS data showing that the two Mn-Sr(Ca)
vectors are along the membrane normal (20)
and the anomalous XRD studies indicating
that Ca is above the Mn plane toward the
redox-active tyrosine YZ and P680 chloro-
phylls (14, 16). The placement of Ca reduces
the options among the symmetry-related ori-
entations by half. The remaining two symmetry-
equivalent orientations of models I, II, and III

were examined for compliance with the overall
trend of the electron density and the placement
of ligands (24). The best orientations of the
three models within the PSII membrane are
shown in Fig. 3. The other symmetry-related
orientation is clearly unsatisfactory because of
the pronounced asymmetry in the electron
density.

The best-fit ligand environment was ob-
tained for all the models [coordinates in table
S2 (24)], but there was some overlap between
the cluster and ligand positions (fig. S6). The
ligand assignments must remain tentative at
this point because movement of the protein
ligand residues can result from radiation
damage to the metal site during XRD (17). In
the XRD study, the Mn close to Asp170 (i.e.,
MnA) and Ca have a lower occupancy (s value)
as compared to those of the other Mn atoms

(16). This lower value might indicate that the
MnA and Ca metal sites are more susceptible to
radiation damage and hence their ligands may
be prone to movement. The ligand environ-
ment for the best-fit orientation for model II is
shown in Fig. 4.

The considerable differences in the orienta-
tion and structures between model II and those
in the recent XRD proposals (14, 16) for the
Mn4Ca complex are shown as an overlay in
fig. S7 (24). This highlights the difficulties of
deriving high-resolution structures from low-
resolution XRD. Although constraints from
EXAFS distance information are included in
the building of the XRD model that lead to
approximate structures, there are too many
structures that can be fit to the low-resolution
electron density. The importance of polarized
EXAFS of single crystals lies in its ability to
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Fig. 4. Placement of model II for the Mn4Ca cluster derived from polarized Mn EXAFS in relation to
the putative ligands obtained from the 3.0 Å resolution x-ray crystal structure (16). The spheres
represent Mn (red), Ca (green), and the bridging oxygen ligand atoms (gray). The assignment of
ligands is tentative because it is based on the electron density of the Mn4Ca cluster, and its
immediate environment may be altered by x-ray damage. (A) Stereo view of the electron density
(16) with model II placed in the density, as explained in the text. The view is along the membrane
plane. (B) Same view as in (A) with ligands and atoms labeled correspondingly. All ligands are from
D1 except for CP43-Glu354. Electron density was omitted for clarity. (C) A schematic diagram of
model II with the view along the membrane plane, with putative ligands from the electron density.
Bonds between Mn and the bridging oxo are shown as solid green lines. Bonds to putative terminal
ligand atoms from amino acids and to Ca atoms are shown as dotted lines (black, less than 3.0 Å;
blue, more than 3.0 Å).
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discriminate between the many possible high-
resolution models by relying on the dichroism
of the EXAFS spectra.

The structural changes of the Mn4Ca com-
plex on advancing through the Si state in-
termediates can be placed in the context of the
polarized EXAFS data to assist in deriving a
mechanism for photosynthetic water oxida-
tion. The FTIR data, in conjunction with mod-
el II (Fig. 4), suggest that MnA, which may be
ligated by Asp170, does not change oxidation
state and remains Mn(III) or Mn(IV) throughout
the Kok cycle. The C-terminal Ala344 may be a
ligand to MnD, which is proposed to undergo
Mn(III)→Mn(IV) oxidation during the S1→S2
transition (26–28). Recent FTIR data suggest
that His332 monitors structural changes of the
Mn4Ca cluster, but no evidence for a Mn-
centered oxidation was reported (29). Because
MnC is closer to His

332, MnC may remain Mn(III)
or Mn(IV) throughout the cycle. Consequently,
MnB is a likely candidate for Mn oxidation during
the S0→S1 transition.

The dichroism in the polarized EXAFS data
from single crystals provides a powerful filter
for choosing among many of the proposed
structural models. Also, as shown in this study,
the combination of XRD and polarized EXAFS
on single crystals has several advantages for
unraveling structures of x-ray damage–prone,
redox-active metal sites in proteins. XRD struc-
tures at medium resolution are sufficient to
determine the overall shape and placement of
the metal site within the ligand sphere, and
refinement by means of polarized EXAFS can
provide accurate metal-to-metal and metal-to-
ligand vectors. In addition, different intermedi-
ate states of the active site (including different
metal oxidation states), which may be difficult
to study with XRD at high resolution, can be
examined. The structural model from polarized
EXAFS from the S1 state presented here, and
from the other S states, will provide a reliable
foundation for the investigation of the mecha-
nism of photosynthetic water oxidation and for
the design of biomimetic catalysts for water
splitting.
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Transgenic Mice with a Reduced
Core Body Temperature Have
an Increased Life Span
Bruno Conti,1,2* Manuel Sanchez-Alavez,1,2 Raphaelle Winsky-Sommerer,3†
Maria Concetta Morale,1‡ Jacinta Lucero,1,2 Sara Brownell,1,2§ Veronique Fabre,3||
Salvador Huitron-Resendiz,2 Steven Henriksen,2¶ Eric P. Zorrilla,1,2
Luis de Lecea,3# Tamas Bartfai1,2

Reduction of core body temperature has been proposed to contribute to the increased life span and
the antiaging effects conferred by calorie restriction (CR). Validation of this hypothesis has been
difficult in homeotherms, primarily due to a lack of experimental models. We report that transgenic
mice engineered to overexpress the uncoupling protein 2 in hypocretin neurons (Hcrt-UCP2) have
elevated hypothalamic temperature. The effects of local temperature elevation on the central
thermostat resulted in a 0.3° to 0.5°C reduction of the core body temperature. Fed ad libitum,
Hcrt-UCP2 transgenic mice had the same caloric intake as their wild-type littermates but had
increased energy efficiency and a greater median life span (12% increase in males; 20% increase
in females). Thus, modest, sustained reduction of core body temperature prolonged life span
independent of altered diet or CR.

Temperature homeostasis in mammals is
regulated centrally by neurons located
in the preoptic area (POA) of the hypo-

thalamus, a region that includes the medial
and lateral part of the preoptic nucleus, the
anterior hypothalamus, and the nearby regions
of the septum. This region is believed to
contain the central thermostat, which keeps
core body temperature (CBT) within a very
narrow range even when the animal is exposed

to a wide range of ambient temperatures. Le-
sion and thermal stimulation studies have
demonstrated that the POA senses changes in
local and peripheral temperatures and co-
ordinates thermoregulatory responses [for re-
view, see (1)].

With the aim of generating animals with a
reduced CBT, we hypothesized that local heat
production within or proximate to the POA,
by mimicking an increase in CBT, might ac-
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tivate compensatory thermoregulatory mecha-
nisms and thereby reduce CBT. We gener-
ated mice that overexpressed the uncoupling
protein 2 (UCP2) exclusively in hypocretin
(Hcrt) neurons (Hcrt-UCP2 mice). UCP2 is an
inner mitochondrial membrane protein that
uncouples oxidative phosphorylation from
respiration by leaking hydrogen ions from the
intermembrane space to the matrix, thereby
dissipating the proton gradient energy in the
form of heat (2). Hypocretins (hypocretin
1 and 2), also known as orexins, are neuro-
peptides derived from a common precursor
that participate in the regulation of the sleep/
wake cycle, energy balance, food intake, and

endocrine and autonomic functions (3–5).
Hypocretins are exclusively expressed in
approximately 3000 neurons in the lateral
hypothalamus (LH) at a distance of 0.8 mm
from the POA (6) and provide an anatomically
restricted site for heat generation in the
hypothalamus.

A colony of Hcrt-UCP2 mice and wild-
type littermates was established from one
founder generated on and backcrossed for
seven generations on a C57/BL6 background
(fig. S1A).

To determine whether UCP2 overexpres-
sion in hypocretin neurons resulted in heat
production that could affect the POA, we
measured local temperature in the LH and in
the POA. Local temperature was significantly
higher in both the LH and the POA of Hcrt-
UCP2 mice compared with wild-type mice
(Fig. 1). Temperature elevation averaged 0.65°C
in the LH and 0.32°C in the POA. The smaller
increase in temperature elevation in the POA
compared with the LH was likely due to heat
dissipation from the LH. The difference between
LH and POA temperature was constant during
the 24 hours of recording.

The effect of elevated hypothalamic tem-
perature on CBT was studied using radio-
telemetry in male and female mice (Fig. 2).
Hcrt-UCP2 mice maintained a normal circa-
dian variation of CBT during the light and the
dark cycles. In males, no difference in the
CBT values between Hcrt-UCP2 and wild-
type mice was observed during the light phase

or during the transition between phases. How-
ever, Hcrt-UCP2 mice consistently exhibited
a significantly lower CBT during the dark
phase throughout several days of recording
(Fig. 2). In females, the reduction of CBT
averaged 0.34°C and was more pronounced in
the second part of the dark phase with a peak
difference of 0.6°C (Fig. 2, A and B). A
similar pattern was seen in male transgenics,
with no difference observed during the light
phase and the transition from light to dark,
but an average CBT reduction of 0.3°C and a
peak difference of 0.56°C observed during the
dark phase (Fig. 2, D and E). In contrast to
males, female Hcrt-UCP2 mice also showed a
significant reduction of CBT in the first half
of the transition from dark to light. Motor ac-
tivity was similar between Hcrt-UCP2 and
wild-type mice, being only marginally higher
in Hcrt-UCP2 male mice at the end of the
light-dark transition, a time when no differ-
ence in CBT was observed. In females, motor
activity of Hcrt-UCP2 mice was marginally
lower in the last part of the dark phase, when
CBT also was lowest (Fig. 2, C and F). After
injection with Escherichia coli lipopolysac-
charides (LPS), Hcrt-UCP2 mice developed a
fever response similar in amplitude and
duration to that of the wild-type mice, which
indicates that the thermogenic capacity of
Hcrt-UCP2 mice was not impaired (fig. S3).
The CBT profile was identical between trans-
genic and wild-type mice during the stress
peak and the light phase, but Hcrt-UCP2 mice

Fig. 1. UCP2 overexpression
elevated local temperature.
Three-month-old mice were
stereotactically implanted
with thermocouple probes in
the lateral hypothalamic area
(anteroposterior from breg-
ma –0.7 mm, lateral 1.25
mm, ventral 4.5 mm, dura at
point of entry) and the POA
(anteroposterior from bregma +0.38 mm, lateral 0.4 mm, ventral 4.4 mm,
dura at point of entry; the position of interaural/nosepoke bar was “flathead”
bregma = lambda). Animals were allowed 7 days recovery and a 72-hour
habituation period before experiments. (A) Schematic representation of the
location of the probes in the LH (blue) and the POA (red), viewed in a
sagittal section of mouse brain. Numbers represent mm from bregma. (B)
Profile of temperature difference between the averages of LH (blue) and POA
(red) temperatures of Hcrt-UCP2 and wild-type mice (n = 4, 4). Recording
was carried out continuously for the next 24 hours with Thermes-16
(Physitemp Instruments), with data stored at 10-min intervals. The air
temperature in the room was maintained at 25 ± 0.5°C. The location of the
recording sites was determined postmortem on cryostat-cut, 35-μm slices. tg,
transgenic; wt, wild-type. (C) For LH, slices were processed for immunohisto-
chemistry with antibody to hypocretin. Hypocretin-immunopositive neurons
are visible at the left of the probe track in the circled area of the enlarged
detailed section. Scale bar is 1 mm for top panel; bottom panel is a 3X
magnification of the selected area. (D) For POA, the position of the probe
was demonstrated by histological analysis of the probe track (arrow). Scale
bar, 2 mm.
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maintained a temperature slightly higher than
wild-type mice during the first half and the
end of the dark phase. Overall, the data in-
dicate that the reduction of basal CBT ob-
served in Hcrt-UCP2 mice did not result from
reduced locomotor activity or impaired ther-
mogenic ability, but is consistent with an
effect on the central thermostat.

We found that UCP2 overexpression re-
duced the number of hypocretin immunore-

active neurons by 22% and 30% in male and
female Hcrt-UCP2 mice, respectively (fig.
S4). It might be argued that intracellular tem-
perature elevation, an excessive reduction in
ATP synthesis, or altered intracellular Ca2+

concentrations resulting from UCP2 overex-
pression interferes with the normal metabolic
activity of hypocretin neurons. Intracerebro-
ventricular injection of pharmacologically
high doses of hypocretin 1 reportedly ele-

vates spontaneous physical activity and CBT
(7–10). However, the possibility that a de-
creased number of hypocretin neurons con-
tributed to the reduced CBT was ruled out in
orexin/ataxin-3 mice (11) that showed 90%
reduction of hypocretin neurons but no sig-
nificantly lowered CBT (fig. S5). No differ-
ences in sleep parameters that could account
for the reduction of CBT were found (SOM
text).

The effects of UCP2 overexpression in
hypocretin neurons on water and food con-
sumption were also measured. Hcrt-UCP2
mice did not differ from wild-type mice in
their intake of chow (measured every 3 hours
or biweekly) (Fig. 3A) or water (M ± SEM:
3.7 ± 0.3 versus 3.6 ± 0.2 ml for wild-type
and Hcrt-UCP2, measured biweekly). Where-
as body weights of female Hcrt-UCP2 and
wild-type mice did not significantly differ,
male transgenic mice began to weigh signif-
icantly more than wild-type mice beginning at
20 weeks of age. By 35 weeks of age, the
male transgenics weighed 10% more than the
wild-type males (Fig. 3B). When subjected
to 27 hours of food deprivation, Hcrt-UCP2
transgenic mice lost significantly less weight
than would be predicted from their expected
metabolic body mass demands as compared
with wild-type littermates (genotype effect:
F(1,29) = 20.64, P < 0.0001). The decrease
in putative relative energy expenditure, which
was similar in both male and female trans-
genics (Fig. 3C), is an index of increased
metabolic efficiency most likely reflecting the
reduced energy required to maintain a lower
CBT (12).

Reduction of CBT has antiaging effects
and prolongs life in poikilotherms (13). In
homeotherms, reduction of CBT results from
calorie restriction (CR), a controlled dietary
regimen that prolongs life span in rodents
(14, 15) and that has been reported to delay
the onset of a variety of diseases in model
organisms (16–21). However, whether re-

Fig. 2. Core body temperature and motor activity profile. CBT and motor activity were recorded
simultaneously on mice implanted intraperitoneally with radiotelemetric transmitters (Data Science
International, St. Paul, MN). Mice were allowed to recover for 2 weeks after surgery before
recording. The recording was carried out over a period of 10 days. Panels show 5-day temperature
profiles (A and D), the average temperature (B and E), and locomotor activity profiles (C and F)
from 10 days of 24-hour recording in both male and female mice. The air temperature of the room
was maintained at 25 ± 0.5°C [n = 15 mice per group for males, n = 5 mice per group for females,
*P < 0.05 analysis of variance (ANOVA) with repeated measures followed by Fisher’s least
significant difference (LSD) tests comparing 10-min intervals]. tg, transgenic; wt, wild type.

Fig. 3. Food intake, growth
curve, and energy expendi-
ture. (A) Mean (±SEM) daily
chow (11% kcal fat) intake
of mice as estimated from
measuring food every 3
hours over a 24-hour period
or biweekly over a 2-week
period (as indicated) in adult
age-matched (5 to 6 months
old) and weight-matched
Hcrt-UCP2mice (n=9males
and 9 females). Mice from
the two genotypes did not
differ in their food intake. (B) Growth curve of male and female Hcrt-UCP2 and
wild-type littermates determined from biweekly measurements of body weight
(n = 9 mice per group; *P < 0.05 ANOVA). (C) Mean (±SEM) weight loss after
27 hours of food deprivation in Hcrt-UCP2 and wild-type control mice,
normalized for the expected metabolic demands of their predeprivation body

mass as estimated by a power function (g weight loss/g baseline weight0.568)
(29). Male and female transgenic mice lost 13 and 16% less weight,
respectively, during food deprivation than would have been expected from their
metabolic body mass as determined by weight loss of wild-type controls (n = 6
and 9, *P < 0.005, Fisher’s protected LSD test). tg, transgenic; wt, wild-type.
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duced CBT in itself prolongs life span in
homeotherms has not been demonstrated. To
investigate this question, we compared the
survivorship of Hcrt-UCP2 mice with wild-
type littermates fed ad libitum on an 11% fat
(kcal) diet. Despite eating normally (Fig. 3A),
the Hcrt-UCP2 genotype showed a 25%
reduction in mortality rate across adulthood.
As a consequence, life expectancy (median
life span from birth) was 89 days (~12%)
greater in transgenic as compared with wild-
type males and 112 days (~20%) greater in
transgenic females (Fig. 4, A and C). Survival
was assessed from a total of 57 females and
89 males; six Hcrt-UCP2 males remained
alive at the time of this report and were
treated as censored observations. Differential
mortality was evaluated by Cox proportional-
hazard regression with genotype, parent, and
sex as main effects and sex-by-genotype as an
interaction variable (tables S1 and S2). Each
main effect was significant, but there was no
effect of sex upon genotype, indicating that
UCP2 overexpression in hypocretin neurons
has an equal impact on the mortality of both
genders.

Inspection of the complementary log-
mortality plots between genotypes (Fig. 4, B
and D) suggests that the ratio of their hazard
rates is approximately constant with time.
This assessment was verified by testing the
significance of age as a time-dependent co-
variate; in males and females, there was no
evidence to reject the hypothesis that the log
mortality plots were parallel (table S3). The
mortality rates for the two genotypes were
proportional as required for Cox analysis.
These data demonstrate that the reduction of
CBT within a normal physiological range in
Hcrt-UCP2 mice caused a parallel, propor-
tional shift in the mortality rate trajectory,
thus reducing the aging-related frailty of the
mice (22). This demographic shift resem-
bles the effects of CR upon mortality in mice
and poikilotherms and differs from the effects
of temperature reduction in poikilotherms,
which changes the slope of mortality plots
(23–28).

Although the mechanisms underlying the
prolonged life span of Hcrt-UCP2 mice have
yet to be elucidated, the aggregate data in sev-
eral ways suggest that the mechanisms may be
similar to those mediating the effects of CR.
Although the reduction of CBT in Hcrt-UCP2
mice is small, metabolic requirements to main-
tain a lower CBT are reduced as demonstrated
by the increased energy efficiency (Fig. 3C).
This may lead to lower oxidative and free rad-
ical damage that, over the lifetime, ultimately
prolonged life span.

We have shown that a modest and pro-
longed reduction of body core temperature can
contribute to increased median life span in the
absence of CR. The Hcrt-UCP2 “cool mice”
represent a model for studying mechanisms

underlying thermoregulation and metabolic
regulation in mammals. They may also be
useful for studying the effects of CBT on aging
and longevity that are independent of the
effects induced by CR.
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Fig. 4. Survival and mortality curves. Mice were fed ad libitum on sterilized breeder chow. Median
life span was (A) 20% (females) and (C) 12% (males) greater in Hcrt-UCP2 mice relative to wild-
type littermates. Complementary logarithmic plots (B and D) suggest that the ratio of the hazard
rates for Hcrt-UCP2 and wild-type littermates is approximately constant with time. This assessment
was verified by testing the significance of age as a time-dependent covariate (table S3). tg,
transgenic; wt, wild-type.
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Diminishing Reciprocal Fairness by
Disrupting the Right Prefrontal Cortex
Daria Knoch,1,2,3* Alvaro Pascual-Leone,4 Kaspar Meyer,1 Valerie Treyer,5 Ernst Fehr1,3*

Humans restrain self-interest with moral and social values. They are the only species known to
exhibit reciprocal fairness, which implies the punishment of other individuals’ unfair behaviors,
even if it hurts the punisher’s economic self-interest. Reciprocal fairness has been demonstrated in
the Ultimatum Game, where players often reject their bargaining partner’s unfair offers. Despite
progress in recent years, however, little is known about how the human brain limits the impact of
selfish motives and implements fair behavior. Here we show that disruption of the right, but not
the left, dorsolateral prefrontal cortex (DLPFC) by low-frequency repetitive transcranial magnetic
stimulation substantially reduces subjects’ willingness to reject their partners’ intentionally unfair
offers, which suggests that subjects are less able to resist the economic temptation to accept
these offers. Importantly, however, subjects still judge such offers as very unfair, which indicates
that the right DLPFC plays a key role in the implementation of fairness-related behaviors.

Across species, humans have been spec-
tacularly successful in limiting the im-
pact of self-interest even in interactions

between genetically unrelated strangers, by
developing and enforcing social norms (1, 2).
Fairness norms, in particular, play a crucial role
in social life across many cultures (3). They are
enforced by reciprocally fair behaviors, which
imply that kind acts are reciprocated with kind-
ness, whereas hostile or unfair acts are recip-
rocated with hostility (4). The role of fairness
also has been acknowledged in formal theories
of reciprocal fairness (henceforth, “reciprocity”)
(4) and inequity aversion (5), both of which as-
sume that people trade off fairness goals against
the goal of increasing their material resources.

The UltimatumGame (6) illustrates the tension
between economic self-interest, on the one hand,
and reciprocity and equity motives, on the other. In
this game, two anonymous individuals, a proposer
and a responder, have to agree on the division of a
given amount of money, say $20, according to the
following rules: The proposer can make exactly
one suggestion on how the $20 should be allocated
between the two by making an integer offer X to
the responder. Then the responders can either ac-
cept or reject X. In case of a rejection, both players
earn $0; in case of acceptance, the responder
earns X and the proposer earns $20 – X. If eco-
nomic self-interest alonemotivates the responder,
he will accept even a very low offer, say $1, be-
cause $1 is better than $0. However, if concerns
for reciprocity and equity motivate him, he might
reject low offers because he views them as

insultingly unfair and inequitable. The responder
thus faces a conflict in case of low offers between
his economic self-interest, which encourages him
to accept the offer, and his fairness goals, which
drive him toward rejecting it.

Strong evidence (3, 7) suggests that many
people reject low offers in the game, even if
stake levels are as high as 3 months’ income (8).
Rejection rates up to 80% have been observed
(7) for offers below 25% of the available money,
and a pioneering imaging study (9) showed that
both the anterior insula—an important brain area
involved in the processing of emotions (10)—
and the dorsolateral prefrontal cortex (DLPFC)
are activated when responders decide whether to
accept or reject an unfair offer. The fact that both
the right and left DLPFCs are more strongly
activated when subjects face unfair offers com-
pared with when they face fair offers is of
particular interest for our purposes. The DLPFC
is widely thought to be involved in executive
control, goal maintenance, and the inhibition of

prepotent responses (11). All of these functions
are relevant for the responder in the Ultimatum
Game, because there are likely to be several com-
peting goals—fairness goals and self-interest—
and the questions are as follows: Which of them
should be maintained, i.e., given priority, and
which motivational impulse should be restrained?

One plausible hypothesis about the role of
the DLPFC is that unfair offers generate an im-
pulse to reject, and that DLPFC activity is
involved in controlling this impulse (9). Ac-
cording to this hypothesis, DLPFC activity is
involved in the cognitive control of the emo-
tional impulse associated with fairness goals. A
contrasting but equally plausible hypothesis is
that fundamental impulses associated with self-
interest need to be controlled in order to main-
tain and to implement culture-dependent fairness
goals (3). According to this hypothesis, the
DLPFC is involved in overriding selfish im-
pulses, the latter of which may also be strongly
associated with emotional forces. This second
hypothesis has a “Freudian” flavor because
Freud’s theory of the ego and the superego is
based on the assumption that the ego and the
superego need to override the fundamentally
selfish nature of the id in order for human beings
to behave in reasonable and morally appropriate
ways (12). Both hypothesis are, however, con-
sistent with dual-systems approaches (13–16)
that stress the fundamental differences between
emotional (impulsive) and deliberative systems,
or between automatic and controlled processes,
because both fairness and selfish impulses may
have strong emotional content.

If we suggest that DLPFCmay be involved in
inhibiting or overriding self-interest motives, we
do not want to imply that DLPFC directly sup-
presses other brain areas that represent self-interest.
Rather the term “inhibition” is a convenient short
term for top-down control (or executive control),
whose overall effect is a reduction in the weight
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Fig. 1. Behavioral responses and fairness judgments (means ± SEM) related to the most unfair
offer of CHF 4 in the human offer condition. (A) Acceptance rates across treatment groups. Subjects
whose right DLPFC is disrupted exhibit a much higher acceptance rate than those in the other two
treatment groups (Mann-Whitney U tests, two-tailed, P < 0.05). (B) Perceived unfairness across
treatments (1 = very unfair; 7 = very fair). Subjects in all three treatment groups perceive an offer
of 4 as very unfair, and there are no significant differences across groups.

www.sciencemag.org SCIENCE VOL 314 3 NOVEMBER 2006 829

REPORTS

http://www.sciencemag.org


of self-interested impulses on an individual's
action. Thus, rather than directly suppressing
neural activities that represent self-interested
impulses, the DLPFC may be part of a network
that modulates the relative impact of fairness
motives and self-interest goals on decision-
making. The final outcome of this modulation
may then be a weakening of the impact of self-
interest motives on decision-making.

The fact that the DLPFC is more strongly
activated with unfair offers than with fair ones
(9) does not necessarily mean that this brain
region is crucially involved in the implementa-
tion of fair behaviors. In principle, it is even
possible that DLPFC activation is not causally
involved in the decision to accept or reject unfair
offers, but instead, represents only a by-product
of some other process. In order to examine
whether DLPFC activity is crucial in the re-
sponders’ decisions and to discriminate between
the two hypotheses mentioned above, we ap-
plied low-frequency repetitive transcranial
magnetic stimulation (rTMS) to 52 subjects in
the role of the responder in an anonymous Ul-
timatum Game with a stake size of Swiss francs
(CHF) 20 (CHF 1 ≈ $0.80). We limited the pro-
poser’s strategy space by only permitting offers
of CHF 10, 8, 6, or 4 (17) in order to generate
enough observations on the responders’ side.
CHF 10 is obviously the fairest offer, because it
splits the stake size equally, whereas CHF 4 is
the most unfair offer. Each responder played the
Ultimatum Game 20 times with 20 different
anonymous partners. In order to investigate a
possible hemispheric laterality in the role of
DLPFC on responders’ decisions, we applied
low-frequency rTMS for 15 min to the right (19
subjects) or to the left DLPFC (17 subjects).
Low-frequency rTMS for the duration of several
minutes leads to a suppression of activity in the
stimulated brain region that outlasts the duration
of the rTMS train for about half the duration of
the stimulation. The existence of a group that
receives rTMS to the right DLPFC and a control
group that receives rTMS to the left DLPFC is
also important because this controls for the
potential side effects of rTMS (18, 19), includ-
ing discomfort, irritation, and mood changes. In
addition, we had a further control condition
where we applied sham stimulation for 15 min
to the right or left DLPFC (16 subjects). Each
subject participated in only one of the three
conditions (left stimulation, right stimulation, or
sham), and none had experienced TMS previ-
ously. This is important because subjects who
experienced real rTMS before or after sham
stimulation on the same day are very likely to be
able to distinguish between the two stimulations
(17), which questions the control status of the
sham stimulation. Therefore, a pioneering at-
tempt (20), which lacked an active rTMS control
stimulation and an across-subject sham control,
could not attribute possible behavioral changes
associated with low-frequency rTMS to the
disruption of DLPFC.

Howwill the disruption of DLPFCwith low-
frequency rTMS affect the responders’ behav-
ior? If the DLPFC is involved in implementing
fair behavior, which requires overriding selfish
impulses, disrupting this brain region should in-
crease the acceptance rate for unfair offers rel-
ative to the sham-stimulation condition. In other
words, if we disrupt activity in a brain region
hypothesized to place controls on selfish impulses,
we should functionally weaken the control, and
selfish impulses should thus have a stronger
impact on decision-making; the acceptance rate
of unfair offers should, therefore, increase. Alter-
natively, if DLPFC activity is involved in the
cognitive control associated with the inhibition of
fairness impulses, low-frequency rTMS applied to
this brain area should reduce the acceptance rate
of unfair offers, because the fairness impulses
should affect behavior more strongly if the ability
to inhibit them is reduced. Thus, the two
hypotheses make opposite predictions on how
low-frequency rTMS of DLPFC affects accept-
ance rates relative to the sham stimulation.

The application of rTMS to the right and left
DLPFC also enables us to test a lateralization
hypothesis. A number of studies have reported
preferential right-hemispheric involvement in the
inhibitory control of behavior (21–24). This has
been shown in go/no-go tasks (21, 22) and risky
choice tasks (24), for example, and there appears
to be a right hemispheric lateralization of syn-
dromes, inwhich impairments in decision-making
and social behavior seem to reflect a breakdown
of control processes (25). We, therefore, con-
jectured that disruption of the right DLPFCmight
be associated with different effects compared with
the disruption of the left DLPFC.

In addition to the conditions (left DLPFC,
right DLPFC, or sham) mentioned above, we
also implemented the following treatment varia-
tion. In each of the three conditions, a responder
played 10 games with partners who were
responsible for their offers, because they decided
how much to offer (human-offer condition), as
well as 10 games with partners who where not
responsible for their offers because a computer

randomly generated the offers (computer-offer
condition). The latter condition is interesting be-
cause previous evidence indicates (26) that two
fairness motives—reciprocity (4) and inequity
aversion (5)—are simultaneously activated in the
human-offer condition, whereas only one fair-
ness motive—inequity aversion—is operative in
the computer-offer condition. A responder moti-
vated by reciprocity rejects a low offer because
he wants to punish the proposer’s unfair behavior,
whereas the inequity aversion motive is char-
acterized by resistance against the unfair distri-
bution of income that results from a low offer,
no matter how this distribution was generated.
Therefore, the motive to punish the partner for
an unfair offer cannot play a role in the
computer-offer condition, because the partner
is not responsible for it. As a consequence, the
behavioral impact of rTMS in the computer-offer
condition enables us to specify the interpretation
of our results by comparing the effects of the
disruption of the DLPFC in situations where the
reciprocity motive is present and absent.

As expected, the acceptance rates varied
strongly across offers. In the human-offer con-
dition, offers of 4 were accepted on average in
24% of the trials, whereas the acceptance rate for
offers of 6 was 67%, and offers of 8 were
accepted in 99% of the cases. For our purposes,
acceptance behavior with regard to the lowest
offers is most interesting, because the tension
between fairness and self-interest is greatest in
this case. After sham rTMS, the acceptance rate
for the most unfair offer was 9.3% and after real
rTMS of the left DLPC it was 14.7% (Fig. 1A).
These results contrast sharply with the accept-
ance rate of 44.7% after rTMS of the right
DLPFC. In fact, 37% of the subjects accepted all
unfair offers after right DLPFC disruption,
whereas no subjects in the sham or the left
DLPFC group accepted all of them. The differ-
ences across all three groups are significant
(Kruskal-Wallis test, H = 7.265, df = 2, n =
52, P = 0.026), and pairwise two-tailed Mann-
Whitney U tests confirm that the right DLPFC
group has a significantly higher acceptance rate

Fig. 2. Response times for fair
and unfair offers in the human
offer condition. If subjects face
a fair offer of 10 they quickly
accept the offer, and there are
no significant differences across
treatment groups (Kruskal-
Wallis test, P = 0.264). If
subjects face an unfair offer of
4 the response time strongly
increases for subjects whose left
DLPFC is disrupted and for
those who receive sham stimu-
lation. However, subjects whose
right DLPFC is disrupted accept
unfair offers almost as quickly

as fair offers, leading to strong response-time differences across treatments for the case of unfair offers
(Kruskal-Wallis test, P = 0.028)
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than either the left DLPFC (Z = –1.969, n = 36,
P = 0.049) or the sham group (Z = –2.388, n =
35, P= 0.017). The same results hold if we pool
the behavioral responses to unfair offers of 4
and 6 and conduct a repeated measures analysis
of variance (ANOVA) of treatment (left DLPFC,
right DLPFC, or sham) × offer (4, 6). We find a
main effect of treatment [F(42,49) = 5.30, P =
0.008], and Fisher's post hoc test demonstrates
that subjects who received rTMS over right
DLPFC were more likely to accept offers of 4
or 6 than those stimulated over left DLPFC (P =
0.041) or those who received sham rTMS (P =
0.003). Interestingly, we found no interaction ef-
fect of treatment × offer (P = 0.398), which in-
dicated that subjects' acceptance behavior shows
a similar pattern for both unfair offers (i.e., higher
acceptance rate after right DLPFC disruption
compared with the other two conditions).

These differences across conditions can
neither be attributed to different propensities to
behave reciprocally nor to differences in individ-
ual impulsivity across treatment groups. Roughly
10 days after the experiment, the subjects also
completed personality questionnaires that assess-
ed their impulsivity (27) and propensity to re-
ciprocate (17, 28). We observed no differences
across treatment groups for either impulsivity
(Kruskal-Wallis test,H = 3.693, df = 2,P= 0.158)
or reciprocity (Kruskal-Wallis test, H = 0.853,
df = 2, P = 0.653). Moreover, the treatment
differences in acceptance rates remain highly
significant if we control for individuals’ impul-
sivity and reciprocity scores in a repeated mea-
sures ANOVA [main effect of treatment (F =
4.701, P = 0.014); Fisher’s post hoc test: right
versus left DLPFC (P= 0.020), right versus sham
(P = 0.007)].

Interestingly, although rTMS of the right
DLPFC reduced the rejection rate, rTMS did
not change subjects’ fairness judgments. We

elicited subjects’ fairness judgments with regard
to different offers on a seven-point scale (17) im-
mediately after the UltimatumGame experiment.
Subjects in all three treatment groups judged the
lowest offer of 4 as rather unfair when the human
partner made this offer (Fig. 1B), and a Kruskal-
Wallis test indicated no differences in fairness
judgments across treatments (H = 0.197, df = 2,
P = 0.911). Similarly, there were also no
differences in the fairness assessment of offers
of 6 across treatments (H = 0.487, df = 2, P =
0.784). Thus, disruption of the right DLPFC
diminishes fair behavioral responses to low offers
but does not affect subjects’ fairness judgments.

The results reported above support the hy-
pothesis that right, but not left, DLPFC activity,
is crucial for the ability to override selfish im-
pulses in order to reject offers perceived as
unfair. The response-time difference for ac-
cepted unfair and fair offers across groups
provides further support for this hypothesis
(Fig. 2). If subjects face a fair offer of 10 they
quickly accept, and no response-time differences
across treatment groups are observed (Kruskal-
Wallis test, H = 2.662, df = 2, P = 0.264). In
sharp contrast, subjects who receive rTMS to the
left DLPFC or sham stimulation need much
longer to accept unfair offers of 4 than subjects
who receive fair offers, which suggests that
there is a conflict between self-interest and fair-
ness motives at unfair offers that causes an in-
crease in response time. However, subjects whose
right DLPFC is disrupted exhibit similar response
times for both fair and unfair offers (Fig. 2). Thus,
large and significant differences across treat-
ment groups occurred at offers of 4 (Kruskal-
Wallis test, H = 8.051, df = 2, P = 0.0179);
subjects in the right DLPFC group accepted
unfair offers significantly faster than do sub-
jects in the left DLPFC group (Mann-Whitney
U test, two-tailed, P = 0.018) or in the sham

group (Mann-Whitney U test, two-tailed, P =
0.028). In terms of response time, subjects with
right DLPFC disruption seem to be less able to
resist the selfish temptation to accept low offers
although they view them as unfair.

The hypothesis that right DLPFC is crucial in
implementing fairness behaviors by overriding
self-interested impulses also has implications for
the computer-offer condition. Recall that the mo-
tive for punishing the partner for unfair offers
cannot play a role in this condition, because the
partner is not responsible for the offers. As a
consequence, the fairness forces are weak, and
therefore, the effects of disrupting the ability to
implement fair behaviors should also be so. This
pattern contrasts with the human-offer condition
where the fairness forces are strong; disruption of
the ability to implement fair actions should, there-
fore, have a strong impact on behavior. Thus, the
hypothesis that right DLPFC is crucial for the
ability to implement fairness goals predicts that
disruption of the right DLPFC activity will gen-
erate weaker effects in the computer-offer con-
dition than in the human-offer condition.

The data indeed support this prediction. The
average acceptance rate of an offer of 4 was
67.3% in the computer-offer condition, which
was much higher than the 24% in the human-
offer condition. The fact that fairness forces were
weaker in the computer-offer condition is also
indicated by the perceived unfairness of an offer
of 4 (compare Fig. 3B with Fig. 1B) but, as in the
human-offer condition, there were no differences
in the perceived unfairness across treatment
groups (Kruskal-Wallis test, H = 0.052, P =
0.974). In contrast to the human-offer condition
there were no significant differences in accept-
ance rates across left DLPFC, right DLPFC, and
sham condition (Fig. 3A; Kruskal-Wallis test,
H = 2.370, P = 0.306), which suggests that the
disruption of right DLPFC has no, or only minor,
effects in the computer-offer condition. A similar
conclusion was suggested by a repeated measures
ANOVA, which indicated an interaction between
treatment type (i.e., human- versus computer-offer
condition) and treatment group (i.e., left DLPFC,
right DLPFC, or sham condition) (F = 3.318, P =
0.045). This shows that the computer-offer
condition significantly reduces the behavioral dif-
ferences across treatment groups relative to the
human-offer condition.

These findings illustrate the importance of
rTMS for progress in understanding the neural
basis of human decision-making. First, previous
neuroimaging studies (9) put forward the view
that the DLPFC is crucial in overriding fairness
impulses when self-interest and fairness motives
are in conflict. However, our data indicate that
the DLPFC plays a key role in overriding or
weakening self-interested impulses and thus
enables subjects to implement their fairness
goals. Subjects are much more willing to behave
selfishly, i.e., to accept unfair offers, after dis-
ruption of the right DLPFC. In addition, they
accept unfair offers almost as quickly as fair of-

Fig. 3. Behavioral responses and fairness judgments (means ± SEM) related to the most unfair
offer of CHF 4 in the computer offer condition. (A) Acceptance rates across treatment groups. The
differences across treatment groups are not significant, and they are significantly smaller than in
the human offer condition (repeated measures ANOVA, P < 0.05). (B) Perceived unfairness across
treatments (1 = very unfair; 7 = very fair). Subjects in all three treatment groups perceive an offer
of 4 as less unfair than in the human offer condition (compare with Fig. 1B), and there are no
differences in fairness judgments across treatment groups.
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fers, which suggests that self-interest impulses
have a stronger impact on behavior. Second, our
rTMS study also enables us to claim a causal role
of DLPFC activity in the implementation of fair-
ness motives when self-interest and fairness are
in conflict. The only previous attempt (20) could
not attribute a weak behavioral effect of rTMS to
the disruption of DLPFC because it used a con-
founded sham control and lacked an active rTMS
control stimulation (29). Third, disruption of
right DLPFC activity only affects fairness-related
behaviors but not fairness judgments. Subjects
behave as if they can no longer implement their
fairness goals after disruption of the right
DLPFC. This finding is also interesting in light
of evidence suggesting that patients with right
prefrontal lesions are characterized by the
inability to behave in normatively appropriate
ways, despite the fact that they have the judgment
necessary for normative behavior (30); the find-
ings thus support the importance of right prefron-
tal areas for normatively appropriate behaviors.
Thus, a dysfunction of the right DLPFC, or its
specific connections, may underlay certain
psychopathological disorders that are character-
ized by excessive selfish tendencies and a failure
to obey basic social norms. Fourth, the fact that
there is no behavioral effect of right DLPFC
disruption in the computer offer condition, where
the reciprocity motive is absent, supports the role
of the right DLPFC in the implementation of
reciprocally fair behaviors. Fifth, the data show
that only the right, but not the left, DLPFC
activity plays a causal role, because disruption of
the left DLPFC causes no behavioral changes
relative to the sham control, whereas disruption
of the right DLPFC sharply increases the ac-
ceptance rate of unfair offers. This fact is par-
ticularly interesting in the light of neuroimaging

data (9) that show that left DLPFC is activated if
subjects face unfair offers, raising exciting
questions about its exact role and the possible
interplay of the left and the right hemispheres in
the implementation of fairness-related behaviors
that require an overriding of selfish impulses.
Finally, the reported findings provide evidence
for theoretical approaches (13–16) to social
cognition and decision-making that stress the
fundamental role of DLPFC in neural networks
that support deliberative processes in human
decision-making.
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The Polarity Protein Par-3
Directly Interacts with p75NTR to
Regulate Myelination
Jonah R. Chan,1* Christine Jolicoeur,2 Junji Yamauchi,3 Jimmy Elliott,2 James P. Fawcett,4‡
Benjamin K. Ng,1 Michel Cayouette2,5*

Cell polarity is critical in various cellular processes ranging from cell migration to asymmetric cell
division and axon and dendrite specification. Similarly, myelination by Schwann cells is polarized,
but the mechanisms involved remain unclear. Here, we show that the polarity protein Par-3
localizes asymmetrically in Schwann cells at the axon-glial junction and that disruption of Par-3
localization, by overexpression and knockdown, inhibits myelination. Additionally, we show that
Par-3 directly associates and recruits the p75 neurotrophin receptor to the axon-glial junction,
forming a complex necessary for myelination. Together, these results point to a critical role in the
establishment of cell polarity for myelination.

The myelin sheath is a specialized mem-
brane component in the vertebrate ner-
vous system that is essential for the

optimal transmission of neuronal action po-

tentials. In the peripheral nervous system,
Schwann cells (SC) are responsible for mye-
linating axons. Recently, environmental signals,
particularly the neuregulins (1) and the neuro-

trophins (2, 3), have been shown to regulate SC
myelination. Specifically, neurotrophin 3 (NT-3)
promotes SC migration and inhibits myelination
(2–4). In contrast, brain-derived neurotrophic
factor (BDNF) inhibits SC migration and pro-
motes myelination through the p75 neurotrophin
receptor (NTR) (2, 3, 5). Much less is known,
however, about the intrinsic mechanisms gov-
erning SCmyelination. The formation of myelin
by SCs is a highly polarized process, which
consists of the unidirectional wrapping of
multiple layers of membrane concentrically
around an axon, initiated exclusively at the site
of the axon-glial junction, raising the question of
what regulates the asymmetric initiation of
myelination.

To address this question, we examined the
distribution of Par-3, a member of the Par family
of adaptor proteins involved in the establishment
of cell polarity in various cellular contexts
(6–15) in SC/dorsal root ganglion (DRG) neu-
ronal cocultures (Fig. 1A) and in sciatic nerves
(Fig. 1B). Interestingly, we found that Par-3 is
enriched asymmetrically at the membrane of
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premyelinating SCs (Fig. 1, A and B) and did
not colocalize with markers for the Golgi or the
endoplasmic reticulum (fig. S1). This asym-
metric localization of Par-3 formed a bandlike
pattern at the site of contact between the
Schwann cell and the axon, as revealed most
clearly when staining for neurofilament to reveal
the axons, which did not express detectable
amounts of Par-3 (Fig. 1, C and D). To better
visualize the axon-glial junction, we stained for
N-cadherin, an adhesion protein enriched at the
SC/axon junction (16). In the SC/DRG cocul-
tures, we found that Par-3 and N-cadherin co-
localize (Fig. 1E). Similar to previous findings
with N-cadherin, the asymmetric localization of
Par-3 was also identified in SCs cultured without
neurons, but only when SCs made contact with
one another (Fig. 1F, arrow). In the absence of
contact, Par-3 localization was diffuse and
uniform (Fig. 1F, arrowhead). Thus, it appears
that the redistribution of Par-3 is a direct result of
cell-cell contact, which can be either SC-SC or
SC-axon contact, consistent with previous
studies showing that cell-cell contact is neces-
sary for asymmetric localization of Par proteins
(10, 11, 15, 17, 18). To visualize the ultrastruc-
tural localization of Par-3 at the axon-glial junc-
tion, immunogold electron microscopy (EM)
was performed on premyelinating SC/DRG
cocultures. The asymmetric localization of Par-3
was identified by the electron-dense gold particles
deposited in the SC at the site of the SC/axon
junction in cross section (Fig. 1G) and in longi-
tudinal section (Fig. 1H).

Based on these results, we hypothesized that
the asymmetric distribution of Par-3 at the axon-
glial junction might be required to initiate
myelin formation by SCs. If this were the case,
disruption of Par-3 localization by either over-
expression or knockdown in SCs should in-
hibit myelination. We used a well-established
SC/DRG coculture system and a retroviral ex-
pression system to manipulate Par-3 expres-
sion and assess the ability of SCs to myelinate
DRG axons (see supporting online material).
Because retroviral vectors infect only actively
dividing cells, this method ensures that SCs
are infected whereas the DRG neurons remain
uninfected. When we overexpressed Par-3 in
SCs, we disrupted the polarized asymmetric

localization of Par-3 (fig. S2), and SCs were
unable to myelinate DRG axons, as revealed
by staining for myelin basic protein (MBP)
(Fig. 2A) and other myelin markers. Non-
infected SCs on the same axon formed myelin
normally (Fig. 2A). We performed multiple
experiments and could not identify any Par-3–
overexpressing SCs forming mature myelin.
Interestingly, Par-3–overexpressing SCs aligned
on axons normally, as observed by phase contrast
microscopy, and formed what looked like
internodes (Fig. 2A, arrows).

We next asked whether Par-3 was required
for myelin formation by SCs. We generated ret-
roviral vectors expressing both green fluorescent
protein (GFP) and a short-hairpin RNA
(shRNA) sequence for Par-3. When tested in

SCs, the Par-3 shRNA significantly reduced Par-3
expression (Fig. 2, B and C), whereas a control
shRNA directed against another region of Par-3
did not alter expression and neither did a control
retroviral vector encoding GFP only (Fig. 2B).
We infected SCs with these retroviral vectors and
tested the ability of SCs to myelinate DRG axons.
Although SCs infected with the different control
shRNA formed myelin normally, knocking down
Par-3 expression in SCs significantly reduced
their ability tomyelinate (Fig. 2, D and E) without
affecting proliferation (fig. S3). In some cases,
SCs appeared to synthesize myelin proteins as
seen in Fig. 2D (open arrow) but could not
adequately myelinate the axons. Similar results
were obtained with three additional nonoverlap-
ping shRNA constructs previously reported to
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Fig. 1. Asymmetric localization of Par-3 in SCs at the axon/glial junction. (A and B) Immu-
nostaining for Par-3 protein (green) in premyelinating SCs cultured with DRG neurons (A) and in
teased fibers of embryonic rat sciatic nerve at 18 days gestation (B). Note the asymmetric
localization of Par-3 (arrows). (C and D) Par-3 protein (green, arrows) and neurofilament (red,
arrowheads) in SC/DRG neuron cocultures (C) and in sciatic nerve sections from embryonic rats at
18 days gestation (D). Par-3 and neurofilament are juxtaposed to one another and Par-3 is absent
in the axons. (E) Immunostaining for Par-3 (green) and N-cadherin (red) in SC/DRG neuron co-
cultures. The arrows point to the colocalization (yellow). (F) SCs cultured in the absence of neurons
display asymmetric localization of Par-3 (red, arrow) only upon contact with other SCs. In the
absence of SC-SC contact, diffuse and uniform Par-3 staining is observed (arrowhead). Nuclei were
stained using Hoechst (blue). Scale bars, 10 mm. (G) Immunogold EM on premyelinating SC/DRG
cocultures in cross section. Par-3 is enriched in SCs at the site of axon contact, as identified by the
electron-dense gold particles (arrowheads). (H) A longitudinal section of a premyelinating SC and axon.
Par-3 localization is enriched in the SC membrane ensheathing the axon, as identified by the electron-
dense gold particles (arrowheads). Scale bars, 500 nm.
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knock down Par-3 expression (19) (fig. S4).
Importantly, disruption of Par-3 expression did
not affect axon/glial junction formation, as re-
vealed by N-cadherin staining (fig. S5). These
results indicate that disrupting the asymmetric
localization of Par-3 in premyelinating SCs by
either overexpression or knockdown inhibits
myelination, suggesting that asymmetric localiza-
tion of Par-3 may be necessary for myelination.

How does a polarity protein such as Par-3
regulate myelination? Previous studies have
shown that BDNF binds p75NTR to inhibit SC
migration and promote myelination (3, 5). Con-
sistent with these results, p75NTR knockout mice
display a delay in myelination, thinner myelin
sheaths, and an overall reduction in myelinated
fibers in adulthood (3). Because Par-3 is a well-
known scaffolding protein, it raises the possibil-
ity that Par-3 and p75NTR might form a complex
at the site of the axon-glial junction and play a
part in the initiation of myelination. Con-
sistently, we found that Par-3 and p75NTR are
colocalized at the axon-glial junction (Fig. 3A).
In addition, Par-3 coimmunoprecipitates with an
antibody to p75NTR, and vice versa, in newborn
mouse sciatic nerve extracts, which suggests an
interaction in vivo (Fig. 3B). To investigate the
timing of the Par-3/p75NTR association, we
turned to the SC/DRG coculture system, where
we can precisely control the onset of myelina-
tion. As expected, Par-3 and p75NTR were de-
tected in the cocultures both before and after the
induction of myelination, but 10 days after in-
duction, when the large majority of myelin had
already formed, Par-3 and p75NTR protein levels
were reduced (fig. S6), suggesting that they may
be required only in the early stages of myelina-
tion. To test this hypothesis, we coimmunopre-
cipitated Par-3 with an antibody to p75NTR,
using protein extracts isolated at different time
points from the SC/DRG cocultures (Fig. 3C).
We found that Par-3 and p75NTR did not interact
in SC/DRG cocultures before the induction of
myelination, whereas after induction, Par-3 and
p75NTR transiently associated, peaking at 2 days
after induction (Fig. 3C). This finding was fur-
ther confirmed by quantifying the percentage of
SCs that displayed either asymmetric Par-3 or
both asymmetric Par-3 and p75NTR by immuno-
staining. About 10% of the total number of SCs
displayed asymmetric Par-3, but only 5% of the
SCs displayed a colocalization of Par-3 and
p75NTR (Fig. 3D). This colocalization was tran-
sient and peaked at the initiation of myelination
(Fig. 3D).

Because BDNF is known to promote SC
myelination by acting through p75NTR, and the
removal of BDNF inhibits this process, we
sought to determine the specific nature of the
Par-3/p75NTR interaction in the myelination
program, which would be expected to increase
in conditions favorable for myelination. Con-
sistent with this possibility, the addition of exog-
enous BDNF to the culture medium enhanced
the Par-3/p75NTR association beyond that of

control cultures, and removing endogenous
BDNF, using the BDNF scavenger TrkB-Fc,
significantly inhibited this association (Fig. 3E).
These results were recapitulated by examining
the colocalization of Par-3 and p75NTR by im-
munostaining in the presence or absence of
BDNF. The percentage of cells that displayed
both asymmetric Par-3 and p75NTR doubled
with the addition of exogenous BDNF. These
results demonstrate a ligand-dependent associa-
tion of Par-3 and p75NTR and provide further
evidence for a specific interaction and function
that is critical for myelination.

The p75NTR has a PDZ binding motif at the
C terminus (20), and Par-3 contains three PDZ
domains (11), raising the possibility that Par-3
and p75NTR might associate via PDZ domains.
To test this hypothesis, we constructed retroviral
vectors encoding both GFP and each of the three
PDZ domains of Par-3, or a 20 amino acid
portion of the intracellular domain (ICD) of
p75NTR, which contains the PDZ binding motif.
Infection of SCs cocultured with DRG neurons
with each of the constructs revealed that over-
expression of p75NTR-ICD and the PDZ-1 and
PDZ-2 domains of Par-3 significantly inhibited
myelination, but overexpression of the PDZ-3

domain of Par-3 had no effect (Fig. 4, A and B).
To determine whether Par-3 directly interacts
with p75NTR, we used an in vitro binding assay
with purified FLAG-tagged PDZ domains and a
glutathione S-transferase (GST)–p75NTR-ICD. Re-
markably,we found that only the PDZ-1 domain of
Par-3 binds the ICD of p75NTR, whereas the other
PDZ domains did not associate with p75NTR-ICD
(Fig. 4C).

Is Par-3 required for the asymmetric local-
ization of p75NTR, or vice versa? To address this
question, we counted the proportion of SCs that
displayed asymmetric distribution of p75NTR

after Par-3 knockdown, compared with control-
infected SCs. The number of SCs that displayed
asymmetric p75NTR localization after Par-3
knockdown (19.2 ± 3.9% with control shRNA
versus 8.1 ± 0.8% with Par-3 shRNA) was
reduced by half, indicating that the asymmetric
localization of p75NTR requires Par-3. Although
some SCs still display asymmetric p75NTR after
Par-3 knockdown, it is likely that this is due to
residual Par-3 expression after shRNA knock-
down. To determine whether p75NTR could be
required for the asymmetric localization of Par-3
at the axon-glia junction, we analyzed cocultures
of SCs and DRG neurons prepared from p75NTR

Fig. 2. Disruption of Par-3 localization and function by overexpression or knockdown inhibits SC
myelination. (A) Control-infected SCs (top; green, arrowhead) formed myelin normally as detected by
immunostaining for MBP (red). Arrows indicate the length of the myelin internode. Par-3–
overexpressing cells (bottom; green, arrowhead) fail to form myelin. (B) The efficiency of the shRNA
for Par-3 knockdown was examined in purified rat SCs. Cells were either not transfected (lane 1) or were
transfected with a retroviral vector expressing GFP only (lane 2), a nonblocking shRNA for Par-3 (lane
3), or the experimental shRNA for Par-3 (lane 4); Par-3 protein expression was detected by Western
blot. (C) The Par-3 shRNA retroviral vector was also tested by infecting SCs in cocultures, and 3 days
later Par-3 expression was detected by immunostaining (red). Infected cells (green, arrowheads) show a
dramatic reduction of Par-3 expression compared with adjacent noninfected cells. (D) SCs cocultured
with DRG neurons were infected with either control or Par-3 shRNA retroviral vectors. Infected cells
express GFP (green, arrowheads), and myelin is detected by staining with MBP (red). (E) Quantification
of the Par-3 knockdown experiment was achieved by counting the percentage of infected SCs actively
myelinating. Error bars, SD; *P < 0.005, unpaired Student’s t test. Scale bars, 10 mm.
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knockout mice (21). We found that p75NTR

knockout SCs displayed the same asymmetric
Par-3 localization as wild-type SCs (fig. S7),
indicating that asymmetric localization of Par-3
does not require p75NTR.

The results presented here identify a novel
protein-protein interaction via the PDZ binding

motif of p75NTR, to our knowledge the first
demonstration of Par-3 directly associating with
a membrane receptor. Our data also show an
essential requirement for the establishment of SC
polarity in myelination, because disruption of
Par-3 localization by overexpression and knock-
down, which in turn disrupts the Par-3/p75NTR

complex, inhibits SC myelination. Because over-
expression of Par-6, another polarity protein
known to form a complex with Par-3, can also
inhibit myelination (fig. S8), we propose that the
Par polarity complex has a major role in SC
myelination. Based on our results, we suggest the
following model (Fig. 4D). SCs become polar-

Fig. 3. Par-3 and p75NTR associate transiently at
the initiation of myelination. (A) Premyelinating SCs
cocultured with DRG neurons displayed asymmetric
localization of Par-3 and p75NTR. Colocalization was
observed (yellow) when the corresponding images
were merged. A z-stack of images was acquired with
structured illumination fluorescencemicroscopy and
reconstructed in three dimensions to confirm
colocalization. A projection of the z-stack is shown.
Scale bar, 10 mm. (B) Coimmunoprecipitation for
Par-3 and p75NTR was performed using sciatic
nerves (SN) of newborn mouse pups. Par-3 co-
immunoprecipitated with an antibody to p75NTR and
was detected by immunoblotting for Par-3, whereas
p75NTR coimmunoprecipitated with an antibody to
Par-3 and was detected by immunoblotting for
p75NTR. Normal rabbit immunoglobulin Gs were
used as controls for the immunoprecipitation. (C)
Purified DRG neurons, SCs, and cocultures at
different days in culture (d) and days after induction
of myelination (dI) were used for the coimmuno-
precipitation of Par-3 with an antibody to p75NTR.
Par-3 was detected by immunoblotting for Par-3
(top). The blot was then stripped and reprobed with
an antibody to p75NTR (bottom). (D) Quantification
SCs displaying only asymmetric Par-3 or both

asymmetric Par-3 and p75NTR in SC/DRG cocultures. The cultures were fixed and stained at 2, 4, or 6 days after induction of myelination. Error bars, SD. (E)
Coimmunoprecipitation with the p75 antibody from cocultures at 2 days after induction of myelination in the presence of exogenous BDNF, or the BDNF scavenger
TrkB-Fc. The blot was probed for Par-3 (top), stripped, and reprobed for p75NTR (bottom).

Fig. 4. Par-3 directly associates with p75NTR via its
PDZ1 domain. (A) Retroviral vectors expressing
GFP, and each of the three PDZ domains of Par-3,
or the ICD of p75NTR, were generated and used to
infect SCs cocultured with DRG neurons. Infected
cells overexpressed the individual domains of Par-3
and p75NTR and GFP (green, arrowheads). Myelin
was identified by immunostaining for MBP (red).
Scale bar, 10 mm. (B) Quantification of the over-
expression experiment was achieved by counting
the proportion of infected SCs actively myelinating.
Error bars, SD; *P < 0.001, unpaired Student’s
t test. (C) The FLAG-tagged version of the PDZ
domains of Par-3 and the bacterially produced
GST-p75-ICD proteins were purified, and binding
was assayed in a cell-free extract. The complex
was pulled down by immobilizing the FLAG-PDZ
domains, and detection of binding was deter-
mined by immunoblotting with an antibody to
GST. (D) Schematic representation of a proposed
model for the role of Par-3 in SC myelination. An
illustration of the cross section of a myelin inter-
node at different time points throughout the
myelination process.
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ized upon contact with axons, as reflected by
the asymmetric enrichment of Par-3 at the site
of the axon-glial junction (Fig. 4D, left). As
SCs prepare to initiate myelination, BDNF is
synthesized by DRG neurons, secreted and
released along axons to promote SC myelina-
tion. BDNF binds to p75NTR on the SCs, which
somehow accommodates the association be-
tween the PDZ-1 domain of Par-3 and the PDZ
binding motif of p75NTR (Fig. 4D, left). Con-
comitantly, Par-3 recruits p75NTR to the axon-glial
junction, ensuring that BDNF is continuously and
efficiently received by the SC and translated
into signaling events that lead to the formation
of myelin (Fig. 4D, left and middle). Once
myelination is complete, Par-3 and p75NTR are
down-regulated, and the complex dissociates
(Fig. 4D, right).

Our data raise the possibility that the asym-
metric localization of Par-3 at the axon-glial
junction causes a convergence of various re-
ceptors and adhesion molecules that are es-
sential for the initiation of myelin formation.
This is supported by our observation that over-
expression of the PDZ-2 domain, which does
not bind p75NTR-ICD, also efficiently abol-
ishes myelination by SCs. It will be interesting

to characterize the molecules that are recruited
to this site and to determine their role in the
process of myelination. Additionally, it will be
important to determine whether cell polarity
mechanisms are involved in nerve regeneration
and in remyelination paradigms, because this
will largely impact the design of therapies for
various peripheral neuropathies and nerve
injury.
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Protease Assay Kit
The Protease Assay Kit can be used in conjunc-
tion with the Protease Inhibitor Set to determine
which proteases are present in a sample. The Pro-
tease Assay Kit makes use of a dye-labeled pro-
tein conjugate as a protease substrate that allows
for the detection of nanogram levels of protease
activity. A sequential analysis of the sample
using the 11-protease inhibitor set will quickly
determine the active proteases. The results allow
the researcher to determine which protease
inhibitor combinations are most advantageous
and their optimal concentrations. 
G-Biosciences/Genotech For information 

800-628-7730 www.GBiosciences.com

Protein Microarray for 
Antibody Characterization
UNIchip protein microarrays generate a quanti-
tative binding profile of an antibody to 400 dif-
ferent, unrelated targets. Together with on-chip
determination of sensitivity, linearity, and
dynamic range, the quantitative fingerprint
enables a unique performance ranking of anti-
bodies. Designed to save time on downstream
assays by enabling early selection of the best
antibodies for validation, the protein biochips
are available with either a cross section of 400
human proteins or specific protein sets. 
Protagen For information +49 231 9742-6300

www.protagen.com

Dissection Tools
The Harris Micro-Punch and Uni-Cores are
designed to serve research scientists with a dis-
section tool for small predefined regions of tis-
sue or specimens. Uni-Cores are disposable,
multi-purpose sampling tools for soft sub-
strates. Applications include, in electrophysiol-
ogy, punch dissection of discrete regions prior
to acute dissociation for patch recording; in

biomedical pharmacology, punch removal of
discrete brain regions for analysis of neuro-
transmitters  and metabol i te  changes in
response to different pharmacological agents;
in anatomy, punch-out of small brain regions
for analysis of neurotransmitter concentrations
of messenger RNA levels or for subsequent use
for electron microscopy; positioning samples
inside quartz pyrolysis gel tubes; and position-
ing samples on Fourier transform infrared dia-
mond cell sample stages. 
Electron Microscopy Sciences For information

215-412-8400 www.emsdiasum.com

Recombinant Baculoviruses
BacMagic DNA provides selection of baculovirus
recombinants for protein expression in insect
cells, eliminating the time-consuming plaque
purification steps. BacMagic DNA is an AcNPV
genome with a deletion in the essential open
reading frame (ORF) 1629 and an added bacter-
ial artificial chromosome (BAC). This combina-
tion prevents nonrecombinant virus from repli-
cating in insect cells and allows the viral DNA to
be propagated in bacterial cells. A compatible
transfer plasmid containing the target protein
coding sequence is cotransfected with BacMagic
DNA into insect cells. 
EMD Biosciences For information 800-628-8470

www.novagen.com

Literature
Protein Folding is an application note demon-
strating that the DynaPor Dynamic Light Scatter-
ing (DLS) system is an effective alternative to in
vitro experiments for following the protein
unfolding process. Protein folding and unfolding
have historically been monitored via in vitro
experiments, in which the information obtained is
directly related to the function and behavior of
proteins in vivo. The aim of this experiment was to

follow the unfolding process by another method,
dynamic light scattering. The DynaPro system
offers high sensitivity and low sample volumes for
protein crystallization by DLS. Features include a
control module with the ability to collect and ana-
lyze data and a read module, which comes as
either a temperature-controlled scintillation vial
reader for single measurements or a fully auto-
mated plate reader with the capability to make
measurements on 96-well, 384-well, or 1536-
well plates. In this application, the DLS measure-
ments were found to be capable of monitoring
the dissociation of an oligomeric protein and
unfolding of monomers simultaneously using
chaotropic agents. The application note can be
downloaded from the web address below. 
Wyatt Technology For information 805-681-9009

www.wyatt.com/literature

Newly offered instrumentation, apparatus, and laboratory
materials of interest to researchers in all disciplines in academic,
industrial, and government organizations are featured in this
space. Emphasis is given to purpose, chief characteristics, and
availability of products and materials. Endorsement by Science

or AAAS of any products or materials mentioned is not implied.
Additional information may be obtained from the manufacturer
or supplier by visiting www.science.labvelocity.com on the Web,
where you can request that the information be sent to you by
e-mail, fax, mail, or telephone.

Autosampler
The Vortex autosampler consists of an integrated autosampling device and multi-stirrer.
It is designed to increase efficiency, enhance precision, and promote operator safety. The
temperature-controlled, heated (up to 150º C) multi-stirrer assembly features a stainless
steel tray, capable of handling both 20 ml and 40 ml vials. Each vial position has its own
magnetic stirring mechanism, delivering consistent and reproducible stirring action
from vial to vial and eliminating variability due to the dissolution process. When coupled
with Viscotek’s Triple Array Detector or Relative Viscometer, the Vortex provides a com-
plete, automated system for macromolecular characterization and determination of
solution viscosities. 
Viscotek For information 800-375-5966 www.viscotek.com

www.sciencemag.org/products

For more information visit Product-Info,
Science's new online product index
at http://science.labvelocity.com

From the pages of Product-Info, you can:

• Quickly find and request free 

information on products and services

found in the pages of Science.

• Ask vendors to contact you with more 

information.

• Link directly to vendors' Web sites.
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Becoming a scientist isn’t easy. Earning a
Ph.D. is just one step in the long journey to
professional fulfillment. Then comes a post-
doc or three, and maybe a multiyear proba-
tionary period. Most scientists are in their
mid-30s by the time their real careers get
under way. And the payoff—the opportunity
to spend the rest of your life working really
hard on interesting projects—brings with it a
decent, but usually not great, salary.

Fortunately for the profession, most sci-
entists seem willing to put up with those
challenges. Those who responded to the third
salary and employment survey by AAAS
(publisher of Science) report job satisfaction
at just a shade below “very good.” “I can’t
believe I’m getting paid for this!” says
Bonny Dickinson, an assistant professor at
the Research Hospital for Children at the
Louisiana State University Health Sciences
Center in New Orleans. And in a year when
most workers saw their real incomes fall or
stagnate, life scientists report receiving mod-
est but significant salary gains. “I think my
compensation is good,” says Linval DePass,

executive director of nonclinical safety at
Durect Corp., a Cupertino, California, spe-
cialty pharmaceuticals company. “I think
salaries are increasing, particularly in the
area where I work.”

For life scientists, 2005 was a pretty good
year. Full-time academic life scientists—the
largest group in our survey—reported earn-
ing 5.4% more this year, on average, than
they did the previous year. That’s well above
the 3.4% rate of inflation. Full-time scien-
tists in industry did quite a bit better, earning
a boost of nearly 10%. To no one’s surprise,
the salaries of industrial scientists with doc-

torate degrees far outpace those of their aca-
demic colleagues, with means of $116,000
and $78,000 respectively. That difference,
coincidentally, nearly matches the $40,000
average salary being collected by academic
postdocs in 2006.

Still, even those academic workhorses are
doing a little better than in the past. Salaries
for postdocs—17% of respondents—rose by
an average of 8.1%, more than double the
inflation rate. Postdocs in industry had a
blockbuster year, earning 19% more. (One
caveat to the postdoc numbers: Some of the
respondents may be f irst-year postdocs,
meaning the comparison may be to what they
were earning as graduate students.)

Despite the rising tide, large disparities
remain. Even excluding industrial scientists,
scientists in certain disciplines earned far less
than their colleagues did. Developmental
biologists with doctoral degrees who work in
academia, for example, earned a median
salary of just $45,000, whereas Ph.D. pharma-
cologists earned $99,000. Academic develop-

mental biologists gained some ground,
however, earning 7% more than last year,
compared to a 2% average raise for
Ph.D. toxicologists.

How the survey was conducted

The survey targeted U.S.-based life sci-
entists. We sent e-mail invitations to
41,000 AAAS members and 12,000 free
registrants on the Science magazine
Web site. Kelly Scientific Resources

U.S. Life Scientists Report Rising
Salaries and High Job Satisfaction
The latest salary survey of AAAS life scientists, developed in partnership with Kelly

Scientific Resources, finds that pay increases outpaced inflation, especially for postdocs
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also participated in the survey by polling some
12,000 of their employees, whose responses
were combined with the rest of the survey data.

The overall response rate was 7%—just
over 4500 scientists—of whom 62% are
employed in academia. Some 35% work in
industry, government, or the nonprofit sector,
and 3% are self-employed. Some 43% of sur-
vey respondents are women, three-quarters
hold doctoral-level degrees, and 22% are
nonwhite. Nearly 9 in 10 are U.S. citizens or
permanent residents.

The information collected goes well
beyond their paychecks. They were asked
where they work and for how long, what
they do, and how satisfied they are. (Of the
12% working on temporary visas, for exam-
ple, half report that their immigration status
has caused “job security/pay issues,” and
23% said that they faced “challenges
obtaining grants.”) We also invited them to
make comments and interviewed several
people who agreed to be quoted.

Despite the considerable challenges of a
scientific career—relatively low pay, long
hours, a very long training phase, and a tight
job market—scientists say they enjoy the work.
Survey respondents rated their job satisfaction
as 3.7 on a 5-point scale, between “good” and
“very good.” The finding is similar to those of
the two previous surveys (Science, 18 June
2004, p. 1829, and 12 October 2001, p. 395),
suggesting that scientists’ happiness is not a
new phenomenon.

You might think that postdocs, with their
low salaries, poor job security, and often-
poor working conditions, would be less
happy than most other scientists. They
were—but not by much. Postdocs rated their
job satisfaction at 3.5, midway between
“good” and “very good.”

So what makes scientists happy? Surely
it’s not simply how much they’re paid; com-
pared to the earnings of those in other profes-
sions requiring similar training, scientists’
salaries remain quite low. But our survey
showed that salary is one of many factors
determining job satisfaction. People who
rated their salary “excellent”—a 5—were
also more than three times as likely as the
average survey respondent to rate their overall
job satisfaction as “excellent.”

But a closer look at the connection
between salary and job satisfaction shows
that the correlation really isn’t all that strong.
A linear regression analysis of job-satisfaction
versus salary shows that whereas scientists
who earned $150,000 rated their job satis-
faction as “very good,” scientists earning
barely one-fifth as much were only slightly
less satisfied. Furthermore, scientists who
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Female

43%

78%

25%

71%

Academic

62%

Nonacademic

35%

12%

8%

9%

24%

24%
18%

16%

Self-

employed

3%

4%3%

3%
2% 3%

Male

57%

Survey Demographics

Caucasian

Asian

African American

Hispanic

Other

Under 25

25 to 34

35 to 44

U.S. native citizen

U.S. naturalized citizen

U.S. permanent resident visa

Other temporary visa

Ph.D.

Master’s

Bachelor’s

M.D.

M.D./Ph.D.

Other

45 to 54

55 to 64

65 to 70

Over 70

2%

64% 11%

12%

3%4%
6%

Gender

Ethnicity

Age

Citizenship

Type of
Organization

Highest Degree
Received

Look who’s talking. Survey respondents are

well-distributed by age and most likely to be white

male Ph.D.s working at an academic institution.
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work in industry report exactly the same

level of job satisfaction as their lower-paid

colleagues in academia.

What else affects scientists’ job satisfac-

tion? Among the most important factors are

promotion opportunities, job security, and

intellectual challenge. Our follow-up inter-

views identified still other factors and gave a

more nuanced view of scientists’deepest pro-

fessional desires.

Moving ahead 

Traditionally, Harvard University has been

notoriously stingy with tenure. But neuro-

scientist Florian Engert says times have

changed, at least in his corner of the Yard. “I

can think of five people who have gotten

tenure in the last few years,” he says, “and

only one who hasn’t.” (A Harvard adminis-

trator told Science, “We have not released

tenure numbers in the past and would not do

so at this time.”) Accordingly, Engert, who

comes up for tenure in 2 years, rates his job

satisfaction as “excellent.”

Engert, an associate professor in Harvard’s

Department of Molecular and Cellular

Biology, studies vision and cognition by

monitoring brain activity in zebraf ish.

Engert’s “excellent” job-satisfaction rating is

consistent with the fact that people who rated

their promotion opportunities as “excellent”

were four times more likely than average to

rate their job satisfaction as “excellent,” too.

Likewise, immunologist Kathleen Hoag of

Michigan State University in East Lansing

loves her job despite the long hours—“It’s

fun! Intellectually challenging! Tiring!”—

and rates her chances of getting tenure this

year as “almost certain.”

The correlation is even stronger in the

other direction. Those who rate their promo-

tion opportunities “very poor” are seven

times more likely than average to register

low job satisfaction. Many postdocs and

soft-money researchers find themselves in

precisely that position.

“To start a scientific career is very chal-

lenging, and the returns are not very

good,” says Rahul Sharma, a research

instructor at the University of Virginia in

Charlottesville, who sees his promotion

opportunities and job satisfaction as very

poor. (The university uses the title

“research instructor” for those who have

exceeded the stipulated 5-year stint as a

postdoc.) “It’s more than 7 years since I got

my Ph.D., and I’m still struggling to start

my career. This is a critical time.”

Sharma hopes to snare a soft-money

research-faculty position soon. “These

[jobs] are a little better than being a post-
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Median 2006 Salaries 

Medicine

Pharmacology

Toxicology

Environmental

Genetics

Agricultural

Biochemistry

Physiology

Neuroscience

Biotechnology

Microbiology

Bioinformatics

Ecology

Zoology

Virology

Molecular biology

Immunology

Cell biology

Cancer biology

Developmental biology

Other

$140,000

$99,000

$78,000

$85,000

$73,458

$74,000

$63,300

$65,000

$66,150

$63,000

$62,000

$65,000

$61,474

$59,300

$57,500

$52,750

$54,000

$52,050

$50,000

$45,000

$71,000

$145,500

$116,000

$105,000

$88,000

$83,750

$99,500

$98,000

$88,010

$100,000

$105,000

$89,000

$103,000

$75,000

$47,000

$89,000

$84,000

$96,525

$84,300

$62,000

$65,130

$92,000

Academic Industry

SCIENCECAREERS

What Postdocs Earn

Industry

Government

Medical school

Doctoral–granting
institution

0 10 20 30 40 50 60

(In thousands of dollars)

$50,000

$48,800

$40,000

$37,000

$38,000

$36,000

2006

2005

$47,000

$52,750

Campus costs. Postdocs in academia earn

less than do their colleagues at other sites.
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doc,” he says. Besides paying him better,

such a job would give him the chance to

write his own grant proposals and leverage

any funding into a position with greater

stability. “Until you are a tenured faculty

member, the career doesn’t really start,”

says Sharma, who plans to reassess his situ-

ation in a couple of years if his prospects

haven’t improved.

The right fit

Whereas job security boosts professional sat-

isfaction, our survey found, there’s no sure

path to fulfillment. Ken Nussbaum, a veteri-

nary epidemiologist at Auburn University in

Alabama, sees a “burgeoning need” for ani-

mal experts in public health, and he wants to

help fill that need. Nussbaum has tenure. But

he gives himself a 1 for job satisfaction, and

he’s in the job market.

“I seem to have plateaued academically,”

Nussbaum says. “I don’t wish to continue

highly technical lab work, yet I have training

that I hope will be transferable to the field of

public health. I’d like to spend a couple of

years working in public health or step back

into more concentrated classroom teaching.”

Although his efforts to enter the public-

health field are going well—he has had a

paper accepted at an important meeting—he

hasn’t yet succeeded in finding a new job.

“In some places, it’s a [professional] mis-

match,” he says. Despite his 25 years’ expe-

rience, employers are offering him entry-

level positions. “At my stage, my strength is

my understanding,” he says.

Nussbaum has found few opportunities

close to home. Although he is willing to

relocate, he has ruled out some cities. “A

lot of jobs in the Washington, D.C., area

look like good positions,” he says, but he’s

scared off by the higher cost of living, in

particular the disparity with the deep South

on housing.

Steve Verhey has also struggled to mesh

his work with his values and ambitions.

When he completed the survey, Verhey was

a self-described “lame-duck” assistant pro-

fessor of cell biology at Central Washington

University in Ellensburg, where he had just

been denied tenure. His frustration at not

being recognized for focusing on teaching

at the predominantly undergraduate institu-

tion was reflected in his self-rating of 1 for

job satisfaction.

But concentrating on research wasn’t a

viable option, either, he says, because of the

lack of resources—such as lab space—and a

balky infrastructure. “The thing that got me

the most was the purchasing system,” he

says. “Suppliers are set up so that you can

call, and they’ll ship it the next day.” But at

Central Washington, he says, orders might

languish for a week. “Not conducive to

doing real research,” he says.

So Verhey went out and founded his own

biodiesel company. In the process, he raised

his job satisfaction to a 5. “I’m having more

fun that I ever did in 20 years in academia,”

he says. “I’m using things I’ve learned and

learning new things—in the real world.”

Although some people may be happy to

labor in obscurity, our survey identif ied

“recognition and prestige” as one of the

most important factors in determining job

satisfaction. People who gave the top mark

to the “recognition and prestige” of their

jobs were 3.5 times more likely than average

to rate their overall job satisfaction just as

high. On the other end, those who gave

“recognition and prestige” a 1 were four

times more likely than average to give their

overall job satisfaction the same poor rating.

In interviews, individual scientists are

loath to cite recognition and prestige as keys

to professional happiness. But Peter Koulen,

a tenured full professor at the University of

North Texas Health Science Center in Fort

Worth, readily admits that prestige—includ-

ing institutional prestige—has important

practical consequences. “A lot of profes-

sional success critically depends on the

name of your institution, which, if peer

review works the way we think it works,
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“She’s been like a
cheerleader for me, 

understanding that I have

a life outside the lab.”

Kathryn Shows

“I think salaries are
increasing, particularly in

the area where I work.”

Linval DePass
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Mind the gap. Women gained slightly on

men last year, but their salaries still lag.
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should not be the case,” says Koulen, who

has also worked at Yale University and at the

Marine Biological Laboratory in Woods

Hole, Massachusetts. “I think the quality of

my science has not changed, but the work that

I have to do to get my science published or

funded is multiple times harder here.”

Carol Sibley, a full professor in the

recently created genome sciences department

at the University of Washington, Seattle, says

she enjoys “excellent” job satisfaction but

is considering a change nonetheless. “I’m

62, [and I] still have lots of energy and inter-

est. But at some point you think, ‘I’ve been a

prof all this time; maybe there are other ways

to apply my skills.’ ”

Sibley, who studies the two malaria para-

sites, would like her work to have more direct

relevance to public health. “I study drug resist-

ance. As you work on that at the basic-science

level, you get more and more interested in how

we can slow this [disease] down.” Living in the

city that’s home to the Bill and Melinda Gates

Foundation and other organizations focused

on world health, she acknowledges that she

has many opportunities. But she wants one

with modest travel requirements. “One of the

minuses is that the folks I know travel a huge

amount—more than I want to,” she says.

The right location

Geography, too, can have a big impact on sci-

entists’ job satisfaction. Scientists who rated

their geographic location “not satisfactory”

were three-and-a-half times more likely than

other respondents to suffer from low job satis-

faction. Christopher Dougherty, a soft-money

research professor at Florida Atlantic Univer-

sity (FAU) in Boca Raton, studies the genetics

of age-related macular degeneration. His goal

is something more remunerative and secure.

But he and his wife prefer to stay in town so

their 6-month-old son can get to know his

grandparents, who live nearby.

Dougherty’s solution is to wait for the jobs

to come to him. Scripps Research Institute has

just committed to opening a new research

facility—with a research agenda that matches

up well with Dougherty’s focus on the genetics

of geriatric diseases—on FAU’s other campus

in nearby Jupiter. Scripps is expected to attract

a cluster of new biotech companies to the area.
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Working it out. A good fit, including the

chance to move up in the right setting, plays

a huge role in determining job satisfaction for

scientists of all ages—although older workers

report being especially content.

“I can think of five people

who have gotten tenure 

[at Harvard] in the last 

few years and only one 

who hasn’t.”

Florian Engert

http://www.sciencemag.org


But just as some scientists are limited by
geography, others are aided by it. “I’ve
worked in the [San Francisco] Bay area,
which is a very strong area for biotech,” for
22 years, says Durect’s DePass. “Because of
that, there is considerable competition for
good people, which contributes to an
increase in salaries.”

The satisfaction of older scientists

Conventional wisdom and at least a few
scholarly articles suggest that scientists do
their most creative work when they’re still
young. Our survey indicates, however, that it’s
older scientists who find their work most sat-
isfying. The upward trend in job satisfaction
begins at 35, but our survey found the biggest
jump at 55.

So why are older scientists happier? One
reason may be that they get paid a lot more
than their junior colleagues do. Everyone
knows that older workers earn more than
younger ones, but our survey showed that in
the life sciences the trend is stronger and con-
tinues longer than in the general population.
Academic life scientists above 65 reported
mean salaries of $133,000, more than three
times as large as those in the youngest (25 to
34) age group, who earn a mean of $41,000.
For the general population, the ratio of peak
earnings to early-career earnings is only 1.24,
according to the Bureau of Labor Statistics.
BLS data also show that workers in the gen-
eral population achieve peak earnings
between 45 and 54, whereas in our survey, the
very oldest science workers also report the
very highest salaries.

So although young life scientists earn
only a little more than the typical American
worker, their salaries increase much more
steeply, and the increases persist. That
pattern makes sense to David Inouye, a
56-year-old ecologist and conservation
biologist at the University of Maryland,
College Park. He says his job satisfaction
“stems in part from the success of a gradu-
ate program that I started 18 years ago.” On
the research side, the full payoff was also
slow in coming.

“In terms of research, much of what I do
now builds upon work that I started as a grad-
uate student in 1973,” he says. “So part of the
age-satisfaction correlation, at least in my
own case, comes from having laid the ground-
work decades ago for work that is still ongo-
ing and being very fruitful now.” 

For Ananda Lugade of Luminex Corp. in
Austin, Texas, the correlation has a simpler
explanation: She just didn’t find the right job
until she was older. “I could not get satisfac-
tion at an early age,” she wrote in an e-mail.

“I got an opportunity to make some good
contributions,” she says—but only after she
reached 45. 

Mentorship and guidance

So what about younger scientists? Our sur-
vey did not address directly the issue of men-
torship, but almost all the young scientists we
interviewed call this an important factor.
Michigan State’s Hoag is grateful that her
department has faculty mentoring commit-
tees, which are available to advise all proba-
tionary faculty members. Hoag’s department
offers all faculty members an annual review,
which allowed Hoag to be clear on what was
expected of her and how well she was meet-
ing those expectations. That knowledge has
been an important element of her profes-
sional contentment.

Kathryn Shows, a postdoc at Virginia
Commonwealth University in Richmond who
studies the genetic disorder Treacher Collins

syndrome, credits her postdoctoral adviser
and mentor for helping her return to science
after leaving to start a family: “She encour-
aged me to come back, and she’s been like a
cheerleader for me, understanding that I have
a life outside the lab.” Shows also feels she’s
getting the kind of training she needs to
develop into an independent academic scien-
tist. “I’ve always been interested in genetics
and cannot imagine studying anything else. I
[also] cannot imagine being anywhere else
than at a university.”

Dickinson—the Louisiana State immu-
nologist who said she couldn’t believe she’s
getting paid for the interesting work she’s
doing on the mechanism of cholera, among
other things—credits her mentor, Seth Pincus,
for making a big difference in her profes-
sional life. “I’m happy to be a part of a team
working under his leadership,” she says. She
especially admires how Pincus got the lab
back up and running 6 weeks after Hurricane
Katrina devastated New Orleans.

Despite her overall satisfaction, she admits
the fit isn’t perfect. Her institution isn’t large,
and compared to Harvard, where she did a
postdoc, its approach to science is a bit low-
key, she says. “It’s a little bit isolating,” she con-
fesses. “I gave a seminar yesterday, but there
were so few people there. I spent so much time
preparing, and nobody gave me any feedback.
Sometimes I really miss Harvard, where people
are very excited. It’s not like that here; come
5 o’clock, it’s hard to find people.”

Salary matters for Dickinson. But what
matters most is the peace of mind it buys. “I
make $84K,” Dickinson says. “I would still do
it at $65K, [but] I’d be spending more time
worrying about finances and so on.” In the
meantime, she says, her life is good. “My
experiments are going well. I feel blessed.”

Another factor our survey didn’t address
directly—but that came up repeatedly in com-
ments and interviews—is the importance of
good colleagues. And Michigan State, with
the sixth largest student body in the United
States and a faculty to match, offers Hoag
plenty of those. “I can pretty much know that
I can get advice or expertise, or even a new
collaborator, in just about any new direction
my research might move in,” she says.

Also important, says Hoag, is “the
demeanor of the individuals that I work with.
My office, my main colleagues in the diagnos-
tics program faculty—we’re a team. Everyone
is a team player, very entrepreneurial, always
looking for new ways to reach the public. It’s
so exciting,” she adds. “Nobody could possi-
bly become deadwood.”

–JIM AUSTIN

Jim Austin is the editor of ScienceCareers.org.
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25 to 34

35 to 44

45 to 54

55 to 64

65 to 70

Over 70

$41,000

$62,000

$87,000

$112,000

$133,000

$133,000

By Age
Age Salary

Golden years. Scientists’ salaries keep rising
throughout their careers.
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“It’s more than 7 years

since I got my Ph.D.,

and I’m still struggling to

start my career.”

Rahul Sharma
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