


nitriles and iodines allow the host structure to
align the monomers in a column with relative
spacings that changed little after polymeriza-
tion. The product is a potential precursor to car-
byne, a hypothesized but elusive linear allotrope
of carbon.

Spin Sequences
The control of coupling between spins in small
structures could find use in spintronics and
quantum computing. Hirjibehedin et al.

(p. 1021, published online 30 March; see the
Perspective by Brune) assembled chains of Mn
atoms with a scanning tunneling microscope on
a thin insulating surface (a monolayer of CuN
grown on a Cu surface). They then used inelas-
tic tunneling spectroscopy to measure spin
excitation spectra as a function of chain length
(up to 10 atoms) under cryogenic conditions.
Comparison of the spectra with a Heisenberg
model of an open spin chain with antiferromag-
netic exchange coupling revealed the collective
spin configurations as well as the strength of
the coupling.

Selective Si−H Scission
Breaking a chemical bond by exciting its

stretching vibration is an appealing idea that
rarely works because the energy
redistributes rapidly into other
vibrational or rotational motions.
Liu et al. (p. 1024; see the Per-
spective by Tully) found that H
atoms adsorbed on a silicon (111)
surface can be expelled as H

2
by

irradiation with intense pulses of
infrared light tuned to the Si–H stretching fre-
quency. Although local heating of the surface

Heavy Metal and Hard Rock
Drilling through a complete sequence of layers
of the Earth’s crust into the underlying pristine
igneous rocks is a major goal of earth science.
The thinnest crust occurs near fast-spreading
mid-ocean ridges, so bore holes have targeted
these regions. Wilson et al. (p. 1016, published
online 20 April) drilled a 1.6-kilometer-deep
bore hole through intact crust near the East
Pacific Rise to reach gabbro, a layer of dark crys-
talline igneous rock formed from solidified
magma that underlies much of the Earth’s ocean
floor. Determining the depth to gabbro layers
confirms that magma chambers form at shallow
levels in the crust at very high spreading rates;
gabbros are brought up into these chambers
from depth. Also, seismic bands do not corre-
spond to compositional rock layers, implying
that seismic velocities are controlled more by
porosity than rock type.

Poised for Polymerization
The networks of conjugated π-orbitals in con-
ducting polymers are stabilized either by bulky
polyatomic side groups or phenyl groups incor-
porated within the backbone chains. Sun et al.

(p. 1030; see the Per-
spective by Baugh-

man) have prepared a
polymer composed of
strictly alternating C=C
double and C≡C triple
bonds, with only iodine
atoms as side groups.
The synthesis relied on prior
templating of the diiododiacetylene
monomer in a cocrystal with a dinitrile
oxalamide host. Packing contacts between the

could also cleave the Si–H bonds, the authors
rule out this thermal mechanism by irradiating
a mixture of adsorbed H and D atoms under
the same conditions. Whereas simple heating
of the surface favors D

2
over H

2
production by

~17:1, resonant excitation of the Si–H stretch
reverses the selectivity to favor H

2
by a factor

of 200. 

Beating a Bottleneck
Knudsen diffusion occurs when the mean free
path of atoms or molecules is relatively long
compared to the pore or channel through which
they move, so that wall collisions become more
frequent than those between particles. This
model holds for pores between 2 and 50
nanometers, but what happens during flow in
smaller channels? Holt et al. (p. 1034, see the
cover and the Perspective by Sholl and John-

son) fabricated membranes using double- and
multiwalled carbon nanotubes to form the
pores. For gases, flow rates were an order of
magnitude greater than those predicted by
Knudsen diffusion, and water flow rates greatly
exceeded values calculated from hydrodynam-
ics. The authors argue that the enhanced trans-
port is caused by the smoothness of the inner
nanotube surfaces, in agreement with results
from computer simulations.

Evolution by Reduction?
The origins of eukaryotes remain controversial
and somewhat enigmatic. Kurland et al.

(p. 1011) provide a counterpoint to current
models in which the eukaryotic cell is derived
from structurally and genetically less complex
prokaryotic cells.  On the basis of genomic and
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Controlling the Coming of Catkins
The regulation of flowering in annual plants is controlled by a pair of
genes, FT and CO. Are similar genes also involved in regulating flow-
ering time in trees? The juvenile phase in trees can last for decades
before the first flower is formed. During this time, the tree is non-
responsive to environmental factors that potentially influence flower-
ing time. Böhlenius et al. (p. 1040, published online 4 May) show
that the FT ortholog from Populus trees (poplars, aspen, and cotton-
woods) is a critical determinant of flowering time in trees. The poplar
FT is also responsible for a completely different developmental
process in trees, the timing of the short-day induced growth cessation
and bud set that occurs in the fall. 

Continued on page 971
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This Week in Science 

proteomic evidence, they suggest that the essence of eukaryotic cellular complexity existed in the
common ancestor of eucarya, bacteria, and archaea, and that the bacteria and archaea have evolved
by genome reduction driven by specialization for fast growth and cell division and/or adaptation to
extreme environments.  

Being Prepared
Planning ahead requires a host of cognitive skills, not the least of which is the capacity to foresee a
future state of need, provocatively termed mental time travel. There is persuasive evidence that scrub
jays can relocate their food caches to avoid losing them to their observant neighbors, thus preserving
them for future consumption (see Dally et al., published online May 18). Mulcahy and Call (p.
1038; see the Perspective by Suddendorf) present a series of experiments that assess whether bono-
bos and orangutans can be coaxed to display these skills. Both species of great apes can select a
suitably useful object, keep it with them overnight, and bring it back for use the next day as a
tool for retrieving a food reward.

Special Speciation 
in Madagascar
A high percentage of the fauna and flora of Madagascar is endemic to
the island, a consequence of its isolation from the African mainland
since the Jurassic. Madagascar is also noted for a high degree of local
endemism within the island, often to particular watersheds, a pattern
that has long puzzled biogeographers. On the basis of a database of
species distributions in relation to rivers and watersheds, Wilmé et al.

(p. 1063) show how patterns of climate fluctuation have reinforced
local isolation of populations, particularly of forest-dwelling species,
to give rise to conditions suitable for speciation on a local scale.

Marshalling DNA Defenses
Cells recognize damaged DNA and initiate a complex signaling mechanism that help cells cope
with the damage and initiate repair. But it is not just the enzymes required for DNA repair that
undergo increased expression in response to DNA damage—other events such as progression
through the cell cycle, stress responses, and metabolic pathways are also regulated. Workman et al.

(p. 1054) used a systems-level approach to map such signaling pathways that respond to DNA
damage. The results revealed unanticipated regulatory interactions and pave the way to when
such maps may be used to predict the patient-specific effects of particular drugs.

Who Gets the Credit?
In working backward from outcomes to behavior or in strategic planning for future scenarios, one
important issue is who gets the credit (and how much) for the eventual result. In the trust game, the
first player has to decide how much money to invest, and the second player has to decide how much
of the multiplied investment to give back. Tomlin et al. (p. 1047) have carried out a large-scale
simultaneous brain imaging study and suggest that different regions of the cingulate cortex become
active when what the “other” player has chosen to do is revealed, compared with situations when “I”
have done the choosing.

Controlling the Synapse
Synapses in the neuromuscular junction are key components involved in control of muscle move-
ment. Kittel et al. (p. 1051, published online 13 April; see the Perspective by Atwood) describe
the role of Drosophila Bruchpilot (BRP), a coiled-coil domain protein, in the establishment and
maintenance of synapses. BRP was localized to donut-shaped structures centered at the transmit-
ter release sites (active zones) of Drosophila neuromuscular synapses. In mutants lacking BRP,
presynaptic membranes were defective. The authors suggest that BRP is needed to form a fully
functional synapse and might mediate presynaptic changes in vivo by establishing a close proxim-
ity between Ca2+ channels and vesicles at release sites.

Continued from page 969
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Science as Smoke Screen
THE KAUAI CREEPER, A SPARROW-SIZED SONGBIRD RESTRICTED TO THE HAWAIIAN ISLAND OF KAUAI, 

would seem to fit anyone’s definition of an endangered species. Fewer than 1500 individuals survive
in an area of only 86 km2; its numbers are declining and it is under assault from non-native predators,
pathogens, and competitors. Despite having been listed as “Critically Endangered” by the World
Conservation Union, the Kauai Creeper hasn’t yet earned a place on the U.S. endangered species list.
In this respect, it has plenty of company. Thousands of U.S. species in grave danger of extinction have
yet to be accorded protection under the Endangered Species Act of 1973 (ESA). 

Fortunately, 1300 species, subspecies, and populations have been given protection under the ESA.
Some, like the bald eagle, have recovered to a level that allows them to be removed from the list. Many
others, although not yet out of danger, have been saved from extinction because of protection provided
by the ESA. Furthermore, the U.S. Fish and Wildlife Service (FWS) has made very few errors in
listing species during the 33 years it has been administering the ESA; only 10 of
1300 species (<1%) have had to be delisted because subsequent information
indicated that the original decision to protect them was erroneous.

Given the enormous backlog of unprotected species in danger of extinction,
one would expect Congress to expedite their protection. Instead, a bill to
overhaul the ESA that passed the U.S. House of Representatives in September
2005 (H.R. 3824) would make it harder to protect endangered species, and
similar “reform” legislation is now being discussed in the Senate. The pretense
for the bill is to improve science, but instead H.R. 3824 would limit the use of
well-tested population models for determining whether to add a species to the
endangered list or for setting recovery goals. It would also add layers of
time-consuming review before recovery plans could be finalized or federal
agencies could act to help endangered species. Such changes will make the
ESA neither scientifically sounder nor more effective. 

Concerned that the scientific foundation of the ESA could be weakened by these sorts of changes,
17 scientific societies, including the Society for Conservation Biology–North America, Ecological
Society of America, American Fisheries Society, Entomological Society of America, Society for
Range Management, and The Wildlife Society, recently released a statement on the use (and misuse)
of science in the ESA.* The statement concludes that the FWS already has effective processes in
place to gather and use the best available scientific information for decision-making. However, the
groups recommended the creation of an independent science advisory panel, similar to those used at
the Environmental Protection Agency and elsewhere, to advise the Secretary of the Interior on issues
where significant scientific uncertainty exists. 

Earlier protection of rare and declining species, before they reach the brink of extinction, will greatly
increase the probability that those species can be recovered. The FWS should work with the scientific
community to develop clear quantitative criteria for identifying what constitutes an endangered species.
Similar criteria were developed by scientists and adopted in 2001 by the World Conservation Union. The
new criteria ensured consistency in determining which species should be considered imperiled.

None of this can happen unless the agencies in charge of implementing the ESA have adequate
funding. The median expenditure per listed species in 2004 was only about $5500. Even this figure is
somewhat deceptive because a mere 50 species (out of 1300) received 84% of all funds from the FWS
and National Oceanic and Atmospheric Administration. Ultimately, too many species are dwindling
for lack of attention because there isn’t enough money to pursue conservation research and recovery
actions in their interest. A recent study by environmentalists† recommended an increase of $68 million
in the annual budget (which is probably a conservative figure).

Critics of federal regulatory policies often plead for “sound science,” a cryptic rallying cry for
those who really want to discourage regulation. Congress shouldn’t be allowed to get away with
using it as a smokescreen for eviscerating an important and successful law like the ESA. Congress
did well in unanimously supporting the designation of 11 May as the first official “Endangered
Species Day.” However, they’ll need to do more than that to show that America’s commitment to
the goals of the ESA is serious. 

Stephen C. Trombulak, David S. Wilcove, Timothy D. Male

10.1126/science.1129508

*www.conbio.org/Sections/NAmerica/ScientificSocietiesOnUSESA.pdf. †www.defenders.org/greenbudget.pdf.
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insulators, and resonators. Typical ferroelectrics
are composed of inorganic salts such as BaTiO

3

and LiNbO
3
, but there is interest in finding

organic or organometallic alternatives.
Ye et al. explored the potential for ferroelec-

tricity in a metal-organic framework (MOF)
architecture, a porous motif that has been stud-
ied for chemical applications such as sorption or

catalysis. They found that
hydrothermal reaction of CdCl

2

and NaN
3

with homochi-
ral N-(4-cyanobenzyl)-
(S)-proline yields a MOF

with the necessary
noncentrosymmetric
lattice symmetry; 
x-ray crystallography

revealed a slight
displacement of
the Cd atoms in
their octahedral
sites. The tempera-
ture dependence
of the dielectric
loss suggests that
the Cd-Cl bond
vibration or the
displacement of

the proton on a tetrazoyl group (the adduct of
azide-to-nitrile cycloaddition) underlies the
relaxation process, and the authors estimate a
dielectric constant of ~40 for this material at
~220 K. — PDS

J. Am. Chem. Soc. 128, 10.1021/ja060856p

(2006).
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M I C R O B I O L O G Y

Designer Pad

Legionella pneumophila, an opportunistic 
bacterial pathogen responsible for Legionnaire’s
disease, reproduces inside specialized vacuoles
after phagocytosis by its host cells—either free-
living protozoa or human macrophages.
Legionella-containing vacuoles do not
fuse with other endocytic vesicles but
instead recruit vesicles from the early
secretory pathway. They modify the 
vacuole membrane by using a type IV
secretion system, which transports
effector proteins made by the bacterium
into the host cell.

Weber et al. examined the role of host-
derived phosphoinositides (PIs) in intracellular
replication and found that they are important 
in the anchoring of secreted bacterial effector
proteins inside the vacuole. Specific effector 
proteins interact with a variety of host-derived
PIs and, in particular, recruit PI(4) phosphate 
in order to attach themselves to the vacuolar
membrane. Mutant bacteria lacking functional
type IV secretion systems fail to modulate host
cell PI metabolism and are degraded. — SMH

PLoS Pathog. 2, e46 (2006).

M AT E R I A L S  S C I E N C E

Twisting MOFs into Ferroelectrics

Ferroelectric materials, in which the bulk lattice
exhibits a spontaneous net dipole moment, have
numerous applications as memory elements,

B I O M E D I C I N E

Resisting Renegade Cells

Despite the many examples involving experimental or clinical

stimulation of immune responses to tumor cells, it is not yet

clear to what extent the immune system might be able to com-

bat or suppress malignancy on its own. The spontaneous remis-

sion/complete resistance (SR/CR) strain of mice is unusual in

that it strongly resists challenges with high-dose inoculations

of tumor cells that would otherwise be lethal. This resistance

segregates as a single-locus dominant trait and correlates with

significant leukocyte infiltration of the cancer.

Building on their earlier findings, Hicks et al. report that the infiltrate contains a variety of leukocyte subsets, including T cells,

natural killer (NK) cells, neutrophils, and macrophages. Direct contact and killing of tumor cells by these immune response 

effectors could be measured in vitro, and resistance to both new and established cancers was conferred on wild-type mice by

adoptive transfer of either bone marrow or other leukocyte fractions. Notably, SR/CR resistance was maintained even after 

depletion of B and T cells, revealing an innate immune component of the phenotype. The tantalizing possibility exists that 

characterization of this locus will improve our understanding of immune-mediated resistance to malignancy. — SJS

Proc. Natl. Acad. Sci. U.S.A. 103, 10.1073/pnas.0602382103 (2006).

NK cells (red) surround a cancer cell (green).

A P P L I E D  P H Y S I C S

Shaking Up Viscous Fluids

The transition from smooth laminar flow to
chaotic turbulent flow is a problem of funda-
mental interest and is also of practical rele-
vance in areas ranging from manufacturing to
weather pattern formation. In Newtonian 
fluids such as pure water, the transition arises
as a consequence of an increase in the flow
rate, which in turn causes bifurcations in the
flow that lead to localized flow rolls and then to
chaotic or turbulent flows; in viscous fluids,
these inertial instabilities are suppressed, but
turbulent-like transitions have nonetheless
been observed.

Schiamberg et al. used a parallel plate
rheometer to study a series of polymer solu-
tions in which instabilities arise from the elastic
motions of individual polymer chains as they
stretch and contract within a less viscous sol-
vent. On slowly increasing the flow stress, the
authors observed secondary flows: first, axially
symmetric rings that formed near the outer
edge of the sample; then, with rising shear
stress, competing nonsymmetric rings that led
to chaotic multispirals and eventually to elastic
turbulence, with an accompanying factor of 13
rise in the apparent viscosity (or resistance to
flow). Changing the polymer concentration
induced additional flow modes, offering a rich
library for theoretical development and com-
parison with the inertial transitions seen in
Newtonian fluids. — MSL

J. Fluid Mech. 554, 191 (2006).
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Ice Fishing

Double-stranded DNA is a wonderfully stable

repository of information, as can readily be seen

in the macroscopic threads of salmon sperm

DNA. Compacting and condensing it into

higher-order structures such as chromatin and

chromosomes protects that information and

allows it to fit into the nucleus. Gene expression,

however, demands access to unwrapped and

unwound DNA strands, which opens the door to

unplanned and unwanted double-stranded

breaks. These moments of vulnerability touch 

on a currently debated issue: the relative spa-

tiotemporal distributions of chromosomes, with

respect to each other

and to transcription-

ally active nuclear

regions.

Branco and Pombo

have adapted fluores-

cence in situ hybridiza-

tion for use on ultra-

thin cryosections and

examined how much of

each chromosome ter-

ritory mixes with that

of the others (roughly

40% on average). They

go on to show that acti-

vating expression (by

applying interferon-γ to lung fibroblasts) from

the MHC class II locus on chromosome 6

increases the penetration of this region into the

territories of other chromosomes. Finally, the

intriguing correlation between the amount of

intermingling in human lymphocytes, calculated

for pairs of chromosomes, and previous meas-

EDITORS’CHOICE

We invite you to travel with
members of AAAS in the coming
year. You will discover excellent
itineraries and leaders, and
congenial groups of like-minded
travelers who share a love of
learning and discovery.

Andalucia
October 13-25, 2006

A marvelous adventure in Southern
Spain, from Granada to Seville, El
Rocio, Grazalema, and Coto Do~nada.
$3,450 + air.

Costa Rica
Dec. 23, 2006–Jan. 1, 2007

Join Bob Love over the Christmas
holidays—discover Volcan Poas, an
active volcano; explore La Selva, the
Monteverde Cloudforest, & the Sky
Way at Villa Lapas. $2,695 + air.

Backroads China
October 20–November 5, 2006
Join our guide David Huang and

discover the delights of South-
western China, edging 18,000-

foot Himalayan peaks, the
most scenic & culturally rich
area in China. $3,295 + air.

Copper Canyon, Mexico
October 12-19, 2006

Discover Mexico's greatest 
canyon system and the 
Tarahumara, famous for 
their long distance running 
games. $2,495 + 2-for-1 air.

17050 Montebello Road
Cupertino, California 95014

Email: AAASinfo@betchartexpeditions.com
On the Web: www.betchartexpeditions.com

Call for trip brochures &
the Expedition Calendar

(800) 252-4910

New Zealand
Nov. 18–Dec. 3, 2006

Discover Christchurch, Queenstown,
Milford Sound & the Southern Alps
with outstanding New Zealand natu-
ralist Ron Cometti. $3,895 + air.

Oaxaca
Dec. 27, 2006–Jan. 2, 2007

Explore the rich cultural heritage of
Mexico City and Oaxaca. Visit fascinat-
ing archaeological sites and villages.
$2,495 + air.

India Wildlife Safari
January 20–February 4, 2007

A magnificent look at the exquisite
antiquities and national parks of
India, from the Taj 
Mahal, Agra Fort 
& Khajuraho 
Temples to tigers 
and Sarus cranes! 
$3,695 + air.

urements of translocation frequencies in the

same cell type highlights the importance of

happenstance in rearrangements. — GJC

PLoS Biol. 4, e138 (2006).

C H E M I S T R Y

Bend Origins

Chemical paradigms for multiple bonding were

recently challenged by the synthesis of a

chromium dimer that appeared to be held

together by the interaction of 10 electrons

between the Cr centers (see Nguyen et al.,

Reports, 4 November 2005 p. 844). Before this

discovery, isolable compounds were limited to

bonding motifs in which eight or fewer electrons

were shared between any two atoms.

Orbital conformations in a quintuple

bonding framework were largely

expected to induce a linear geometry,

but the bulky triaryl ligands capping

the Cr centers adopted a bent, mutu-

ally trans configuration.

Brynda et al. have analyzed this

geometrical conundrum using high-

level quantum-mechanical calcula-

tions incorporating multiconfigura-

tional perturbation theory. For a

model compound with phenyl groups

in place of the triaryl ligands, the linear con-

former was energetically favored over the bent

form by only 1 kcal/mol. Orbital occupancy analy-

ses were consistent with participation of all 10

electrons in both conformers, though with repul-

sive antibonding contributions lowering effective

bond orders to 3.69 and 3.52 for the linear and

bent forms, respectively. — JSY

Angew. Chem. Int. Ed. 45,

10.1002/anie.200600110 (2006).
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<< PTEN Affects Brain Development
Mutations in the tumor suppressor PTEN (phosphatase and tensin

homolog on chromosome ten) are associated not only with tumor

development but also with several brain disorders. Intriguingly, PTEN

mutations have been reported in individuals with autism spectrum dis-

orders (ASD) occurring in conjunction with macrocephaly. Kwon et al.

used mutant mice in which Pten was deleted in a subset of differentiated neurons in the hip-

pocampus and cerebral cortex to investigate the effects of PTEN on brain development and behav-

ior. The mutant mice exhibited behavior evocative of that of individuals with ASD: atypical social

interactions, exaggerated responses to stressful sensory stimuli, and atypical responses in para-

digms designed to assess anxiety and learning. Their brains were enlarged in the regions in which

Pten was deleted; this was associated with hypertrophy of the cell bodies of Pten-negative neurons

as well as increased and abnormal growth of neuronal processes. The hypertrophied neurons

showed increased phosphorylation of downstream targets of Akt signaling. Thus, abnormal acti-

vation of Akt signaling in a subset of neurons appears to promote macrocephaly and behaviors

that resemble some of those associated with ASD. — EMA

Neuron 50, 377 (2006).

www.stke.org
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E D I T E D  B Y M I T C H  L E S L I E

E X H I B I T

Ducking the Bomb
It was a time when New York City schoolchildren received dog tags so that
their bodies could be identified after a nuclear attack. Mutant monsters
swarmed across America’s TV and movie screens, and songs like “Your Atom
Bomb Heart” and “Radioactive Mama”
hit the airwaves. For a cheeky history 
of the A-bomb’s impact on popular 
culture, tune to CONELRAD, named for
the emergency broadcasting system of
the 1950s and 1960s. The Web site’s
personnel—a retired U.S. Air Force
officer and two “civilian veterans” 
of the Cold War, a pop music historian
and an editor—have compiled a
thick dossier of rare nuclear-age
memorabilia. Read the history of the
famous civil-defense film Duck and

Cover (right), or spin selections from
the 1961 instructional record 
“If the Bomb Falls,” whose advice for
stocking a fallout shelter included
packing plenty of tranquilizers. >>
www.conelrad.com

T O O L S

There Goes the (Genetic) Neighborhood
Researchers use linkage analysis to map disease-causing genes, but 
calculations that involve complicated human pedigrees often stump the 
average computer. Superlink Online from the Technion–Israel Institute of
Technology in Haifa overcomes this limitation by farming out the number-
crunching to a network of some 2700 PCs, which tackle the calculations 
during their spare time. Described online in the American Journal of Human

Genetics this month, the site computes the likelihood that genes lie within a
particular chromosome neighborhood and can handle larger pedigrees than
other linkage software. After obtaining a free password, users feed their own
data into the program. They can also add their machines to the network. >>
bioinfo.cs.technion.ac.il/superlink-online

W E B  L O G

Invasion Chronicles
An outbreak of pine shoot beetles (Tomicus piniperda) has prompted the U.S.
Department of Agriculture to restrict the export of bark chips and other forest
products from Massachusetts, Connecticut, and Rhode Island. Meanwhile,
farmers in southwestern Puerto Rico are angry because the government has
failed to control hungry mobs of Asian and African monkeys, descendants of
escapees from a medical lab, that are pillaging their fields. For more news
about wayward organisms and efforts to control them, check the Invasive
Species Weblog from ecologist Jennifer Forman Orth of the University of 
Massachusetts, Boston. Orth gleans the postings from media stories, 
government and university announcements, reports by professional societies,
and other sources from around the world. >> invasivespecies.blogspot.com

I M A G E S

By the Light of a 
Coppery Moon
In January 2005, the Huygens space probe parachuted onto

the surface of Saturn’s moon Titan. Now you too can take the

plunge, thanks to these new movies from NASA, the Euro-

pean Space Agency, and the University of Arizona, Tucson.

The videos, the first to record the landing, condense several

hours of data nabbed by the spacecraft’s Descent

Imager/Spectral Radiometer. In one movie, the probe dives

into a thick fog and then emerges over a rugged landscape

that looks like it’s made of copper (above). Viewers follow

Huygens all the way to its touchdown in a dry riverbed, where

it nestles among pebbles and lumps of ice. The second “bells

and whistles” video adds a readout of the craft’s trajectory and

other data. >> www.nasa.gov/mission_pages/cassini/media/
cassini-20060504.html

D A T A B A S E

Go for a Spin
Looking for nuclear magnetic resonance (NMR) spectro-

scopy data for ubiquitin (below), a cellular tag for worn-out

molecules? You can find NMR results for ubiquitin and

more than 3700 other molecules at the Biological Magnetic

Resonance Data Bank from the University of Wisconsin,

Madison. NMR spectroscopy gauges the

nuclear spins of atoms such as carbon

and hydrogen, allowing researchers to

deduce molecular structures and

identify compounds in chemical

mixtures. The information in the data-

base comes from the literature and

researcher contributions. A new section

on metabolomics houses data on small

molecules that cells manufacture, such as

amino acids and sugars. >> 

www.bmrb.wisc.edu
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SEOUL—Once-famed, now-disgraced stem
cell pioneer Woo Suk Hwang was indicted on
12 May on charges of fraud, embezzlement,
and violations of a bioethics law. Five other
members of his team have also been indicted,
three on fraud charges, one on a bioethics law
violation, and one for destroy-
ing evidence and obstructing
business operations. Hwang
claims that he has been falsely
accused on several points,
according to Geon Haeng Lee,
one of Hwang’s seven lawyers. 

Hwang, formerly a profes-
sor at Seoul National University
(SNU), had claimed in a 2004
Science paper (12 March 2004,
p. 1669) to have made a break-
through in so-called therapeutic
cloning by creating a stem cell
line from a cloned human
blastocyst. He followed that up
a year  la ter  with a  second
Science paper claiming to have
created 11 stem cell lines
derived from tissue contributed
by patients suffering from spinal cord injury,
diabetes, or an immune disorder (17 June 2005,
p. 1777). Together, these papers seemed to pave
the way toward creating replacement cells and
tissues for these and other diseases that would
be genetically matched to individual patients.
Hwang was feted by scientists around the
world and became a national hero in South
Korea, which hoped to ride his achievements to
worldwide prominence in stem cell research.

The claims started unraveling last fall.
First, bioethical lapses in collecting oocytes
were alleged, then problems with manipulated
photos and other supporting data were identi-
fied (Science, 23 December 2005, p. 1886). In
January 2006, SNU announced that an investi-
gating committee had concluded that no
cloned stem cell lines existed. Hwang and his
co-authors retracted both papers, and Seoul
public prosecutors launched an investigation
(Science, 6 January, p. 22).

The prosecutors’ conclusions are docu-
mented in a 150-page report that fills in some
of the remaining holes in the Hwang saga.
According to the prosecutors, Hwang and his

team apparently believed that the “number 1”
stem cell line that formed the basis for the
2004 Science paper was truly derived from a
cloned blastocyst. Two separate investigations
by SNU, however, concluded that the blasto-
cyst most likely resulted from parthenogenesis,

a form of asexual reproduction. The prosecu-
tors’ report leaves it up to academics to sort out
whether the blastocyst was the result of cloning
or parthenogenesis.

However, the report says Hwang’s team did
not keep proper records and did not have evi-
dence to support any scientific claims about
stem cell line number 1. So, the prosecutors
allege, Hwang ordered associates Jong Hyuk
Park and Sun Jong Kim to fabricate photos,
DNA test results, and other supporting data for
the 2004 Science paper.

For the June 2005 paper claiming the cre-
ation of 11 patient-specif ic cell lines, the
report says that Kim, a member of the team
from MizMedi Hospital in Seoul, was in
charge of deriving stem cells from cloned
blastocysts that had been created at the SNU
lab. He was unable to do so. But, the report
says, feeling pressure to perform and wanting
to make a name for himself, he took fertilized
stem cells from MizMedi’s collection and
mixed them with material from Hwang’s lab.
He reportedly told other researchers that light
was “not good for the cells” and did most of

the work in semidarkness. Prosecutors con-
cluded that no one else in the lab, including
Hwang, realized what had been done until sus-
picions were raised after the paper was pub-
lished, when DNA f ingerprinting tests in
December 2005 showed that the customized
stem cell lines were identical to the fertilized
stem cells from MizMedi.

The report alleges that Kim created two
lines, and Hwang, believing they were real,
ordered him to fabricate data to make it look as
though they had made 11. Kim was indicted
for obstructing research work at SNU, as well

as for destroying evidence. The
prosecutors allege that, in addi-
tion to deleting related com-
puter files from his laptop and
computers at MizMedi, Kim
told MizMedi researchers to
hide the fact that he was remov-
ing stem cells from its labs.

Although Kim allegedly
deceived Hwang, the prosecu-
tors say that Hwang was ulti-
mately responsible for ordering
subordinates to fabricate data.
The prosecutors did not file any
charges against Hwang for pub-
lishing fraudulent research
reports, however, saying it would
be a complicated procedure that
would have to involve Science.

The prosecutors confirmed
earlier reports that Hwang had used many more
oocytes than the several hundred he acknowl-
edged, collecting 2236 eggs from 122 women,
71 of whom were compensated. Paying for
oocytes continued even after a bioethics law
banned the practice in January 2005, the prose-
cutors’ report states.

Meanwhile, in addition to research miscon-
duct, the prosecutors claim Hwang misappro-
priated $2.99 million in state funds and private
donations. Their report outlines an elaborate
scheme in which Hwang withdrew large
amounts of cash and carried it in bags to other
banks to avoid a paper trail of bank transfers.
The prosecutors say he had 63 accounts under
different names, including those of junior
researchers and relatives. To cover up some of
the alleged embezzlement, he wrote false tax
statements claiming to have bought pigs and
cows for research purposes. Hwang faces up to
3 years in prison for violating the bioethics law
and up to 10 years for the misuse of state funds.

The prosecutors also indicted two of
Hwang’s colleagues at SNU, professors
Byeong Chun Lee and Sung Keun Kang, for

Prosecutors Allege Elaborate 
Deception and Missing Funds

KOREAN CLONING SCANDAL
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Sweeping charges. In Gyu Lee of the Korean public prosecutor’s office released a long-
awaited report on the cloning scandal, indicting Woo Suk Hwang and five others on
charges including fraud and embezzlement.
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fraud. The report says the two provided false
evidence in order to receive government grants
and then misappropriated the money. SNU has
begun taking steps to fire the two professors.

Sang Sik Chang, head of the Hanna Women’s
Clinic in Seoul, which provided Hwang with
eggs in 2005, was charged with violations of the
bioethics law in connection with egg procure-
ment. Hyun Soo Yoon, a professor of medicine at
Hanyang University in Seoul, was indicted for
creating false receipts and embezzling research
funds approved for a joint research project to cre-
ate stem cells at MizMedi.  

Sung Il Roh, director of MizMedi, who also
gave oocytes to Hwang, was not indicted; prosecu-
tors say Roh did not pay for any oocytes after the
bioethics law went into effect. Shin Yong Moon, a
stem cell specialist at SNU who was co–lead
author with Hwang on the 2004 Sciencepaper, was
cleared of wrongdoing by the prosecutors.  

Hwang’s lawyer, Lee, says Hwang main-
tains that he did not order junior researchers to
fabricate data for the 2004 article and that he
believed a member of his team had created the
number 1 stem cell line from a blastocyst
resulting from somatic cell nuclear transfer,
not parthenogenesis. “Prosecutors based their
conclusion on testimonies from Jong Hyuk
Park and Sun Jong Kim and did not take into
consideration Hwang’s statements that he did
not order them to fabricate data,” Lee says.

Hwang’s lawyer also denied that Hwang
embezzled funds, saying that the scientist had
made huge profits from lectures and publica-
tions, which amounted to about $840,000. That
money was put into the same bank accounts as
his grants, but items such as his wife’s car were
bought with those private earnings, he contends.
He says Hwang’s lawyers will fight the charges
in court. The first trial is scheduled for 20 June.

Meanwhile, the South Korean government
says that it will try to retrieve the grant money
given to Hwang and his lab at SNU. The Min-
istry of Science and Technology says, however,
that about $3.2 million has already been spent
on design and construction of a new research
facility that was being built adjacent to the Col-
lege of Veterinary Medicine; those funds will
be considered losses. SNU has not yet decided
what to do with the unfinished building.

Hwang’s supporters continue to urge Hwang
to restart his research and the South Korean gov-
ernment to acquire a patent on the first stem cell
line. “Hwang may have rushed to publish the 2005
article, but he should be acknowledged for creat-
ing the first stem cell line and cloning Snuppy” the
dog, one supporter says. “We have to obtain a
patent for the country’s sake, not Hwang’s.”

Last weekend, hundreds of Hwang’s sup-
porters gathered in front of the prosecutors’
office, protesting Hwang’s indictment. Police
sealed off access to rooftops of nearby buildings
to prevent suicide, as has been attempted in the
past. Before the indictment, the Venerable Seol,

a Buddhist monk, announced on 8 May that
three individuals had pledged to contribute
$65 million to help Hwang, a fellow Buddhist,
restart his research. After the prosecution’s
announcement on 12 May, several monks began
a 24-hour relay bowing ritual next to Jogye Tem-
ple in central Seoul in support of Hwang.

Looking beyond individual culpability, sen-
ior prosecutor In Gyu Lee said at a press brief-
ing that he placed partial blame for the scandal
on “the strict Korean lab culture,” which leaves
junior researchers powerless to refuse unethical
demands by lab heads. He added that although
the scandal demonstrated that “a lot of scien-
tists lacked ethics,” he also noted that the fraud

had damaged many junior researchers and col-
laborators who had no idea of what Hwang and
his close associates were up to. 

South Korea’s research community seems to
be taking the lesson to heart, says Kye Seong
Kim, a stem cell researcher at Hanyang Univer-

sity College of Medicine. He believes universi-
ties will now set up offices of research integrity.
“That’s one good thing that might come out of
this tragedy,” he says. Others think reforms must
go further. Duck Hwan Lee, a chemistry profes-
sor at Sogang University in Seoul, places partial
blame on the government for pouring so much
money into Hwang’s project without sufficient
information. “[The government] should create a
system that enables more transparent research
funding. Scientists should be able to compete for
grants fairly instead of relying on lobbying or
personal ties,” he says.

–D. YVETTE WOHN AND DENNIS NORMILE

D. Yvette Wohn is a reporter in Seoul.C
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Woo Suk Hwang

Former SNU professor
Charges: Fraud, embezzlement,
bioethics law violation

Sung Keun Kang

SNU professor
Charges: Fraud in procuring
government grants and 
misappropriating funds

Sun Jong Kim

Former MizMedi Hospital
researcher
Charges: Destroying evidence,
obstructing research work

Byeong Chun Lee 

SNU professor
Charges: Fraud in procuring
government grants and 
misappropriating funds

Hyun Soo Yoon

Hanyang University professor
Charges: Falsifying receipts
and embezzling research funds

Sang Sik Chang

Director, Hanna Women’s
Clinic (photo not available)
Charges: Bioethics law
violation
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Calling himself an “honest broker,” former
University of Texas president and chemist
Larry Faulkner has been named to chair a new
presidentially appointed panel that will tackle
the long-running debate over reforming U.S.
mathematics education.

The 17-member National Mathematics
Advisory Panel is part of a proposed $250 mil-
lion mathematics initiative by the Bush Admin-
istration.* The Math Now initiative, aimed at
giving elementary school students a strong
foundation in math and boosting the abilities of
middle school students who have fallen behind
(Science, 10 February, p. 762), puts special
emphasis on algebra as the key to educational
success. “The president wants the best advice
on promoting student readiness for algebra and
higher-level courses,” says Faulkner, who now
heads the $1.6 billion Houston Endowment, a
private philanthropy. “Algebra is a tremen-
dously important gateway course, but our suc-
cess rates are not very good.”

Faulkner jokes that he was chosen “as
someone with credentials in education and
with the ability to massage egos.” The panel,
which will begin meeting next week, includes

several prominent players in the ongoing
debate about what teachers and students need
to know and whether those needs are met by
the recent curricular reforms.

The two professional mathematicians on the
panel—Harvard University’s Wilfried Schmid

and Hung-His Wu of the University of Califor-
nia, Berkeley—have been vocal critics of those
reforms and have argued for more rigorous
instruction on basic skills. Panelist Francis
“Skip” Fennell is president of the National Coun-
cil of Teachers of Mathematics, the nation’s lead-
ing math education organization, which has
championed many of those reforms, as has math
educator Deborah Loewenberg Ball of the Uni-
versity of Michigan, Ann Arbor. But Ball and
Schmid are also members of a group that has
pushed to find common ground between the
reformers and their critics (see p. 988). The
panel’s vice chair is Camilla Benbow, an educa-
tional psychologist at Vanderbilt University in
Nashville, Tennessee, who co-directs a longitudi-
nal study of gifted math students.

Education Secretary Margaret Spellings
says she hopes the panel’s initial recommenda-
tions, due to her in January 2007, will help
U.S. teachers “know what’s most effective in
the classroom.” The commission also has the
authority to order research on related topics
before submitting its final report in February
2008. Although Faulkner doesn’t rule out that
possibility, he says “I think quite a lot of work
has already been done.”

–JEFFREY MERVIS

Well-Balanced Panel to Tackle Algebra Reform
U.S. MATHEMATICS EDUCATION

PTO Wants to Tap Experts to Help Patent Examiners
Think someone’s trying to patent an old idea?
The U.S. Patent and Trademark Office (PTO)
may want you to chime in.

The patent office is weighing an online pilot
project to solicit public input on patent applica-
tions. Speaking last week at an open forum, offi-
cials said that tapping into the expertise of out-
side scientists, lawyers, and laypeople would
improve the quality of patents—and might also
reduce a backlog that this month topped 1 mil-
lion applications. “Instead of one examiner,
what if you have thousands of examiners read-

ing an application?” says Beth Simone Noveck
of New York University Law School, who is an
independent advocate of the idea.

The peer initiative focuses on so-called
prior art, the scientific papers and previous
patents that could render claims invalid.
Although applicants often flood PTO with
supporting material, PTO’s 4500 examiners
are prohibited from consulting with outsiders
about its relevance. (The law does allow out-
siders to pay $180 to submit up to 10 pieces of
prior art, but comments are barred to avoid the

appearance of meddling.) IBM is
a firm supporter of the pilot sys-
tem, and PTO officials hint that
software and microchip patents
will be one area of focus. Former
examiner Leon Radomsky says
outside experts would “definitely
help” those areas given the dearth
of outside prior-art resources,
although supporters feel that the
pilot could also benefit biotech-
nology and the chemical sector.

Although the pilot is tentatively
set to begin in December, details
remain sketchy. The idea is for vol-

unteers to be alerted about new patent applica-
tions—applications become public after
18 months—and invited to submit prior art.
The community would then rank each other’s
suggestions, a la Amazon.com and the geek-
news site Slashdot. Theoretically, says PTO
official Jay Lucas, the process would generate a
list of, say, 10 pieces of prior art that the exam-
iner would do well to consult. Outsiders might
also help examiners with another element of
their job, namely, ruling on the tricky question
of whether a proposed invention is obvious.

Some observers worry that the system will
simply add to an already heavy workload for
examiners. Others speculate that a competitor,
assuming that an applicant would be awarded a
patent, might try to game the system by not intro-
ducing some prior art until it could be used for
maximum leverage as part of a later challenge to
the patent. And some think PTO’s problems lie
elsewhere. Former patent examiner Charles
Wieland III, an attorney with Buchanan Ingersoll
PC, says PTO should “just let examiners develop
their expertise.” Inexperience is the “real prob-
lem” at PTO, he adds.

A decision on launching the project is
expected this summer. –ELI KINTISCH

U.S. PATENT POLICY
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Math mediator. Larry Faulkner hopes to reconcile

the various views of panelists.
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SAN JUAN, PUERTO RICO—The strangest

ancient humans may be Indonesia’s “hob-

bits,” the 1-meter-tall people who made stone

tools and hunted dwarf elephants 18,000

years ago. When announced 2 years ago, the

fossils from the island of Flores seemed

almost too bizarre for fiction. Now, close-up

looks at some of the bones have given the

hobbits’ saga even more odd twists.

At a recent meeting here,* two anatomists

presented analyses suggesting that the origi-

nal hobbit skeleton may not be female, as first

described, and that its shoulders differ from

those of modern people and hark back to an

ancient human ancestor, Homo erectus. That

detail and others bolster the notion that an

H. erectus population on the island evolved

into the dwarf form of H. floresiensis, anatomist

Susan Larson of Stony Brook University in

New York said in her talk at the meeting.

Other researchers’ opinions about almost

every aspect of the hobbits, however, continue

to run the gamut. Many are impressed with Lar-

son’s analysis. “I support Larson’s observations …

[and see] evidence of a faint phylogenetic sig-

nal” connecting the finds with H. erectus, says

paleoanthropologist Russell Ciochon of the

University of Iowa in Iowa City, who calls the

skeleton from Flores

“a very important link

to our past.” But a few

researchers still f ind

the whole tale too tall

to swallow. In a Tech-

nical Comment pub-

lished online this week

by Science, paleo-

anthropologist Robert

D. Martin of the Field

Museum in Chicago,

Illinois, and colleag-

ues argue that the sin-

gle skull is that of a

modern human suffer-

ing from microcephaly

(see sidebar). And

even some researchers

who are reasonably

convinced that the fos-

sils do not represent

diseased modern peo-

ple caution that the

sample size for the shoulder bones is one.

“It’s always nicer to have more than one indi-

vidual” to hang a hypothesis on, says Eric

Delson of Lehman College, City University

of New York.

At the meeting, a packed room listened

intently as Larson described her work on the

upper arm bone, or humerus, of the original

skeleton, labeled LB1 as the first human from

Liang Bua cave. The LB1 humerus is pecu-

liar—or, rather, it lacks a peculi-

arity shared by living people.

In modern humans, the top or

head of the humerus is twisted

with respect to the elbow joint

by about 145 to 165 degrees. As

a result, when you stand straight,

the insides of your elbows face

slightly forward, allowing you to

bend your elbows and work with

your hands in front of your body.

But in H. floresiensis ,  the

humerus appeared only slightly

twisted. Last fall, Michael Mor-

wood of the University of New

England in Armidale, Australia,

co-discoverer of the Flores

bones, asked Larson, known for

her work on the upper arm, how

this could work in a toolmaking

How the Hobbit Shrugged: Tiny
Hominid’s Story Takes New Turn

PALEOANTHROPOLOGY

But Is It Pathological?

Even as some researchers draw inferences about the ancestry of Homo flo-

resiensis (see main text), others remain convinced that the bizarre bones
from the Indonesian island of Flores are nothing more than diseased
modern humans. In a Technical Comment published online by Science

this week (www.sciencemag.org/cgi/content/full/312/5776/999b), paleo-
anthropologist Robert D. Martin of the Field Museum of Natural History in
Chicago, Illinois, and colleagues make that case.

Martin gathered scaling data on the brains and bodies of other mammals,
including data on the proportions of elephants as they evolved into dwarf
forms on islands. Using several
possible scaling models, he argues
that shrinking a H. erectus brain to
roughly the size of the Liang Bua
skull would yield a body size no
greater than 11 kilograms—the
size of a small monkey.

If the Liang Bua bones aren’t a
new species of human, what are
they? Martin argues that the sin-
gle tiny skull may be a modern human with microcephaly, or a patholog-
ically small head. A previous Science paper by Dean Falk of Florida State
University in Tallahassee and her colleagues argued that the Liang Bua
skull did not show the extreme pathology seen in a microcephalic brain.
But Martin counters that some microcephalic brains exhibit much less

pathology,  including one from a
32-year-old woman reported to
have had the body size of a
12-year-old child. “I’m not say-
ing I’m 100% certain it’s micro-
cephaly,” says Martin. “I’m say-

ing that that brain size is simply too small” to be normal.
Jean-Jacques Hublin of the Max Planck Institute for Evolutionary

Anthropology in Leipzig, Germany, who has seen the original specimens,
finds the scaling arguments “quite convincing.” But Martin’s arguments
are provoking a sharp response. Falk calls Martin’s claims “unsubstanti-

ated assertions” and adds that her team is surveying micro-
cephalics to learn more. And bones from several small indi-
viduals have now been recovered from Flores, notes William
Jungers of Stony Brook University in New York. He says that
Martin’s explanation implies that the island was home to “a
village of microcephalic idiots.” He adds that “there are pre-
cious few ‘scaling laws’ out there” and that examples of
unusual scaling are not unexpected.

Paleoanthropologist Ralph Holloway of Columbia Univer-
sity, who is also studying microcephalic brains, says that so far

he sees some differences between the Liang Bua skull and what’s called pri-
mary microcephaly. But he warns that it will take a substantial survey to be
sure. “I am coming around to believing that it isn’t primary microcephaly,”
he says. But “I certainly would not rule out pathology just yet.”

–E.C.

Mini-me. Details of the Homo flore-

siensis skeleton suggest that it may be
descended from H. erectus.

“I’m not saying I’m 100%

certain it’s microcephaly …

[but the] brain size is

simply too small” to be

normal.

—R. D. Martin, Field Museum

�

* Paleoanthropology Society, 24–26 April.
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hominid. “I told him I didn’t know,” says 
Larson. “It wouldn’t work.”

So at the invitation of Morwood and Tony
Djubiantono of the Indonesian Centre for
Archaeology in Jakarta, Larson flew to Jakarta
last fall to study the bones with her Stony
Brook colleague William Jungers, who was to
work on the lower limbs. The pair are among
the handful of researchers who have studied
the original specimens.

Larson found that the LB1 humeral head
was in fact rotated only about 110 degrees.
( N o  r o t a t i o n  wo u l d  b e  ex p r e s s e d  a s
9 0  degrees.) Curious, she examined LB1’s
broken collarbone plus a shoulder blade from
another individual.

Larson concluded that the upper arm and
shoulder were oriented slightly differently in
H. floresiensis than in living people. The shoul-
der blade was shrugged slightly forward,
changing its articulation with the humerus and
allowing the small humans to bend their elbows
and work with their hands as we do. This
slightly hunched posture would not have ham-
pered the little people, except when it came to

making long overhand throws: They would
have been bad baseball pitchers, says Larson.

When Larson looked at other human fos-
sils for comparison, she found another sur-
prise: The only H. erectus skeleton known,
the 1.55-million-year-old “Nariokotome
boy” from Kenya, also has a relatively
untwisted humerus, a feature not previously
noted. Larson concluded that the evolution of
the modern shoulder was a two-stage process
and that H. erectus and H. floresiensis pre-
served the first step.

H. erectus expert G. Philip Rightmire of
Binghamton University in New York, who
works on fossils from Dmanisi, Georgia, sup-
ports this view. Larson’s and Jungers’s analy-
ses “make it clearer and clearer that Homo

floresiensis is not some sort of dwarf modern
human. This is a different species from
us,” he says.

In a separate talk, Jungers reported more
unexpected findings. He was able to recon-
struct the pelvis, which had been broken when
the bones were moved to a competing lab in
Indonesia (Science, 25 March 2005, p. 1848).

Although previous publications had described
the pelvis as similar to those of the much more
primitive australopithecines, Jungers found
that the orientation of the pelvic blades is
modern. The observation adds weight to the
notion that hobbits had H. erectus, rather
than australopithecine, ancestry.

The skeleton was first described as female,
although the competing Indonesian-Australian
team described it as male in press accounts.
Now Jungers says he is “agnostic” about its
sex. He notes that limb bones from other indi-
viduals from Liang Bua are even smaller—
“they make LB1 look like the Hulk,” he
says—raising the possibility that males and
females differed in size, with LB1 in the role
of big male.

More surprises are still to come. Jungers
said in his talk that LB1 includes an essentially
complete foot, something not identified previ-
ously, and hinted that the foot is extremely
large. Indonesia’s hobbits, like J. R. R.
Tolkien’s fictional creatures, may have trekked
about on big hairy feet.

–ELIZABETH CULOTTA

CAMBRIDGE, U.K.—In vitro fertilization
patients will be able to use genetic testing to
avoid having children with mutations in
genes such as BRCA1 and BRCA2 that raise
cancer risks, the U.K. Human Fertilisation
and Embryology Authority (HFEA) ruled

last week. The decision, which follows a
public consultation, breaks new ground
because it permits screening for genes that
are worrisome but not necessarily lethal or
likely to produce trauma in childhood. The
medical community is generally supportive,
but critics are concerned that the decision
could lead to screening for less risky traits in
the future.

Ten clinics in the United Kingdom are
currently licensed to carry out preimplanta-

tion genetic diagnosis (PGD), in which one
or two cells are removed from the embryo at
the eight-cell stage and tested for lethal
genetic conditions such as cystic fibrosis or
Huntington’s disease. HFEA chair Suzi
Leather said on 10 May in a prepared state-

ment that the authority’s decision is “not
about opening the door to wholesale genetic
testing.” Rather, genetic tests would be avail-
able to the minority of people with a clear
history of cancer in the family. HFEA will
consider applications for testing on a case-
by-case basis, she says, considering factors
such as family medical history and whether
the condition is treatable. 

Like many others in the medical commu-
nity, Simon Fishel, managing director of

CARE Nottingham, a U.K. clinic licensed to
perform PGD, described the decision as
“ethically sound.” He predicts that only a
very small proportion of clients will elect to
use the tests. Cost will also limit take-up:
Depending on how much the government
contributes, patients could be left with a bill
of $10,000. 

But for some, the U.K. decision raises trou-
bling questions. “I’m not entirely comfortable
because of the concerns about the whole spec-
trum, from very severe diseases to what are
essentially traits,” says Francis Collins, direc-
tor of the U.S. National Human Genome
Research Institute in Bethesda, Maryland.
“There is no bright line along that spectrum.”
What is most worrying, he says, is that embryo
screening is not regulated in the United States,
and no one is sure how widespread testing is.

Some U.K. lobby groups and disability
campaigners oppose the policy outright, how-
ever, saying it smacks of eugenics. “We are
concerned that people are eliminating
embryos, whether they have cancer or not,”
says Josephine Quintavalle of the U.K. lobby
group Comment on Reproductive Ethics.
Quintavalle argues that research efforts
should be concentrated on cancer cures, not
destroying affected embryos. “We are con-
cerned that people will view PGD as a cure for
cancer,” she says.

–LAURA BLACKBURN

With reporting by Jocelyn Kaiser in Washington, D.C. 

U.K. Embryos May Be Screened for Cancer Risk
GENETIC TESTING

New frontier. Fertility clinics will be allowed to sample embryos before implantation for mutations in genes

such as BRCA1 and BRCA2 and reject them.
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Exile for Export Rule Change 
Under pressure from researchers, the U.S.
Commerce Department has retreated from
new export-control rules that would have
made it harder for nationals from some coun-
tries to do research in the United States. One
year ago, the government proposed new rules
on safeguarding sensitive technologies, one
of which would have required schools to
obtain export licenses before employing for-
eigners including Indians, Chinese, and Rus-
sians in certain projects. Universities argued
that the rules were so onerous that they’d hin-
der research (Science, 13 May 2005, p. 938).

Commerce now wants “to step back … and
consider more broadly how best to balance
national security with openness in research,”
says Under Secretary of Commerce for Industry
and Security David McCormick. Commerce is
forming a committee to review the issue and
report back within a year. Academics hope any
new policies will address their concerns. 

–YUDHIJIT BHATTACHARJEE

Regrets Only
A going-away party for the director of the
National Cancer Institute (NCI) has been post-
poned after questions of propriety arose.
Andrew von Eschenbach, who is also acting
chief of the Food and Drug Administration
(FDA) and has been nominated to head the
agency, was to be the subject of a 17 May
reception and roast until The Cancer Letter

questioned the invitation’s statement that “gift
contributions [are] also welcome.” Federal
ethics rules bar gift solicitations for a superior;
the National Institutes of Health makes an
exception if the official has resigned, but von
Eschenbach hasn’t yet and also regulates NCI
clinical trials at FDA. NCI says the event has
been postponed, and “there will not be a gift.” 

–JOCELYN KAISER

Canada on Kyoto: What a Gas
Two weeks after Canada’s new Conservative
government terminated a package of pro-
grams designed to reduce greenhouse gas
emissions, Canadian Environment Minister
Rona Ambrose calls Canada’s Kyoto Protocol
commitments “unachievable.”

In a formal submission to the United
Nations last week, the government explained
that energy-exporting countries such as
Canada “provide other countries with opportu-
nities to switch to cleaner sources of fuel.”
Ambrose plans to unveil new emissions con-
trols this fall, but activists say Ottawa is abdi-
cating its responsibility. 

–PAUL WEBSTER

SCIENCESCOPE

A new genomic analysis has

added a provocative twist to the

history of humans. After com-

paring the genomes of five pri-

mate species, researchers have

concluded that the ancestors of

chimps and humans went their

separate ways about 6 million

years ago—at least a million

years later than fossils suggest.

But that’s not even the most

controversial claim: Early

hominids interbred with their

chimp cousins, says David

Reich, a geneticist at Harvard

Medical School in Boston. This

hybridization helped make the

human genome a mosaic of

DNA with varying degrees

of  similarity to the chimp

genome, he and his colleagues

report in a paper published

online on 17 May by Nature.

Researchers are impressed

by the huge amount of data

Reich, Nick Patterson of the

Broad Institute in Cambridge,

Massachusetts, and their col-

leagues incorporated into their study. “The

paper showed that the comparative genomic

approach is very powerful,” says geneticist

Hideki Innan of the University of Texas Health

Science Center in Houston. But some, particu-

larly paleontologists whose fossils suddenly

might become too old to be hominids, are

more critical. Martin Pickford of the Collège

de France in Paris predicts that the work will

be “of passing significance.”

For decades, anthropologists have argued

about the timing of the chimp-human split, with

estimates ranging from 10 million to 5 million

years ago. The oldest fossil put forth as a human

ancestor is a spectacular skull unearthed in

Chad in 2002 nicknamed Toumaï. It dates back

7 million years, says co-discoverer Michel

Brunet of the University of Poitiers, France.

Two other hominid species were alive in Kenya

and Ethiopia 5.8 million to 6 million years ago,

according to other fossils.

This fossil record doesn’t neatly fit with

the new f indings by Reich’s team. They

matched up DNA sequences from the human,

chimp, orangutan, macaque, and gorilla

genomes and documented the differences.

Having DNA from the orangutan, and from an

even less related species, the macaque,

allowed the group to confirm that mutations

accumulated at about the same

rate in different lineages of

apes and humans. This meant

that the number of differences

in each lineage could be com-

pared directly and were reli-

able for calculating how long

the branches between apes and

humans on the tree should be. 

The sequence comparisons

provided relative “genetic” ages

of the five species, and based

on the ages of fossils of the

ancestors of orangutans and

macaques, the investigators

concluded that the human line-

age split from chimps no more

than 6.3 million years ago and

perhaps even more recently

than 5.4 million years ago. That

timing roughly agrees with

another genetic analysis, reported in December

2005, by Blair Hedges, an evolutionary biolo-

gist at Pennsylvania State University in State

College. “Together, they make a strong argu-

ment against the claims of older divergence

times by paleontologists and other molecular

evolutionists,” says Hedges. 

Brunet counters that it’s too early to rewrite

human history based on the DNA data. “Their

explanation is just a hypothesis, while Toumaï is a

true fossil,” he says. Also, the difference between

the dates from the molecular analyses and the age

of the Chad fossil may not be significant. “There

are broad confidence limits on genetic data,” says

Montgomery Slatkin, a population geneticist at

the University of California, Berkeley. 

But no matter when hominid speciation

occurred, the genetic analysis revealed that the

transition wasn’t very smooth. By comparing

discrete sections of the primate genomes,

Reich’s team was able to calculate at least a

4-million-year difference in the ages of the old-

est and youngest parts of the human genome.

The X chromosome’s age was most surprising.

Chimp and human X chromosomes are much

more similar than are the rest of their chromo-

somes, says Reich. Based on this congruency,

he and his colleagues calculate that the X chro-

mosomes became species-specific 1.2 million

Genomes Throw Kinks in Timing 
Of Chimp-Human Split

Human roots. New DNA studies
challenge the hominid status of the
7-million-year-old Toumaï fossil
(bottom) by suggesting that
humans (top) and chimps (middle)
diverged much more recently.

HUMAN EVOLUTION
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years after the rest of the genomes. 

To explain this oddity, Reich proposes that

after evolving their separate ways for an

unknown length of time, the earliest hominids

and chimps hybridized. To be fertile, the

hybrids had to have compatible X chromo-

somes, and thus there was intense selection to

weed out any differences on that chromosome.

Only after hybridization ceased did the X chro-

mosome evolve into two different ones again. 

Innan’s analysis of just human and chimp

DNA, published earlier this month in Molecu-

lar Biology and Evolution, supports the idea of

hybridization between chimp and human

ancestors. Still, Reich theory’s is getting a

tough reception. “I don’t buy these hybrids,”

says Harvard anthropologist David Pilbeam,

arguing that the ancestors of hominid and

chimp were too different, morphologically and

developmentally, to produce fertile offspring. 

As more primate genomes are sequenced,

the history of the X chromosome should

become clearer, says Reich. Whether chimp

ancestors interbred with human ancestors or

not, notes Svante Pääbo of the Max Planck

Institute for Evolutionary Anthropology in

Leipzig, Germany, comparative genomics

“tells us … things that paleontology can’t.”

–ELIZABETH PENNISI 

With reporting by Ann Gibbons.    

ATLANTA, GEORGIA—Government officials

and scientists convened last week to address

troubling questions about two deadly types of

bacterial infections that may be growing

more common. One pathogen, Clostridium

sordellii, has drawn intense political and sci-

entific interest after being linked to deaths in

young women following medical abortions,

most with the abortion pill RU-486. The

other, its cousin Clostridium difficile, is a

growing scourge in hospitals.

The meeting, held at the Centers for Dis-

ease Control and Prevention (CDC) here, was

called three months ago largely because of the

abortion-associated deaths, which then stood

at five and are now thought to number seven.

But it turned into a much broader, handwring-

ing discussion over how much remains to be

learned about both types of Clostridium. 

C. difficile, which ravages the colon, has

killed hundreds of hospital patients since 2000

and is increasingly showing up in healthy people

and in animals. That’s led to some concern about

transmission through the food chain. Indeed,

seven C. difficile patients appear to harbor ani-

mal strains of the bacterium, Clifford McDonald,

a medical epidemiologist at CDC, announced.

“We are a little disturbed” by that, he says. 

Rates of C. difficile infections have soared

recently, doubling in U.S. hospitals between

2000 and 2003 and jumping another 25% in

2004. In the United Kingdom, the disease rate

leapt from 1 in 100,000 people to 22 in

100,000 over 10 years. The mortality rate also

appears to be increasing, from about 1% to

almost 7% in some cases, such as an epidemic

in Quebec hospitals in Canada 2 years ago. 

Typically, C. difficile sickens hospital

patients who have taken antibiotics, although

how the drugs predispose patients to the germ is

“pretty much a black box,” says Ciarán Kelly, a

gastroenterologist at Harvard’s Beth Israel Dea-

coness Medical Center in Boston.

The bacterium is showing up more

and more outside hospitals and

among people with no recent

antibiotic exposure. Analyzing the

responsible strains, says McDonald,

could sort out whether C. difficile

has become food-borne. It could

also determine whether the bac-

terium has mutated. In December,

scientists described in the New

England Journal of Medicine a

novel strain of C. difficile that may

churn out more toxin.

A better grasp of the bac-

terium’s basic biology could offer

clues to preventing and treating

infections, but working with the

microbe is a challenge. C. difficile,

like C. sordellii, is diff icult to manipulate

genetically. And some work suggests that the

bacterium behaves differently in humans than

in animals, implying that animal models may

be misleading, says Kelly.

C. sordellii is even less well understood.

It’s not clear what predisposes people to an

infection, and unlike C. difficile, which may

respond to antibiotics, C. sordellii infections

are rarely treatable. When the U.S. Food and

Drug Administration (FDA) approved RU-486

in 2000, it urged that possible adverse events

be reported to the agency, and it was those

reports, of a handful of women succumbing

within hours or days to a terrifying infection,

that first alerted health officials. The overall

risk of death from these infections has been

estimated at about 1 in 100,000.  

Some have speculated that vaginal rather than

oral administration of misoprostol—a drug that

acts with RU-486 to induce an abortion—was a

factor in the deaths. But the meeting underscored

that “this is a far more complex medical and epi-

demiologic situation than originally appeared to

be the case,” says Sandra Kweder, deputy director

of FDA’s Office of New Drugs.  

CDC’s Marc Fischer detailed 10 fatal cases

of C. sordellii genital tract infection from 1977

to 2001, which the agency found by combing

through old records. Eight cases occurred after

women gave birth; one followed a miscarriage;

and the last was not associated with pregnancy.

McDonald presented four additional cases

CDC is investigating, three of which are

thought to have followed nonsurgical abortions

and a fourth following a miscarriage. To make

matters more confusing, two of those new

cases involve not C. sordellii but a third mem-

ber of the clostridium family, C. perfringens.

“If you look at the presentation of these ill-

nesses, they always come after delivery, after

miscarriage, after the passage of abortion,”

says David Soper, an obstetrician-gynecologist

at the Medical University of South Carolina in

Charleston. “Does pregnancy hold the key?” 

Esther Sternberg of the National Institute

of Mental Health in Bethesda, Maryland, has

found that C. sordellii toxins disrupt hormone

receptors for glucocorticoids, which may pre-

dispose women to an excessive inflammatory

response in the presence of the bacteria. Fis-

cher noted that CDC is limited in its ability to

track down old C. sordellii cases. It is asking

physicians to report suspicious deaths follow-

ing pregnancy or miscarriage.

Companies are now developing vaccines,

as well as drugs that bind to C. difficile’s tox-

ins. A National Institutes of Health (NIH) offi-

cial at the meeting urged attendees to submit

Clostridium research proposals. Meanwhile,

CDC, FDA, and NIH plan to identify research

priorities in the field. So far, FDA has given no

indication that it will change how RU-486 is

marketed. –JENNIFER COUZIN

RU-486–Linked Deaths Open Debate About Risky Bacteria
INFECTIOUS DISEASE

Gutted. Clostridium difficile bacteria (green-white), attached here
to human intestinal tissue, are making more and more people sick.
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It’s Unanimous: Patents Not
Omnipotent
Patent holders don’t have an automatic right
to shut down their competitors to protect their
intellectual property rights, the Supreme Court
decided this week. The 15 May ruling involves
a case brought by a small Virginia company,
MercExchange, against eBay, the online trad-
ing giant. The high court focused on the
proper use of injunctions, the orders that
judges file to halt companies from operating
after they’re found guilty of infringement. 

In 2003, after eBay was found guilty 
of infringement, a district court denied 
MercExchange’s request to halt the operation
of aspects of its rival’s Web site, citing fair-
ness. But last year an appellate court declared
that judges should deny injunctions only in
“exceptional circumstances.” In sending the
case back to the lower court, however, the
high court slammed the appeals court for 
having “erred in its categorical grant” of
injunctions for patentees. Yet the nine justices
also recognized that “university researchers or
self-made inventors” can stop infringers’
operations even if as innovators they don’t
market their technology.

“If this were golf, this [ruling] was right
down the fairway,” says Kevin Noonan, a patent
attorney with McDonnell Boehnen Hulbert &
Berghoff LLP in Chicago, Illinois. Information
technology companies and the biotech and
pharma communities line up on opposite sides
of the issue, with the former complaining about
so-called “patent trolls” who target their prod-
ucts and the latter worried about losing their
research investments. Legislation to reform the
patent system is stalled in Congress. 

–ELI KINTISCH

Government Crackdown, Please
Concerned about the chaotic way scientific mis-
conduct allegations in China are being publi-
cized, Chinese scientists are asking the govern-
ment to step in. More than 120 Chinese
researchers, most U.S.-based, have signed a let-
ter calling on research agencies to create an
official process for addressing such charges. The 
letter was drafted by Xin-Yuan Fu, a microbiolo-
gist at Indiana University School of Medicine in
Indianapolis, who says the “rule of law” should
also apply to Chinese science. The appeal was
triggered by a heated Internet debate on the
credibility of two biomedicine papers by Wei
Yuquan, vice president of Sichuan University in
Chengdu. Wei, 46, who specializes in tumor
biotherapy, has denied wrongdoing and called
for an investigative hearing. 

–HAO XIN

SCIENCESCOPE

In a major embarrassment for China’s national
electronics R&D program, an inventor’s claim
to have created a series of homegrown com-
puter chips has been declared a fraud. After a
months-long investigation, Shanghai Jiao Tong
University (SJTU) announced on 12 May that it
found “serious falsification and deception in
the research and development of the Hanxin
series of chips led by [SJTU dean] Chen Jin.”
The university announced that Chen had been
dismissed. Chen did not respond to telephone
or e-mail messages.

Chen won national acclaim in February
2003 when he unveiled what he described as the
f irst digital signal processor (DSP) chip
designed and manufactured in China, called
Hanxin-1 or “Chinese chip.” He quickly fol-
lowed with two improved designs and promised
a fourth and fifth generation with both a DSP
and a central processing unit. The 37-year-old
inventor built his career on aiming, as he told a
reporter, “to put the label ‘Made in China’ on
high-end computer chips.” 

With a 1998 Ph.D. in computer engineering
from the University of Texas, Austin, Chen spent
a short stint as a test engineer at Motorola Semi-
conductor Product Sector in Texas, now called
Freescale Semiconductor, and returned to China
in 2000. At SJTU, Chen embarked on a road to
take back China’s DSP market shares. In less
than 2 years, he managed to set up an integrated-
circuit design lab and had a product ready.

Government and academic leaders em-
braced the inventions. Chen was appointed
dean of SJTU’s newly established School of
Microelectronics; he founded the company
SJTU HISYS Technology Ltd. and became its
CEO. More than $7 million in public R&D
funds poured in. The Shanghai government
named Chen CEO of Shanghai Silicon Intel-
lectual Property Exchange, a platform estab-
lished in 2003 with $3.75 million in municipal
funds for trading semiconductor rights. 

But on 17 January, an anonymous posting
on a Chinese Web site presented evidence
alleging that the project was a fraud. The tipster
claimed that Chen had purchased 10 Motorola
DSP chips in August 2002 and had the original
logo sanded off and replaced with HISYS and
SJTU labels. According to the allegations,
Chen promoted the chips as his Hanxin-1
design and later passed off other derivative
products as his own inventions.

HISYS Technology issued a statement on
21 January calling the allegations “pure fabri-
cation.” However, 5 days later, SJTU issued a
statement expressing concern over the alleged

fraud and announcing that the university had
asked national ministries and the Shanghai
government to help investigate.

The investigation was organized by China’s
Ministry of Science and Technology (MOST)—
a major investor in the project—the Ministry of
Education, and the Shanghai government. An
expert team interviewed Chen, the still-anonymous
Internet tipster or tipsters, and others. It

inspected and compared technical documents on
site and checked the design and process specifi-
cations of Hanxin chips 1 through 4.

Last week, SJTU released the team’s find-
ings: The device Chen had displayed as
Hanxin-1 at a press conference in 2003 was
not the one that had been submitted for eval-
uation; instead, Chen substituted another chip
that his lab did not design. SJTU’s report also
said that Chen did not own the “core technol-
ogy” of other chips that he claimed. Chen, the
report said, “used false results to cheat evalu-
ation experts, Shanghai Jiao Tong University,
his research team, local government, min-
istries of the central government, as well as
the media and the public,” but the report does
not say how the evaluation experts were
cheated. MOST terminated Chen’s ministry-
funded projects and asked him to return the
research funds. 

Chen appears to be moving on to other ven-
tures. At a low-key news conference last month,
he announced that HISYS Technology—now
severed from the university—is forming an
alliance with Skyworks Shanghai to develop
products for the mobile phone market. 

–HAO XIN

Invention of China’s Homegrown 
DSP Chip Dismissed as a Hoax 

SCIENTIFIC MISCONDUCT

Before the fall. Microelectronics wizard Chen Jin
with his chip at a press conference in February 2003.

Published by AAAS



19 MAY 2006 VOL 312 SCIENCE www.sciencemag.org988

NEWSFOCUS

LIKE A SHERIFF SUMMONED TO RESTORE 

order to a lawless town in the Wild West,

Richard Schaar knew that taking on the Math

Wars would be a rough assignment. An applied

mathematician and former president of the

calculator division at Texas Instruments (TI),

Schaar was part of an industry-led panel trying

to improve U.S. science and math education a

few years back when he realized that a huge

schism in the community would likely block any

effort to reform elementary and secondary

school mathematics. 

“I hate labels, but in general the professional

mathematicians were on one side, and the math

educators were on the other,” says Schaar,

describing a debate, triggered by a huge back-

lash to a 1990s reform movement, that has

persisted despite mounting concern about

how poorly U.S. students fare in international

comparisons. “The argument over direct

instruction versus discovery learning, as the

two sides are commonly described, was pulling

the field apart. The mutual respect had gone

away. And in that climate, any attempt to

improve math standards at the state level would

have been doomed to failure.”

The solution seemed obvious to him:

Bring together a handful of top guns from

each side and hope for harmony rather than

bloodshed. And that’s exactly what Schaar

has done, in the Common Ground initiative

(www.maa.org/common-ground). The six-

member group has made modest but impressive

progress over the past 18 months in finding

agreement on issues that for the last decade have

led mathematicians and math educators, in the

words of one mathematics society executive, “to

sit on the sidelines and lob bombs at each other.”

(To be fair, both sides claim to be appalled by

the analogy to warfare. But they use combat

imagery repeatedly in conversations as a short-

hand to describe their experiences.) 

The Common Ground initiative is one of

several hopeful signs that the two sides may be

ready to call a truce and work together to

improve U.S. mathematics education. Last

month, the country’s largest group of math-

ematics educators, the National Council of

Teachers of Mathematics (NCTM), endorsed a

short list of math skills, by grade, that every

elementary and middle school student needs to

master. These skills, called Curriculum Focal

Points, are an attempt to correct what math

educators decry as “mile-wide, inch-deep”

curricula in most U.S. schools that leave many

students unprepared for high school and, ulti-

mately, precludes them from pursuing careers in

science and engineering. This week, the Depart-

ment of Education named mathematicians, edu-

cators, and community leaders to a presidential

panel that will review the state of mathematics

education (see p. 982). Observers are hopeful

that the easing of tensions will improve the qual-

ity of the panel’s recommendations on bread-

and-butter issues such as student instruction,

teacher training, and the additional research

needed to enhance each area, not to mention

make those recommendations easier to sell.

“I think Common Ground is a historic and

groundbreaking exercise,” says Frances “Skip”

Fennell, a mathematics education professor at

McDaniel College in Westminster, Maryland,

and NCTM president. “I worked in the education

directorate at NSF [National Science Foundation]

in the late 1990s, and I was blown away by the

anger in the community. This is exactly what we

need to get things moving forward.”

All for algorithms

Professional mathematicians blame themselves

for some of those angry words. They were heav-

ily involved in a major reform of the U.S. math-

ematics curriculum in the 1960s, after Sputnik,

that was widely criticized as too difficult for the

average student. In response, mathematicians

largely withdrew from the fray and were silent

when math educators promulgated the next

round of reforms in response to a 1983 report

that said low student achievement in reading and

math was putting the country at risk. “There’s

been a divide between education and subject

matter fields for a long time, but it’s had its worst

consequences in math,” notes Roger Howe, a

Yale University mathematician who has thought

hard about the mathematical foundations of ele-

mentary principles such as place value. And

when the mathematicians belatedly discovered

aspects of the new courses that they didn’t like,

they unleashed their wrath upon federal officials

and math educators, castigating them at every

opportunity for demanding too little of students

and watering down their discipline.

Given the rancorous tone of the debate,

Schaar knew that he needed to sign up leading

figures from both sides. He spent a year pick-

ing his team: two mathematics professors who

have been sharp, public critics of the reform

curricula (R. James Milgram of Stanford Uni-

versity in Palo Alto, California, and Harvard

University’s Wilfried Schmid) and three math

educators in the forefront of those reforms

Finding Common
Ground in the 
U.S. Math Wars
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For years, mathematicians and math 

educators have blamed one another for the

inadequacies of U.S. mathematics education.

But both sides may finally be headed toward

agreement on how to fix the system 
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(Deborah Loewenberg Ball of the University of

Michigan, Ann Arbor; Joan Ferrini-Mundi of

Michigan State University in East Lansing; and

Jeremy Kilpatrick of the University of Georgia,

Athens). In December 2004, the same month

he retired from TI, Schaar convened the first

meeting of the Common Ground initiative, with

himself as facilitator.

Six months and six meetings later, the group

issued a three-page document describing a

handful of principles that should guide math

education from kindergarten through high

school. The principles include the automatic

recall of basic facts, the importance of abstract

reasoning, the need to acquire a mastery of key

algorithms, and the judicious use of calculators

and real-world problems. Two months ago, an

expanded group met for a weekend to tackle the

topics in greater detail, and last week, initial

working papers from that meeting were posted.

The core group met again last weekend to plot

its next steps, as well as to clarify its earlier

statement about setting high expectations for

students—one that’s been misinterpreted as an

argument for making calculus a required course

in high school.

The document doesn’t say when or how any of

the concepts should be taught. Common Ground

is not a curriculum, Schaar points out. The most its

participants can hope to achieve is to influence the

process by which states develop standards, adopt

textbooks, and develop the assessment tools to

measure what students should be

learning. Even so, their carefully

worded statements on selected topics

reflect hard-fought compromises on

core issues that have roiled the com-

munity for more than a decade and

that, once resolved, could pave the

way for continued progress.

“There will always be differ-

ences,” says Milgram, who in 2000

testified before Congress that “the

sad state of U.S. mathematics educa-

tion” is the result of “a constructivist

philosophy” promoted by NCTM

standards and endorsed by NSF and

the Department of Education, the

two leading federal sources of sup-

port for teaching mathematics. “But

if we can agree on the essential con-

tent that students need to know, then

the other fights become manageable.

And I’d say that there has been far

more agreement than disagreement.”

Ball, who has done pioneering

work on what math teachers need to

know to do their jobs well (i.e., not

just how to teach long division but

also to understand why Susie’s

method is incorrect), believes that

the process has been just as impor-

tant as the product. “Our goal was to

provide leadership to the field, to say

to everybody: ‘If we can do it, then the rest of you

can, too.’And I think we’ve shown that it’s possi-

ble to come together on many of the flash points.”

One major flash point is the use of algo-

rithms—how to do long division, for example—

and the memorization of the facts upon which

they are based. Many mathematicians maintain

that current state standards and instructional

materials downplay the use of such time-tested

algorithms or allow students to bypass them

entirely by using calculators. So when Common

Ground asserts that “students should be able to

use the basic algorithms of whole number arith-

metic fluently, and they should understand how

and why the algorithms work,” the participants

are trying to stitch up a vast rift in the community.

“Of course kids have to know how to com-

pute and know their basic facts. But they also

have to make sense of what they are being taught

and explore the ideas with open-ended prob-

lems,” says Sybilla Beckmann Kazez, a mathe-

matician at the University of Georgia, Athens,

who is well respected by both camps. “If you put

it that way, everybody would agree.” Schaar con-

curs that the initiative has only scratched the sur-

face on this contentious subject: The question of

algorithms “is an incredibly challenging area

that will require additional exploration.” 

Getting to the (focal) point 
NCTM’s new curriculum focal points, covering

prekindergarten through grade eight, are also

just beginning their long journey through the

educational system. (The document won’t even

be released publicly until fall, officials say,

although drafts have circulated and the council’s

executive board approved the latest version last

month at the organization’s annual meeting in

St. Louis, Missouri.) With three per grade, the

focal points address what math educators decry

as overly broad and shallow curricula in most

U.S. schools that hinder mastery and prepare

students poorly for college-level work.

NCTM President Fennell says the focal

points are intended to provide “curricular relief ”

to elementary and middle school teachers whose

school districts expect them to achieve as many

as 100 objectives in mathematics. Many of those

objectives span several grades, with teachers

expected to tailor them to the maturing child. But

there’s no urgency because teachers know that

their students will get another bite of the apple

the following year.

“While lots of things are important, we’re

saying to teachers that here are three things you

need to zero in on,” says Fennell. “For example,

we’ll teach some probability in the fourth grade.

But it’s not as important as multiplication,”

which takes center stage alongside fractions and

decimals and the concept of area. Second

graders should concentrate on addition and sub-

traction, place value, and linear measurement,

says NCTM, even if their teachers also touch

upon other topics. 

Although focal points must first be woven

into state and district guidelines to have any

real effect, the council’s action already repre-

sents a signif icant move toward common

ground: Professional mathematicians love to

attack the 1989 and 2000 NCTM standards,

and they see focal points as a tacit admission

that some of their criticisms were on the mark.

They also welcome the message that, for most

students, less is more.

“The idea of com-

ing up wi th  a  few

topics that should be

addressed in K through

8 is a very needed step,”

says Richard Askey, a

professor emeritus of

mathematics at the Uni-

versity of Wisconsin,

Madison, and an out-

spoken critic of earlier

NCTM standards and

curricula based on them.

“I think that publishers,

who now have to deal with all [different] state

standards, will also like the idea” of a limited

number of key objectives for each grade. 

Jane Schielack, a mathematician and

math educator at Texas A&M University in

College Station who led the NCTM task

force that assembled the focal points, agrees

that they are very much a product of the
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times. “This is something we couldn’t have
done 4 or 5 years ago,” she says. In addition
to the greater emphasis on accountability
spawned by the 2001 federal No Child Left
Behind law, Schielack cites the growing
recognition that some countries, notably
Singapore and China, excel on international
student comparisons because of a national
curriculum that focuses on a small number of
topics and policies that give teachers the nec-
essary training and resources to get the job
done. “That’s the biggest difference between
the United States and the top-achieving
nations,” agrees Milgram. “Having NCTM
come out with a statement to this effect

should make an enormous difference on what
we expect kids to learn.”

Even so, nobody expects Common Ground
and focal points, by themselves, to usher in a
golden age of quality mathematics education.
There’s too much that remains to be done. “It’s a
long, long journey,” says Hung-Hsi Wu, a math-
ematician at the University of California, Berkeley,
who runs summer institutes for classroom
teachers whose grasp of basic mathematics is
often poor or nonexistent. “Better mathematics
education in the United States won’t take place
in the next 10 years. I think it will take 30 years.”

At the age of 60, Schaar doesn’t plan on
staying in the line of fire for quite that long.

But he’s not ready to saddle up and ride out of
Dodge. Schaar believes that Common Ground,
funded by NSF and TI and staffed by the
Mathematical Association of America, has
restored a measure of civility to the debate.
And this month, after a coalition of 16 leading
mathematical societies applauded his 2-hour
presentation and told him to keep up the good
work, he said that kind of support is exactly
what’s needed.

“I’m not looking for an endorsement,” he
says. “I’m looking for help in getting more peo-
ple involved.” A bigger “in” crowd means fewer
outcasts. And that’s good news for a sheriff.

–JEFFREY MERVIS

The world’s largest ground-based astronomy
project, the Atacama Large Millimeter Array
(ALMA), is back on track after a tumultuous
couple of years that have seen costs balloon by
about 40% and the capability of the enormous
microwave telescope scaled back.

ALMA, with an overall budget now in the
region of $1 billion, is a collaboration between
the United States, the European Southern
Observatory (ESO), and Japan, plus minor part-
ners Canada and Spain. As a result of skyrocket-
ing prices in commodities needed to build its
antennas and huge hikes in labor costs in Chile,
where ALMA is being built, astronomers have

had to go cap in hand to their funders for more
money. ESO agreed to swallow its share of the
increases last autumn, but it was not until last
week that the U.S. National Science Foundation
(NSF) won agreement from its governing board.
“It’s been a fairly intense 18 months,” says
astronomer Christine Wilson of McMaster Uni-
versity in Hamilton, Canada, chair of ALMA’s
scientific advisory committee.

“I’m told that most big projects go through
something like this,” Wilson says. “Cost
increases are a given.” But for researchers
waiting to see whether funders would keep
faith with the project, the process has been

nerve-wracking. “We were holding our breath
back in the summer and fall for ESO,” Wilson
says. “It’s been a very stressful situation for
everyone in the project.” U.S. team members
had to await the outcome of a series of cost
reviews, but in a meeting on 10 May, the
National Science Board gave NSF permission
to increase U.S. spending on ALMA from
$344 million to $499 million, subject to the
approval of Congress. According to ESO’s
Thomas Wilson, European project scientist on
ALMA, during these discussions there was an
unspoken warning from the funders: “This is
it. Don’t come back and ask for more.”

ALMA, the f irst truly global effort in
ground-based astronomy, grew out of three
separate projects. U.S. astronomers started dis-
cussing a Millimeter Array in the mid-1980s;
European plans for a Large Southern Array
took shape about a decade later. ESO and the
U.S. National Radio Astronomy Observatory
(NRAO) in Socorro, New Mexico, began dis-
cussions on merging the two projects in 1997
and in June 1999 agreed to build a joint instru-
ment comprising 64 12-meter antennas spread
over an area up to 12 kilometers across. The
array took its new name from Chile’s Atacama
desert, where researchers had found a wide
plateau, the Llano de Chajnantor, which at
5000 meters altitude is high enough and dry
enough to avoid most of the atmospheric water
vapor that blocks signals at the wavelengths
ALMA is designed to receive.

The push for such an instrument came
because better receivers, fast digital electronics,
and antenna design were improving the capabili-
ties of millimeter-wave telescopes. Astronomers
calculated that a large number of receivers
arranged as an interferometer could rival the res-
olutions of the best optical instruments, such as
Hubble and ESO’s Very Large Telescope in
Chile. At millimeter and submillimeter wave-

After a Tough Year, ALMA’s Star
Begins to Rise at Last
Cost hikes, scarce labor, and management changes have buffeted the first global

telescope array, but new funding agreements may augur smoother sailing ahead

ASTRONOMY

All together now. For different observing jobs,
ALMA’s 50 antennas can be rearranged with a giant
purpose-built truck.
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lengths, astronomers can study the lowest-energy

emissions from simple molecules. With ALMA,

they hope to peer into star-forming galaxies when

the universe was young to see whether stars

formed in a burst early on or more steadily over a

long period. Closer to home, they can see

whether disks of dust and gas around young

stars—places where planets could form—are

commonplace or rare.

Japan, which had been developing its own

Large Millimeter and Submillimeter Array, joined

the club in 2001. The plan is for Japan to construct

a parallel instrument, the Atacama Compact

Array (ACA), made up of 4 12-meter antennas

and 12 7-meter antennas. Sited next to the main

array, ACA will be better able to image extended

diffuse objects. In addition, Japan is providing

receivers to cover three extra wavebands for

antennas in both ACA and the main array. 

At first, everything moved along according

to plan. Prototype antennas for the main array

were ordered from two suppliers, one in

Europe and one in the United States. Work

crews began preparing the site at Llano de

Chajnantor in late 2003. Once delivered, the

prototype antennas were put through a series of

tests at a specially built facility in Socorro,

home of the Very Large Array radio telescope.

Testing was completed in April 2004 with a

view to awarding the antenna contracts—the

biggest items on the ALMA shopping list—

later that year.

ALMA researchers, however, were not

happy. “The first round of tests were not con-

clusive,” says Thijs De Graauw of SRON, the

Netherlands Institute for Space Research, and

chair of ALMA’s management advisory com-

mittee. “There were valid concerns,” adds

astronomer Lee Mundy of the University of

Maryland, College Park. “They were asking

for a very precise antenna and wanted to make

sure it could accomplish the science.”

New tests were ordered, but the delay

proved costly. At the time, the prices of com-

modities essential for the antennas’ construc-

tion, such as steel, were going through the

roof. And as the extra tests dragged on into

2005, ALMA managers had to ask the manu-

facturers to resubmit their bids for building

the production antennas. The bids came in

much higher than managers had expected and

threw the project into crisis. Asked whether

ALMA could make do with fewer antennas,

the scientific advisory committee concluded

that the array could achieve its primary sci-

ence goals with 50 rather than 64 dishes, but

observations would take longer and would be

more prone to systematic errors. An array of

less than 50 instruments would still be “a

superb instrument,” the advisers said, but its

goals would be compromised.

“We decided to reduce the number of

antennas so the cost increase would not be too

large,” says ESO Director General Catherine

Cesarsky. The North American team went

ahead in July 2005 and placed an order for

25 antennas, with an option to buy another

seven. ESO was poised to follow suit, but then

it hit another snag. Under its rules, it had to

take the lowest bid that met specif ications.

ESO had planned to buy from the same com-

pany NRAO had ordered from, VertexRSI of

Kilgore, Texas. But the European consortium

led by French-Italian company Alcatel Alenia

Space submitted a cheaper revised bid. Before

signing on the dotted line, Cesarsky says ESO

waited to see a cost review of the whole ALMA

project that was completed in October and car-

ried out a review of all its programs to see

whether enough economies could be made to

cover the extra costs.

Concerns remained even after ESO ordered

its 25 antennas from Alcatel last December.

Some researchers worried that having two sets

of antennas from different suppliers would

increase costs down the line because it would

require double the number of technicians and

spare parts. But in January, a “delta” review of

the increased cost reported that it was unlikely

to be more than 1% of ALMA’s total budget.

Meanwhile, other costs were also draining

ALMA’s coffers. Chile’s economy has been

booming, and the consequent boost to the con-

struction industry has made labor hard to find

and more expensive. In addition, copper prices

are at an all-time high, and northern Chile has

extensive copper deposits. Chilean workers, it

turned out, would rather mine copper than

work in the cold airlessness of 5000 meters. 

Labor troubles have exacerbated another

hurdle ALMA is working to overcome: learn-

ing to manage a global engineering project.

“Astronomers are not used to this scale of

project,” Mundy says. “It’s taking astronomy

into the big league.” Some have charged that

managers’ cost estimates at the start of the

project were unrealistic and that ESO based its

estimated construction costs on the other obser-

vatories it had built in Chile, which were all at

lower altitudes. “Assumptions were optimistic,”

says De Graauw. “Errors came from not know-

ing in enough detail what was to be built.” Says

Mundy: “In a project of this scale, managers and

management systems are needed. These were

not components of the original pricing.”

Cesarsky acknowledges that running the

project with two management teams separated

by the Atlantic has been difficult: “It was not

clear who should make decisions. A strong

central management was needed.” More con-

trol has now been put in the hands of the Joint

ALMA Office in Santiago, Chile’s capital,

Cesarsky says.

The flurry of reviews that have assessed the

project from within and from outside have now

given it a clean bill of health. “I think things are

going along very well,” says Al Wootten,

ALMA’s North America project scientist. But

for researchers, the necessity to cut back the

number of antennas to 50 rankles. “People are

unhappy about it still,” says ESO’s Wilson.

Cesarsky thinks there’s still a possibility that

the array can be built at full strength, “if we’re

lucky and have not spent our contingency.” Not

everyone is so positive. “Do we skimp and

endanger the whole instrument? Surely it’s

better to do it right once,” argues Mundy. “I

haven’t heard any way to get there, but the door

is still open.”

–DANIEL CLERY
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High and dry. With a Chilean construction boom in progress, ALMA managers are having trouble finding

people to work in the thin desert air 5000 meters above sea level.
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HEFEI, CHINA—The off icial launch of the
International Thermonuclear Experimental
Reactor (ITER) project next week will mark a
coming of age for fusion research in Asia.
When the $11 billion effort was initiated in
1985, ITER’s four original backers—the United
States, the European Union, Japan, and the
Soviet Union—accounted for nearly all world-
wide research into harnessing fusion, the
process that powers the sun, to produce energy.
But now the three newest ITER partners, China,
South Korea, and India, are showing that they
didn’t just buy their way into one of the biggest
physics experiments since the Manhattan Project:
They are contributing crucial expertise as well. 

The first new Asian fusion tiger out of the gate
is the Institute of Plasma Physics
(IPP) of the Chinese Academy of
Sciences, which in March completed
testing a machine that has never been
built before: a fully superconducting
tokamak. This toroidal vessel isn’t
the largest or most powerful device
for containing the superhot plasma in
which hydrogen isotopes fuse and
release energy. But until India and
South Korea bring similar machines
online (see sidebar, p. 993), it will be
the only tokamak capable of confin-
ing a plasma for up to 1000 seconds,
instead of the tens of seconds that
machines elsewhere can muster.
ITER, expected to be completed in
Cadarache, France, in 2016, will
have to sustain plasmas far longer to

demonstrate fusion as a viable energy source. But
researchers from China and around the world will
be able to use IPP’s Experimental Advanced
Superconducting Tokamak (EAST) to get a head
start on learning to tame plasmas for extended
periods. “This will make a big contribution for
the future of fusion reactors,” declares Wan
Yuanxi, a plasma physicist who heads EAST.

Fusion research over the next decade will be
probing the physics of steady-state plasmas like
those promised by ITER, says Ronald Stam-
baugh, vice president for the Magnetic Fusion
Energy Program at General Atomics in San
Diego, California. “EAST will play a big role in
that,” he says. Others credit IPP for building its
advanced tokamak fast, in just over 5 years, on a

shoestring $37 million
budget. That’s a frac-
tion of what it would
have cost in the United
States, says Kenneth
Gentle, a plasma physi-
cist and director of the
Fusion Research Cen-
ter at the University of
Texas, Austin. “That
they did this in spite
of the f inancial con-
straints is an enormous
testimony to their will
and creativity,” adds
Richard Hawryluk,
deputy director  of
the Princeton Plasma
Physics Laboratory.

IPP adroitly fills a generational gap. Fusion
power will rely on heating hydrogen isotopes to
more than 100 million degrees Celsius, until
they fuse into heavier nuclei. The leading design
for containing this fireball is the tokamak, a
doughnut-shaped vacuum chamber in which a
spiraling magnetic field confines the plasma.
Ringlike metal coils spaced around the dough-
nut—toroidal field coils—and a current in the
plasma produce this spiraling field. Additional
coils in the center of the doughnut and along its
circumference—poloidal field coils—induce
the current in the plasma and control its shape
and position. 

Early tokamaks had circular cross sections
and copper coils, which can only operate at
peak power in brief pulses before overheating.
ITER will be far more sophisticated. It will
have a D-shaped cross section, designed to
create a denser plasma that can generate its
own current to supplement the induced cur-
rent, reducing energy input. And coils will be
superconducting. (No major tokamak has had
superconducting poloidal field coils.) At tem-
peratures approaching absolute zero, super-
conductors carry current without generating
resistance, allowing more powerful magnetic
fields that can be maintained longer.

Researchers want to try out a D-shaped, fully
superconducting test bed before scaling up to
ITER, which will be two to three times the size of
current tokamaks. The Princeton Plasma Physics
Laboratory had planned to build such a device.
But a cost-conscious U.S. Congress killed their
$750 million Tokamak Physics Experiment in
1995. EAST and the two other Asian tokamaks
under construction intend to fill this gap. 

“We recognized this was an opportunity for
us to make a contribution for fusion research,”
Wan says. For support, he tapped into China’s
worries about its growing demand for energy.
“There is no way we can rely entirely on fossil
fuels,” he says. China’s government approved
EAST in 1998. 

IPP faced an enormous challenge. The
institute, founded in 1978, had built a few tiny
tokamaks in the 1980s and got a hand-me-
down, partially superconducting tokamak from
Russia’s Kurchatov Institute in 1991. EAST
would be a totally different beast. “We didn’t
have any experience in the design, fabrication,
or assembly of these kinds of magnets,” Wan
admits. Neither did Chinese manufacturers. 

Industrial partners supplied parts of the
tokamak, including the vacuum vessel. But the
superconducting coils and many other high-tech
components would have been too expensive to
import. “We had to do [these] ourselves,” says
the tokamak’s chief engineer, Wu Songtao. So
Wu’s team bought precision milling machines,
fabricated their own coil winders, and built a
facility to test materials and components at cryo-
genic temperatures. “They literally built a whole
manufacturing facility on site,” says Hawryluk.

Waiting for ITER, 
Fusion Jocks Look EAST
China is breaking new ground with a fusion test bed that will tide researchers over

until the ITER megaproject comes online

ENERGY ALTERNATIVES

Fire when ready. EAST will fill a crucial
gap for fusion researchers until ITER is
built, says Director Wan Yuanxi.

Speed matters. It has taken just over
5 years and $37 million to complete
China’s new tokamak, according to the
Institute of Plasma Physics.
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IPP physicists and engineers passed a major

milestone earlier this year, when they tested the

entire assembled device, cooling the 200 tons of

coils to the operating temperature, 4.5 kelvin.

They discovered only minor, fixable glitches,

Wan says, and are now undertaking the necessary

tweaks and installing shielding materials and

diagnostic devices. In August, they plan to inject

hydrogen and fire up EAST’s first plasma. 

With the tokamak passing its cool-down test,

Wan says the team was “finally able to get a good

night’s sleep.” They are now planning experiments

to explore how to control D-shaped plasmas.

Tugging a plasma into a specific shape can create

instabilities, Gentle says. Control is all the more

difficult because superconducting coils respond

poorly to current fluctuations. IPP will probe

these issues. “That’s where the science is going to

be extremely valuable,” says Hawryluk. 

EAST has limitations. The most significant

is that, unlike ITER, it will not attempt a burn-

ing plasma, in which at least half the energy

needed to drive the fusion reaction is generated

internally. ITER will use a combination of deu-

terium and tritium (hydrogen isotopes with,

respectively, one and two neutrons in the

nucleus), which fuse at a lower temperature

than other gases, to achieve a burn. Because

radioactive tritium requires specialized and

expensive handling systems and shielding,

EAST will use only hydrogen or deuterium. 

That limitation is hardly dampening enthu-

siasm for the hot new kids on the block. IPP

researchers, says Hawryluk, “have already put

themselves on the fusion community map.” 

–DENNIS NORMILE

With reporting by Gong Yidong.
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Last year, after Detlof von Winterfeldt and his

colleagues at the University of Southern Cali-

fornia (USC) in Los Angeles finished a study on

the likelihood and impact of a dirty bomb attack

by terrorists on the Los Angeles harbor, they

omitted some important details from a paper

they posted on the Internet. Although the team

had used no classified material, von Winterfeldt

felt that self-censorship was prudent given the

subject matter. It’s also in line with draft guide-

lines being considered by the U.S. Department

of Homeland Security (DHS), which funds the

Center for Risk and Economic Analysis of

Terrorism Events that he directs. “We were still

able to present the methodology behind the

analysis fully and effectively,” he says. “It made

perfect sense to make those changes.”

But some scientists say that stance conflicts

with academic freedom, and that the public

deserves access to anything not explicitly classi-

fied. They worry that the actions of the USC

researchers could serve as a model for restricting

the conduct and dissemination of university

research. Their concerns are tied to an ongoing

effort by the Bush Administration to draw up

common standards across federal agencies for

withholding information under the rubric of

sensitive but unclassified (SBU) material.

“The only appropriate mechanism for con-

trolling information is classification,” says Steven

Aftergood, who runs the Project on Government

Secrecy for the Federation of American Scien-

tists. “If we want to gain the benefits of university

research on problems of national security, we

need to conduct it openly. Imposing restrictions

short of classification is a slippery slope that will

ultimately paralyze the academic process.”

Universities have traditionally drawn a sharp

line between classified and unclassified infor-

mation, refusing to accept the ill-defined SBU

category. Yet, in a 28 March meeting at the U.S.

National Academies, DHS officials and directors

of the six university centers funded by the agency

discussed draft guidelines to control the dissemi-

nation of sensitive information generated by

their research. The guidelines were developed by

the center directors in collaboration with DHS

off icials. The academies agreed to be host

because of their ongoing interest in the topic. 

Besides recommending the scrubbing of

papers before publication, the guidelines would

have center directors decide whether proposed

research projects are likely to produce sensitive

information—loosely defined as information not

easily available from public sources and/or of

potential use to terrorists. Projects that fit that

description would be subject to additional

scrutiny. The results, says the document, could

include “producing different version(s) of the

findings for ‘For Official Use Only’and for pub-

lic dissemination, declin[ing] the proposed work,

or mov[ing] it to a classified environment.”

The guidelines simply acknowledge “the

reality of a changing world,” says Melvin

Bernstein, acting director of DHS’s Office of

Research and Development, which helped set

up the university centers with 3-year renewable

grants. “There’s an increasing recognition in the

university community that there could be cir-

cumstances when researchers need to be careful

about what can be disseminated.” 

Although Bernstein says it’s too early to

know whether the guidelines will become

official policy, they appear consistent with a

presidential directive issued last December

ordering common standards across the

Should Academics Self-Censor
Their Findings on Terrorism?
Some government-funded researchers believe their papers require special handling.

But others say that creating such a gray area undermines academic freedom 

SCIENTIFIC OPENNESS

Asian Fusion

India, Korea, and possibly Japan are joining China in building next-generation tokamaks. These
machines seek to fill a research gap on the road to the International Thermonuclear Experimental
Reactor (ITER) by employing all-superconducting coils to study the physics of confining plasmas
for long durations, which current tokamaks can’t do.
� India’s Institute for Plasma Research is now commissioning its Steady State Superconducting
Tokamak. An engineering test at cryogenic temperatures turned up problems that are now being
addressed. Institute plasma physicist Y. C. Saxena says they are hoping to try a second engineering
test later this month. If that goes well, they will attempt their first plasma in the summer. The
$45 million project, launched in 1994, is the smallest of the new tokamaks. But Saxena says they
believe they can help unravel the physics of long-lasting plasmas.
� The most ambitious machine is the Korean Superconducting Tokamak Reactor (KSTAR), being
built by the National Fusion Research Center in Daejeon. KSTAR relies on superconductors made
from the more advanced niobium-tin alloy that ITER will employ. The $330 million project was
delayed because of Korea’s late-1990s economic crisis. Project Director Lee Gyung-su says they
are now aiming for first plasma in early 2008.
� For several years, Japan’s Atomic Energy Agency has been studying the possibility of upgrading
its JT-60 tokamak to be fully superconducting. Japan may get funding for the upgrade from the
European Union as compensation for its assent on the agreement to build ITER in France. An
agency spokesperson says key decisions are under negotiation. –D.N.

Published by AAAS
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government by the end of 2006 for handling

SBU information. After talking with DHS

off icials, the center directors decided that

writing some of the rules themselves would be

better than having the government impose

them. “We knew we had no choice. This thing

was coming our way sooner or later,” says

Gary LaFree, co-director of the Study of

Terrorism and Responses to Terrorism at the

University of Maryland, College Park.

One reason that universities have resisted the

SBU concept is its vagueness, which some aca-

demics fear could lead to federal agencies trying

to set arbitrary restrictions on campus research.

The executive branch itself seems confused

about what information should be withheld

from the public and why: The Government

Accountability Office reported in March that

agencies use 56 different SBU categories in

deciding how to control information. Last week,

Thomas E. “Ted” McNamara, an official in the

Office of the Director of National Intelligence

who is leading a federal effort to sort out the

confusion, told a congressional panel that some

of the government’s procedures for handling

SBU information “are not only inconsistent

but are contradictory.” McNamara expects to

submit his recommendations next month on

standardizing SBU procedures.

But a clearer definition of SBU is unlikely to

end the debate. LaFree says the guidelines dis-

cussed at the academies meeting could have

serious implications for research at the DHS

centers. “They could lead to restrictions on the

involvement of foreign students and researchers

in certain projects,” he says, adding that not all

center directors are comfortable with the guide-

lines, despite their role in writing them. “That

would be simply unacceptable.” 

LaFree’s concern is not unfounded. In fact, the

USC center has been developing procedures—

not included in the draft guidelines—that would

require foreign nationals to agree to certain condi-

tions before being given access to sensitive infor-

mation. (Von Winterfeldt won’t say what those

conditions might be.) Such procedures, critics say,

could encourage principal investigators to drop

foreigners from sensitive projects. That’s already

happened in some cases: Yacov Haimes of the

University of Virginia in Charlottesville says he

deliberately avoided including any foreign nation-

als when his research team did an unclassified

study for the federal government 2 years ago on

the risk of a high-altitude electromagnetic pulse

attack on the United States.

That approach could backfire on universities,

warns Robert Hardy of the nonprofit Council on

Governmental Relations in Washington, D.C. By

placing restrictions on publishing, he says, the

centers could risk losing the privileges that uni-

versities enjoy because they do fundamental

research—defined as work whose results are

“published and shared broadly within the scientific

community.” One important privilege is being able

to involve foreign nationals in any research project

without obtaining a government license.

Randolph Hall, vice president for research

advancement at USC and a researcher at the USC

center, disagrees with Hardy’s interpretation of

what qualifies as open publishing. Taking some

information out of a paper is not the same as pre-

venting a researcher from publishing, he says, and

shouldn’t have any bearing on the exemption

given to institutions. “It’s not unusual for reports at

any institution to go through editing, even if some

of the changes might be purely grammatical,”

Hall says. “Similarly, editing out sensitive data is

more of a revision than a restriction.”

Shaun Kennedy, a chemical engineer and

deputy director of the National Center for Food

Protection and Defense at the University of

Minnesota, Twin Cities, says the proposed

guidelines bump up against state laws meant to

ensure public access to information. “If I have a

For Official Use Only version of a paper in a

folder, shredding it would be a violation of the

Minnesota Data Practices Act,” says Kennedy,

adding that the center decided not to start a pro-

posed project analyzing chinks in the nation’s

food supply chain partly because of that provi-

sion. (Instead, the Food and Drug Administra-

tion is doing the research internally.) 

Some scientists say that there’s a more funda-

mental issue at stake, namely, whether a limit on

what goes into the open literature might actually

weaken the nation’s security. “If you don’t publish

the information, it might reduce the chances of an

attack. But just as likely it could reduce the chances

of another researcher coming up with a solution.

If the risks are so great, then why shouldn’t the

research be classified?” asks Toby Smith of the

Association of American Universities.

LaFree thinks the argument makes sense.

What universities bring to the stable, he says,

“is the best minds to look at the data that we

pass around. If we end up putting a lot of

fences around information, that’ll defeat the

purpose of doing this type of research in an

academic environment.”

Von Winterfeldt doesn’t believe that a little

secrecy will doom research, but he does agree

that universities should set and implement

policies to protect SBU information. Panels

similar to Institutional Review Boards could be

set up to do the job, he suggests. And he

acknowledges that the panels will have to

wrestle with some tough questions. Asked why

a sentence in his team’s paper on using a heli-

copter to disperse a dirty bomb didn’t qualify

as sensitive information, von Winterfeldt said,

“It’s in the gray zone. I’ll discuss it at my next

meeting with the author and our staff.”

–YUDHIJIT BHATTACHARJEE

Playing it safe. USC researchers removed some details from their paper on the risk and impact of a
dirty bomb attack on Los Angeles harbor (above) to avoid helping terrorists. Inset shows a model of how
radiation might spread.

“While we have identified 

several additional effective

countermeasures,

only limited details 

can be revealed for 

security reasons.”
—Heather Rossof and 

Detlof von Winterfeldt

Published by AAAS
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STUNT SCIENCE. Murat Gunel wasn’t just one

of the gawkers looking on as performance artist

David Blaine spent a week inside a water tank

in New York City earlier this month. The Yale

neurosurgeon and molecular geneticist headed

the medical team that monitored Blaine

throughout the stunt, which ended after Blaine

came nearly 2 minutes short of setting a record

for holding one’s breath under water (his time

was 7:08). The attempt led Gunel (right) to

wonder whether some individuals have genetic

quirks that might give them an advantage.

Gunel plans to analyze blood samples from Blaine and from the free divers

who helped rescue him after he blacked out. He says he tried to dissuade Blaine,

a personal friend, from doing the stunt.

I N S I D E  G O V E R N M E N T

NEW USGS HEAD. A principled resignation
has proved lucky for petroleum geologist Mark
Myers, who last week was nominated as the
next director of the U.S. Geological Survey
(USGS). Environmentalists like the fact that
Myers, 51, left as
director of Alaska’s
Division of Oil and
Gas last fall along
with five other 
officials because he
felt that a pipeline
deal negotiated by
Governor Frank
Murkowski with 
several oil companies
would shortchange the state. “He has a 
significant amount of integrity,” says Karen
Wayland of the Natural Resources Defense
Council in Washington, D.C.   

Myers holds a Ph.D. in sedimentology from
the University of Alaska and worked in industry
before joining the state agency, which leases
drilling rights to oil and gas companies. 
He also headed the state’s geological survey.
Robert Swenson, acting state geologist, 
says Myers “first and foremost is a broad-based
scientist. He’s fair, and he stands up for the
people who work for him.”

Myers, who relied on information from USGS
to make decisions in his previous job, says one
of his major goals will be to ensure that data
produced by the agency “remains objective.” 
If confirmed by the Senate, he will replace
Charles Groat, who resigned in June 2005 after
nearly 7 years as director to return to academia. 

Got a tip for this page? E-mail people@aaas.org

ROTATING CHAIRS. Steven Beering, president
emeritus of Purdue University in West Lafayette,
Indiana, was all set to head a high-profile look at
the state of U.S. science and math education—
until the National Science Board, which created
the education commission, realized that it
needed him as its leader.

Warren Washington, its current chair, had
completed a 12-year stint on the presidentially
appointed board, which oversees the National
Science Foundation (NSF), and last week 
members elected Beering as his successor. But
that left a vacancy at the top of the board’s new
education commission (Science, 7 April, p. 45).

That void has been filled by physics Nobelist
Leon Lederman, who founded the Illinois
Mathematics and Science Academy. Lederman
is one of 12 public members of the new panel,

which includes former Ohio congressman 
Louis Stokes as well as a middle school science
teacher from Lederman’s home state. The 
commission expects to issue a report next spring.

M O N E Y M ATT E R S

WAR ON CANCER. Real estate tycoon and
publisher Mortimer Zuckerman has gifted
$100 million to the Memorial Sloan-Kettering
Cancer Center (MSKCC) in New York City. 
The center is saying thanks by putting his
name on a new 23-story laboratory building
scheduled to open this month. Zuckerman,
who is on MSKCC’s board, says he made 
the gift “to accelerate the pace of progress” 
in cancer research and “to help the center’s
extraordinary scientists and physicians 
achieve their crucial goals.”

Celebrities

Movers >>
BUSINESS SENSE. John Chisholm, 59, the newly appointed
chair of the U.K. agency that oversees government biomed-
ical research, has one big advantage over his predecessor
Anthony Cleaver: He actually studied science at university.
Chisholm earned a degree in mechanical sciences from the
University of Cambridge and joined a computing arm of
British Petroleum before helping launch a successful U.K.
software company called CAP Scientific. His signature
accomplishment may have been forging a disparate group
of U.K. military labs into a single research unit, later dubbed QinetiQ. It was spun off as a private
firm in 2001, and a stock sale this year raised more than $1 billion. 

Those corporate management skills will come in handy at the Medical Research Council (MRC)
as Chisholm follows orders to merge its research with clinical studies in the Department of Health.
Some scientists worry that basic science could be hurt in the shuffle. Chisholm offers a reassuring
view: “I have long been a passionate advocate for research. … It’s a wonderful moment to have
been given a chance to contribute to seizing the opportunities before the MRC.”

Published by AAAS
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Extinct or Possibly Extinct?

LISTS OF EXTINCT SPECIES OFTEN ACTAS “WAKE-UP
calls” and are based on the length of time since
the last sighting, resulting in numerous species
having been prematurely classified as being
extinct only to be rediscovered (1). This not only
provides ammunition for environmental sceptics
(D. S. Wilcove, “Rediscovery of the ivory-billed
woodpecker,” Perspectives, 3 June 2005, p. 1422)
but also undermines potential conservation
action and, more worryingly, public support (2).
It is almost impossible to determine with any
certainty whether a species is extinct. Therefore,
any statement of extinction is probabilistic by
nature (3). The rediscovery of the ivory-billed
woodpecker [J. W. Fitzpatrick et al., “Ivory-
billed woodpecker (Campephilus principalis)
persists in continental North America,” Reports,
3 June 2005, p. 1460] has recently been called

into question [(4); D. A. Sibley et al., Comment
on “Ivory-billed woodpecker (Campephilus

principalis) persists in continental North
America,” Technical Comment, 17 Mar., www.
sciencemag.org/cgi/content/full/311/5767/1555a].
Even so, it raises the question, which seems to
have been missed by scientists, as to whether this
species should have been declared extinct in the
first place.

The case for classifying the ivory-billed
woodpecker as extinct was based on the very
long time that had elapsed since the most
recent confirmed sighting. Under the IUCN
Red List criteria, a species is classified as
“extinct” only after exhaustive surveys fail to
produce any observations over an appropriate
time period and geographical range (5). For
most species, this is impractical (2).

A statistical test for extinction based on the
most recent sightings of a species was described

by Solow (6). If we use the five most recent pre-
2004 sightings of the ivory-billed woodpecker
(1938, 1939, 1941, 1944, and 1952) (7), then the
significance level (or P value) in testing in 2004
for extinction is 0.186. The hypothesis that the
ivory-billed woodpecker is extant should not
have been rejected. Even if we take the last
sighting to be 1944, as others suggest (4), then
the significance level is 0.056. This raises the
question of whether the IUCN Red List requires
a “possibly extinct” category as any statement of
extinction is probabilistic by nature.

DAVID L. ROBERTS

Royal Botanic Gardens, Kew, Richmond, Surrey TW9 3AB,
UK. E-mail: d.roberts@kew.org
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Translation Research and
Drug Development 

JOCELYN KAISER’S RECENT ARTICLE ON “TRANSLATIONAL
research” (“A cure for medicine’s ailments?,” News Focus, 31
Mar., p. 1852) sounded an encouraging note to basic and clin-
ical researchers alike who yearn to test their pet ideas for new
cures. According to Kaiser, translational research is loosely
defined as “moving a basic discovery into early clinical tri-
als.” However, NIH’s apparent desire to foster translational
research by funding university-based drug development centers sends
shivers down this taxpayer’s back. Pharma spends upwards of $800 mil-
lion and takes 10 to 12 years to get a drug from bench to bedside (1).
Annual R&D investment by pharma has risen from $1 billion to $40 bil-
lion since 1975, while annual new drug approvals have remained flat at
between 20 and 30. Thus, drug development today is less efficient than 30
years ago, which partly explains the continual rise in drug costs. Although
NIH’s interest in drug development is laudable, does anybody truly
believe that academic translational research centers will be as efficient, let
alone competitive, at developing drugs as pharma? 

Kaiser pointed to an anecdotal case where a single-minded researcher
persevered for years to get a novel anticancer agent tested in a small clini-
cal trial. The implication was that the researcher could have made more
rapid progress if her university had invested in more translational research

activities. Even if this were true, who will fund the rest
of the costly activities required to bring this drug to
market? Granted, these activities may fall outside of
the accepted view of translational research. But with-
out a funding partner, investing in translational
research is akin to building a bridge to nowhere. 

The road from the discovery of a drug to the first
human clinical trial leads through a painstaking and cir-
cuitous route that is tedious and expensive, fails more
than 90% of the time, does not lead to front-line publi-
cations, and does not constitute the type of research that
many deem worthy of a Ph.D. But it will make or break

your favorite drug candidate. I believe that a better use of taxpayers’dollars
would be to support innovative research proposals related to improving the
efficiency of the drug R&D process. In this way, we will lower the time and
cost, as well as the failure rate, of bringing new drugs to market, and the
public will benefit. And I bet pharma will invest private dollars into these
activities. This is the sort of translational research that makes more sense to
me—building bridges between academia and pharma—than trying to
duplicate pharma activities in academic settings.

JOHN ERICKSON

Sequoia Pharmaceuticals, Inc., 401 Professional Drive, Gaithersburg, MD 20879, USA. 
E-mail: john.erickson@sequoiapharma.com 
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Incorporating Evolution

into Medical Education 

IN THEIR EDITORIAL “MEDICINE NEEDS EVOLU-
tion” (24 Feb., p. 1071), R. M. Nesse et al.

highlight human maladies whose origin and

expression might be illuminated by evolution-

ary perspectives. The examples are many, and

they point out the need for a central evolution-

ary insight that can help to inform all of med-

ical thinking and serve as the basis for the inte-

gration of evolution into medical education

and clinical practice.

Medicine might benefit most from embrac-

ing evolution theory’s recognition of individual

variation within populations of organisms, a

property that Ernst Mayr has called “the corner-

stone of Darwin’s theory of natural selection”

(1). This “population thinking,” as Mayr calls it,

helped to undo typological thinking in biology,

and it can help to dismantle typological notions

of disease by highlighting individual differences

in disease susceptibility and expression, as well

as variations in response to treatment.

The inextricable relationship between evolu-

tion and genetics is evident in current genomic-

based efforts such as the HapMap project, which

catalogs DNA variants associated with disease,

and in the recently announced Genes and

Environment Initiative at NIH, which will inves-

tigate the interaction of genetic and environmen-

tal variations in common diseases. A major chal-

lenge for medical education is to incorporate

genetics and evolution into education systems

where neither receives the attention necessary to

make it a routine part of medical thinking or clin-

ical practice. 

JOSEPH D. MCINERNEY

Executive Director, National Coalition for Health
Professional Education in Genetics, 2360 West Joppa Road,
Suite 320, Lutherville, MD 21093, USA. 

Reference
1. E. Mayr, One Long Argument: Charles Darwin and the

Genesis of Modern Evolutionary Thought (Harvard Univ.
Press, Cambridge, MA, 1991). 

Benzene Exposure and

Hematotoxicity 
IN THEIR REPORT “HEMATOTOXICITY IN WORK-
ers exposed to low levels of benzene” (3 Dec.

2004, p. 1774), Q. Lan et al. present data on

blood cell counts and hematopoietic progenitor

cell colony formation from sera of benzene-

exposed workers (and controls) in China, from

which they conclude that their data demon-

strate hematotoxicity with benzene air levels at

less than 1 ppm. Although we concur that their

data demonstrate hematotoxicity with benzene

levels at greater than 10 ppm, we do not

observe in their data consistent evidence of

hematotoxicity at lower levels. 

Their blood cell counts (their table 1)

showed a monotonically increasing effect only

for platelets and B cells, but not for the meas-

ured cell lines that might be expected to lead to

myeloid leukemic lines. White blood cell and

granulocyte counts that showed a reduction in

cell number at less than 1 ppm did not show a

further reduction among workers with expo-

sures up to 10 ppm. 

The authors’ progenitor cell colony forma-

tion data (their fig. 1) did not separate out the

data below 10 ppm and thus do not demon-

strate whether an effect occurred at <1 ppm.

They have kindly supplied us those data (our

figure). In these data, we observe a suggestive

monotonically increasing trend only for

granulocyte-macrophage colony-formation

(CFU_GM–), which first appears at greater

than 1 ppm in the absence of erythropoietin

and at less then 1 ppm in the presence of ery-

thropoietin. Neither reduction is statistically

significant until the group with benzene expo-

sure at greater than 10 ppm is considered. 

We consider the authors’ conclusion pre-

mature, based only on the difference of reduction

in in vitro granulocyte-macrophage colony

formation by the addition of erythropoietin to

the culture medium. The only implication of

the difference of adding erythropoietin is that

by driving the formation of the erythroid line-

age, they reduce the myeloid colony numbers

(“lineage competition”). 

A demonstration of damage to stem cell

function or number would be a more relevant

indication of hematotoxicity than is damage to

committed progenitor stem cells as proposed

by Lan et al. We would propose the alternative

conclusion that their data show that hemato-

toxicity as measured by reduction of in vitro

colony formation may well be ascribed to lev-

els of benzene greater than 10 ppm but do not

justify the implied damage from levels lower

than that.

Finally, although the authors’ findings of

reduction in peripheral granulocytes may carry

statistical significance, the numbers they

found in their exposed individuals are all fully

within the normal range and do not carry clin-

ical significance.

STEVEN H. LAMM1 AND HANS W. GRÜNWALD2

1Consultants in Epidemiology & Occupational Health, LLC,
3401 38th Street, NW, #615, Washington, DC 20016, USA,
and Bloomberg School of Public Health, Johns Hopkins
University, Baltimore, MD 21205, USA. 2Division of
Hematology-Oncology, Queens Hospital Center–Cancer
Center, Jamaica, NY 11432, USA, and Department of
Medicine, Mt. Sinai School of Medicine, New York, NY
10029, USA.

Response

WE REPORTED THAT WHITE BLOOD CELL (WBC)
counts were decreased in workers exposed to

less than 1 ppm benzene compared with con-

trols and that a highly significant dose-

response relationship was present (original

Table 1, text). Lamm and Grünwald argue that

a monotonic dose-response relationship must

be present across higher levels of exposure

before one can accept differences between

controls and the lowest exposure group.

Although we do not necessarily agree with

their premise, we confirmed the monotonicity

of the association by spline regression analyses

of WBC count and benzene exposure and

found no apparent threshold within the occu-

Letters to the Editor
Letters (~300 words) discuss material published 
in Science in the previous 6 months or issues of
general interest. They can be submitted through
the Web (www.submit2science.org) or by regular
mail (1200 New York Ave., NW, Washington, DC
20005, USA). Letters are not acknowledged upon
receipt, nor are authors generally consulted before
publication. Whether published in full or in part,
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pational exposure range of our study (0.2 to 75

ppm benzene; see our figure). 

Another goal of our study was to deter-

mine whether benzene was associated with a

decrease in progenitor cells across a wide

range of exposure, and whether progenitor

cells were more sensitive to the effects of ben-

zene than mature cells. We found highly sta-

tistically significant, inverse dose-dependent

trends for all progenitor cells and observed

that a number of progenitor cells, including

CFU-GEMM colonies, were significantly

more sensitive to the effects of benzene than

peripheral WBC or granulocyte counts among

highly exposed workers (original fig. 1).

Lamm and Grünwald show progenitor colony

data for each exposure category and break out

effects for the <1 ppm group, even though

there are only 8 subjects in this category (their

figure), and report that colony counts in this

group were not significantly different from

controls. A substantially larger study would

be needed to address this question, which was

not a goal of our paper. In addition, they pres-

ent data on WBC and other cell counts for the

subgroup of 53 subjects with progenitor

colony data (their figure); conclusions based

on benzene exposure and mature blood cell

counts should be based on the entire data set

(original Table 1; our figure) rather than on

this subgroup. 

Lamm and Grünwald suggest that it would

have been worthwhile to culture stem cells.

Although data of this type would be of interest,

it was not feasible to collect in the occupational

setting, and CFU-GEMM, CFU-GM, and BFU-E

are commonly used surrogates for stem cell

measurements.

Finally, we note that changes of the magni-

tude we report for mature blood cells are gen-

erally considered unlikely to have immediate

clinical consequences. However, as we show

even more pronounced effects in progenitor

cells, there is a concern that the overall pattern

of hematologic changes we observe could

reflect events in bone marrow that may be

associated with health effects in the future, par-

ticularly among genetically susceptible sub-

populations (1–3). 
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LETTERS

CORRECTIONS AND CLARIFICATIONS

NetWatch: “All physics, all the time” (28 Apr., p. 505). The item incorrectly stated that Bowling Green State University is in
Kentucky. It is in Ohio.

ScienceScope: “NYU gift kicks up more dust” by M. Balter (28 Apr., p. 513). The URL for the “Statement of Concern” men-
tioned in the item was incorrect. It should be www.bib-arch.org/bswbOOunprovenanced.html. 

News of the Week: “Opening the door to a chilly new climate regime” by R. A. Kerr (21 Apr., p. 350). The current abbrevi-
ated “ACC” was incorrectly identified. It is the Antarctic Circumpolar Current.

Special Section News: “A one-size-fits-all flu vaccine?” by J. Kaiser (21 Apr., p. 380). The table is missing a symbol indi-
cating that “DNA vaccine with NP, sometimes M2 genes” stimulates cytotoxic T lymphocytes. 

TECHNICAL COMMENT ABSTRACTS

COMMENT ON “The Brain of LB1, Homo floresiensis”

R. D. Martin, A. M. MacLarnon, J. L. Phillips, L. Dussubieux, P. R. Williams, W. B. Dobyns

Endocast analysis of the brain Homo floresiensis by Falk et al. (Reports, 8 April 2005, p. 242) implies that the hominid is an
insular dwarf derived from H. erectus, but its tiny cranial capacity cannot result from normal dwarfing. Consideration of
more appropriate microcephalic syndromes and specimens supports the hypothesis of modern human microcephaly. 

Full text at www.sciencemag.org/cgi/content/full/312/5776/999b

RESPONSE TO COMMENT ON “The Brain of LB1, Homo floresiensis”

Dean Falk, Charles Hildebolt, Kirk Smith, M. J. Morwood, Thomas Sutikna, Jatmiko, 

E. Wayhu Saptomo, Barry Brunsden, Fred Prior

Martin et al. claim that they have two endocasts from microcephalics that appear similar to that of LB1, Homo floresiensis.
However, the line drawings they present as evidence lack details about the transverse sinuses, cerebellum, and cerebral
poles. Comparative measurements, actual photographs, and sketches that identify key features are needed to draw mean-
ingful conclusions about Martin et al.’s assertions. 

Full text at www.sciencemag.org/cgi/content/full/312/5776/999c
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Plot shows the dose-response curve (line) and 95%
pointwise confidence limits (shaded areas) for differ-
ences between white blood cell (WBC) count at a
given air benzene exposure versus WBC level at a
reference dose of 0.6 ppm (median benzene expo-
sure level of the total study population). Graph
shows the fitted nonparametric response curve using
generalized additive models (4) on a natural scale
versus benzene exposure on a log scale (truncated at
1 ppb); inset graph shows the fitted nonparametric
response curve on a natural scale versus benzene
exposure between 0.2 and 15 ppm on a natural
scale. The nonparametric curve was fitted using a
regression spline with 1 segment, which was the
optimal number of polynomial segments (1 to 5
tested) based on the Akaike Information Criterion
(5). The model was adjusted for the same variables
used in previous analyses (original table 1).
Complete data from 139 controls and 247 exposed
subjects were available. Data were used from only
the first study year for subjects with repeat measures
in the second study year. Using data from only the
second year for these subjects resulted in essentially
the same prediction models. Air benzene exposure
among the controls was estimated based on the lin-
ear relation of log urinary benzene levels on log air
benzene (6). The slope of the spline function was sig-
nificantly less than zero for every point between 0.2
and 15 ppm, indicating that the geometric mean
WBC count decreased significantly with increasing
exposure over this specific exposure range (P < 0.05,
accounting for multiple comparisons).

Published by AAAS



19 MAY 2006 VOL 312 SCIENCE www.sciencemag.org1000

C
R

E
D

IT
: 
C

N
R

I/
P

H
O

T
O

 R
E

S
E

A
R

C
H

E
R

S
, 
IN

C
.

BOOKS ET AL.

A
century ago, asbestos seemed a mate-

rial ideally matched to the needs of

increasingly industrialized and motor-

ized Western societies. It has the useful pro-

perties of heat- , fire-, and chemical resistance

along with strength and flexibility (1). Con-

sequently, it became widely used in building

materials, friction products, and fire-retarding

fabrics. But after peaking in the 1970s, asbestos

consumption fell quickly as re-

cognition of the risks it posed to

health led to bans and substitu-

tion with other materials.

Although sentinel cases of

asbestosis (the scarring disor-

der of the lungs caused by

inhaling asbestos fibers) were

reported as early as 1900,

asbestos was not widely recog-

nized as causing cancer until

the 1950s and 1960s, when epi-

demiological and clinical stud-

ies linked asbestos exposure to

mesothelioma (cancer of the lin-

ing of the lung and abdominal cavity) and other

lung cancers. The identification of asbestos

as a carcinogen was delayed because the

increased risks for these cancers only become

apparent decades after first exposure.  

Millions of workers in the United States

and other countries have now been exposed

to asbestos. Many have developed asbestos-

caused diseases, and millions of current and

former workers are still at risk. Thousands of

lawsuits on behalf of affected workers have

been filed against companies that processed

asbestos and made asbestos-containing prod-

ucts. The costs of compensating the claims led

to bankruptcy for many companies, including

the Johns-Manville Corporation, which in 1982

filed for Chapter 11 bankruptcy on the basis of

the numbers of claims already filed or antici-

pated. The numbers of lawsuits and the costs to

industry and insurers prompted calls in the

United States for a federal legislative remedy,

but attempts to pass such legislation have been

unsuccessful to date.

Predicting the future course of litigation

and planning legal remedies require estimates

of the future numbers of claims for asbestos-

caused disease. How can we estimate the bur-

den of disease caused in a population by

asbestos (or any other avoidable risk factor)?

In a thoughtful 1953 paper, the epidemiologist

Morton Levin proposed a formula for this cal-

culation that is now widely referred to as the

attributable risk (2). In his formula, the propor-

tion of disease attributable to a factor increases

as the frequency of the exposure increases and

as the disease risk associated with exposure

increases. Even with the data

available in 1953, the formula

provided an estimate indicating

that the majority of lung cancer

cases in males could be attrib-

uted to smoking.

The concept of attributable

risk has been extended in contem-

porary quantitative risk assess-

ment, a formalism codified in a

1983 report of the U.S. National

Research Council (3). Such risk

assessments first involve the

determination that an exposure

poses a risk, “hazard identifica-

tion,” and, if appropriate, a characterization of

population risk (“risk characterization”). Con-

sistent with Levin’s formula, estimating the risk

requires information on the exposure of the pop-

ulation (“exposure assessment”) and on the effect

at each level of exposure (“dose-response”). In

most instances, risk assessment requires assump-

tions, but these can be systematically tabulated

and consideration given to the consequences of

the resulting uncertainties. Quantitative risk

assessment is a tool widely used in decision-

making and legally required for some classes of

environmental agents. 

In Forecasting Product Liability Claims,

demographers Eric Stallard (Duke University),

Kenneth Manton (Duke University), and Joel

Cohen (Rockefeller University) use a risk

assessment framework to estimate the numbers

of claims expected during the period between

1990 and 2049 for asbestos-related disease

among men exposed to Johns-Mansville–produced

asbestos and asbestos products. This work

came from their membership on an expert

panel appointed—under Rule 706 of the

Federal Rules of Evidence—by Jack Weinstein,

the U.S. District Court judge who was adminis-

tering the Manville Personal Injury Settlement

Trust. When he was assigned jurisdiction over

the Trust in 1990, it was failing, tens of thou-

sands of claims had been filed against it, and

more were anticipated. To ensure that sufficient

funds would be available for payouts long into

the future, Weinstein needed to be able to antic-

ipate the number and nature of claims that

would be made against the Trust. This mono-

graph sets out in full detail the quantitative

forecasting model that the expert panel devel-

oped to help Weinstein resolve the Johns-

Manville litigation. In its foreword, the judge

offers sharp insights into asbestos litigation and

the need for legislative remedy.

The authors’ work was not the first risk

assessment applied to workers exposed to

asbestos. A 1982 report by Alexander Walker

offered projections of future disease in support

of the decision by Johns-Manville to file for

Chapter 11 bankruptcy (4). Irving Selikoff,

whose pioneering epidemiological studies and

sustained advocacy brought the epidemic of

asbestos-caused disease into the spotlight, had

also provided forecasts. 

Stallard, Manton, and Cohen faced the chal-

lenge of estimating the two components of

Levin’s formula: the number of exposed individ-

uals and the risk of their becoming ill and making

claims. The authors begin with a

detailed and critical review of the

earlier models. Not surprisingly,

they found flaws, but some of the

same underlying conceptual ap-

proaches are incorporated in their

model as well. They estimated the

exposed population by using national

data on mesothelioma occurrence to

project the size of the source popu-

lation that yielded the observed

cases, relying on a model for the

relation between asbestos exposure and mesothe-

lioma occurrence. The annual numbers of claims

that would be made for the estimated exposed

population were based on the experience of the

Manville Trust over the interval between 1990

and 1992. In the text, the authors set out their

assumptions and computations in detail and pro-

vide extensive sensitivity analyses. The authors’

model yields a staggering estimate of cumulative

claims through the middle of the next century—

517,000—and thousands of claims are projected

annually from now until 2049. 

Because estimates of numbers of claims will

be needed to develop a federal compensation

system, the book’s model could underlie the

implementation of such a plan. Johns-Manville

Corporation, although the largest asbestos com-

Forecasting Product

Liability Claims

Epidemiology and

Modeling in the Manville

Asbestos Case

by Eric Stallard, Kenneth G.

Manton, and Joel E. Cohen

Springer, Berlin, 2005. 424

pp. $84.95, £69, €89.95. ISBN

0-387-94987-9. Statistics for

Biology and Health.
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pany operating in the United States, did not have

the majority of the asbestos market. The

authors’ calculations, which can be reasonably

generalized to other companies, imply that hun-

dreds of thousands of claims may still be filed in

the United States before the epidemic of

asbestos-caused disease comes to its end.

Forecasting Product Liability Claims is

notable for its illustration of the possibility of

using epidemiologic and demographic methods

to develop models for broad policy purposes. It

also documents a successful instance of asking

court-appointed experts to provide guidance on

a highly adversarial issue. Nonetheless, only

those interested in the details of the models will

want to read the book from cover to cover. It is

formula-rich and dense in its description of data

sources and the machinery of the models, as it

should be. Readers with interests in environ-

mental or occupational health, product liability,

or science and the law may prefer to scan the

book to gain an appreciation of the approach. 
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BOOKSETAL.

E
llsworth Huntington, a lapsed missionary

who traveled in Central Asia early in the

20th century and subsequently became a

celebrated professor of geography at Yale, was

intrigued by the evidence for the rise and fall

of civilizations that

he encountered on

his expeditions. This

led him to write The

Pulse of Asia (1), a

1907 book in which

he argued that cli-

matic changes had

been a major cause

of great events in

human history. Dur-

ing his career he dev-

eloped this theme for other regions, but his work

became the subject of considerable criticism. In

part, his critics objected to his views on the ways

in which climate influenced racial characteris-

tics and the energies of different peoples: brac-

ing climates produced energetic people like the

British or the Icelanders, while hot, sultry cli-

mates produced more indolent characteristics.

That said, Huntington’s historical studies,

although largely forgotten, are original in con-

ception and were based on paleoclimatic re-

search that was, for the time, of a high quality.

Unfortunately, the means of dating and paleoen-

vironmental reconstruction available to Hunt-

ington were insufficiently precise.

In recent decades, however, the situation

has changed because of the development, from

such sources as cores drilled through the polar

ice caps, of high-resolution chronologies for

climate change. We now have much clearer

pictures of the abruptness of some environ-

mental changes and the degree of climate

change that has taken place in what had once

been regarded as the stable Holocene (i.e., the

last circa 10,000 years). These data

have led to a renewed interest in the

idea that Huntington developed,

that the rise and fall of civilizations

can owe much to abrupt severe cli-

matic change. The archaeologist

Brian Fagan has recently produced

books on this theme (2, 3), and now

environmental journalist Eugene

Linden has done the same.

In The Winds of Change, Linden

contends that it is not just our new

appreciation of the nature of climate change in

the Holocene that has revolutionized thought.

There is also the realization that, perhaps coun-

terintuitively, more advanced societies are less

able to respond to climatic stresses than mobile

bands of hunter-gatherers. In spite of our so-

phistication, new technologies, and degree of

social organization, we have, he argues, become

more vulnerable to even smaller disruptions of

climate. For example, a farmer living in the

Arctic may not survive if the growing season

becomes too short and the harbors become iced

up. Likewise, a city dependent on irrigated agri-

culture may fail if the water supply dries up.

However, it is not just that the direct effects of

climatic change (such as floods and droughts)

may be fateful; one must also consider such

indirect consequences as disease, blight, and

civil disorder.

So in the first part of the book, Linden

explores the evidence that the cold snap around

8200 years ago set back the growth of complex

societies in the Levant, drought killed off the

Akkadian civilization 4200 years ago, the col-

lapse of the Mayans 1100 years ago was cli-

mate-related, and the Late Medieval abandon-

ment of the Greenland settlements was caused

by the onset of the Little Ice Age. Next, he

examines the evidence that climate has changed

during the Holocene, analyzing the nature of

shifts in the oceans’ large-scale thermohaline

circulation and the information retrieved from

ice and ocean sediment cores. 

Linden then revisits the possible explana-

tions for the calamities and events discussed in

the first part, assessing climate in relation to

other hypotheses such as political upheaval and

environmental degradation. He also examines

the nature, causes, and consequences of recent

El Niño events—including the roles they may

have played in British colonial domination in

India, the French Revolution, the demise of

the Suharto regime in Indonesia, and the

fall of Ethiopia’s Emperor Haile Selassie.

Lastly, Linden raises the uncomfortable question

“Are we next?” and points to the accelerating

pace of climate change over the last five decades.

Beautifully written, The Winds of Change is

a very thought provoking volume. Linden

manages to weave history, science, and narra-

tive together in a compelling way. It is a shame

that those who are stimulated to delve deeper

will find the text for the most part lacks refer-

ences. Nonetheless, Ellsworth Huntington

would have liked the book hugely.
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S
ustainable development, meaning economic
growth that is environmentally sound, is a
practical necessity. Environmental goals

cannot be achieved without development. Poor
people will circumvent environmental restrictions
in their desperation for land, food, and sustenance.
Nor can development goals be
achieved and sustained without
sound environmental manage-
ment. Environmental catastro-
phes will undermine economic
life, whether in New Orleans or
Nigeria. Therefore, investing in
poverty reduction is crucial for
environmental policy, while in-
vesting in the environment is
vital for successful poverty reduction (see figure,
right). Yet the world underinvests in both, and rich-
country and poor-country governments overlook
the policy links between poverty reduction and the
environment.

The United Nations (U.N.) Millennium
Project (1) and the Millennium Ecosystem
Assessment (MA) (2) highlighted the centrality
of environmental management for poverty
reduction and general well-being. Each report
emphasized the unsustainability of our current
trajectory. Millions of people die each year
because of their poverty and extreme vulnerabil-
ity to droughts, crop failure, lack of safe drinking
water, and other environmentally related ills. The
desperation of the poor and heedlessness of the
rich also exact a toll on future well-being in
terms of habitat destruction, species extinction,
and climate change.

The goal of the Millennium Project (1) is to
develop and to promote practical plans for
achieving the U.N. Millennium Development
Goals (MDGs) for ending poverty, eradicating
hunger, achieving universal primary education,
improving health, and restoring a healthy envi-
ronment. The MA, in turn, examined the conse-
quences of ecosystem change for human well-
being and analyzed options for conserving
ecosystems while enhancing their contributions

to people (2, 3). The MA and the Millennium
Project reached strikingly parallel conclusions:

Environmental degradation is a major bar-

rier to the achievement of the MDGs. The MA
examined 24 ecosystem services (the benefits
people obtain from ecosystems) and found that

productivity of only 4 had been enhanced over
the last 50 years, whereas 15 (including capture
fisheries, water purification, natural hazard reg-
ulation, and regional climate regulation) had
been degraded. More than 70% of the 1.1 billion
poor people surviving on less than $1 per day
live in rural areas, where they are directly
dependent on ecosystem services.

Investing in environmental assets and man-

agement are vital to cost-effective and equitable

strategies to achieve national goals for relief

from poverty, hunger, and disease. For example,
investments in improved agricultural practices to
reduce water pollution can boost coastal fishing
industry. Wetlands protection can meet needs
of rural communities while avoiding costs of
expensive flood control infrastructure. Yet these
investments are often overlooked.

Reaching environmental goals requires

progress in eradicating poverty. More coherent
and bolder poverty reduction strategies could
ease environmental stresses by slowing popula-
tion growth and enabling the poor to invest long
term in their environment.

We recommend the following measures in
2006. First, we call on the rich donor countries to
establish a Millennium Ecosystem Fund to give
poor countries the wherewithal to incorporate
environmental sustainability into national devel-
opment strategies. The fund would support work
that focuses on how poverty reduction can
enhance environmental conservation (e.g., by
giving farmers alternatives to slash and burn)
and how environmental sustainability can sup-
port poverty reduction (e.g., watershed manage-
ment to maintain clean water supplies). It would
also support national ecosystem service assess-
ments to help decision-makers factor the eco-
nomic and health consequences of changes in

ecosystem services into their planning choices.
The fund would initially need roughly $200

million over 5 years. It would enable universities
and scientists in dozens of the poorest countries
to incorporate the science of environmental sus-
tainability into poverty reduction strategies. The

programs would generate evidence
for countries to use in setting priori-
ties for national development and
environmental investments.

Second, the United Nations
should establish a cycle of global
assessments modeled on the MA
and similar to the climate change
reports produced at 4- to 5-year
intervals by the Intergovernmental

Panel on Climate Change (IPCC). The MA and
IPCC cost roughly $20 million, and each mobi-
lized in-kind contributions of that magnitude.
A global network of respected ecologists, econ-
omists, and social scientists working to bring sci-
entific knowledge to decision-makers and to the
public can clarify the state of scientific knowl-
edge, help to mobilize needed research, and
defeat the obfuscation led by vested interests.

France’s recent initiative for a consultative
process exploring the merits of an International
Mechanism of Scientific Expertise on Bio-
diversity (4) could be one means of establishing
a regular assessment process if, along with biodi-
versity, it also addresses the linkages between
ecosystem change and human well-being. Also,
it would need to evaluate potential policy, institu-
tional, and behavioral responses.

Third, the world scientific community needs
to chart an interdisciplinary strategy for sustain-
able development research, backed by increased
funding. Leading scientific institutions should
now coalesce behind a shared agenda on sustain-
able development and thereby help to draw gov-
ernments into the challenges of the 21st century.
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POLICYFORUM

Environmental goals cannot be attained

without also addressing poverty; similarly,

addressing poverty is essential for improving

the environment; both need additional

resources, particularly in developing nations.

Investments Toward
Sustainable Development
Jeffrey D. Sachs and Walter V. Reid*,†

ENVIRONMENT

Investing in
poverty reduction

Investing in
environmental
conservation

Investing in the interdisciplinary science

of sustainable development

Rising well-being
Ecosystem
sustainability

An investment strategy for sustainable development in low-income countries. 

J. D. Sachs is director of the U.N. Millennium Project and
director of the Earth Institute, Columbia University, New
York, NY 10027, USA. W. V. Reid was director of the
Millennium Ecosystem Assessment and is with the Woods
Institute for the Environment, Stanford University,
Stanford, CA 94305, USA.

*Present address: David and Lucile Packard Foundation,
Los Altos, CA 94022, USA.

†Author for correspondence. E-mail: wreid@packard.org

Published by AAAS



Separation of gases and liquids into their 

constituents is crucial for many industrial

processes. Membranes that incorporate 

nanotubes show promise for high selectivity

and throughput.

Making High-Flux Membranes
with Carbon Nanotubes
David S. Sholl and J. Karl Johnson

MATERIALS SCIENCE

I
n 1871, James Clerk Maxwell devised a

thought experiment whereby a “demon” sepa-

rates molecules without performing work. The

practical realization of such a demon would be

extraordinarily useful, because at present, vast

amounts of energy and money are expended

around the globe separating chemical mixtures.

Even separation of very simple molecules can

have enormous implications. For example, purify-

ing O
2

and N
2

from air is a multibillion dollar

industry, and the ability to economically separate

CO
2

from power plant flue gases

could revolutionize efforts to reduce

greenhouse gas emissions. Efficient

membranes are real-world analogs

of Maxwell’s demons that can sepa-

rate chemicals with little (although

never zero) work. On page 1034 of

this issue, Holt and co-workers (1)

describe experiments that are a fas-

cinating step toward the develop-

ment of highly efficient membranes.

The separation of gases and

liquids by membranes can often

be more cost and energy effective

than traditional separation meth-

ods, such as distillation or absorp-

tion. An ideal membrane would

have excellent stability under a

wide range of process conditions,

high selectivity for the chemicals

of interest, and also produce a

large molecular flux with a small driving force.

Most membranes in use industrially are poly-

meric, and the fabrication of these devices is

highly developed. Polymeric membranes for

gas separations show a near-universal tradeoff

between flux and selectivity (2); materials with

high throughput also have low selectivity, and

vice versa. Polymeric membranes are also typi-

cally unsuitable for very high–temperature

applications. New membrane materials that can

overcome these fundamental hurdles could ulti-

mately drastically reduce the energy consumed

in present-day separation operations. 

The possibility of using carbon nanotubes

as membranes for gas separation has been rec-

ognized for some time. The first examinations

of this idea used molecular dynamics (MD)

simulations of gas transport inside single-

walled nanotubes (3, 4). These simulations pre-

dicted that the transport of gases inside nano-

tubes is orders of magnitude faster than in any

other known materials with nanometer-scale

pores. These rapid transport rates exist because

the walls of nanotubes are much smoother (on

atomic scales) than other materials. 

These model predictions have now been

tested experimentally by Holt et al., who have

fabricated the first membranes from aligned

single- and double-walled nanotubes. This

work follows similar experiments by Hinds

and co-workers with membranes made from

multiwalled nanotubes (5, 6). Both groups fab-

ricated membranes in multistep processes,

with the end result being nanotubes that pene-

trate a thin impermeable film (see the figure);

Holt et al. used a silicon nitride matrix whereas

Hinds et al. used a polymer. The pore diame-

ters of nanotubes in the membranes made by

Holt et al. are 1.3 to 2 nm, whereas the nano-

tubes used by Hinds et al. are considerably

wider. Experimental observations of single-

component gases permeating through both

types of membranes show rapid transport of

gases. The transport rates observed by Holt et al.

for a range of gases are one to two orders of

magnitude larger than would be predicted by

assuming a Knudsen description, which is in

quantitative agreement with predictions from

simulations (7). 

These experiments show that carbon nano-

tube membranes can have spectacularly high

fluxes, but to be useful as membranes, they

must also show high selectivity. The experi-

ments to date have only examined single-com-

ponent transport, so no direct information on

this crucial issue is available. As is commonly

the case for nanoporous membranes, estima-

tion of membrane selectivities from single-

component experiments is not expected to be

accurate. Mixture selectivity has been studied

with MD simulations of single-walled nan-

otube membranes for CH
4
/H

2
mixtures (8),

which predict that the selectivity is dominated

by the preferential adsorption of CH
4

relative to

H
2

in the nanotubes. This preferential adsorp-

tion leads to selective transport of CH
4

over

H
2
, with selectivities as high as 10 to 20.

Knudsen transport of this gas mixture,

in contrast, would give a selectivity

of 2.8, favoring H
2

transport

over CH
4
.

The discussion above has

focused on gas separations, but

the need for efficient liquid

separations is just as great.

Both Holt et al. and Hinds and

co-workers have performed

experiments assessing water

transport through their nano-

tube membranes. Similar to

what is seen with gases, water

is observed to move through

the membranes extremely rap-

idly. The transport rates reported by Holt et al.

are in good agreement with predictions made

from MD simulations (9). Experimental stud-

ies of the selectivity of these membranes when

they are applied to liquid mixtures will be of

great interest.

The path to move from the elegant mem-

branes fabricated by Holt et al. and Hinds et al.

to devices suitable for large-scale applica-

tions—for example, CO
2

capture—will not be

an easy one. The key challenge in this context

is to scale up the fabrication techniques that

have now been successfully demonstrated to

economically produce membranes with large

surface areas. The scope of this challenge is

large, but the potential payoff is commensu-

rately large. These experiments should also

motivate other approaches to membrane fabri-

cation that use carbon nanotubes as one com-

ponent in a composite membrane rather than as

the sole avenue for molecular transport across

a membrane. So-called mixed matrix mem-

branes that embed small nonpolymeric parti-
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Faster flow. A schematic illustration of a membrane in which single-walled carbon
nanotubes (gray) create avenues for transport of molecules (shown as red and gray
balls passing through a nanotube) across an otherwise impermeable film (green). 
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cles inside a polymeric matrix are a well-

known route to improving the properties of

polymeric membranes (10). Mixed matrix

membranes hold a great economic advantage

over “pure” inorganic membranes, because the

inclusion of the inorganic component is, in

principle, a relatively simple addition to exist-

ing methods for making large–surface area

polymeric membranes. The experiments of

Holt et al. strongly suggest that mixed matrix

nanotube/polymer membranes may bring us

closer to mass production of devices that do the

job assigned to Maxwell’s fictional demon.
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M
ode-selective chemistry—the ability

to energize a specific chemical bond

and thereby promote a desired reac-

tion pathway—has been a widely pursued goal.

The vision of using a tunable infrared (IR)

laser to divert a reaction from its dominant

thermal pathway toward a desired product has

even attracted commercial interest. For the

most part, however, molecules have not coop-

erated. On page 1024 of this issue, Liu et al. (1)

report convincing evidence for the mode-

selective desorption of H
2

from a hydrogen-

covered silicon surface.

The main impediment to IR mode-selective

chemistry is that vibrational energy tends to be

redistributed rapidly within a molecule. An ini-

tially excited, high-frequency localized mode can

quickly de-excite by transferring its energy into

combinations of lower frequency modes. In small

molecules with sparse vibrational modes, few (if

any) combinations of low-frequency modes can

accept the energy, and the lifetime of the initially

excited mode may be sufficiently long to allow

mode-selective chemistry. Indeed, the outcome

of the gas-phase reaction of H atoms with singly

deuterated water (HOD) can be controlled

through laser excitation of specific HOD vibra-

tional modes (2, 3). However, in large molecules,

in condensed phases, and at surfaces, huge num-

bers of low-frequency modes can accept energy,

and energy randomization is very rapid (gener-

ally on the picosecond time scale or faster). Thus,

energy does not remain localized in a bond for a

sufficiently long time to influence a chemical

reaction. The resulting chemistry is thermal

rather than selective: the weakest bond breaks or

the most reactive site reacts (see the figure).

Attempts at IR mode-selective desorption of

molecules from surfaces have been reported pre-

viously, but none have convincingly shown

selectivity. A beautiful series of experiments was

carried out by T. J. Chuang and co-workers in the

early 1980s. In one example (4), they observed

greatly enhanced desorption yields of NH
3

from

copper and silver surfaces when the IR laser was

tuned to resonance with an ammonia vibrational

mode. However, when they co-adsorbed NH
3

and ND
3

on the surface and tuned the laser to an

NH
3

vibrational frequency, both NH
3

and ND
3

desorbed in statistical (nonselective) propor-

tions; NH
3

did not desorb preferentially. Thus,

energy is deposited only when the laser fre-

quency is resonant with a vibration, but the

energy rapidly randomizes, and the subsequent

chemistry is driven by nonselective heating.

Redlich et al. recently reported similar findings

for isotopic mixtures of methane physisorbed on

an NaCl surface; again, isotopes were found to

desorb in statistical proportions irrespective of

which isotope was vibrationally excited (5).

The experimental findings of Liu et al. (1)

are in striking contrast with the wavelength-

dependent but nonselective desorption found in

these previous studies. The authors first created

an adsorbed layer of about 15% H atoms and

85% D atoms on an Si(111) surface. They then

irradiated the surface with a free-electron laser

tuned to the 4.8-µm Si-H stretching mode.

They found that almost all desorbing atoms

were H
2
; less than 5% of desorbing molecules

were HD or D
2
. This startling result rules out

any local heating mechanism, which would

produce a statistical mixture (2% H
2
, 26% HD,

and 72% D
2
). Liu et al. have thus clearly

Researchers have achieved the goal of control-

ling chemical reactions by selectively exciting a

single vibrational mode. A free-electron laser

selectively desorbs H
2

from a silicon surface

coated with hydrogen and deuterium.

Mode-Selective Control of
Surface Reactions
John C. Tully

CHEMISTRY

C–Cl bond breaksIR laser

Heat

Energy

redistributes

locally

Energy

thermalizes

C–Br bond breaks
Thermal

Mode selective

hν

Conventional wisdom. The hypothetical molecular fragment shown here contains a weak bond between
bromine (green) and carbon (gray) and a stronger bond between chlorine (red) and carbon. Heating results
in thermal cleavage of the weakest bond, C–Br. IR excitation of the C–Cl vibration aims to selectively break
this stronger bond. However, rapid intramolecular redistribution of the laser energy is likely, producing the
same result as heating: the nonselective breaking of the weaker bond. The experiments of Liu et al. are more
complex than this illustration, but nevertheless demonstrate a mode-selective, nonthermal pathway.
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achieved IR mode-selective chemistry. The

atomic-level mechanism underlying this process

is far from clear, however.

The authors observe a quadratic dependence

of desorption yield on laser intensity. It is tempt-

ing to implicate two neighboring H-Si units, each

vibrationally excited by a single IR photon. Liu et

al. correctly caution, however, that a quadratic

dependence on intensity does not necessarily

imply a two-photon process. The measured acti-

vation energy for thermal desorption of H
2

from

H-Si(111) is 2.4 eV (6)—far more than two 0.26-

eV IR photons. The measured activation energy of

a chemical reaction does not necessarily equal the

height of an actual energy barrier. Nevertheless, it

is difficult to see how only two photons can pro-

duce desorption. Any atomic trajectory that might

be launched by IR laser excitation of two neigh-

boring-singly excited H-Si bonds can also be pro-

duced by heating—there cannot be any secret pas-

sages that are accessed only by IR laser excitation.

Therefore, if only two photons worth of energy

can produce desorption in the laser experiment,

then the same amount of energy can produce des-

orption thermally. But if so, the activation energy

would be far lower than 2.4 eV.

It thus appears necessary to invoke many IR

photons. Perhaps there is some contribution

from vibrational energy pooling. Chang and

Ewing have observed this effect in physisorbed

layers of CO on NaCl (7), where dipole-dipole

coupling induces many molecules excited by a

single photon to pool their energy into a few

highly vibrationally excited molecules (8). For

the H-Si(111) system, however, this effect is

expected to be much less important; the dipole-

dipole coupling is weaker than for CO, and the

vibrational lifetime is much shorter. 

It appears more likely that the high intensities

achievable with the free-electron laser produce

multiple (sequential) photon absorption by indi-

vidual H-Si bonds. Much of this energy must

remain localized long enough for two H atoms to

combine and surmount the 2.4-eV barrier.

Scanning tunneling microscopy studies of the H-

Si(100) surface have shown that energetic elec-

trons are far more likely to induce the breaking

of an Si-H bond than the breaking of an Si-D

bond (9). This difference is believed to be the

reason for the increased lifetime of semiconduc-

tor devices upon deuterium substitution (10).

Van de Walle and Jackson (11) have proposed

that energetic electrons excite both Si-H and Si-

D vibrations. However, the Si-D vibrational fre-

quencies more closely match those of the silicon

substrate, and energy dissipation should thus

occur more rapidly for Si-D, leading to preferen-

tial breaking of Si-H bonds.

The experiments of Liu et al. may exhibit

similar behavior, where energy transferred to Si-

D units quickly dissipates, leaving only the Si-H

units energized. But whatever the mechanism,

Liu et al. have successfully accomplished a long-

standing goal: IR mode-selective chemistry in a

many-atom system.
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T
he creation, investigation, and manipula-

tion of low-dimensional model systems is

of fundamental importance in con-

densed-matter physics. Moreover, an under-

standing of the wide variety of electronic and

magnetic properties of these models—and their

associated phase transitions—may lead to appli-

cations in spintronics and other areas of device

physics. To an increasing degree, such model

systems have been created by researchers in

surface science. A well-known example was

achieved in 1993 by Eigler and co-workers at

IBM Almaden, who used a low-temperature

scanning tunneling microscope (STM) to arrange

adsorbed atoms into a corral that imposed a cir-

cular boundary on the surface-state electrons of

the underlying single crystal (1). The resulting

quantum interference patterns exactly displayed

the solution of the Schrödinger equation, which

for that geometry can be given in analytical

form. A second but no less exciting example is

now reported from the same lab on page 1021 of

this issue by Hirjibehedin et al., who have

carried out low-temperature STM measure-

ments of manganese atom chains (of up to 10

atoms), assembled by atomic manipulation on

copper nitride islands that provide an insulating

monolayer between the chains and a copper sub-

strate (2). These chains are model systems repre-

senting one-dimensional (1D) Heisenberg anti-

ferromagnets of finite size.

A Heisenberg chain is a linear arrangement of

spins S mutually cou-

pled by an exchange

interaction with energy

J. Several order-disor-

der transitions are pre-

dicted for such chains.

In the absence of mag-

netic anisotropy, for

example, long-range

order is predicted to be

lost at any finite tem-

perature (3, 4). A model system for a ferromag-

netic Heisenberg chain (where all the spins are

aligned parallel to each other) has been realized

in the form of atomic cobalt chains created by

step decoration of vicinal platinum single-crystal

surfaces. In this case, anisotropy was found to sta-

bilize small ferromagnetic spin blocks (5). 1D

ferrimagnets (where neighboring spins are anti-

parallel but do not cancel, leaving a net moment)

have been realized with molecular magnets (6)

and have been found to display the predicted slow

magnetization relaxation (7). However, a chain

with antiferromagnetic coupling (where neigh-

boring spins are antiparallel)

is of fundamental importance

in many-body physics, as it is

one of the few systems where

a nontrivial many-particle

ground state is known exactly

(8). The quantum mechanical

nature of the spins gives rise

to the collapse of the Néel

state (the arrangement of anti-

parallel spins) into a single

Understanding magnetic ordering at the atomic

scale is essential for spintronic technology. A

linear chain of manganese atoms has been 

created for studying one-dimensional systems. 
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wave function of the entire chain, which is subject

to quantum fluctuations and displays quantum

phase transitions in high magnetic fields (9). 

Until now, model systems of 1D Heisenberg

antiferromagnets have been bulk crystals with

electronically coupled quasi-1D chains, such as

CuGeO
3
, copper tetraminsulfate, CsNiCl

3
, or

copper benzoate Cu(C
6
D

5
COO)

2
·3D

2
O (10),

which have been investigated by electron spin

resonance, nuclear magnetic resonance, mag-

netic susceptibility, and inelastic neutron scatter-

ing. Similar to the quasi-1D bulk samples, the

manganese atom chains are strongly coupled

along the chain yet weakly coupled to the envi-

ronment. In contrast to the bulk samples, the

chains have finite length, but structures with

arbitrary geometries can be assembled, and the

nearest neighbor distance as well as the adsorp-

tion site can be freely chosen. The STM allows

direct measurement of the chain properties for

each configuration—for instance, by inducing

spin-flips and total spin changes that appear as

steps in differential conductance curves (dI/dV,

where I is current and V is voltage).

Odd chains have a zero-bias dip in dI/dV

caused by spin-flip excitation (change in mag-

netic quantum number m); all chains have con-

ductance steps arising from the total spin

change. The size of the conductance steps in the

even chains can reach up to one order of magni-

tude. The absence of spin-flip excitations for

even chains shows that the total spin in the

ground state is S
tot

= 0, and the presence of such

excitations in odd chains implies their ground

state to have S
tot 

≠ 0; therefore, the chains are

ordered antiferromagnetically. The interatomic

coupling strength J of the chains is measured by

means of the energy difference between ground

and first excited state of a dimer at zero field.

The influence of the chemical environment on J

is clearly evident, as Hirjibehedin et al. find J =

6.2 meV in chains placed on Cu atoms of the

insulating CuN layer, but J = 3.0 meV for a chain

placed on nitrogen atoms. In the presence of a

magnetic field, the total spin transition of a dimer

splits up into three energies, corresponding to a

transition from S
tot

= 0 to S
tot

= 1 with quantum

numbers m = 0, ±1. From the energy of the total

spin change of a linear trimer, the authors deduce

S
tot

= S = 5⁄2. Because J and S are known, the ener-

gies for the total spin transitions for all chain

lengths n can be predicted with a Heisenberg

open-chain model. The peak positions up to n =

6 of this model are in excellent agreement with

experiment. Moreover, the authors find inelastic

electron tunneling spectroscopy (IETS) selec-

tion rules for spin transitions in the chains: ∆S
tot

= 0, ±1, and ∆m = 0, ±1, but not ±2. 

These results represent an important step in

the creation, understanding, and manipulation of

low-dimensional spin systems. Understanding

the selection rules is a theoretical challenge, and

the role of magnetic anisotropy needs to be high-

lighted. Further experimental progress should be

possible with spin-polarized STM, which might

reveal whether internal order is indeed absent or

may allow direct excitation of magnetic transi-

tions with the injection of spin-polarized cur-

rents. The most exciting part of this report is that

one can now create and explore any arrangement

of spins, in particular those less likely to be

found in nature’s crystals.
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W
hat is in your pockets? Chances are you

carry keys, money, cosmetics, a Swiss

Army knife, or other tools—because

they may be useful at some future point. Humans

have the ubiquitous capacity to imagine, plan for,

and shape the future

(even if we do fre-

quently get it wrong).

This capacity must

have long been of major

importance to our sur-

vival (see the figure) and may have been a prime

mover in human cognitive evolution (1). Stone

toolkits and spears from archaeological finds sug-

gest that the ancestors of modern humans already

prepared for the future hundreds of thousands of

years ago. On page 1038 of this issue, Mulcahy

and Call (2) show that the roots of these abilities

may go much deeper still. Though great apes have

not invented containers to carry tools, the experi-

ments demonstrate that they can save tools for

future use. 

Of course, other animals also act in ways

that increase their chances of future survival.

Many species have evolved preparatory in-

stincts that lead them, for example, to build

nests or hoard food. Associative learning mech-

anisms further allow individuals, rather than

entire species, to predict recurrences on the

basis of cues (for example, a smell signaling

food). But animals are not mere associative

automatons. Recent evidence shows that some

can make causal inferences (3, 4). Great apes

even seem capable of imagining situations they

cannot directly perceive (5). They can also make

simple tools to solve nearby problems, such as

fashioning an appropriate stick to obtain food

that would otherwise be out of reach (6). Yet

there seems little evidence that animals ponder

the more distant future. Wolfgang Köhler, who

first documented “insightful” problem-solving

in chimpanzees nearly 90 years ago, concluded

that “The time in which the chimpanzee lives is

limited in past and future” (6). Recent reviews

concur that animal foresight more generally

may be profoundly restricted (7, 8), even though

innovative work on scrub-jays suggests that

these birds have some surprising competence in

the specific context of food caching (9). In this

week’s Science Express, Dally et al. (10), for

example, report that scrub-jays adjust their

caching behavior in ways that effectively de-

crease the chances that the food will be stolen by

others. They appear to keep track of what

caching was observed by which other jay and

move food to new locations accordingly.

However, the caching behaviors may be driven

by a combination of predispositions and spe-

cific learning algorithms rather than by reason-

ing about past and future (10, 11). It remains

unclear what exactly the limits are for animal

foresight. 

Planning for the future is a fundamental

human survival strategy. New results suggest

that great apes can anticipate future needs and

that this ability has roots more ancient than

previously thought. 

Foresight and Evolution of
the Human Mind
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Mulcahy and Call’s experiments

demonstrate the most extensive

foresight yet in nonhuman primates.

Bonobos and orangutans at the

Wolfgang Köhler Primate Center in

Leipzig, Germany, first learned to

use an object as a tool to obtain

grapes from an apparatus in a test

room. They were then presented

with objects that would make suit-

able and unsuitable tools for this

task, from which they could select

any to take into a waiting room

(where they could still see the appa-

ratus).  An hour later, they were

allowed back into the test room. In

almost half of the trials, subjects

spontaneously selected a suitable

tool, transported it out to the waiting

room, and then back into the test

room to get the reward. They also

returned with unsuitable tools, but significantly

less so than with suitable ones. In a second

experiment, the best performing bonobo and

orangutan were given the tool choice in the

evening but were only allowed to return to the

test room the next morning. Impressively, both

still returned with suitable tools in more than

half of the trials. In a third experiment, apes had

to first learn to use a hook to obtain grape juice

from a different apparatus. This apparatus was

then removed before subjects were given the

opportunity to select tools, and then reinstalled

only after they had returned from the waiting

room. The apes still performed reasonably well

even though they had to make their choices

without being able to see the reward apparatus. 

In an important final control condition, the

apparatus was not reinstalled at all. Subjects

were still given the reward if they returned with a

suitable tool, but they could not use the tool on

the apparatus. If the apes simply associated the

tool with the reward, performance in this condi-

tion should be equivalent to that in the third

experiment. Subjects returned less frequently

with the suitable tool, however, leading the

authors to conclude that performance in the

other experiments reflected planning rather than

simple associative learning.

The star performer was the orangutan

Dokana, who in the first study succeeded 15 out

of 16 times—more than twice as often as the

second best performing animal. Dokana also

did well in the second and third experiments.

Unfortunately, Dokana did not participate in the

final control experiment. Instead, it was adminis-

tered to a naïve group of four apes, raising con-

cern that this might account for poorer perform-

ance in the control condition. As the authors

acknowledge, two of the control animals never

returned to the test room with the “suitable” tool

and, hence, had no opportunity to learn from the

reward. The other two performed as well as two

of the six apes tested in the first experiment,

returning in two and five trials with suitable

tools. Clearly, more research is needed to entirely

rule out associative explanations. Still, the find-

ings suggest that “the time in which Dokana

lives spans more than a night.”

Köhler saw no sign that chimpanzees con-

sider the future beyond striving to satisfy current

needs. This led to the proposal that animal fore-

sight may be limited by an inability to entertain

future need or drive states that they do not cur-

rently experience—such as imagining being

thirsty when one is quenched (1, 7, 12). There

would be little point considering the remote

future if one is driven merely by a desire to sat-

isfy current needs. To examine this hypothesis,

two-room tests have been proposed in which

human or animal subjects can prepare to secure a

need that they do not currently experience (11,

13). Mulcahy and Call’s study is similar in struc-

ture, but did not measure or control subjects’

motivational states. It is probably fair to assume

that the apes desired grape rewards throughout

the duration of the experiment. Thus, although

the data suggest anticipation of the future need

for a tool, they do not necessarily imply anticipa-

tion of a future state of mind. 

Nonetheless, Mulcahy and Call’s results are

ground-breaking and may even prove to be as

seminal as Premack and Woodruff’s first evi-

dence that chimpanzees may have a theory of

mind (14). But unequivocally establishing com-

plex mental capacities in nonverbal animals is

difficult, as decades of subsequent theory of

mind research testify. Much clever experimenta-

tion is required to determine what foresight apes

have and what the limits of this ability are.

The stakes are high. By identifying what

capacities our closest living relatives share with us,

we can get a glimpse at our evolutionary past. It is

more parsimonious to conclude, as the authors do,

that traits shared with all great apes are inherited

from our common ancestor, rather than that they

evolved independently. Even without fossils, the

mental capacities of this ancestral

species are becoming increasingly

clear (5). This provides a starting

point from which we can begin to

reconstruct the evolution of the

human mind. 

There is still much to learn about

human foresight. Researchers have

concentrated more on memory than

on anticipation. Yet, it is accurate

prediction of the future, more so than

accurate memory of the past per se,

that conveys adaptive advantages.

Emerging research suggests that

remembering past episodes and

imaging future events may be two

sides of the same faculty [so-called

mental time travel (1)]; various links

between the two have been reported.

Amnesic patients who are unable to

answer simple questions about yes-

terday’s events have been found to be equally

unable to say what might happen tomorrow (15),

and children begin to accurately answer both such

questions from around the same age (11).

Imagining future events and remembering past

events are associated with similar brain activity

(16), and factors like temporal distance influence

in similar ways the reported phenomenological

characteristics of both (17). 

But many questions remain. What are the

mechanisms of future-oriented cognition? How

do they develop? How can performance be dis-

turbed or enhanced? It is time to carefully inves-

tigate foresight, because humans may need to get

better at it if we are to continue to survive.
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Tool carriers. (Left) Humans routinely prepare for the future, as illustrated here
by the many tools the “ice-man” Ötzi carried through the Alps more than 5000
years ago. (Right) Some great apes also use tools and, in the laboratory at least,
can transport them for future use.
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T
he most important mechanism for rapid

cell-to-cell communication within the

nervous system is the synapse, where

neuron meets target for the relay of chemical

messages. Fast neurotransmission not only

requires very close apposition of presynaptic

and postsynaptic partners, but also necessitates

a precise structural arrangement of cellular

components on both sides of the synaptic cleft

to facilitate effective signal transmission. On

page 1051 of this issue, Kittel et al. (1) report

how a recently discovered presynaptic protein

acts as a gatekeeper for those components that

need to be assembled for fast release of neuro-

transmitter molecules from synaptic vesicles.

Although synapses of different neurons are

tuned to meet the demands of specific activities

and are correspondingly diverse in structure

and function (2), they share several basic fea-

tures. For fast neurotransmission, apposing

presynaptic and postsynaptic membranes are

typically separated by 10 to 50 nm, rigidly

aligned, and held in place by adhesion mole-

cules. Postsynaptic neurotransmitter receptors

are thus rapidly activated with very little time

lost in the diffusion of signals across the synap-

tic cleft (3). All fast chemical synapses possess

voltage-gated calcium channels in the presy-

naptic membrane such that calcium ions enter-

ing the presynaptic nerve terminal trigger rapid

release, or exocytosis, of neurotransmitter from

synaptic vesicles (4). The needs of rapid com-

munication are met by very close association

between calcium channels and presynaptic

vesicles. The time between the entry of calcium

ions into the presynaptic terminal and the onset

of the postsynaptic potential is about 200 µs at

the squid giant synapse (5). For release of trans-

mitter to occur in this brief time, the synaptic

vesicle must be “docked” at the presynaptic

membrane and close to one or more calcium

channels. These channels, when opened by a

presynaptic nerve impulse, create a small

domain of relatively high calcium concentra-

tion, which activates exocytosis (4, 6).

Precise positioning of presynaptic calcium

channels and docked vesicles is ensured by

cytoskeletal filaments linking these partici-

pants. At the frog neuromuscular junction, elec-

tron microscope tomography and scanning

electron microscopy have revealed a regular

cytoskeletal lattice tethering a linear array of

synaptic vesicles to large transmembrane parti-

cles, the putative calcium channels (7). The lat-

tice is part of an electron-dense structure seen

at the presynaptic membrane by standard trans-

mission electron microscopy. Collectively, the

calcium channels, docked vesicles, and tether-

ing elements are known as the presynaptic

active zone, because this limited region is the

site of impulse-evoked exocytosis at the

synapse (8, 9). 

At mammalian synapses of the central nerv-

ous system, the active zone is organized as a

presynaptic grid (10) rather than a linear array.

Pre- and postsynaptic membranes are tightly

linked by adhesion molecules, whereas mole-

cules that participate in exocytosis

are present in a presynaptic “parti-

cle web” (11). Yet more elaborate active-zone

structures occur at vertebrate sensory synapses

as very prominent presynaptic ribbons, which

are thought to convey vesicles continuously to

the sites of exocytosis (12). The molecular com-

ponents of these specialized structures have

recently been described (13). Presynaptic densi-

ties differ in form among diverse synapses, but

they share functionally important features that

are being closely studied for clues to the regula-

tion of synaptic performance.

Emerging evidence for the identity of struc-

tural proteins at vertebrate sensory synapses

raises the question of their occurrence in other

synapses. The structural proteins Bassoon and

CAST (cytomatrix of the active zone–associ-

ated structural protein) are closely associated

with the presynaptic active zone of mammalian

hippocampal synapses (14). But counterparts

for these proteins have not been found in other

groups of organisms, including arthropods.

Kittel and colleagues have now identified a

candidate for a missing functional homolog.

Active zones with presynaptic

densities at invertebrate synapses

are of particular interest because

of the emergence of the Droso-

phila larval neuromuscular junc-

tion as a system in which modern

genetic techniques can be readily

applied to elucidate functional

properties of specific molecules.

An organizing role has been defined

for a specific molecule named

Bruchpilot (German for “crash pilot”;

flies in which the protein has been

depleted by RNA interference are

unable to sustain proper flight) (15).

Kittel et al. show that this organiz-

ing molecule is required for forma-

tion and anchoring of the presynap-

tic density, but it does not appear to

be an integral component. 

Bruchpilot is a structural protein

apparently present at all synapses of

the Drosophila nervous system. It

contains coiled-coil domains and

shares homology with vertebrate

CAST, a protein that interacts in a

complex assemblage with other

vertebrate presynaptic proteins (incl-

uding Bassoon, Munc 13-1, and

RIM1) all closely associated with

the active zone. At neuromuscular

junctions of Drosophila mutants

lacking Bruchpilot, the presynaptic

densities (so-called “T-bars”) disap-

pear. Despite this, nerve-evoked

transmission still occurs but is reduced to about

25% of normal, and the timing of exocytosis is

less precise. Spontaneous release of the trans-

mitter is not affected, so the fundamental

process of exocytosis is preserved. Presynaptic

calcium channels are reduced in number and

are less tightly clustered and less closely asso-

ciated with docked vesicles. Apparently, Bruch-

pilot is not part of presynaptic density itself but

probably surrounds it as a matrix (see the first

Motor neurons innervate muscles through

structures containing calcium channels and

vesicles poised to release transmitter. A newly

described protein organizes these structures. Gatekeeper at the Synapse
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The Bruchpilot matrix. Transmission electron micrograph of a
presynaptic density (top, right) illustrates assembly of synaptic
vesicles at the presynaptic density, or T-bar, in a Drosophila

synapse. The synaptic vesicles are about 40 nm in diameter. The
diagram illustrates the Drosophila T-bar surrounded by a donut-
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nels, and several vesicles attracted to the active zone. The thick-
ness, substructure, and lateral extent of the Bruchpilot matrix
are not yet fully defined.
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figure), and is required (directly or indirectly)

for normal localization of docked vesicles and

calcium channels. It probably acts as a con-

straining guardian and gatekeeper for the active

zone. At present, the form of the matrix is not

well defined; electron micrographs show that it

does not prevent the movement of synaptic

vesicles into the zone near the presynaptic

membrane. Thus, the matrix may consist of fine

filaments of Bruchpilot protein on the cytoplas-

mic surface of the presynaptic membrane.

Arrangement of the Bruchpilot matrix at

the active zone is revealed by a new technique,

stimulated emission depletion (STED) micro-

scopy (16), that shows fluorescence-labeled

structures in biological specimens at higher

resolution than with confocal microscopy. The

Bruchpilot matrix is a doughnut-shaped struc-

ture with one or two prominent holes large

enough to accommodate presynaptic densities

and a cluster of calcium channels. Available

structural evidence from transmission electron

microscopy and freeze-fracture images (17,

18) indicates that the Drosophila active zone

normally consists of calcium channels and

docked vesicles arranged along a T-bar (see the

second figure). A ring of the Bruchpilot pro-

tein surrounds this aggregation, giving the

doughnut-like appearance seen with STED.

This structural arrangement suggests that the

presynaptic density acts as an attractor of

synaptic vesicles and a guide to their optimal

disposition for fast exocytosis. It is also possi-

ble that the presynaptic density is required for

clustering calcium channels at the active zone

(see the figure). Without the Bruchpilot

matrix, the presynaptic density does not form

properly, and the effectiveness of nerve-

evoked transmission is much reduced. 

Whether the Bruchpilot matrix is directly

responsible for clustering of calcium channels,

or whether it is indirectly involved through

attracting and anchoring the presynaptic den-

sity, remains an open question. Undoubtedly,

the Drosophila T-bar and similar presynaptic

active-zone densities of other arthropods have

functions in common with vertebrate synaptic

grids and ribbons (11, 12), but they possess dif-

ferent components and anchoring molecules.

Though destined never to follow a course of

flight, the crash-pilot flies nonetheless have

pointed to a new direction for analyzing synap-

tic structure and function. 
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Drosophila neuromuscular junction. Transmssion
electron micrograph of two presynaptic boutons,
wrapped by processes of a muscle cell. Each has two
prominent T-bars and associated clusters of synap-
tic vesicles. The bouton at the left is approximately
1 µm wide and 2.5 µm long.

T
hree decades ago, there was an explosion

in my laboratory at Allied Chemical. We

were trying to make a new phase of car-

bon, called linear carbon, by thermally polymer-

izing diiododiacetylene (C
4
I
2
) crystals and then

eliminating the iodine substituent. The first step

yielded less than a gram of polymerized C
4
I

2

crystals, which had a metallic luster. Intrigued

by this sample, a talented chemist forgot caution

for an instant and tapped the side of a sealed

ampoule with his finger. The resulting explo-

sion of the polymerized crystals caused minor

injury and spelled the end of our efforts to make

linear carbon.

Others have persisted, however, and thanks to

their efforts a route to linear carbon is now com-

ing closer to possible success. On page 1030 of

this issue (1), Sun et al. report the synthesis of

poly(C
4
I
2
) by a modified solid-state polymeriza-

tion route. The authors use crystals in which C
4
I
2

is complexed with a specially chosen agent, an

oxalamide. In these crystals, 1,4-addition poly-

merization of diacetylene occurs spontaneously

to produce single crystals of the complexed

polydiacetylene (see the first figure). The com-

plexing agent appears to stabilize the polymer-

ized C
4
I

2
against explosive decomposition (2)

and eliminates the type of disorder that Sun et al.

(1) report for crystals of pure C
4
I

2
. Their

approach draws on a deep understanding of the

application of cocrystallized molecules to pro-

It has been problematic to produce linear carbon molecules because key reactants are highly

unstable and can explode. A solid state polymerization reaction avoids this problem and allows

synthesis of these elusive products.

Dangerously Seeking Linear Carbon
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Toward linear carbon. (Top) An array of diacety-
lene molecules in a polymerizable diacetylene sin-
gle crystal. (Middle) A resulting polydiacetylene
chain. (Bottom) A chain of linear carbon that might
result from the extrusion of substituent groups R,
such as iodine, from the polydiacetylene chain. 
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vide the diacetylene array geometry needed for
polymerization (3, 4).

The diacetylene solid-state polymerization
reaction exploited by Sun et al. is a very special
reaction, whose nature and importance were first
established by the pioneering work of Gerhard
Wegner (5). In some cases, this reaction proceeds
completely topochemically; that
is, the monomer structure accu-
rately guides the continuous
transformation from monomer to
polymer. As a result, a monomer
crystal of any size converts to a
polymer crystal of similar size
and structural perfection (see the
second figure).

In the old efforts at Allied
Chemical and elsewhere to
commercially exploit polydi-
acetylene single crystals, many
interesting properties were found
(6, 7), including some still being
pursued for applications (8).
The crystals have a per-chain
stiffness close to that of dia-
mond, very high coefficients for
tripling the frequency of incom-
ing light, and negative thermal
expansion coefficients tunable
to near zero by introducing
defects. They have been de-
ployed as mechanical stress
sensors and as temperature-
limit and chemical-exposure
indicators. Also, the very high
observed electron mobility for
polydiacetylene single crystals
suggests electronic device appli-
cations. Many of these proper-
ties deserve investigation for the polymer pro-
duced by Sun et al., but probably for fundamen-
tal rather than practical reasons, because
poly(C4I2) chains lack the stability of more typ-
ically investigated polydiacetylenes with large
organic substituents.

In perhaps the most important commercial
application of diacetylene polymerization,
printed inks containing diacetylene microcrys-
tals have been used as time-temperature indica-
tors. Diacetylenes typically have an actuation
energy for thermal polymerization of about 20 to
28 kcal/mol, which can be tuned to closely
match the activation energy and degradation rate
for important perishables, from vaccines to food-
stuffs. Color changes of the diacetylene micro-
crystals during thermal polymerization provide a
visual indication of whether a perishable product
in the same thermal environment has degraded
as a result of integrated time-temperature expo-
sure (9). Over a billion of these diacetylene poly-
merization–based indicators have been used on
individual vaccine vials since 1996 to assist dis-
ease eradication in parts of the world that do not
have a reliable cold chain, by helping to ensure

the delivery of viable vaccines (10). The United
States Army is using these diacetylene indicators
on cartons of their MREs (Meals Ready to Eat).

Is it possible to make linear (two-coordi-
nated) carbon as a distinct crystal phase that
complements the known phases of four-coordi-
nated carbon (cubic and hexagonal diamond)

and of three-coordinated car-
bon (graphite, fullerenes, and
carbon nanotubes)? Much of
the literature for solid forms of
linear carbon (also called car-
byne or carbene) is difficult to
interpret. Numerous reports
claim the synthesis of diverse
crystalline phases of linear
carbon (11), but many are likely
due to artifacts. In any case,
no crystallographic structure
determination has been re-
ported for crystals containing
only chains of linear carbon.

With increasing n, crystals
comprising only polyynes—
that is, R-(C≡C)

n
-R mole-

cules—become increasingly
unstable, unless R is a bulky

substituent group (12). This instability probably
originates from intermolecular polymerization
of linear carbon, like the 1,4-addition polymer-
ization shown in the first figure. Therefore, one
possible solution is to use a matrix to isolate
chains of linear carbon. Hlavaty et al. (2) used
this approach in their effort to convert C4I2 in a
microporous silica to linear carbon using ultra-
violet irradiation and were successful in produc-
ing at least short carbon chain segments. Linear
carbon chains of different lengths are stable
when trapped at low temperature in a solid
argon matrix (13). Also, there are reports (14,
15) that linear carbon occasionally forms as
highly stable species inside carbon multiwalled
nanotubes during carbon arc synthesis. Perhaps
almost all nanotubes in a sample could be filled
by linear carbon by loading them with C4I2,
polymerizing the C4I2, and then extruding the
iodine from the poly(C4I2).

Does the above instability mean that it will
be forever impossible to obtain even very
small crystals of linear carbon that are stable
at room temperature? Perhaps not, given that
the addition polymerization of diacetylenes is

thermodynamically uphill until three or four
molecules react together. Hence, nanofibers
composing about seven bundled chains of lin-
ear carbon might be sufficiently stable for
applications. 

It might even be possible to make use of the
high strength and high modulus of suitably iso-
lated chains of linear carbon for polymer com-
posites. Another possibility is to use single
chains of linear carbon as an extremely narrow
(3.4 Å wide) channel for field-effect transistors.
Unlike the presently available single-walled car-
bon nanotubes, all linear carbon chains would
be identical and semiconducting, thereby elimi-
nating the need for sorting through a pile of nan-
otubes to make a device. 

In fact, the technology for polymerizing
individual polydiacetylene chains of desired
length on a substrate already exists (16) and
seems highly applicable for either linear arrays
of C4I2 molecules or monomer complexes like
those described by Sun et al. It might be possi-
ble to convert these individual poly(C4I2)
chains to chains of linear carbon by electron-
beam irradiation, photolysis, heating, or expo-
sure to an agent facilitating iodine extrusion,
such as an evaporated alkali metal. Whether or
not linear carbon synthesis is practical by the
poly(C4I2) route, Sun et al. have provided both
an exciting new electronic material and a route
that could lead to novel related and derivative
materials.
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Genomics and the Irreducible Nature
of Eukaryote Cells
C. G. Kurland,1 L. J. Collins,2 D. Penny2*

Large-scale comparative genomics in harness with proteomics has substantiated fundamental
features of eukaryote cellular evolution. The evolutionary trajectory of modern eukaryotes is
distinct from that of prokaryotes. Data from many sources give no direct evidence that eukaryotes
evolved by genome fusion between archaea and bacteria. Comparative genomics shows that, under
certain ecological settings, sequence loss and cellular simplification are common modes of
evolution. Subcellular architecture of eukaryote cells is in part a physical-chemical consequence of
molecular crowding; subcellular compartmentation with specialized proteomes is required for the
efficient functioning of proteins.

C
omparative genomics and proteomics

have strengthened the view that modern

eukaryote and prokaryote cells have long

followed separate evolutionary trajectories. Be-

cause their cells appear simpler, prokaryotes

have traditionally been considered ancestors of

eukaryotes (1–4). Nevertheless, comparative

genomics has confirmed a lesson from paleon-

tology: Evolution does not proceed monoton-

ically from the simpler to the more complex

(5–9). Here, we review recent data from pro-

teomics and genome sequences suggesting that

eukaryotes are a unique primordial lineage.

Mitochondria, mitosomes, and hydrogeno-

somes are a related family of organelles that

distinguish eukaryotes from all prokaryotes

(10). Recent analyses also suggest that early

eukaryotes had many introns (11, 12), and RNAs

and proteins found in modern spliceosomes

(13). Indeed, it seems that life-history param-

eters affect intron numbers (14, 15). In addition,

Bmolecular crowding[ is now recognized as an

important physical-chemical factor contributing

to the compartmentation of even the earliest

eukaryote cells (16, 17).

Nuclei, nucleoli, Golgi apparatus, centrioles,

and endoplasmic reticulum are examples of

cellular signature structures (CSSs) that dis-

tinguish eukaryote cells from archaea and bacte-

ria. Comparative genomics, aided by proteomics

of CSSs such as the mitochondria (18, 19),

nucleoli (20, 21), and spliceosomes (13, 22),

reveals hundreds of proteins with no orthologs

evident in the genomes of prokaryotes; these

are the eukaryotic signature proteins (ESPs)

(23, 24). The many ESPs within the subcel-

lular structures of eukaryote cells provide

landmarks to track the trajectory of eukary-

ote genomes from their origins. In contrast,

hypotheses that attribute eukaryote origins to

genome fusion between archaea and bacteria

(25–30) are surprisingly uninformative about

the emergence of the cellular and genomic sig-

natures of eukaryotes (CSSs and ESPs). The

failure of genome fusion to directly explain any

characteristic feature of the eukaryote cell is a

critical starting point for studying eukaryote

origins.

It is agreed that, whether using gene con-

tent, protein-fold families, or RNA sequences

(31–36), the unrooted tree of life divides into

archaea, bacteria, and eukaryotes (Fig. 1). On

such unrooted trees, the three domains diverge

from a population that can be called the last

universal common ancestor (LUCA). How-

ever, LUCA (37) means different things to

different people, so we prefer to call it a com-

mon ancestor; in this case it is the hypothetical

node at which the three domains coalesce in

unrooted trees.

There are links between comparative ge-

nomics and the ecology of organisms. These

include the aerobic/anaerobic states of the

environment and the adaptive fit of organelles

such as mitochondria, hydrogenosomes, and

mitosomes (10, 18, 19, 38–41). In addition to

the advantages from oxidative metabolism and/

or oxygen detoxification, other advantages must

have accrued from having a cellular compart-

ment with dense proteomes (15, 38, 42). Eco-

logical specialization can account for the

differences between prokaryote and eukaryote

cell architectures and genome sizes. Small pro-

karyote cells with streamlined genomes may

reflect adaptation to rapid growth and/or mini-

mal resource use by autotrophs, heterotrophs, and

saprotrophs. Divergent evolutionary paths may

emerge with the adoption of a phagotrophic-

feeding mode in an ancestor of eukaryotes. This

uniquely eukaryote feeding mode requires a

larger and more complex cell, consistent with

earlier suggestions that a unicellular raptor

(predator), which acquired a bacterial endo-

symbiont/mitochondria lineage, became the

common ancestor of all modern eukaryotes

(3, 4, 43). Indeed, predator/prey relationships

may provide the ecological setting for the

divergence of the distinctive cell types adopted

by eukaryotes, bacteria, and archaea.

Proteomics of Cell Compartments

Comparative genomics and proteomics reveal

phylogenetic relationships between proteins

making up eukaryote subcellular features and

those found in prokaryotes. We distinguish three

main phylogenetic classes; the first are proteins

that are unique to eukaryotes: the ESPs. The

ESPs we place in three subclasses: proteins

arising de novo in eukaryotes; proteins so

divergent to homologs of other domains that

their relationship is largely lost; or finally,

descendants of proteins that are lost from other

domains, surviving only as ESPs in eukaryotes.

The second class contains interdomain

horizontal gene transfers; these are proteins

occurring in two domains with the lineage of

one domain rooted within their homologs in a

second domain (44). The third class contains

homologs found in at least two domains, but

the proteins of one domain are not rooted

within another domain(s); instead, the homo-

logs appear to descend from the common an-

cestor (Fig. 1). Most eukaryote proteins shared

by prokaryotes are distant, rather than close,

relatives. Thus, proteins shared between do-

mains appear to be descendants of the common

ancestor; few seem to result from interdomain

lateral gene transfer (31–35).

Although the genomes of mitochondria are

clearly descendants of a-proteobacteria (45, 46),
proteomics and comparative genomics identify

relatively few proteins in yeast and human
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Fig. 1. The common ancestor of eukaryotes,
bacteria, and archaea may have been a community
of organisms containing the following: autotrophs
that produced organic compounds from CO2 either
photosynthetically or by inorganic chemical reac-
tions; heterotrophs that obtained organics by
leakage from other organisms; saprotrophs that
absorbed nutrients from decaying organisms; and
phagotrophs that were sufficiently complex to
envelop and digest prey. þM: endosymbiosis of
mitochondrial ancestor.
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mitochondria descended from the ancestral

bacterium (17, 18, 36, 47). Several hundred

genes have been transferred from the ancestral

bacterium to the nuclear genome, but most

proteins from the original endosymbiont have

been lost. For yeast, the largest protein class

contains more than 200 eukaryote proteins

(ESPs) targeted to the mitochondrion but en-

coded in the nucleus. In addition, the yeast

nucleus encodes 150 mitochondrial proteins not

uniquely identifiable with a single domain but

apparently eukaryotic descendants from the com-

mon ancestor. Accordingly, the yeast and human

mitochondria proteomes emerge largely as

products of the eukaryotic nuclear genome

(85%) and only to a lesser degree (15%) as direct

descendants of endosymbionts (17, 18, 36, 45).

The strong representation

of ESPs in their prote-

omesmeans thatmitochon-

dria and their descendants

areusefullyviewedas‘‘hon-

orary’’ CSSs.

There are substantial

numbers of ESPs in the

other CSSs. For the pro-

teome of the reduced an-

aerobic parasite Giardia

lamblia (23), searches of

2136 proteins found in

each of Saccharomyces

cerevisiae, Drosophila

melanogaster,Caenorhab-

ditis elegans, and Arabi-

dopsis thaliana yielded

347 ESPs for G. lamblia.

Thiswas reduced to rough-

ly 300 by rigorous screen-

ing, with ESPs distributed

between nuclear and cy-

toplasmic compartments

(Fig. 2) (48). The ubiquity

of the ESPs and the ab-

sence of archaeal de-

scendants are not easily

explained by a prokary-

ote genome fusion model

(49). The simplest inter-

pretation is that the host for the endosymbiont/

mitochondrial lineage was an ancestral eukaryote.

Similar results are obtained for another

reduced eukaryote, the intracellular parasite

Encephalitozoon cuniculi. A recent study (24)

identified 401 ESPs, of which 295 had homo-

logs among the ESPs of G. lamblia (23). Two

major categories of ESPs in the G. lamblia and

E. cuniculi genomes were distinguished: those

associated with the CSSs (Fig. 2) and those

involved in control functions such as guanosine

triphosphate (GTP) binding proteins, kinases,

and phosphatases (7). It was also observed (23)

that many characteristic eukaryotic proteins with

weak sequence homology to prokaryotic proteins

but more convincing homologies of structural

fold such as the actins, tubulins, kinesins,

ubiquitins, and some GTP binding proteins are

among the most highly conserved eukaryotic

proteins. These may be descendants of the com-

mon ancestor recruited early in the evolution of

the eukaryotic nuclear genome.

Nucleolar proteomes (20, 21) are examples

of essential eukaryote compartments not wrapped

in double membranes and where there is no

suspicion of an endosymbiotic origin. From 271

proteins in the human nucleolar proteome, 206

protein folds were identified and classified phy-

logenetically (20, 21). Of these, 109 are eukary-

otic signature folds, and the remaining ones

appear to be descendants of the common an-

cestor, occurring in two or three domains.

The spliceosome is a unique molecular

machine that removes introns from eukaryote

mRNAs (22). Even though we do not know the

ancestral processing signals for the earliest

eukaryotes (50), roughly half of the 78 spliceo-

somal proteins likely to be present in the an-

cestral spliceosome are ESPs, (13) whereas

the other half containing the Sm/LSm proteins

(51) have homologs in bacteria and archaea

(13). These distributions of both ESPs as well

as of putative descendants of the common an-

cestor suggest that many components of mod-

ern spliceosomes were present in the common

ancestor (52).

The subdivision into subcellular compart-

ments (CSSs) with characteristic proteomes re-

stricts proteins to volumes considerably smaller

than the whole cell. Concentrations of macro-

molecules in cells are very high, typically be-

tween 20 and 30% of weight or volume (53).

Such densities are described as ‘‘molecular

crowding’’ because the space between macro-

molecules is much less than their diameters;

consequently, diffusion of proteins in cells is

retarded (54). Molecular crowding favors mac-

romolecular associations, large complexes, and

networks of proteins that support biological

functions (16, 17, 53).

High densities enhance the association ki-

netics of small molecules with proteins because

the excluded volumes of the proteins reduce the

effective volume through which small molecules

diffuse (55). The sum of these effects is that the

high macromolecular densities within CSSs en-

hance the kinetic efficiencies of proteins. The

same principles apply to the smaller prokary-

otic cells, but the effects

are accentuated in larger

cells. Subdividing high

densities of proteins in-

to more or less distinct

compartments contain-

ing functionally interac-

tive macromolecules is

expected to be an early

feature of the eukary-

ote lineage. The distinc-

tive proteome of nucleoli

demonstrates that com-

partmentation does not

require an enclosing mem-

brane. Furthermore, cell

fusion is not required to

account for, nor does it

explain (49), the large

number of eukaryote cell

compartments.

Selection Gives and
Selection Takes

Genomes evolve continu-

ously through the interplay

of unceasing mutation,

unremitting competition,

and ever-changing envi-

ronments. Both sequence

loss and sequence gain

can result. In general, expanded genome size,

along with augmented gene expression, increases

the costs of cell propagation so the evolution of

larger genomes and larger cells requires gains in

fitness that compensate (15, 56, 57). Conversely,

genome reduction is expected to lower the costs

of propagation. There is an ever-present poten-

tial to improve the efficiency of cell propaga-

tion by reductive evolution.

Environmental shifts may neutralize se-

quences, leaving no selective pressure to main-

tain them against the persistent flux of deleterious

mutations. Such neutralized sequences eventu-

ally and inevitably disappear because of ‘‘mu-

tational meltdown’’ (14, 15, 56, 57). Genome

reduction can be achieved through differential

loss of coding and noncoding sequences (com-

Fig. 2. Distribution of ESPs in the proteome of G. lamblia. ESPs (23) were matched to the human
International Protein Index data set (48) and then assigned to individual CSSs based on their gene
ontology annotations. A protein may be present in more than one CSS (e.g., a protein involved in
transport from the nucleus to the cytoplasm will be assigned to both CSSs). Black numbers are the
number of proteins assigned to each CSS from the total G. lamblia proteome (AACB00000000)
(3077 ORFs matched and linked to gene ontology); red numbers are the ESPs assigned to each CSS
(320 proteins matched and linked to gene ontology).
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paction) (57). Theileria has evolved through

gene loss as well as compaction of its intergenic

spaces, whereas Paramecium has eliminated

only a small length of genes but markedly re-

duced the number of its introns (57). The com-

plex genomes of some vertebrates (pufferfish,

Takifugu) are so highly compacted that their

genome lengths are reduced to one-eighth

that of other vertebrates (58). Extreme cellular

simplification is observed among anaerobic

protists, including simplification of CSSs such as

mitochondria and the Golgi apparatus (59–64). S.

cerevisiae, which underwent a whole-genome

duplication, subsequently purged È85% of the

duplicated sequences (65, 66). The evolution

of genome content is clearly not monotonic

(Fig. 3) (67, 68). Genome sizes on the branches

of a phylogenetic tree of fungi show irregular

genome enlargement (including du-

plication) and reduction. Examples

of ecological circumstances driving

genome reduction are seen in many

intracellular endosymbionts and par-

asites, which gain few genes but lose

many genes responsible formetabolic

flexibility (6–8, 69).

The mitochondrion is even more

extreme in its reductive evolution;

its ancestral bacterial genome has

been reduced to a vestigial micro-

genome supported by a predomi-

nantly eukaryote proteome (18, 19).

Genomes of modern mitochondria

encode between 3 and 67 proteins

(44), whereas the smallest known

free-living a-proteobacterium (Bar-

tonella quintana) encodes È1100

proteins (70). Taking Bartonella

as a minimal genome for the free-

living ancestor of mitochondria,

nearly all of the bacterial coding

sequences have been lost from the

organelle, though not necessarily

from the eukaryote cell. The mito-

chondrial genome of the protist Reclinomonas

americana is the largest known but has still

lost more than 95% of its original coding

capacity.

This abbreviated account of genome reduction

illustrates the Darwinian view of evolution as a

reversible process in the sense that ‘‘eyes can be

acquired and eyes can be lost.’’ Genome evolu-

tion is a two-way street. This bidirectional sense

of reversibility is important as an alternative to

the view of evolution as a rigidly monotonic

progression from simple to more complex

states, a view with roots in the 18th-century

theory of orthogenesis (71). Unfortunately,

such a model has been tacitly favored by

molecular biologists who appeared to view

evolution as an irreversible march from sim-

ple prokaryotes to complex eukaryotes, from

unicellular to multicellular. The many well-

documented instances of genome reduction

provide a necessary corrective measure to the

often-unstated assumption that eukaryotes must

have originated from prokaryotes.

The Hunt for the Phagotrophic
Unicellular Raptor

Proteomics, together with comparative ge-

nomics, allows glimpses of the cell structure

of eukaryote ancestors. They are likely to have

had introns as well as the complex machinery

for removing them, and much of that RNA

processing machinery still exists in their de-

scendants (13, 22, 51). Because of molecular

crowding, it is expected that interacting

proteins would tend to accumulate in function-

al domains, making rudimentary CSSs early

features of the large-celled eukaryotes. We

cannot say whether there was a substantial

period of time after the emergence of cells

when there were no unicellular raptors or

predators—a Garden of Eden. However, the

identification among prokaryotes of orthologs

with structural affinities to actins, tubulins,

kinesins, and ubiquitins (72, 73) is consistent

with some early organisms having evolved a

phagotrophic life-style. This echoes a recurrent

theme (3, 4, 43) in which it was supposed that

the earliest eukaryotes could feed as unicel-

lular ‘‘raptors.’’

We expect that the earliest organisms

were primarily auxotrophs, heterotrophs, and

saprotrophs—an excellent community to sup-

port raptors. Phagotrophy is a hallmark of eu-

karyotic cells and is unknown among modern

prokaryotes, and so it is natural to reconsider

this feeding mode as a defining feature of an-

cestral eukaryotes. Cavalier-Smith (43) sug-

gested that the ancestors of eukaryotes were

phagotrophic, anaerobic free-living protists,

called archeozoa. He also identified present-

day anaerobic parasites such as Entamoeba,

Giardia, and Microsporidia as archeozoa. How-

ever, these organisms are descendants of aer-

obic, mitochondriate eukaryotes (10). Genome

reduction and cellular simplification are hall-

marks of parasites and symbionts (6–8, 46, 69).

Indeed, most of the eukaryotic anaerobes

studied so far are parasites or symbionts of

multicellular creatures.

For the reasons outlined above, we favor

the idea (3, 4) that the host that acquired the

mitochondrial endosymbiont was a unicel-

lular eukaryote predator, a raptor. The emer-

gence of unicellular raptors would have had a

major ecological impact on the evolution of

the gentler descendants of the common an-

cestor. These may have responded with sev-

eral adaptive strategies: They might outproduce

the raptors by rapid growth or hide

from raptors by adapting to ex-

treme environments. Thus, the hy-

pothetical eukaryote raptors may

have driven the evolution of their

autotrophic, heterotrophic, and sapro-

trophic cousins in a reductive mode

that put a premium on the relatively

fast-growing, streamlined cell types

we call prokaryotes (74).

Concluding Remarks

Genomics and proteomics have great-

ly increased our awareness of the

uniqueness of eukaryote cells. This,

together with increased understand-

ing of molecular crowding, as well as

the dynamic, often reductive nature of

genome evolution, offers a new view

of the origin of eukaryote cells. The

eukaryotic CSSs define a unique

cell type that cannot be deconstructed

into features inherited directly from

archaea and bacteria. Only a small

fraction (È15%) of a-proteobacterial
proteins are identified in the yeast

and human mitochondrial proteomes; none

seem to be direct descendants of archaea, and

roughly half seem to be exclusively eukaryotic

(18, 19, 38, 47). The identification of the a-
proteobacterial descendants in this proteome

validates the phylogenetic distinction between

direct descent from genes transferred to the host

from the bacterial endosymbiont, as opposed to

descent from a hypothetical common ancestor.

ESPs are important markers of the novel

evolutionary trajectory of modern eukaryotes.

In contrast, most proteins occur in more than

one domain (31–36), and most of these could

derive from the common ancestor. We take the

relative abundance of signature proteins among

eukaryotes to indicate that their genomes typ-

ically have a greater coding capacity than those

of prokaryotes. It remains to be seen which

ESPs have been lost from prokaryotes and

which have been acquired by eukaryotes during

their evolution.

Fig. 3. Genome sizes (in megabases) can increase and decrease in
lineages because of events such as genome duplication and reductive
evolution, as illustrated in this fungal phylogeny [adapted from (67, 68)].
Genome sizes were obtained from the National Center for Biotechnology
Information (NCBI) Genome biology (www.ncbi.nih.gov/Genomes/)
database. GD, genome duplication; RE, reductive evolution.
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The hypothetical fusion of an archaeon and

a bacterium explains nothing about the special

features of the modern eukaryote cell (49), nor

the many signature proteins. Nothing in global

phylogenies based on ribosomal RNA, pooled

proteins, and protein-fold families indicates that

genome fusion generated the eukaryote lineage.

Perhaps interest in fusion models arose because

BLAST searches suggest that different eukary-

otic coding sequences are sometimes more

closely related to archaeal homologs and other

times more closely related to bacterial homo-

logs (49). These weak domain-specific affin-

ities do need to be understood and alternative

explanations found. However, in our view (49),

they do not indicate that the eukaryote genome

arose as a mosaic pieced together from archaeal

and bacterial genomes.

It is an attractively simple idea that a

primitive eukaryote took up the endosymbiont/

mitochondrion by phagocytosis (3, 4, 43). A

unicellular raptor with a larger, more complex

cell structure than that of present-day prokary-

otes is envisioned as the host of the ancestral

endosymbiont. This scenario, which is not con-

tradicted by new data derived from comparative

genomics and proteomics, is a suitable starting

point for future work. Acquisition of genome

sequences from free-living eukaryotes among

basal lineages is a high priority.
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Dispersal Limitations Matter for
Microbial Morphospecies
Richard J. Telford,1,2* Vigdis Vandvik,2 H. J. B. Birks1,2,3

G
eographic range restrictions are typical

for macroorganisms. In contrast, many

microorganisms appear to have cosmo-

politan distributions, an observation Baas Beck-

ing formulated as Beverything is everywhere,

but, the environment selects[ (1). Finlay (2)

argues that microbial biogeography is funda-

mentally different, because vast population

sizes drive ubiquitous dispersal. This hypothesis

has been challenged by evidence of dispersal

limitations. Taxonomists argue that they find

endemic morphospecies—for example, in the

Yellowstone Lake diatom flora (3)—and genet-

ic data demonstrate that microbial organisms

can exhibit classical biogeographical patterns,

such as provincialism and distance decay (4).

Unfortunately, taxonomic uncertainties, under-

sampling, and different interpretations of the

genetic variability frustrate unequivocal testing

of the ubiquitous dispersal hypothesis with these

types of evidence (2, 4, 5).

Understanding the rate of global dispersal is

key to discriminating between these alternative

views of microbial biogeography. Is dispersal so

rapid that regional biota are homogenized into a

single globalmetacommunity, or is it slow enough

to allow signatures of regional-scale processes to

develop? We address this question by exploring

regional species richness-environment relation-

ships. If dispersal is ubiquitous, all regions should

share one underlying richness-environment rela-

tionship, governed by the global species pool. If

dispersal is limited, regional-scale metacommu-

nity processes (6), such as colonization-extinction

dynamics, will decouple regional species

pools from the global pool, allowing richness-

environment relationships to vary between re-

gions. We predict that, if dispersal is limited,

regional richness relationships will depend on

regional habitat availability (Fig. 1A).

We tested this prediction by investigating lake-

diatom species richness along pH gradients in 16

regional data sets fromEurope andNorthAmerica.

Diatoms are a pH-sensitive, species-rich group of

microscopic siliceous algae, common in fresh-

water lakes. By concentrating on richness patterns

(Fig. 1), our analysis does not require taxonomic

consistency between data sets, only that there are

no pH-related biases in the richness estimates.

The species richness-pH relationships differ

markedly among regions (Fig. 1B and fig. S1),

and richness optima, which vary by 2.5 pH units,

are strongly correlated with the regionally most

common environments (Fig. 1C). Adjacent re-

gions (e.g., within Fennoscandia) can have very

different richness pH-optima, whereas latitudinal

trends are weak (fig. S2). This suggests that di-

atom metacommunities are regional rather than

global in scale. Despite the enormous populations

and high passive dispersal potential of diatoms,

their dispersal at the global scale must be too slow

to override regional metacommunity processes.

These results complement recent genetic work

by demonstrating that dispersal limitation can

affect microbial community assembly, even at the

relatively coarse taxonomic resolution of morpho-

species. Our results help reconcile the positions of

the adherents and detractors of the ubiquitous

dispersal hypothesis. Although many microbial

species may indeed have a cosmopolitan distri-

bution, it is probably attained slowly and incre-

mentally. This allows time for regional genetic

differences to develop and for endemic taxa

specializing in rare or isolated habitats (3) to

evolve as their probability of dispersal to suitable

distant sites approaches zero. Dispersal limita-

tions, which are so important in shaping the di-

versity and distributions of macroorganisms (6),

also play a critical role in the microbial world.
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Fig. 1. Predicted patterns of lake diatom spe-
cies richness in relation to pH (A) for three re-
gions with different pH availability (gray areas)
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thick black line shows a hypothetical global
species richness. Observed lake pH availability
and standardized rarefied species richness in
individual lakes (B) for North Florida (black),
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richness estimated with generalized additive
models. Species richness pH optima against
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Drilling to Gabbro in Intact
Ocean Crust
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Sampling an intact sequence of oceanic crust through lavas, dikes, and gabbros is necessary to
advance the understanding of the formation and evolution of crust formed at mid-ocean ridges,
but it has been an elusive goal of scientific ocean drilling for decades. Recent drilling in the
eastern Pacific Ocean in Hole 1256D reached gabbro within seismic layer 2, 1157 meters into crust
formed at a superfast spreading rate. The gabbros are the crystallized melt lenses that formed
beneath a mid-ocean ridge. The depth at which gabbro was reached confirms predictions
extrapolated from seismic experiments at modern mid-ocean ridges: Melt lenses occur at shallower
depths at faster spreading rates. The gabbros intrude metamorphosed sheeted dikes and have
compositions similar to the overlying lavas, precluding formation of the cumulate lower oceanic
crust from melt lenses so far penetrated by Hole 1256D.

O
cean crust formed at mid-ocean ridges

covers more than 60% of Earth_s sur-

face, yet our understanding of its ac-

cretion atmid-ocean ridges and evolution on the

ridge flanks has been severely limited by the

extreme difficulty of direct sampling. Remote

geophysical measurements have produced

longstanding models for the structure of ocean

crust, including the size and shape of magma

chambers at mid-ocean ridges (1–3), but the

lack of direct sampling of in situ crust has

prevented testing these models. Gabbros are

coarse-grained mafic rocks commonly formed

from slow cooling of magma chambers be-

neath mid-ocean ridges. Drilling a complete

section of upper oceanic crust down to gabbro

will enable testing models for the formation

and structure of oceanic crust (4–9).

Multichannel reflection seismic (MCS) pro-

filing of active intermediate and fast-spreading

ridges commonly shows bright reflectors at

depths of 1 to 4 km that have the properties

expected for a thin (20- to 100-m) lens of partial

melt (10–14). These melt lenses extend less

than 1 km from the ridge axis and crystallize to

form gabbroic rocks. The depth to the reflectors

decreases as spreading rate increases (Fig. 1)

(15, 16); it is controlled by the rate of magma

supply from below and hydrothermal cooling

by seawater from above (7). Melt lenses are

hypothesized to play a critical role in the

formation of the lower oceanic crust. According

to the Bgabbro glacier[ model (6–8), as oceanic

crust spreads away from the ridge axis, the ac-

cumulated crystal residues in these melt lenses

subside to form the lower ocean crust, which is

the major portion of the crust. Alternative mod-

els, however, argue that the lower crust is

formed by injection of sills at various depths

(5, 17) and that the geophysically imaged melt

lens is simply the most shallow intrusion.

In addition to geophysical studies, our un-

derstanding of oceanic basement and particular-

ly the plutonic portion of the crust comes from

observations of ancient oceanic rocks exposed

on land in ophiolites, seafloor observations of

active ridges and deep-sea tectonic exposures,

and drilling. The origin of ophiolites in marginal

basins and the disruption of tectonically exposed

lower crust, however, make the relevance of

these observations to intact ocean crust ques-

tionable. Previous deep drilling in intact crust

has only once penetrated the transition from

lavas to dikes, in Ocean Drilling Program (ODP)

Hole 504B, which reached a total depth of

1836 m sub-basement (msb) (18). Unfortunately,

Hole 504B failed to penetrate the dike-gabbro

boundary because of hostile drilling conditions

in fractured dikes at high temperatures. Al-

though fault-exposed lower ocean crust has

been drilled in several places (19–23), the

geological context of such cores is often

unknown. The critical transition from dikes

to gabbros has previously never been cored.

Deep drilling into basement at Site 1256.
Recently, Integrated Ocean Drilling Program

(IODP) Expeditions 309 and 312 deepened Hole

1256D in the eastern Pacific to 1507 m below

seafloor (mbsf) (1257 msb; msb = mbsf – sedi-

ment thickness), drilling through lavas, the

underlying sheeted dike complex, and into

gabbroic rocks. This is the first penetration of

the dike-gabbro boundary in intact ocean crust

since the inception of deep sea drilling nearly 40

years ago. Hole 1256D thus provides unique

samples of the lithologic transitions in the upper

crust, from lavas to dikes and from dikes to

gabbros. The dike-gabbro boundary is key to

understanding crustal structure and the interplay

between magmatic accretion and hydrothermal

cooling.

The recognition of an interval of superfast

spreading rates, up to 220mm/year full rate (24),

on the Cocos-Pacific plate boundary between

19 and 12 million years ago (Ma) led to the

choice of ODP Site 1256 (Fig. 2) as the optimal

site for deep drilling (25). Scientific ocean

drilling mainly targets relatively soft, easily

cored sediments. In contrast, coring into the

underlying, much harder, basaltic basement

is less common and most holes are shallow

[G300 m (25)]. Deep (9500 m) basement dril-

ling requires a substantial commitment of re-

sources but yields major scientific rewards by

sampling otherwise inaccessible regions of

Earth’s interior. A deep drill hole at the fastest

possible spreading rate tests the prediction that a

melt lens reflector is more shallow at higher

spreading rates, and also minimizes the drilling

needed to sample an intact section from lavas to

gabbros, because the upper crust is thinner. This

is an important advantage considering the cost,

time, and technical challenges of deep drilling.

Assuming thatÈ300 m of lavas flowed off axis,

the depth to gabbros was predicted to be between

1025 to 1300 msb (1275 to 1550 mbsf) at Site

1256 (26).

Drilling at Site 1256 was initiated in 2002 on

ODP Leg 206 when Hole 1256D was drilled

through 250 m of sediment and 502 m into

basement (25). Coring continued to 1255 mbsf

in 2005 by IODP Expedition 309, and recently

Expedition 312 deepened the hole to 1507.1

mbsf and into gabbros (27). Almost 5 months at

Site 1256 were required to achieve the opera-

tional and scientific objectives.

Results from drilling. Gabbros were first

intersected at 1157 msb (1407 mbsf), within the

predicted target zone (26). The uppermost crust

at Site 1256 is composed of a È100-m-thick

sequence of lava dominated by a single flow up

to 75 m thick, requiring at least this much

seafloor relief to pool the lava. On modern fast-

spreading ridges, such topography does not

normally develop until 5 to 10 km from the axis

(28). The lavas immediately below include
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sheet and massive flows, and minor pillow

flows. Subvertical, elongate, flow-top fractures

filled with quenched glass and hyaloclastite in

these lavas indicate flow lobe inflation requir-

ing eruption onto a subhorizontal surface off

axis (29). Thus, we estimate a total thickness

of off-axis lavas of 284 m, close to the as-

sumed thickness. Sheet flows and massive

lavas that erupted at the ridge axis make up

the remaining extrusive section down to 1004

mbsf, before a lithologic transition is marked

by subvertical intrusive contacts and mineral-

ized breccias. Below 1061 mbsf, subvertical

intrusive contacts are numerous, indicating

the start of a relatively thin, È350-m-thick,

sheeted dike complex that is dominated by

massive basalts. Some basalts have doleritic

textures, and many are cross-cut by subvertical

dikes with common strongly brecciated and

mineralized chilled margins. There is no evi-

dence from core or from geophysical wireline

logs for substantial tilting of the dikes. This is

consistent with seismic reflection images of

subhorizontal reflectors in the lower extrusive

rocks that are continuous for several kilome-

ters across the site (30).

There is a stepwise increase in alteration

grade downward from lavas into dikes, with

low-temperature phases (G150-C; phyllosili-

cates and iron oxyhydroxides) in the lavas

giving way to dikes partially altered to chlorite

and other greenschist minerals (at temperatures

9È250-C; Fig. 3). Within the dikes, the al-

teration intensity and grade increase down-

ward, with actinolite more abundant than

chlorite below 1300 mbsf and hornblende

present below 1350 mbsf indicating temper-

atures approaching È400-C. The dikes have

substantially lower porosity (mostly 0.5 to

2%) and higher P-wave velocities and thermal

conductivity than the lavas; porosity decreases

and P-wave velocity increases as depth in-

creases in the dikes.

In the lower È60 m of the sheeted dikes

(1348 to 1407 mbsf), basalts are partially to

completely recrystallized to distinctive grano-

blastic textures resulting from contact meta-

morphism by underlying gabbroic intrusions

(Fig. 4). Gabbro and trondhjemite dikes

intrude into sheeted dikes at 1407 mbsf,

marking the top of the plutonic complex.

Two major bodies of gabbro were penetrated

beneath this contact, with the 52-m-thick

upper gabbro separated from the 24-m-thick

lower gabbro by a 24-m screen of granoblastic

dikes (Fig. 4). The upper gabbro comprises

gabbros, oxide gabbros, quartz-rich oxide

diorites, and small trondhjemite dikelets.

These rocks are moderately to highly altered

by hydrothermal fluids to actinolitic horn-

blende, secondary plagioclase, epidote, chlo-

rite, prehnite, and laumontite. The relative

ferocity of hydrothermal alteration increases

with grain size and proximity to intrusive

boundaries. The lower gabbro comprises gabbro,

oxide gabbro, and subordinate orthopyroxene-

bearing gabbro and trondhjemite that are

similarly altered, and has clear intrusive con-

tacts with the overlying granoblastic dike

screen. Partially resorbed, stoped dike clasts

are entrained within both the upper and lower

margins of the lower gabbro (Fig. 4G). The

lowermost rock recovered from Hole 1256D

is a highly altered actinolite-bearing basaltic

dike that lacks granoblastic textures, and

hence is interpreted to be a late dike that

postdates the intrusion of the lower gabbro.

Contrary to expectation, porosity increases and

P-wave velocities decrease stepwise down-

Fig. 1. Depth to axial melt-lens reflector plotted
against spreading rate. Depth versus spreading
rate predictions from twomodels of Phipps Morgan
and Chen (7) are shown, extrapolated subjectively
to 200 mm/year (dashed lines). Penetration to
date in Holes 504B and 1256D is shown by solid
vertical lines, with the depth at which gabbros
were intersected indicated in red. According to
core descriptions, a thickness of È300 m of off-
axis lavas is shown for Hole 1256D and assumed
for Hole 504B. JdF, Juan de Fuca Ridge; Lau, Valu
Fa Ridge in Lau Basin; CRR, Costa Rica Rift.
[Image modified from (15, 16)]
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ward from the lowermost dikes into the

uppermost gabbro at Hole 1256D. This results

from the contact metamorphism of the grano-

blastic dikes and the strong hydrothermal

alteration of the uppermost gabbros (Fig. 3).

Porosity and velocity then increase downhole

in the gabbro but are still G6.5 km/s.

Flows and dikes from Hole 1256D show a

wide range of magmatic fractionation, from

fairly primitive to evolved (Figs. 3 and 5).

Shallower than 600 mbsf, magma composi-

tions are bimodal, with relatively evolved

thick flows and more primitive thin flows.

Primitive and evolved compositions are

closely juxtaposed within the dikes, as would

be expected for vertically intruded magmas.

For most major elements and many trace

elements, the range of concentrations in flows

and dikes is similar to that observed for the

northern East Pacific Rise (EPR) (Fig. 5). A

few incompatible elements, including Na and

Zr, have lower concentrations than observed

for modern EPR lavas, but the substantial

overlap of compositions indicates similar

processes operated at the superfast-spreading

ridge that formed Site 1256 and the modern

EPR.

The gabbro compositions span a range sim-

ilar to the flows and dikes but are on average

more primitive. Although less fractionated, the

average gabbro composition is evolved relative

to candidates for primary magma in equilibrium

with mantle olivine. Therefore, the residue

removed from primary magma to produce the

observed gabbro and basalt compositions must

be deeper than the uppermost gabbros penetrated

in Hole 1256D.

Discussion. Marine seismologists have long

been subdividing the ocean crust into seismic

layers: Layer 1 has low velocity and is agreed to

be sediments; layer 2 has low velocity and high

velocity gradient; layer 3 has high velocity (gen-

erally at least 6.7 km/s) and low gradient. There

is a widespread perception that layer 3 is equiv-

alent to gabbro, even though Hole 504B pene-

trated layer 3 but not gabbro (4, 18). From

regional seismic refraction data the transition

from seismic layer 2 to layer 3 at Site 1256

occurs between 1450 to 1750 mbsf (1200 to

1500 msb) (25) (Fig. 3). Shipboard determi-

nations of seismic velocities of discrete samples

are in close agreement with in situ mea-

surements by wireline tools, and the gabbro

velocities are G6.5 km/s. Downhole velocity

measurements end at the top of gabbro, but we

interpret the gabbro intervals as within layer 2

because a smoothed extrapolation of the

downhole velocities will either have velocities

G6.5 km/s, still characteristic of layer 2, or will

have an exceptionally high gradient to higher

velocities, also characteristic of layer 2. En-

countering gabbro at a depth clearly within

layer 2 reinforces previous suggestions that

factors including porosity and alteration are

more important than rock type or grain size on

controlling the location of the boundary be-

tween layers 2 and 3. The position of the dike-

gabbro boundary, therefore, has little control

over the seismic velocity structure of the crust

(4, 18).

Relative to other well-studied upper ocean

crust sections (31), Site 1256 shows a thick

lava sequence and a thin dike sequence.

Steady-state thermal models require that the

conductive lid separating magma from rapidly

circulating seawater thins as spreading rate

increases, indicating that the thin dike se-

quence is a direct consequence of the high

spreading rate. A thick flow sequence with

many massive individual flows and few pillow

lavas is a reasonable consequence of short

vertical transport distance from the magma

chamber and similar to observations from the

middle of segments on the fastest spreading

ridges in the modern ocean (32). This is in

direct contrast to spreading models developed

from observations of tectonically disrupted

Fig. 3. Summary lithostratigraphic column of the basement drilled to date at Site 1256 showing
recovery, major lithologies, downcore index alteration mineral distribution (thick lines show
abundant distribution; thin lines show rare distribution), downcore distribution of Mg number
[where Mg number 0 100 � Mg/(Mg þ 0.9 � Fe) atomic ratio; symbols as in Fig. 5], and seismic
velocity measured on discrete samples, by wireline tools, and by seismic refraction (25).
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fast-spread crust exposed in Hess Deep (33),

which suggest that regions of high magma

supply should have thin lavas and thick dikes.

Similarly, there is little evidence for tilting (at

most a few degrees) in Hole 1256D and no

evidence for substantial faulting. In contrast,

the upper crust exposed at Hess Deep shows

substantial faulting and rotations within the

dike complex (33). The ponded flow at Site

1256 indicates that faults of È50 to 100 m

must exist in superfast-spread crust to provide

the necessary relief for ponding of the flow,

but faulting and rotations in the dike section

must be less common than in crust formed at

fast spreading rates, if observations from Hess

Deep are widely applicable.

The simplest model for mid-ocean ridge

magma plumbing is that the melt lens imaged

byMCS is themagma chamber in which crystal-

rich residues are separated from the evolved

lavas that reach the seafloor. The upper gabbro,

when partially molten, would have had depth

and impedance properties consistent with geo-

physically imaged melt lenses (14) based on

trends established for active ridges (Fig. 1). If

the upper gabbro intruded on axis and extended

roughly horizontally for at least hundreds of

meters, its MCS image would look exactly like

modern melt lens reflectors, yet it could not

have been the site of fractionation. Its chilled

margin against the underlying dike screen pre-

cludes segregating a crystal residue that sub-

sides to form the lower crust as in the gabbro

glacier model, and its fractionated composition

requires that crystals have been segregated else-

where. This implies that sills or other bodies

containing cumulate materials must exist deep-

er in the crust and/or below the boundary be-

tween crust mantle, consistent with recent

models based on lower crustal sections of

ophiolites (5, 17) and some marine geophysical

experiments (34–37). However, the gabbro

glacier mode of accretion cannot yet be rejected

because fractionated gabbros in the dike-gabbro

transition are not unexpected, and the predicted

region of cumulate rocks could still exist just

below the present maximum depth of Hole

1256D.

The È800-m-thick lava sequence is much

less hydrothermally altered than other basement

sites [e.g., Sites 417 and 418 and Holes 504B

and 896A (25, 38)], and the systematic change

with depth from oxidizing to reducing seawater

alteration in the upper lavas found elsewhere

does not occur. Instead, oxidizing alteration

occurs irregularly, associated with steeply dip-

ping vein networks, indicating a structural con-

trol of alteration rather than simply decreasing

seawater influence downward. The secondary

mineralogy of the rocks indicates a stepwise

increase in alteration temperatures downhole

from È100-C in the lavas to È250-C in the

uppermost dikes. Aside from the granoblastic

Fig. 4. (A) Schematic lith-
ostratigraphic section of
the Plutonic Complex from
the lower portion of Hole
1256D with representative
photographs of key sam-
ples. The distribution of
rock types is expanded pro-
portionately in zones of
incomplete recovery. Felsic
plutonic rocks include
quartz-rich oxide diorite
and trondhjemite. (B) Pho-
tomicrograph of a dike
completely recrystallized to
a granoblastic association
of equant secondary plagi-
oclase, clinopyroxene,
magnetite, and ilmenite.
Some granoblastic dikes
have minor orthopyroxene.
(C) The dike-gabbro bound-
ary: Medium-grained oxide
gabbro is intruded into
granoblastically recrystal-
lized dike along an irregular
moderately dipping contact.
The gabbro is strongly hy-
drothermally altered. (D)
Quartz-rich oxide diorite
strongly altered to actinolit-
ic hornblende, secondary
plagioclase, epidote, and
chlorite. Epidote occurs in
È5-mm clots in the finer
grained leucocratic portions
of the rock. (E) Disseminated
oxide gabbro with patchy
texture and centimeter-scale
dark ophitically intergrown
clinopyroxene and plagio-
clase patches separated by
irregular, more highly al-
tered leucocratic zones. (F)
Medium-grained strongly
hydrothermally altered gab-
bro. The sample is cut by
several chlorite þ actino-
lite veins with light gray
halos. Plagioclase is re-
placed by secondary pla-
gioclase and clinopyroxene
by amphibole. (G) Clast of
partially resorbed dike
within gabbro.

Fig. 5. FeOT (total Fe expressed as FeO) versus MgO
for the basement at Site 1256, compared with
analyses of northern EPR (outline) (50). Dashed lines
show constant Mg number. Possible primary mantle
melt compositions should have Mg number of 70 to
78 and MgO of 9 to 14 weight %. All flows and
dikes and most gabbros are too evolved to be
candidates for primary magmas.
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contact metamorphic assemblages in the basal

dikes, hydrothermal mineralogy and inferred

alteration temperatures of the lower dikes in

Hole 1256D are generally similar to those in

the lower dikes of Hole 504B (up to È400-C).
However, the dike section at Site 1256 is much

thinner than the section at Site 504 (È350 com-

pared with 91000 m), which indicates a much

steeper hydrothermal temperature gradient at

Site 1256 (È0.5-C/m compared with 0.16-C/m
in 504B).

Forming the lower oceanic crust through

the crystallization and subsidence of a high-

level melt lens (6, 7) is the most efficient

geometry for hydrothermal cooling of the

crust, as the latent and sensible heat can be

readily advected by shallowly circulating

hydrothermal fluids. However, models have

predicted larger hydrothermal fluid fluxes and

more intense alteration than those that have

been documented from ocean crustal sections

to date (39–41). Epidosites—equigranular

epidote-quartz-titanite rocks that delineate

zones of intense hydrothermal leaching and

channel-ways of upwelling black smoker-type

fluids—are common in ophiolites around the

dike-gabbro boundary (42–44) and are

recorded in the oceans from fore-arc crust

(45). Although epidote is a common replace-

ment mineral within and below the transition

zone in Hole 1256D (Fig. 3) and rare epidote-

rich alteration patches are present, epidosites

were not recovered. Because of the retrograde

solubility of calcium sulfate, anhydrite precip-

itation must play a critical but to date poorly

understood role in axial hydrothermal circula-

tion (46, 47). Anhydrite is more abundant in

the lava-dike transition and in the upper dikes

in Hole 1256D (Fig. 3) compared with Hole

504B (47), but still present in much lower

quantities than predicted by numerical models

of hydrothermal circulation resulting from the

crystallization of the crust in an axial melt

lens (46).

The question of whether the lower crust

solidifies by shallow crystallization and sub-

sidence (6) or in situ crystallization cooled

by deep hydrothermal circulation (9) remains

unresolved. The former model requires more

intense hydrothermal circulation above a shal-

low magma chamber to remove the latent heat

from crystallizing the lower crust; the latter

requires less shallow circulation but more

total circulation to remove both latent and

sensible heat from the lower crust. The high

thermal gradient inferred for the dike layer

appears adequate to conduct latent heat of

crystallization from a shallow magma cham-

ber, but evidence such as epidosites for the

large volume of water required to react with

hot rock to sustain this thermal gradient is

lacking. Also, the inferred thermal gradient

may not reflect steady-state conditions, with

high temperatures at depth possibly transitory

as the shallow gabbro crystallized. However,

evidence for the large volumes of water that

must pass through the upper crust to reach and

cool the lower crust is also lacking. Retro-

grade metamorphism under strongly hydrous

conditions would be expected below about

1000 msb as large volumes of water quenched

the upper crust before circulating at depth.

The penetration of the dike-gabbro bound-

ary in intact oceanic crust is a major milestone

that has taken more than four decades of

scientific ocean drilling that began with Op-

eration MoHole (48). Our success shows that

deep drilling in young ocean crust formed at

fast spreading rates is feasible. Such deep

drill holes are key to testing models of crustal

accretion and calibrating observations from

marine geophysics and ophiolites. The shal-

low depth to gabbros at Site 1256 was pre-

dicted from seismic studies of modern active

ridges by extrapolation to a spreading rate

substantially faster than that occurring on

the planet today. Further deepening of Hole

1256D will challenge current ideas on the

formation and cooling of the lower crust, for

example, testing the hypothesis that seismic

layer 3 at this site consists of relatively

impermeable fresh gabbro that cooled by

conduction.
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Spin Coupling in Engineered
Atomic Structures
Cyrus F. Hirjibehedin,* Christopher P. Lutz, Andreas J. Heinrich

We used a scanning tunneling microscope to probe the interactions between spins in individual
atomic-scale magnetic structures. Linear chains of 1 to 10 manganese atoms were assembled one
atom at a time on a thin insulating layer, and the spin excitation spectra of these structures were
measured with inelastic electron tunneling spectroscopy. We observed excitations of the coupled
atomic spins that can change both the total spin and its orientation. Comparison with a model spin-
interaction Hamiltonian yielded the collective spin configuration and the strength of the coupling
between the atomic spins.

M
eticulous control of the coupling be-

tween spins is central to the use of

magnetic nanostructures in future

spintronics (1) and quantum information de-

vices (2). Such spin coupling has been studied

recently in pairs of lithographically fabricated

quantum dots (3, 4). At the atomic length scale, a

small number of spins can be coupled directly in

metal-atom clusters (5) or chains (6) and through

linker groups in molecular magnetic structures

(7). Spin interactions in these systems typically

have been probed using ensemble-averaging

techniques, such as susceptibility measurements

(8, 9), electron paramagnetic resonance (10, 11),

and inelastic neutron scattering (12).

Individual atomic-scale magnetic struc-

tures can be studied with scanning probe

techniques (13, 14). The scanning tunneling

microscope (STM) has been used to detect

the Kondo interactions between conduction

electrons and single atomic spins (15, 16) and

to study the properties of individual magnetic

islands (17, 18). Recently, inelastic electron tun-

neling spectroscopy (IETS) with an STM was

used to measure the spin excitation spectra of

individual magnetic atoms (19). Additionally,

the STM can be used to manipulate and assem-

ble individual nanostructures (20). Such atomic

manipulation in situ was used to construct mag-

netic dimers and trimers, which displayed evi-

dence of coupled-spin behavior (21, 22).

We have combined the imaging and manip-

ulation capabilities of the STMwith its ability to

measure spin excitation spectra at the atomic

scale. We used an STM to build magnetic chains

as long as 10Mn atoms on a thin insulating layer

and probed their collective spin excitations with

IETS. The spectra depended strongly on both the

parity and length of the chains, as well as the

binding sites upon which the chains were built.

We observed excitations that can change both

the collective spin of the coupled system and the

orientation of the spin with respect to a magnetic

field. A quantitative comparison with the

Heisenberg open chain model allowed us to

determine the antiferromagnetic (AF) coupling

strength, which could be set at either 3 or 6 meV

by selecting the precise atomic configuration. In

addition, the spin of the Mn atoms in the chains

was found to be 5/2.

Experiments were conducted with ultrahigh-

vacuum, low-temperature STMs reaching base

temperatures of 5.5 and 0.6 K. In the latter STM,

we applied magnetic fields up to B 0 7 T in the

plane of the sample, oriented È55- from the

chains. We measured differential conductances

dI/dV using lock-in detection of the tunnel cur-

rent I by adding a 20 to 50 mV
rms

modulation at

732 Hz to the sample bias voltage V.

To date, spin excitations have been ob-

served with IETS only when the atomic spins

were separated from the metal surface by a

thin insulating layer (19). Here we used the in-

sulating properties of a single atomic layer of

copper nitride (23, 24), which we denote as

CuN. A small island of CuN surrounded by

bare Cu(100) is shown in Fig. 1A, along with the

assigned positions of the surface atoms. The

relatively simple structure of these islands offers a

well-characterized environment in which to

assemble nanostructures.

Prior STM studies using thin insulating layers

(19, 25–27) did not report the ability to pre-

cisely position atoms or molecules. We have

developed a vertical transfer technique (28, 29)

to manipulate Mn atoms on the CuN surface with

atomic precision (30). In the atom-by-atom

construction of a chain of 10 Mn atoms on a

IBM Research Division, Almaden Research Center, 650
Harry Road, San Jose, CA 95120, USA.

*To whom correspondence should be addressed. E-mail:
hirjibe@us.ibm.com

Fig. 1. Mn chains on CuN. (A) STM constant-current topograph (10 mV, 1 nA) of a CuN island on
Cu(100). Topograph is high-pass (curvature) filtered to enhance contrast, with lattice positions of Cu
(red dots) and N (blue dots) atoms overlaid. CuN islands appear as 0.14-nm depressions for kV k G 0.1 V.
(B) STM images of the building of a chain of Mn atoms, lengths 2 to 9, on CuN (10 mV, 0.1 nA). The
Mn atom in the lower left of each image appears as a bump 0.34 nm high. The dimer has a smaller
peak height of 0.30 nm. Chains of four or more atoms have peak heights of È0.45 nm. Individual
atoms in the chain cannot be resolved. Artifacts seen to the upper left of all structures are char-
acteristic of the atomic arrangement of the tip used for manipulation. (C) Perspective rendering of a
chain of 10 Mn atoms. The observed double-peak structure suggests the existence of one-dimensional
delocalized electronic states as seen in metallic chains constructed on metal surfaces (38). (D)
Schematic of the AF coupling of three atomic spins described by the Heisenberg model in Eq. 1.
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CuN island (Fig. 1, B and C), the Mn atoms

were positioned atop Cu atoms in the CuN so

that one N atom lay between each pair of Mn

binding sites. As a result, the Mn atoms were

spaced 0.36 nm apart.

The dI/dV spectra of Mn chains of 1 to 10

atoms at B 0 0 (Fig. 2) displayed a striking

dependence on the parity of the chain. At volt-

ages below 1 mV, the spectra of odd-length

chains, including the single Mn atom, exhibited

a narrow dip in conductance that was centered

at 0 V. This feature was absent in all even-

length chains. At larger energies, both odd and

even chains, with the exception of single Mn

atoms, showed large steps in conductance at

voltages that were symmetric with respect to

zero. These steps were more pronounced in the

long even-length chains: The change in con-

ductance across these steps was almost a full

order of magnitude. The energies of these steps

were largest for the dimer and trimer, and they

decreased with chain length for chains of the

same parity. The conductance steps occurred at

the same energy when the spectra were

measured at different locations along the length

of the chains, which suggests that these steps

are properties of the entire chain rather than of

any one atom or part of the chain.

We used IETS (31, 32) to interpret the steps

in the dI/dV spectra of the chains. When a sys-

tem with a mode at energy E is placed within a

tunnel junction, electrons can excite this mode

during the tunneling process only if the mag-

nitude of the bias voltage V exceeds E/e (where

je is the charge on the electron). This addi-

tional tunneling channel generally results in

steps in conductance at V 0 TE/e.
To understand the IETS steps in Fig. 2, we

focus first on the case of a single Mn atom. The

dI/dV spectra on a single Mn atom on CuN as a

function of magnetic field (Fig. 3) all exhibit a

dip centered at V 0 0 that we interpret as sym-

metric IETS steps in conductance, similar to the

spin-flip excitations observed for Mn on

aluminum oxide (19). A spin-flip excitation

changes the magnetic quantum number m but

leaves the total spin S unchanged. The steps in

conductance shift to higher voltage with

increasing magnetic field as described by eV 0
Tgm

B
B with g È 2, where g is the Land2 g

value and m
B
is the Bohr magneton. The odd-

length chains all show similar behavior around

V 0 0, as illustrated for the trimer in Fig. 3B.

The existence of spin-flip excitations requires

S 9 0 for the ground state of these chains. In

contrast to previous work (19), the spin-flip

excitations seen in Fig. 3A deviate at low

magnetic fields from the expected energy of

gm
B
B: As seen in Fig. 2, a spin-flip excitation is

present even at B 0 0 in the odd-length chains.

This zero-field splitting grows in energy with

increasing chain length and is likely caused

by magnetocrystalline anisotropy arising from

the loss of rotational symmetry at the surface

(33, 34).

None of the even-length chains exhibited a

spin-flip excitation: the spectra are flat nearV 0 0,

both at B 0 0 and at fields up to B 0 7 T

(Fig. 4A). The absence of the spin-flip excitation

on the even-length chains is consistent with a

ground-state spin S 0 0. The alternation of the

ground-state spin between zero for even-length

chains and nonzero values for odd-length chains

indicates AF coupling between the atomic spins.

For the even-length chains in Fig. 2, we

interpret the lowest energy conductance steps as

excitations that change the total spin of the

chain. The dimer_s conductance spectra be-

tween 4 and 8 mV are shown as a function of

magnetic field in Fig. 4A. The single step at

6 mV at zero field is split into three distinct

steps at B 0 7 T; we interpret these steps as

three IETS excitations. The step energies, as

determined by IETS fitting, are shown in Fig.

4B. The three excitations shift as Dmgm
B
B for

Dm 0 –1, 0, 1 and g 0 2.1 T 0.1. The emergence

of three distinct excitations at large B that are

essentially degenerate at B 0 0 suggests that the

first excited state for the even-length chains is a

triplet state (S 0 1). The IETS steps thus cor-

respond to spin-changing transitions from the

ground state (with S 0 0 and m 0 0) to an

excited state (with S 0 1 and m 0 –1, 0, 1) (Fig.

4C). We interpret the different zero-field energy

of the m 0 T1 and m 0 0 excited states as

another manifestation of magnetocrystalline

anisotropy. A similar singlet-triplet excitation

Fig. 2. Conductance spectra
of Mn chains on CuN. Spectra
were taken with the tip posi-
tioned above the center of chains
of Mn atoms of lengths 1 to 10
at T 0 0.6 K and B 0 0 T.
Spectra were acquired at a
nominal junction impedance
of 20 megohms (20 mV, 1 nA)
and were not sensitive to
junction impedance. Succes-
sive spectra are vertically
offset by one unit for clarity.
Odd spectra are in red and
even spectra are in black to
emphasize the parity depen-
dence. Blue arrows indicate the
lowest energy spin-changing
excitation obtained from the
Heisenberg model described
in Eq. 1 with J 0 6.2 meV and
SA 0 5/2. For comparison, green
arrows indicate the same exci-
tation with SA 0 2 (lower
voltage) and SA 0 3 (higher
voltage) on the trimer and
pentamer; the same excitation
with SA 0 2 and SA 0 3 is not
distinguishable from SA 0 5/2
on the dimer, tetramer, and
hexamer chains.
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Fig. 3. Conductance spectra of Mn atom and
trimer on CuN. (A) Spectra taken on a single Mn
atom on CuN at T 0 0.6 K at B 0 0, 3.5, and 7.0 T.
All spectra were acquired at a nominal junction
impedance of 20 megohms (8 mV, 0.4 nA). (B)
Spectra taken on a Mn trimer on CuN at T 0 0.6 K
at B 0 0, 3.5, and 7.0 T. All spectra were ac-
quired at a nominal junction impedance of 20
megohms (20 mV, 1 nA), and successive spectra
are vertically offset by 0.2 units for clarity.
Vertical lines highlight the shift of the high-
energy step to lower energy with increasing
magnetic field.
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also occurs for the other even-length chains. As

seen in Fig. 2, the zero-field splitting becomes

more pronounced in the longer even-length

chains, where two distinct steps are well

resolved even at B 0 0.

We analyze our spectroscopic results by

using the Heisenberg model for an open chain

of N coupled spins. In its simplest form, this

model neglects any zero-field splitting and

includes only identical nearest neighbor ex-

change interactions (coupling strength J ) be-

tween the spins (Fig. 1D). We assume that all

sites have the same spin S
A
. The Hamiltonian is

HN 0 J
XNj1

i01

Si I Si þ 1 ð1Þ

where S
i
is the spin operator for the ith site

along the chain. The eigenvalue of S
i
2 is thus

S
A
(S

A
þ 1) for every i.

For a dimer, the ground state of the AF (J 9 0)

Heisenberg chain is a singlet (S 0 0) and the

first excited state is a triplet (S 0 1) with energy

separation J. This result is independent of the

spin S
A
of the constituent atoms. The energy

spacing between the ground state and the first

excited state provides a direct measure of the

coupling strength J. For the dimer shown in

Fig. 2, we determine J 0 6.2 meV. We find

that the value of J varies by T5% for dimers

in different locations on several CuN islands,

as can be seen for the dimer in Fig. 4, which

has J 0 5.9 meV, and in fig. S1A, which has

J 0 6.4 meV.

In contrast to the dimer, the ground state of

the Heisenberg AF trimer has total spin S 0 S
A
.

Generally, the first excited state has total spin

S
A

– 1 and is higher in energy by S
A
J; the

exception is the case of S 0 1/2, where both the

ground and first excited states have total spin

½. Figure 2 shows the energy of the first

excited state for the trimer for a few possible

values of S
A
, where the value of J used was that

determined from the dimer. The conductance

step at È16 mV, which we now assign to the

lowest spin-changing transition, is best matched

with the result for S
A
0 5/2. The presence of a

broad peak in the trimer spectrum, centered

near the IETS step voltage, lies outside the

IETS framework and makes a quantitative fit to

the step position difficult. We note that S
A
0 5/2

is identical to the spin of a free Mn atom.

From the excitation spectra of the dimer and

trimer, we determined both free parameters J

and S
A
of the Heisenberg Hamiltonian in Eq. 1.

Using these two values, we then calculated the

excitation spectra for chains up to N 0 6 (35).

For odd-length chains, we found that the

ground and first excited states have total spin
5/2 and 3/2, respectively. In contrast, even-length

chains have ground and first excited state spins

of 0 and 1, respectively. This result is consistent

with the observed parity dependence of the

spin-flip feature and with the triplet splitting of

the spin-changing excitation of even-length

chains. The calculated energy of the first

excited state, as shown in Fig. 2, is in very

good agreement with the observed spectral

features on the longer chains, considering the

simplicity of the model.

To further demonstrate the potential to

engineer the coupling between atomic spins,

we have also built dimers with the same Mn

spacing but atop N atoms in the CuN layer.

Conductance spectra of such a dimer also show a

single IETS step, now atÈ3 mV, that splits into

three distinct steps in amagnetic field. As seen in

fig. S1, the coupling strength in these dimers is

half as large as for dimers built atop Cu sites.

We note that only a single spin-flip and a

single spin-changing transition were observed

on odd-length chains. For example, in the trimer

spectra shown in Fig. 3B, only a single IETS

step is observed for each type of transition; at

large B, the higher energy IETS step does not

split into multiple steps but simply shifts to

lower energy. Because S 0 5/2 for the ground

state and 3/2 for the first excited state, we would

expect to observe multiple spin-flip and spin-

changing transitions in a magnetic field. It is

thus likely that some transitions are prohibited

by IETS selection rules. By using the spin

states determined from the Heisenberg model,

we find IETS steps only when DS 0 0, T1 and

Dm 0 0, T1. A more detailed understanding of

the inelastic tunneling process may shed light

on the origins of these selection rules.

One aspect of the spectra of the Mn chains

that is not currently understood is the clear

asymmetry with respect to voltage polarity. In

the trimer spectrum in Fig. 2, the conductance

steps occur at both positive and negative volt-

ages but the step heights are markedly different.

This asymmetry enhances features at positive

voltages for small chains and then shifts to

enhance the negative voltage features on longer

chains.

Many of the zero-field 0.6 K results pre-

sented here were also observed with our 5.5 K

STM, with the expected thermal broadening of

the spectra, which implies that useful IETS

studies of exchange-coupled magnetic nano-

structures may be performed without the

requirement of subkelvin instruments. A com-

parison with ab initio calculations may help to

determine the nature of the observed exchange

coupling, which could be the result of super-

exchange through molecular orbitals or me-

diated by the conduction electrons of the

underlying metal substrate.

We have shown that the combination of in

situ imaging, atom manipulation, and spin-

excitation spectroscopy can be used to assem-

ble and probe magnetic nanostructures. Such

structures may serve as new model systems for

the exploration of low-dimensional magnet-

ism (36), and may be used to realize spin-based

computation schemes (37) and bistable systems

for information storage at the atomic scale.

Fig. 4. Conductance spectra of Mn
dimer on CuN. (A) Spectra taken on
a Mn dimer on CuN at T 0 0.6 K at
B 0 0, 4, and 7 T. All spectra were
acquired at a nominal junction
impedance of 20 megohms (8 mV,
0.4 nA), and successive spectra are
vertically offset by 0.4 units for
clarity. Arrows indicate the positions
of the low (red), central (green), and
high (blue) energy steps from fits of
the 7 T spectrum with IETS line
shapes (31). Inset shows the same
spectra, taken at a nominal junction
impedance of 50 megohms (20 mV,
0.4 nA), over a larger voltage range.
(B) Step energies from IETS fits for
low (red triangles), central (green
squares), and high (blue triangles)
energy steps in the dimer spectra as
a function of magnetic field. Best fits
were obtained with temperatures of
È1.0K.Theuncertaintyof thepoints
is typically smaller than the size of
the symbols.The solid lines are fits of
the step energies to EkDmk þ
DmgmBB, with g 0 2.1 T 0.1,
E0 0 5.96 T 0.05 meV for Dm 0
0 (green line), and E1 0 5.83 T
0.05 meV for Dm 0 T1 (blue and
red lines). (C) Schematic of the energy-level spacing of singlet and triplet states in a magnetic field,
labeled by total spin S and magnetic quantum number m. Transitions from the k0,0À singlet state to the
k1,–1À, k1,0À, and k1,þ1À triplet states are labeled by red, green, and blue arrows, respectively.
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Desorption of H from Si(111) by
Resonant Excitation of the Si-H
Vibrational Stretch Mode
Zhiheng Liu,1,2 L. C. Feldman,2,3 N. H. Tolk,2 Zhenyu Zhang,3,4 P. I. Cohen1*

Past efforts to achieve selective bond scission by vibrational excitation have been thwarted by
energy thermalization. Here we report resonant photodesorption of hydrogen from a Si(111)
surface using tunable infrared radiation. The wavelength dependence of the desorption yield peaks
at 0.26 electron volt: the energy of the Si-H vibrational stretch mode. The desorption yield is
quadratic in the infrared intensity. A strong H/D isotope effect rules out thermal desorption
mechanisms, and electronic effects are not applicable in this low-energy regime. A molecular
mechanism accounting for the desorption event remains elusive.

P
hoton-stimulated desorption is a powerful

tool to study fundamental processes in

adsorbate-surface systems, as well as to

achieve selective surface reactions for controlled

surface processing (1–4). Photons are easily

directed and tuned in energy to induce tran-

sitions in atomic and molecular states, with high

spatial and temporal precision. Direct adsorbate-

surface bond breaking by electronic excitation

using ultraviolet light has been reported (5, 6).

However, visible and infrared (IR)–stimulated

desorption processes studied so far generally

involve indirect mechanisms (7, 8), such as

light-induced substrate heating (9) and, in

physisorbed systems, energy transfer from

internal molecular excitation to molecular trans-

lational motion away from the surface (10, 11).

Selective bond scission at these lower energies

is desirable but has proven challenging because

of rapid energy delocalization from the mode

of excitation (1). Here we report resonant photo-

desorption of H from a Si(111) surface using

IR radiation. We show that the process is

resonant with the Si-H vibrational energy and

displays an unusual and surprising dependence

on excitation intensity, which cannot be

explained by either thermal or electronic pro-

cesses. Successful elucidation of this funda-

mental excitation mechanism would be a major

advance in surface science, and its implemen-

tation could lead to site-selective desorption at

low temperatures.

The H/Si(111) structure is a well-characterized

adsorbate system, ideal for the study of funda-

mental surface processes. The Si-H bond is

perpendicular to the Si(111) surface, with a

bond energy estimated to be between 3.15 and

3.35 eV (12) and a vibrational stretch energy of

0.26 eV at the terrace sites (13). In our ex-

periments, the Si-H vibrational stretch mode

was resonantly excited by IR photons. The Si

substrate was transparent to mid-IR illumina-

tion, minimizing electronic excitation and di-

rect laser-induced heating. Although this paper

deals with the basic mechanisms of the desorp-

tion process, there could be important techno-

logical applications. Because H desorption is

an important component of Si chemical vapor

deposition, modifying the H desorption mech-

anism can have a large impact on growth. In

particular, the vibrational energy of an Si-H

bond at the terrace site of the Si(111) surface

differs from that at the step site by 51.8 cmj1

(14), opening the possibility of site-selective

desorption of H adatoms by IR irradiation.

Such a photolytic process could efficiently treat

a large area and modify the type of sites

available for epitaxial growth. This might be

compared to nanoscale lithography of H on Si

achieved using the scanning tunneling micro-

scope (STM) (15, 16).

Our experiment was performed in an

ultrahigh-vacuum (UHV) system at room tem-

perature. The base pressure was È3.0 � 10j10

Torr. The sample was prepared in air, using

hydrofluoric acid etching to protect the Si

surface from oxidation and contamination, and

then cleaned by direct-current heating in the

UHV chamber. The clean surface was verified

by the strong Si(111)-7�7 low-energy electron

diffraction (LEED) pattern. Ultrahigh-purity H
2

gas was introduced into the UHV chamber. A

tungsten filament at 2000 K was used to dis-

sociate H
2
molecules, thus efficiently forming
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the Si-H bonds at the Si(111) surface. After a

hydrogen dose of 3 � 10j6 Torr for 120 s, an

area of Si surface measuring 5 by 4 mm was

uniformly covered with H atoms, as evidenced

by the Si(111)-1�1 LEED pattern and the uni-

form desorption behavior at different spots

when all other desorption conditions were kept

the same. Thermal desorption spectra showed

only one peak atÈ820 K, indicating that H was

adsorbed exclusively as a monohydride phase

on the Si surface (17).

The free-electron laser (FEL) at Vanderbilt

University provides a maximum of 100 mJ per

macropulse at a repetition rate of 30 Hz. Each

macropulse is composed of È104 micropulses

of 1 ps duration, spaced 350 ps apart. The

spectral width of the FEL emission is È50 to

90 cmj1. The IR radiation was guided into the

chamber through a CaF
2
viewport and focused

onto the sample with a spot size of 0.8 mm. Its

power and polarization could be adjusted with

an attenuator and polarizer outside the cham-

ber. The sample surface was positioned to

make a 30- angle with the linearly polarized

beam. The total electric field above the Si sur-

face is the sum of the incident and the reflected

fields. For the Si substrate with refractive index

3.42 and this incident angle of 60-, the

direction of this total electric field is close to

the surface normal; namely, the direction of

the Si-H bond. The field projection in this

direction is (1 þ r
p
)Ecosqcos30-, with E being

the incident field, r
p
the reflection coefficient of

the p-polarized component, and q the angle be-

tween the FEL electric field and the incident

plane. The effective FEL fluence in the direc-

tion of the Si-H bond can be varied by changing

either the incident intensity E2 or the polariza-

tion angle q.
The sample was exposed to the FEL illumi-

nation at room temperature, and the desorbed H

was pumped away by the ion pump at the same

time. An IR pyrometer focused on the sample

detected no temperature rise during desorption,

showing no FEL-induced heating of the bulk

sample, though not ruling out a local transient

temperature increase. A quadrupole mass analyz-

er was employed to record the H
2
partial pressure

as a function of time once the FEL shutter was

open. After desorption, an experimental param-

eter, such as the FEL wavelength or polariza-

tion, was varied, and the FEL focus was moved

to a new sample position that had not been

exposed to the FEL illumination. When the

FEL beam was not incident on the Si surface,

no desorption signal was measured, indicating

that there was no contribution from scattered

FEL radiation.

To study the wavelength dependence of H
2

photodesorption, we monitored the H
2
partial

pressure as a function of time over a range of

FEL wavelengths, with the fluence kept fixed

and the polarization set to q 0 0- (Fig. 1A). The
signal quickly rose to its peak, then decayed

exponentially with a rate that was in agreement

with the pumping speed of the vacuum system.

The fine structure of the desorption curves

(inset, Fig. 1A) features step-like increases. The

interval of 33 ms is in good agreement with the

30-Hz repetition rate of the FEL macropulse,

indicating that these increases resulted from

desorption by each FEL macropulse. Finer tem-

poral structure due to FEL micropulses could

not be resolved by our instrumentation. The H
2

partial pressure is a measure of the total number

of H
2
molecules in the UHV chamber. There-

fore, the magnitude of each jump is taken as a

measure of the number of H
2
molecules de-

sorbed by each macropulse; that is, the de-

sorption yield.

The desorption yield peaked at a wave-

length of 4.8 mm (Fig. 1B), corresponding to

0.26 eV, the energy of the vibrational stretch

mode of the Si-H bond at the terrace sites of the

Si(111) surface. A Lorentzian fit yielded a full

width at half maximum (FWHM) of 0.19 mm
(82.5 cmj1), close to the FEL linewidth, which

is the limiting factor in resolving wavelength.

Because the vibrational energy of the Si-H

bond at the terrace site differs from that at

the step site by 51.8 cmj1, this resonance effect

suggests that wavelength-selective site de-

sorption (18) would be readily possible with

an incident beam of appropriately narrow line-

width. In addition, desorption was unobservable

when the wavelength was far from resonance,

ruling out a desorption mechanism due to sim-

ple, direct laser heating.

A study of the polarization dependence of

the desorption yield provides further insight

into the desorption mechanism. For bulk-like

thermal processes, possibly because of impu-

rities or defects, the desorption yield is not

expected to be very sensitive to the polarization

angle. For direct bond-breaking processes via

electronic excitation, the yield should be a

simple quadratic function of the FEL electric

field projected in the direction of Si-H bond (5)

(that is, a linear dependence on the incident

intensity) and follow a cos2q curve as illustrated

(Fig. 2A). In our experiment with constant FEL

fluence, however, the desorption yield scales

with the incident polarization as cos4q (Fig.

Fig. 1. (A) Typical curves of de-
sorbed H2 signal as a function of
time at three wavelengths. The
background pressure has been
subtracted. The FEL fluence was
0.8 J/cm2 per macropulse. The in-
set shows the fine structure of a
desorption curve. The step rises
are due to desorption by individ-
ual FEL macropulses. The 33-ms
interval corresponds to the 30-Hz
repetition rate of the macropulse.
(B) Wavelength dependence of
the desorption yield. Data were
normalized to 1. The solid curve is
a Lorentzian fit to the data.
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Fig. 2. (A) Polarization dependence of the de-
sorption yield (squares). The FEL fluence was kept
at 0.8 J/cm2 per macropulse for all polarizations.
(B) Log-log plot of desorbed H2 versus FEL
fluence. A linear fit yields a slope of 1.9 T 0.1.
The polarization was 0- for all fluences, and the
wavelength was tuned to 4.8 mm.
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2A). This behavior indicates that the observed

desorption does not result from a thermal

process caused by direct laser heating, but from

the direct interaction between the incident

field and the Si-H bonds. Furthermore, the

cos4q dependence implies a quadratic depen-

dence on the incident intensity, as verified in

a measurement of the yield dependence on

the FEL fluence (Fig. 2B). This quadratic de-

pendence is significantly different from the

Èninth-order dependence observed in multi-

ple vibrational excitations of H on Si(100) by

the STM (19).

To further probe the nature of the desorption

mechanism, the thermal desorption and IR-

induced desorption of a coadsorbed mixture of

H and D were also measured. H and D adatoms

were coadsorbed and then the desorption yields

of different species were measured (Fig. 3A).

For thermal desorption, the ratio of the yields

was H
2
:HD:D

2
0 1:4.3:16.9. In the FEL-

induced process, with the same H/D coverage

and the wavelength tuned to the Si-H stretch at

4.8 mm, the desorption ratio was found to be

1:0.04:0.005, in stark contrast to the thermal

data. Furthermore, the HD desorption yield was

linear in photon flux (Fig. 3B) over the same

range in which the H
2
yield was seen to be

quadratic. These results support the idea that

there are very different mechanisms for thermal

desorption and IR-induced desorption.

The underlying mechanism that may ac-

count for the observed desorption behavior is

not immediately obvious. Related phenomena

include laser-induced thermal desorption and

vibrational ladder-climbing. Direct laser heating

of the substrate (9) can clearly be ruled out as

the dominant mechanism, based on the wave-

length and polarization dependencies of the

desorption yield and our experimental measure-

ment of the bulk temperature. Another type of

thermal mechanism, resonant local heating,

refers to a process in which the Si-H vibrational

stretch mode is resonantly excited by the IR

photons and then couples to local substrate

phonons, causing a local temperature increase

and eventually thermal desorption. The mea-

sured isotope effect in this FEL-induced desorp-

tion rules out such local heating, because the

FEL-induced desorption yields are drastically

different from thermal desorption yields. In the

vibrational ladder-climbing mechanism, Si-H

bonds may be continuously excited to higher

vibrational states by either multiphoton adsorp-

tion (10) or dipole-dipole coupling of Si-H

bonds (20). We estimate that an H adatom

must climb to approximately the fifth vibra-

tional energy level of the Si-H stretch mode

in order to overcome either the diffusion bar-

rier of 1.5 eV (21) for enhanced diffusion or

half of the activation energy of 2.4 eV (22) in

a thermal activation scheme. The quadratic

power dependence observed in the H
2
de-

sorption and the linear dependence in the HD

desorption might not necessarily suggest a

two-photon or one-photon process. Multipho-

ton processes often display a much lower order

of dependence on the photon flux than the

number of photons absorbed (23). For example,

if the absorption cross section increases when

the system has absorbed one or two photons,

the excitation rate will be determined by these

initial photons. Consequently, the measured

power dependence will be low-order, even

though the process requires additional photons.

In such a multiphoton process, the higher en-

ergy states would have slightly different absorp-

tion energies because of anharmonic effects.

However, the FEL linewidth is broad enough

to allow the excitation of some number of

levels. As a result, these considerations make

vibrational ladder-climbing a possible mech-

anism to explain the experimental observa-

tions. New mechanisms that are consistent

with the data might also be considered and

further investigated.

The experimental findings reported above

are unprecedented and unexpected. The precise

underlying mechanism is still to be identified.

An important intention of this work is to stim-

ulate future studies on the basic mechanisms

of surface dynamics, both experimentally and

theoretically.
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Fig. 3. (A) Partial
pressures of H2, HD,
and D2 as a function
of time arising from
FEL-induced desorp-
tion. The fluence was
1.6 J/cm2 per macro-
pulse. The FEL data for
HD and D2 are magni-
fied by 10 times. The
inset shows the par-
tial pressures in a sin-
gle thermal desorption.
Data were obtained by
continuous cycling of
an atomic mass unit
scan from 0.5 to 5.5,
with a period of 75 ms.
The temperature began to rise at 0.9 s, from room temperature to the terminal temperature of È950-C. (B) Desorption yield of HD as a function of FEL fluence
when excited at 4.8 mm. A linear relationship is observed.
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Oligonucleotide-Modified Gold
Nanoparticles for Intracellular
Gene Regulation
Nathaniel L. Rosi,* David A. Giljohann,* C. Shad Thaxton, Abigail K. R. Lytton-Jean,
Min Su Han, Chad A. Mirkin†

We describe the use of gold nanoparticle-oligonucleotide complexes as intracellular gene
regulation agents for the control of protein expression in cells. These oligonucleotide-modified
nanoparticles have affinity constants for complementary nucleic acids that are higher than their
unmodified oligonucleotide counterparts, are less susceptible to degradation by nuclease activity,
exhibit greater than 99% cellular uptake, can introduce oligonucleotides at a higher effective
concentration than conventional transfection agents, and are nontoxic to the cells under the
conditions studied. By chemically tailoring the density of DNA bound to the surface of gold
nanoparticles, we demonstrated a tunable gene knockdown.

N
ucleic acid-based methods for controlling

gene expression have had a considerable

impact on research involving gene path-

ways and function (1–3). In addition, antisense

(AS) therapies are potentially powerful candidates

for clinical treatments of various ailments, includ-

ing cancer and HIV/AIDS (1, 4). In conventional

AS approaches, oligonucleotides designed to

hybridize with target mRNA sequences down-

regulate the expression of the corresponding

translated proteins. Although the potential of AS

oligodeoxyonucleotides (ASODNs) was recog-

nized more than 20 years ago (5, 6), their devel-

opment into viable therapeutic systems has faced

challenges with regard to stable transfection and

entry into diverse cell types, toxicity, and low ef-

ficacy (3). Various transfection agents have been

developed to shuttle nucleic acids into cells,

including cationic lipids and polymers, modified

viruses, dendrimers, liposomes, and nanopar-

ticles (1, 4, 7, 8), but each system has particular

limitations.

Gold nanoparticles (Au NPs) have a high

affinity for biomolecules and have been used as

nonviral vectors for DNA delivery (9–13). Gold

nanoparticles chemically functionalized with

alkylthiol-terminated oligonucleotides (14) are

highly stable in saline solutions and bind com-

plementary nucleic acids in a very selective and

cooperative manner (15); their equilibrium as-

sociation constants can be more than two orders

of magnitude greater than those observed for

unmodified oligonucleotides and their com-

plements (16). These distinctive properties have

made oligonucleotide-functionalized Au NPs

the centerpiece of several highly sensitive and

selective assays for biomolecule detection

(17–21). Because of their demonstrated stability

and enhanced binding properties, we hypoth-

esized that this particular type of Au NP

could efficiently scavenge intracellular DNA or

RNA. We introduce the use of oligonucleotide-

functionalized Au NPs as new antisense agents

that take advantage of the ensemble properties

of the nanoparticle-oligonucleotide conjugate.

In initial experiments, we targeted mRNA se-

quences coding for enhanced green fluorescent

protein (EGFP) expressed in C166, amouse endo-

thelial cell line (ATCC). A phosphorothioate-

modified antisense sequence complementary to

an internal coding region (bases 1198 to 1215) of

the mRNA for EGFP was selected from pub-

lished literature (22). This sequence was used in

the design of two sets of antisense Au NPs, with

the ASODN conjugated to the Au NP surface

with either one or four thiol groups (Fig. 1). The

tetra-thiol particle (particle A) supports 45 to 50

strands, whereas themono-thiol particle (particle

B) has 110 to 120 strands. Whereas particle A

exhibits a binding constant to its complementary

sequence that is approximately equal to that of

an unmodifiedASODN, particle B has an affinity

È35 times as high as that of the unmodified

ASODN (fig. S1) (23). This result is consistent

with a cooperative binding theory, which predicts

that higher oligonucleotide packing densities

result in a corresponding increase in association

constant (15). Taken together, particles A and B

offer the opportunity to study the potential of

ASNPs in regulating gene expression and, more

specifically, the effect of particle binding con-

stants and oligonucleotide loading on the per-

formance of such particles in the context of

EGFP expression.

We evaluated the Au NP-ASODN com-

posites (ASNPs) for their cellular uptake,

intracellular stability, and the fate of the

oligonucleotides once the particles were taken

up by the cell. Most approaches to transfection

agents rely on the use of positively charged

materials to ensure cellular uptake (9, 24). Un-

expectedly, ASNPs readily enter cells despite

their coating with negatively charged DNA.

Entry of the ASNPs into the EGFP-expressing

C166 mouse endothelial cells was confirmed by

incubating the cells for 48 hours in the presence

of ASNPs functionalized with 5¶ Cy5.5-labeled

Department of Chemistry and International Institute for
Nanotechnology, Northwestern University, 2145 Sheridan
Road, Evanston, IL 60208–3113 USA

*These authors contributed equally to this work.
†To whom correspondence should be addressed. E-mail:
chadnano@northwestern.edu

Fig 1. Preparation of antisense Au NPs. Citrate-stabilized gold nanoparticles (13 nm T 1 nm) were
functionalized with ASODNs that were premodified with an A10 tether and either two cyclic disulfides (DTPA)
or an alkyl-thiol anchoring group to produce Antisense Particles A and B, respectively.
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ASODNs. The uptake was studied using con-

focal fluorescence microscopy. Observation of

Cy5.5 fluorescence throughout the cytoplasm

provided proof of particle uptake. Additionally,

we performed identical uptake experiments

with various cell types, including RAW 264.7

(macrophage), HeLa (cervical carcinoma),

NIH-3T3 (fibroblast), and MDCK (kidney)

(fig. S2). In each case, we observed 999% of

uptake (virtually every cell incorporated the

ASNPs), and there were no differences in

cellular morphology as compared with untreated

control cells or cell viability under the conditions

studied as determined by Trypan Blue staining.

We determined whether the ASODNs re-

main bound to the gold particle surface within

the cell by using Bdual fluorophore[ ASODNs

labeled with both a 3¶ fluorophore (Cy3, on

the surface of the particle) and a 5¶ fluoro-

phore (Cy5.5, at the end of the ASODN) Esee
(23) for sequence and preparation^. If ASODNs
remain stably attached to the particle surface

within the cell, both their Cy3 and Cy5.5

fluorescence would be quenched. If they were

digested by nucleases, we expected to see free

Cy5.5, whereas if they were displaced from

the surface of the particle by chemical re-

duction, we expected to see strong emission

from both dyes.

After a 48-hour incubation period in the

presence of ASNPs, two-photon confocal laser

scanning microscopy of cells (Fig. 2A) with both

546 nm and 633 nm light resulted only in fluo-

rescence from the 5¶ Cy5.5 fluorophore, which

could be attributed to some nuclease digestion

of the ASODNs and residual fluorescence due

to incomplete quenching by the Au NPs (25)

(the Cy5.5 is approximately 9 nm from the gold

surface). Because only negligible 3¶ Cy3 fluo-

rescence was observed, we conclude that the

ASODNs do, in fact, remain chemically at-

tached to the Au NP surface while inside the cell.

In additional experiments, C166 cells were

incubated with ASNPs functionalized with 5¶

Cy5.5-modified ASODNs. After a 48-hour incu-

bation period, the cells were lysed and the bulk

fluorescence of the lysate was measured in the

emission range of the Cy5.5 fluorophore (706 to

717 nm). Dithiothreitol (DTT) displacement of

the Cy5.5-labeled ASODNs from the nano-

particles resulted in increased Cy5.5 fluorescence

emission in the lysate, indicating that many of

the ASODNs remain undigested by nucleases

after 48 hours within the cellular environment

(fig. S4).

Glutathione (GSH) has been used as a

reagent to effect DNA release from NPs in the

context of gene delivery (26). Intracellular GSH

levels differ between various cell types (27), so

GSH levels in C166 cells could be lower than

other cell lines. However, analysis of the sta-

bility of the dual fluorophore-labeled DNA on

the Au NP (23) shows that even at elevated

GSH levels (10 mM), 960% of the oligonucleo-

tides remain bound to the particle after 48 hours.

For cellular systems in which GSH levels are

high, it is possible to increase the strength of the

interaction of ASODN with Au NPs through the

use of cyclic disulfide anchoring groups without

substantially changing surface coverage (28, 29).

In the case of C166 cells studied, we can

conclude from the dual-fluorophore particle

stability experiments that the oligonucleotides

remain attached to the particle surface.

Given the potential for ASODN degradation

by nucleases in vivo, we next examined the in

vitro resistance of the ASNP toDNase compared

with particle-free oligonucleotides. Fluores-

cence experiments indicate that particle-bound

ASODNs are degraded much slower than are

unbound ASODNs (Fig. 2, B and C). The tight

packing of the ASODNs on the NP surface like-

ly causes steric inhibition of nuclease degrada-

tion. Others have made similar observations in

the context of assembly and manipulation of

oligonucleotide-AuNP superstructures (30). The

increased resistance to nuclease degradation of

particle-bound ASODNs should increase the

lifetime of the AS agent within the cell.

The activity of the ASNPs with respect to

gene knockdown was evaluated with EGFP-

expressing C166 cells. Evidence of EGFP

knockdown was first observed by two-photon

excitation confocal fluorescence microscopy,

which indicated that cells treated with ASNPs

exhibited noticeably lower fluorescence com-

pared with untreated control cells (Fig. 3). These

Fig. 2. Experiments aimed at understanding the intracellular stability of antisense nanoparticles. (A)
Fluorescent microscopy images of C166-EGFP cells incubated 48 hours with antisense particle B
functionalized with dual-fluorophore labeled ASODNs (3¶ Cy3 and 5¶ Cy5.5) only reveal fluorescence
from Cy5.5 (706 to 717 nm, upper left). Negligible fluorescence is observed in the emission range of
Cy3 (565 to 615 nm, upper right). Transmission and composite overlay images are shown in the lower
left and lower right quadrants, respectively. The arrows indicate the location of the cell. Similar data
collected from experiments using particle A are included in fig. S3 (23). (B) Duplexes composed of
either quencher-modified ASODN/fluorophore-modified complement or antisense particle/fluorophore-
modified complement were treated with DNase. (C) The ASODN duplex degraded much faster than the
antisense particle duplex, as calculated using fluorescence spectroscopy, where Fmin is the fluorescence
of the mixture at its initial, fully hybridized state and Fmax is the maximum fluorescence of the system at
80-C where all of the oligonucleotides are dehybridized.
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observations were then confirmed by quantita-

tively assaying for EGFP expression with fluo-

rescence spectroscopy.

As previously described, the binding proper-

ties of the ASNPs can be tailored by controlling

the number of ASODNs loaded on the particles.

We expected that particle B, with its higher

binding affinity, would cause greater reductions

in EGFP expression than particle A. To test this

hypothesis, samples of particle A were added to

C166-EGFP cells. After 48 hours, the cells

were collected, lysed, and assayed for EGFP

expression Esee (23) for quantification meth-

ods)^. Noncomplementary ODN-Au NPs (23)

were used as controls and showed similar fluo-

rescence levels to nontreated cells (Table 1).

Cells incubated with 0.024 nmol or 0.048 nmol

of particle A (low binding constant) displayed a

12% and 14% decrease in EGFP expression,

respectively. However, when incubated with

the same amount of particle B (tight binding

constant), the cells displayed a decrease in

EGFP expression of 14% and 20%, respec-

tively (Table 1). The differences in the observed

knockdown between Particles A and B indicate

that the ASNP binding constant can significant-

ly influence the amount of protein expression.

Interestingly, when the particles were com-

pared with commercially available lipoplexes

(Lipofectamine 2000, Invitrogen; Cytofectin,

Gene Therapy Systems) in the context of EGFP

expression, the nanoparticle system outperformed

the commercial systems under the conditions

studied with respect to percent knockdown, total

amount of ASODN delivery, and nontoxicity

(Table 1). Following recommended commercial

protocols, Lipofectamine and Cytofectin were

used to transfect EGFP-C166 cells with an equal

Table 1. Performance characteristics of antisense nanoparticles.

Antisense
experiment

Observed
toxicity

Approximate
binding constant

Percent decrease in
EGFP expression

Antisense Particles A
(0.024 nmol particles
1.08 nmol ASODN)

No 7.1 � 1020 11 T 2

Antisense Particles A
(0.048 nmol particles
2.16 nmol ASODN)

No 7.1 � 1020 14 T 0.4

Antisense Particles B
(0.024 nmol particles
2.64 nmol ASODN)

No 2.6 � 1022 14 T 1

Antisense Particles B
(0.048 nmol particles
5.28 nmol ASODN)

No 2.6 � 1022 20 T 4

Nonsense Particles A
(0.048 nmol particles)

No N/A 0 T 3

Nonsense Particles B
(0.048 nmol particles)

No N/A 0 T 2

Lipofectamine 2000
(0.024 nmol ASODN)

No 6.7 � 1020 6 T 0.2

Lipofectamine 2000
(2.64 nmol ASODN)

Yes 6.7 � 1020 N/A

Cytofectin
(0.024 nmol ASODN)

No 6.7 � 1020 7 T 0.7

Cytofectin
(2.64 nmol ASODN)

Yes 6.7 � 1020 N/A

Fig. 3. Confocal fluorescence microscopy images
showing EGFP knockdown. (A) Untreated control
C166-EGFP cells (upper left, Cy5.5 emission, 706 to
717 nm; upper right, EGFP emission, 500 to 550
nm; lower left, transmission image of cells; lower
right, composite overlay of all three channels)
showed a significant amount of emission throughout
the cell. (B) 1 mm sectioning images of control cells.
(C and D) Cells treated with antisense particles A or
B showed a decrease in the amount of EGFP
emission.
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amount of ASODNs delivered using antisense

nanoparticles (0.024 nmol ASNP: 2.64 nmol

ASODN); however, extreme toxicity was ob-

served in both cases as measured by cell death, so

we lowered the amount of ASODN and transfec-

tion reagent to the point that one strand of trans-

fected ASODN was equivalent to one antisense

particle (0.024 nmol ASNP: 0.024 nmol ASODN).

In these cases, ASODNs transfected with either

Lipofectamine or Cytofectin resulted in onlyÈ6

to 8% knockdown in EGFP expression (Table 1).

Evaluation of multiple cell lines (23) to deter-

mine toxicity limits of the ODN-Au NPs have

not shown any appreciable cell death even with

high (0.12 nmol) particle loadings.

Although these systems have not yet been

optimized for maximum efficacy, the ability to

systematically control the oligonucleotide load-

ing on the NP surface has allowed us to identify

several features that make them attractive can-

didates for antisense studies and therapies. The

ability to modify the gold nanoparticle surface

allows one to realize unusual cooperative prop-

erties that lead to enhanced target binding and

allows the introduction of a variety of func-

tional groups that have proven to be informa-

tive in terms of studying how the structure

works within a cell. Moreover, this platform

will allow us and others to add functionality

(31, 32) that could direct the oligonucleotide-

modified nanoparticle agents to specific cell

types and different components within the cell,

thus opening the door for new possibilities in

the study of gene function and nanotherapies.
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Preparation of Poly(diiododiacetylene),
an Ordered Conjugated Polymer of
Carbon and Iodine
Aiwu Sun, Joseph W. Lauher, Nancy S. Goroff*

Conjugated organic polymers generally must include large substituents for stability, either
contained within or appended to the polymer chain. In polydiacetylenes, the substituents fulfill
another important role: During topochemical polymerization, they control the spacing between the
diyne monomers to produce an ordered polymer. By using a co-crystal scaffolding, we have
prepared poly(diiododiacetylene), or PIDA, a nearly unadorned carbon chain substituted with only
single-atom iodine side groups. The monomer, diiodobutadiyne, forms co-crystals with bis(nitrile)
oxalamides, aligned by hydrogen bonds between oxalamide groups and weak Lewis acid-base
interactions between nitriles and iodoalkynes. In co-crystals with one oxalamide host, the diyne
undergoes spontaneous topochemical polymerization to form PIDA. The structure of the dark blue
crystals, which look copper-colored under reflected light, has been confirmed by single-crystal x-ray
diffraction, ultraviolet-visible absorption spectroscopy, and scanning electron microscopy.

S
inceHeeger,McDiaramid, and Shirakawa_s
discovery of conducting behavior in doped

polyacetylene samples (1), carbon-rich

molecules and materials have attracted great

interest for their electronic and optical proper-

ties. Recently examined applications include

photovoltaic cells, organic light-emitting diodes

(OLEDs), field-effect transistors, and chemical

sensors (2–5). Polyacetylene, the simplest con-

jugated polymer, consists of a backbone of carbon

atoms, each bonded to one hydrogen atom and

connected together by alternating single and

double bonds. However, this material is thermally

unstable and insoluble, making it unsuitable for

general use. More manageable conjugated poly-

mers can be prepared from substituted alkynes (6)

and other conjugated monomers, such as sub-

stituted aromatics; for example, in the commer-

cially useful polymer poly(p-phenylenevinylene)

(PPV), the backbone contains benzene rings as

well as simple carbon-carbon double bonds. Poly-

diacetylenes, in which every other double bond in

the polyacetylene backbone is replaced by a triple

bond, are potent multiphoton absorbers that have

applications in optical limiters, waveguides, and

thermometric sensors (2).

Obtaining the desired optical and electronic

properties of a given conjugated polymer re-

quires a highly ordered molecular structure. For

polydiacetylenes, this presents a substantial syn-

thetic challenge: With solution-phase methods,

the monomer diynes can react in either a 1,2- or

1,4-fashion, leading to a polymer with an ir-

regular, branched backbone instead of regular

repeat units. However, as discovered by Wegner

(7) and elaborated by Baughman (8), if the

diynes are first aligned appropriately in the solid

state at a distance commensurate with the repeat

distance in the target polymer, then their

arrangement in space will control their reactivity,

leading to ordered topochemical polymerization.

Chemists have developed many creative ap-

proaches to induce appropriate alignment for

1,4-polymerization, not only in the solid state,

but also in Langmuir-Blodgett films, liposomes

and vesicles, and other ordered chemical inter-

faces (2, 9, 10). Hydrogen bonding has often
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played a key role in these methods; for example,

with monomers that do not align properly on their

own, hydrogen bonding to a partner compound

can produce co-crystals that have the appropriate

repeat distance for 1,4-polymerization (10, 11).

Nonetheless, the polydiacetylene structures

accessible by these routes have been limited.

For example, phenyl-substituted polydiacety-

lenes are desirable targets predicted to have

particularly strong nonlinear optical absorp-

tions, but there have been very few reported

poly(aryldiacetylenes) (12, 13). Monomers such

as diphenylbutadiyne do not align properly for

1,4-polymerization on their own and do not

contain hydrogen-bonding functional groups to

interact with an appropriate co-crystallizing agent.

Poly(diiododiacetylene), or PIDA (1, Fig. 1),

represents a possible solution to the general

problem of polydiacetylene synthesis. PIDA

contains the polydiacetylene backbone but with

only halogen-atom substituents. The abundance

of transition metal–catalyzed reactions available

for adding substituents in place of a carbon-

halogen bond makes PIDA a potential precursor

to a wide variety of polydiacetylenes.

Polymer 1 may also act as a precursor to

carbyne, the hypothesized linear sp-hybridized

allotrope of carbon (–CKC–)
n
, which has thus

far eluded definitive synthesis (14, 15). Re-

searchers have approached carbyne by rational

synthesis of discrete polyyne rods (values of

n from 2 to 14), allowing for the prediction of

many of its properties (16–19). In addition, sci-

entists have used electro- or thermochemical car-

bonization of small-molecule and polymeric

substrates to make macroscopic carbyne-like ma-

terials consisting of polyyne domains and sp2

hybridized kinks clustered around impurities in

the samples. Hlavatý and co-workers have ex-

amined diiodobutadiyne (2), contained within the

zeolite MCM-41, as a precursor to carbyne and

found that ultraviolet irradiation could remove

roughly half the iodine atoms of the starting

material (20). However, producing a carbyne

sample with a uniform structure that can be

fully characterized remains a major challenge.

PIDA (1) is a promising precursor to fully

ordered carbyne. With its linear arrangement

of carbon atoms and small number of sub-

stituents, transformation of PIDA to carbyne

requires only the cleaving of the carbon-iodine

bonds and no further rearrangements. Electro-

chemical reduction of single-crystal PIDA sam-

ples would provide a previously unknown route

to carbyne as an ordered material.

To prepare polymer 1 requires ordered

alignment of the monomer diiodobutadiyne (2).

Diiodobutadiyne was first reported by Baeyer

in 1885 (21). It is moderately stable, decom-

posing rapidly and sometimes explosively when

heated above its melting temperature of about

95-C (21–23). At room temperature, it can

explode if subjected to physical shock, and it

decomposes slowly under ambient light, form-

ing an insoluble material with a graphite-like

appearance (22). The decomposed material also

explodes when heated, again releasing iodine

gas (21). However, diiodobutadiyne can be han-

dled safely at room temperature in gram quan-

tities and decomposes very slowly if stored at

–10-C in the dark. In solution, if exposed to

light, it undergoes a very slow disproportiona-

tion reaction to give first tetraiodobutatriene and

then hexaiodobutadiene, along with carbon-rich

polymeric material (20, 24).

Although compound 2 has been known for

over a century, efforts to determine its crystal

structure precisely have been unsuccessful. As

Fig. 1. PIDA (1) and
monomer 2, shown with
several Lewis-basic host
molecules, including new
compounds 5 to 7.

Fig. 2. Molecular packing in the co-crystal of 2 and 6. The repeat distance is 5.25 Å, with a C1-C4¶ intermolecular contact distance (indicated by the
arrow) of 4.0 Å and a declination angle of 51.3-.
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a linear, rod-shaped molecule, diyne 2 forms

needle-shaped crystals that are disordered along

the direction of the molecular axis. In these crys-

tals, the alignment between adjacent monomers

is random, preventing ordered polymerization.

Thus, the observed decomposition products

formed from solid 2 do not have the structure

of polymer 1 but instead are disordered materials

of varying composition and connectivity.

To create ordered crystals of diyne 2 with

controlled molecular spacing, we take advan-

tage of another property of the monomer,

namely the strong Lewis acidity of its iodine

substituents (25–27). Iodine atoms in general

are highly polarizable and therefore Lewis

acidic. In iodoalkynes, this effect is magnified

because sp hybridization increases the electro-

negativity of the carbon atom bonded to

iodine, polarizing the C-I bond toward carbon.

Gas-phase calculations and solution-phase

experiments indicate that the interactions be-

tween iodoalkynes and individual Lewis bases

are somewhat weaker than comparable hydro-

gen bonds (27–29). Even so, such interactions

between Lewis-acidic iodines and appropriate

bases are often called Bhalogen bonds,[ in

analogy to the more common hydrogen bond,

and they have been demonstrated as a reliable

organizational motif in the solid state (30–32).

Iodoalkyne halogen bonds have been used by

Yamamoto, Kato, and co-workers, who have

prepared multicomponent materials containing

organic radical cation salts and neutral iodoal-

kynes (33, 34). In these systems, interactions

between the Lewis-acidic iodoalkyne and the

halide counter ion of the salt determine the

spacing of the cations and therefore the elec-

tronic properties of the materials.

Alone, rod-shaped diiodobutadiyne forms

crystals that are disordered along the long

dimension of the molecule and therefore un-

suitable for controlled topochemical polymeri-

zation. We previously demonstrated (32) that

the Lewis acidity of the iodine atoms in 2 can

be exploited to align the diyne in co-crystals

with Lewis-basic hosts such as 3 and 4 (Fig. 1).

However, efforts to polymerize 2 topochemi-

cally to form PIDA in these crystals have been

unsuccessful, hampered by steric crowding

around the iodines. To overcome these steric

problems, we have now prepared a series of

new host molecules, compounds 5 to 7 (35).

Like hosts 3 and 4, compounds 5 to 7 each

contain a central oxalamide group, designed

to act as the primary organizing structure in

the co-crystals. Fowler, Lauher, and co-workers

have demonstrated that oxalamides form self-

complementary hydrogen bonding networks with

a repeat distance (4.9 to 5.1 )) that matches well
the 4.9 ) distance requirement for diyne 1,4-

polymerization (36, 37). In compounds 5 to 7,

linear alkyl nitrile chains replace the planar pyr-

idyl groups of hosts 3 and 4. We have prepared

these new hosts from the corresponding amino-

alkyl nitriles by condensation with diethyl oxa-

late. Although nitriles are weaker Lewis bases

than pyridine nitrogen, previous experiments

have indicated that they do act as electron do-

nors to iodoalkynes in solution (27).

To form co-crystals of monomer 2 with

each host, we prepared a 1:1 solution with 0.01 M

concentration in methanol. Slow evaporation

provided crystals for further analysis. From

experiments with the three new hosts, we

obtained three different results. Host 5 has

much lower solubility than that of diyne 2, and

it precipitated from solution alone. However,

both 6 and 7 formed co-crystals with 2. In the

case of host 6, these co-crystals contained

monomer 2, as expected. In the case of host 7,

however, the isolated co-crystals contained

PIDA, polymer 1, which formed spontaneously

under the crystallization conditions.

In the crystal structure of the 2&6 co-crystal

(Fig. 2), much like the co-crystals of host 3 or

4 with 2, the nitrile nitrogens are halogen-

bonded to the iodines of 2, but the repeat dis-

Fig. 3. Morphology of PIDA. (A) Microscopic image taken under polarized light with a Nikon SMZ800 optical microscope (Nikon Instruments,
Incorporated, Melville, New York), (B) crystal faces identified by single-crystal x-ray diffraction analysis, and (C and D) field-emission SEM images of a
crystalline PIDA fiber (FE-SEM LEO 1550, LEO Electron Microscopy, Thornwood, New York).
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tance (5.25 )) is longer than the targeted 4.9 )
needed for polymerization. Attempts to induce

polymerization in these co-crystals have thus

far been unsuccessful.

Whereas the 2&6 co-crystals are brown in

color, the co-crystals isolated from solutions

containing 2 and 7 are deep blue-purple; under

reflected light, they have a coppery appear-

ance and look like wire filaments (Fig. 3A).

X-ray diffraction experiments established that

these co-crystals contain polymer 1 rather than

monomer 2 (Fig. 4). In the crystal structure,

the polymer strands are all parallel to the

oxalamide hydrogen-bonding network, with a

repeat distance of 4.94 ), close to the expected

value of 4.9 ). The host nitriles are each

halogen-bonded to iodine atoms, as predicted.

Unexpectedly, however, half the iodine atoms

of 1 in the crystal have close contacts to

oxalamide oxygen atoms rather than nitrile

nitrogens, leading to a stoichiometry of 1:2

instead of the predicted 1:1 ratio. The oxygen

atoms of host 7 are simultaneously acting as

hydrogen-bond acceptors, suggesting that any

stabilization from the oxygen-iodine interac-

tion is likely quite small, although it contrib-

utes to the crystal packing structure.

We have been able to prepare co-crystals of

1 and 7 with lengths of up to 2 cm. Scanning

electron microscopy (SEM) reveals the fibrous

nature of these crystals, consistent with the

alignment of the polymer strands within each

crystal (Fig. 3, C and D). X-ray diffraction ex-

periments confirm that the long dimension in

these crystals corresponds to the (100) axis, the

direction of polymer growth. In addition, the

SEM images of the crystals include periodic

linear steps, with heights of about 2 mm, either

parallel to one another or crossing at an angle

of 30-. X-ray diffraction experiments identify

these steps as corresponding to the (100) and

(110) faces of the crystal, with the large flat

surface corresponding to the (001) face.

By using host 7, we have not obtained co-

crystals containing unreacted monomer 2.

However, comparison with the 2&6 co-crystal

structure indicates that the atoms of the guest

likely undergo substantial motion upon po-

lymerization (38). The flexibility of the host

and the relative weakness of the interactions

between host and guest may lower the barrier

to such motion, making the polymerization

reaction especially favorable.

At the same time, this flexibility and lack

of directional preference may also be the

source of some experimental difficulties. Al-

though host 7 and monomer 2 reliably form

polymer 1 in crystallite films from methanol

solution, single crystals large enough for in-

dividual analysis, such as described above, can

only be obtained haphazardly. Nonetheless, our

studies of the crystallites indicated that they

also contain polymer 1. The electronic absorp-

tion spectra from these samples (fig. S1)

exhibited a double-peak absorption with max-

ima at 594 nm (minor) and 650 nm (major),

characteristic of an ordered polydiacetylene in

the Bblue phase,[ where the polymer chains

have fully planar, s trans conformation (2).

Although we have not yet measured the

electrical conductivity of PIDA, the ability to

obtain SEM images of the material at low

voltages indicates qualitatively that polymer

1 is conducting. In addition, the SEM images

highlight a benefit of topochemical synthesis.

Because the polymer strands in the co-crystal

are aligned, the electrical and optical proper-

ties of 1 will be highly anisotropic, with elec-

tronic and excitonic mobilities much higher

along the (100) axis than in the other two di-

mensions. This anisotropy will allow for

greater control in devices prepared from PIDA.

At the same time, for solution-based applica-

tions, Lewis-basic solvents or co-solvents will

interact with the iodine atoms of polymer 1,

increasing its solubility. The iodine atoms of 1

will therefore play a key role, not only in its

synthesis, but also in future applications.
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Fast Mass Transport Through
Sub–2-Nanometer Carbon Nanotubes
Jason K. Holt,1* Hyung Gyu Park,1,2* Yinmin Wang,1 Michael Stadermann,1

Alexander B. Artyukhin,1 Costas P. Grigoropoulos,2 Aleksandr Noy,1 Olgica Bakajin1†

We report gas and water flow measurements through microfabricated membranes in which aligned
carbon nanotubes with diameters of less than 2 nanometers serve as pores. The measured gas
flow exceeds predictions of the Knudsen diffusion model by more than an order of magnitude.
The measured water flow exceeds values calculated from continuum hydrodynamics models by
more than three orders of magnitude and is comparable to flow rates extrapolated from molecular
dynamics simulations. The gas and water permeabilities of these nanotube-based membranes
are several orders of magnitude higher than those of commercial polycarbonate membranes,
despite having pore sizes an order of magnitude smaller. These membranes enable fundamental
studies of mass transport in confined environments, as well as more energy-efficient nanoscale
filtration.

C
arbon nanotubes, with diameters in the

nanometer range and atomically smooth

surfaces, offer a unique system for study-

ing molecular transport and nanofluidics.

Although the idea that water can occupy such con-

fined hydrophobic channels is somewhat counter-

intuitive, experimental evidence has confirmed

that water can indeed occupy these channels

(1, 2). Water transport through molecular-scale

hydrophobic channels is also important because

of the similarity of this system to transmembrane

protein pores such as aquaporins (3). In recent

years, numerous simulations (4, 5) of water

transport through single-walled carbon nano-

tubes (SWNTs) have suggested not only that

water occupies these channels, but also that fast

molecular transport takes place, far in excess of

what continuum hydrodynamic theories would

predict if applied on this length scale. Molec-

ular dynamics (MD) simulations attribute this

enhancement to the atomic smoothness of the

nanotube surface and to molecular ordering

phenomena that may occur on confined length

scales in the 1- to 2-nm range (4, 5). For similar

reasons, simulations of gas transport through

SWNTs (6) predict flux enhancements of

several orders of magnitude relative to other

similarly sized nanoporous materials. Membrane-

based gas separations, such as those using

zeolites (7), provide precise separation and size

exclusion, although often at the expense of

throughput or flux. It may be possible to use

SWNTs to create a membrane that offers both

high selectivity and high flux.

To investigate molecular transport on this

length scale, we need to fabricate a carbon

nanotube membrane that has a pore size of 1 to

2 nm. Researchers have recently fabricated

multiwalled carbon nanotube (MWNT) mem-

branes with larger pore diameters (6 to 7 nm)

by encapsulation of vertically aligned arrays of

MWNTs (8, 9) and by templated growth within

nanochannel alumina (10). Enhanced water

transport through these larger MWNTs has

recently been reported (11). Quantifying trans-

port through an individual tube in a MWNT

membrane is difficult, however, because MWNTs

are prone to blockages, in particular by

Bbamboo[ structures and catalyst particles that

can migrate to and obstruct the nanotube

interior (9, 12, 13). The consequence of such

blockages is a marked reduction of the active

membrane pore density. In contrast, there are

few, if any, reports of Bbamboo[ structure

formation or catalyst migration for SWNTs or

double-walled carbon nanotubes (DWNTs).

However, it is difficult to produce vertically

aligned carbon nanotubes of this size (14, 15). The

major challenges also lie in finding a conformal

deposition process to fill the gaps in this nano-

tube array, as well as in designing a selective

etching process to open up the nanotube chan-

nels without producing voids in the membrane.
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Table 1. Size exclusion tests on DWNT and MWNT membranes and molecular fluxes (per unit
membrane area) of analytes. Values denoted by ‘‘G’’ were derived from the limits of detection for
our concentration measurements when we did not observe any Au particles in the permeate
solution. Differences of three to four orders of magnitude between this limiting value and the flux
of the next smallest species indicate that the given analyte did not pass through the membrane.

Analyte Analyte size
(nm)

DWNT membrane flux
(molecules cm–2 s–1)

MWNT membrane flux
(molecules cm–2 s–1)

Ru2þ(bipyr)3 1.3 5 � 1013 5 � 1013

Colloidal Au 1 2 T 0.4 G2 � 109 1 � 1011

Colloidal Au 2 5 T 0.75 G3 � 108 3 � 1010

Colloidal Au 3 10 T 1 Not tested G4 � 107
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We have developed a microelectromechanical

systems (MEMS)–compatible fabrication process

(Fig. 1A) for sub–2-nm nanotube pore membranes.

The process uses catalytic chemical vapor depo-

sition to grow a dense, vertically aligned array of

DWNTs on the surface of a silicon chip (Fig. 1B),

followed by conformal encapsulation of the nano-

tubes by a hard, low-pressure chemical vapor–

deposited silicon nitride (Si
3
N
4
) matrix (Fig. 1C).

Scanning electron microscopy (SEM) images

show that our process produces gap-free mem-

branes over the length scale of the whole chip.

The excess silicon nitride is removed from both

sides of the membrane by ion milling, and the

ends of the nanotubes are opened up with reactive

ion etching. The membranes remain impermeable

to both liquids and gases until the very last etching

step; this is further evidence that our fabrication

process produces crack-free and void-free mem-

branes. Transmission electron microscopy (TEM)

plan-view images (Fig. 2, C to E) of a slice of the

membrane also demonstrate that the silicon nitride

coats the DWNTs conformally and does not

leave any gaps between the outer surface of

the nanotube and the silicon nitride. We also

used the same nitride-encapsulation method to

produce MWNT membranes (16).

To characterize the membrane pore size,

we performed size exclusion measurements

(Table 1) (16) and compared these results with

electron microscopy (EM) data. DWNT mem-

branes passed species with sizes up to 1.3 nm

yet blocked 2-nm gold particles, which suggests

that these membranes have pore sizes between

1.3 and 2 nm. Comparison of the water flow

rates before and during filtration, coupled with

the upper-limit estimate of the flux of 2-nm

gold particles, suggests that less than 0.1% of

the flux through the membrane can be attri-

buted to pores larger than 2 nm (16). These size

exclusion measurements are further supported

by the evidence obtained through EM. The dis-

tribution of DWNTs, as measured by TEM,

revealed an inner diameter average of 1.6 nm

(Fig. 2B). TEM images (Fig. 2C) of the mem-

brane also revealed that the only holes that span

the thickness of the membrane are of a size that

is consistent with the inner diameter distribution

of as-grown DWNTs. A MWNT membrane,

used as a reference, transported colloidal gold

particles with diameters of 2 and 5 nm but

excluded the 10-nm colloidal gold particles, in

agreement with MWNT diameters of 6.5 T 0.5

nm estimated by TEM. This result also suggests

that pore clogging by particles smaller than the

average pore size is unlikely for the solution con-

centrations used in these experiments. We con-

clude that the transport in our samples occurs

exclusively through the inner pores of the carbon

nanotubes spanning the membrane.

The absolute gas flux through our mem-

branes exceeded the flux predicted by the

Knudsen diffusion model. As the dimensions

Fig. 1. (A) Schematic of the fabrication process. Step 1: microscale pit formation (by KOH etching).
Step 2: catalyst deposition/annealing. Step 3: nanotube growth. Step 4: gap filling with low-pressure
chemical vapor–deposited Si3N4. Step 5: membrane area definition (by XeF2 isotropic Si etching). Step
6: silicon nitride etch to expose nanotubes and remove catalyst nanoparticles (by Ar ion milling); the
membrane is still impermeable at this step. Step 7: nanotube uncapping (reactive ion etching); the
membrane begins to exhibit gas permeability at this step. (B) SEM cross section of the as-grown DWNTs
(CNTs). (C) SEM cross section of the membrane, illustrating the excellent gap filling by silicon nitride.
(D) Photograph of the open membrane areas; inset shows a close-up of one membrane. (E) Photograph
of the membrane chip that contains 89 open windows; each window is 50 mm in diameter.

Table 2. Comparisons of experimental air flow rates observed for several
DWNT membranes with Knudsen model predictions, and of experimental
water flow rates with continuum flow model predictions. The differences
among the three DWNT membranes are most likely the result of different
numbers of pores opened in the fabrication process. Values for a poly-

carbonate membrane are provided as a reference. Pore diameters were
determined from size exclusion measurements, TEM measurements, and (for
polycarbonate) manufacturer’s specifications. Pore density values are upper
limits, as determined from TEM measurements and (for polycarbonate)
manufacturer’s specifications.

Membrane
Pore diameter

(nm)
Pore density (cm–2) Thickness (mm)

Enhancement
over Knudsen

model* (minimum)

Enhancement over
no-slip, hydrodynamic

flow† (minimum)

Calculated
minimum slip
length‡ (nm)

DWNT 1 1.3 to 2.0 e0.25 � 1012 2.0 40 to 120 1500 to 8400 380 to 1400
DWNT 2 1.3 to 2.0 e0.25 � 1012 3.0 20 to 80 680 to 3800 170 to 600
DWNT 3 1.3 to 2.0 e0.25 � 1012 2.8 16 to 60 560 to 3100 140 to 500
Polycarbonate 15 6 � 108 6.0 2.1 3.7 5.1

*From (18). †From (26). ‡From (29).
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of the pore shrink, the mean free path (l)
becomes larger than the channel dimensions

(d) and the transport enters the molecular

flow regime. In such situations, where particle-

surface collisions dominate over particle-particle

collisions, the Knudsen diffusion model (17)

is frequently applied. Indeed, our pore geom-

etries are characterized by Knudsen num-

bers (l/d) of 10 to 70, which places them

well into the free molecular transport regime.

However, the flux measured through our mem-

branes exceeded the flux predicted by the

Knudsen model (18) by at least one to two

orders of magnitude (Table 2). By compari-

son, a polycarbonate membrane (Nucleopore,

Osmonics Inc.) revealed just a slight enhance-

ment in flux. The single largest uncertainty in

quantifying the flux through our membrane

pores lies in determination of the active pore

density (i.e., those nanotubes that are open and

spanning the membrane). A pore density esti-

mate of 2.5 � 1011 cmj2 was derived from the

plan-view TEM images of the DWNT mem-

brane (Fig. 2, C to E), and the enhancement

factors that we report represent lower bound-

ary estimates (19). The observed flow enhance-

ment is most likely caused by the intrinsic

smoothness of the nanotube surface, as predicted

by MD simulations of gas flow through SWNTs

(6, 20–22). In atomically smooth pores, the

nature of gas-wall collisions can change from

purely diffuse (as in the Knudsen model) to a

combination of specular and diffuse collisions

(23), thus leading to observed faster transport.

We found that single-component selectivity

for most of the gases exhibited the expected

inverse-square-root scaling of molecular mass

(Fig. 3, inset) with the exception of hydro-

carbons, whose selectivities were higher. This

result is not surprising for a molecular diffusion

process because it reflects the mass dependence

of molecular velocity (note that the nature of

wall collisions would not affect the mass

scaling). Of all the measured gases, only the

hydrocarbons deviated from this pattern, exhib-

iting a higher selectivity (Fig. 3) in both DWNT

Fig. 2. (A) TEM images of as-grown nanotubes,
prepared by removing them from the silicon
substrate and dispersing them in dimethyl-
formamide. The majority of the carbon nanotubes
are double-walled, as identified in the high-
resolution inset. (B) Pore size distribution, derived
from TEM measurements of the inner diameter of
391 individual carbon nanotubes, reveals an
average pore size of 1.6 nm. The average outer
diameter of these DWNTs is estimated to be 2.3
nm. (C to E) Plan-view TEM images of carbon
nanotube membrane taken with the beam parallel
to the nanotube axis. In (C), the nanotube
membrane shows continuous nitride coating on
the scales examined in this image (È0.2 mm by
0.2 mm). No microcracks or microvoids can be
seen. The bright white spots (circled in yellow) are
carbon nanotube pores, which can be identified
by the surrounding ring-shaped coating of silicon
nitride. For clarity, not all visible nanotubes were
circled. The density of carbon nanotubes is
measured to be È2.5 � 1011 cm–2 from several
similar TEM images. In (D) and (E), high-
resolution TEM images of selected areas from (C)
show conformal coating of silicon nitride. The
bright white spots in the images have the same
inner diameter as the carbon nanotubes.

Fig. 3. Gas selectivity (defined as
permeability relative to He) data
for sub–2-nm DWNT (triangles)
and MWNT (circles) membranes.
Open symbols denote nonhydro-
carbon gases (H2, He, Ne, N2, O2,
Ar, CO2, Xe); solid symbols denote
hydrocarbon gases (CH4, C2H6,
C3H6, C4H6, C4H8). The solid line
is a power-law fit of the non-
hydrocarbon gas selectivity data,
showing a scaling predicted by
the Knudsen diffusion model (ex-
ponent of –0.49 T 0.01). The
dashed line is a power-law fit of
the hydrocarbon gas data, show-
ing a deviation from the Knudsen model (exponent of –0.37 T 0.02). The inset shows the full mass
range of the nonhydrocarbon gas data, again illustrating agreement with the Knudsen model scaling.

Fig. 4. Air (red) and water (blue) permeabil-
ity as measured for three DWNT membranes
(DW#1, 2, and 3) and a polycarbonate
membrane (PC). Despite considerably smaller
pore sizes, the permeabilities for all DWNT
membranes greatly exceed those of the
polycarbonate membrane.
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and MWNT membranes. Interestingly, a refer-

ence polycarbonate membrane with a pore size of

15 nmdid not show this deviation.We attribute the

deviation to the preferential interaction of hydro-

carbons with the carbon nanotube sidewalls. The

hydrocarbon transport enhancement most likely

results from surface diffusion or possibly a

solubility/diffusion mechanism (24). Pulse mass

analysis of various organic compounds has shown

strong adsorption of hydrocarbon molecules (e.g.,

hexane) on SWNTs relative to more polar

molecules (e.g., ethanol) (25). It is noteworthy

that the hydrocarbon selectivity we observe in

these single-component experiments may be more

pronounced for practical gas separation problems

where mixtures are involved (20).

Our membranes also transported water across

the carbon nanotube channels at rates that can-

not be accounted for by continuum flow mod-

els. The measured water flow rates reveal a

flow enhancement (Table 2) that is more than

three orders of magnitude faster than the no-

slip, hydrodynamic flow as calculated from the

Hagen-Poiseuille equation (26). Breakdown of

this continuum model is not surprising for chan-

nels 1 to 2 nm in size. If we take the formalism

used for gases and define a mean free path in

liquids as the molecular diameter (e.g.,È0.3 nm

for H
2
O), the Knudsen number for a 1- to 2-nm

pore is 0.15 to 0.3. These values lie on the

border between Bslip flow[ and Btransitional
flow.[ In this size regime, where the pore is

only È7 water molecules in diameter, contin-

uum theory concepts such as a velocity profile

may be difficult to define. For this reason, MD

simulations are often used for the prediction of

water flows through carbon nanotube pores

with diameters on the order of 1 nm (4, 5).

However, the computational expense of MD

simulations, as well as observations of a finite

fluid Bslipping velocity[ at hydrophobic inter-

faces (27), have motivated attempts to use

meso- and macroscopic flow models to simu-

late flow through SWNTs (28). These simu-

lations calculated a corresponding Bslip length[
that describes the noncontinuum behavior of a

liquid near the pore walls. If we apply a similar

formalism for the flow through our sub–2-nm

nanotube membranes, we calculate (29) slip

lengths as large as 1400 nm (Table 2). These

values are almost three orders of magnitude larger

than the pore size and are on the order of the

overall size of the system (pore length). In contrast,

the polycarbonate membrane with a pore size of

15 nm reveals a much smaller slip length of just

5 nm. This comparison suggests that slip-flow for-

malism may not be applicable to water flow

through sub–2-nm carbon nanotubes, possibly

because of length scale confinement (30) or partial

wetting of the carbon nanotube surface (31).

Our observed water flux compares well with

that predicted by the MD simulations (5). The

simulations predict a flux of 12 water molecules

through 1 nm2 of the nanotube cross-sectional

area in 1 ns; our measured flux, extrapolated to

the simulation pressure drop, corresponds to 10

to 40 water molecules nm–2 ns–1 (32). The MD

simulations attributed the observed high water

flow rates to the formation of water Bwires[ in

the confined space inside the nanotube. The

strong dependence of the structure of the water

in the nanotube on diameter (33) indicates that

small differences in nanotube diameter can

have large effects on transport. Therefore, it is

unclear whether the mechanism proposed by

MD is responsible for the high water flow rates

observed with the larger nanotubes used in our

experiments, or whether the flow enhancement

can be attributed simply to the presence of a

nearly frictionless surface.

Membrane permeability provides a figure of

merit for membrane performance for practical

applications. Despite having an order of mag-

nitude smaller pore size, the enhanced flow rate

per pore and the higher pore density render the

sub–2-nm membranes superior to conventional

polycarbonate membranes in both air and water

permeability (34) (Fig. 4).
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Apes Save Tools for Future Use
Nicholas J. Mulcahy and Josep Call*

Planning for future needs, not just current ones, is one of the most formidable human cognitive
achievements. Whether this skill is a uniquely human adaptation is a controversial issue. In a study
we conducted, bonobos and orangutans selected, transported, and saved appropriate tools above
baseline levels to use them 1 hour later (experiment 1). Experiment 2 extended these results to a
14-hour delay between collecting and using the tools. Experiment 3 showed that seeing the
apparatus during tool selection was not necessary to succeed. These findings suggest that the
precursor skills for planning for the future evolved in great apes before 14 million years ago, when
all extant great ape species shared a common ancestor.

T
ulving (1) recounts an Estonian tale of a

girl who dreamed about attending a party

but was unable to eat her favorite dessert

because there were no spoons available. Facing

the possibility of attending the party again, she

took a spoon to bed. Crucially, the girl took the

spoon not because she currently needed it, but

because she would need it in the future. Tulving

used this example to illustrate the putatively

unique human ability to think about the past

and plan for the future (2–4) and proposed that

an analogous Bspoon[ test could be used to test

for future planning in nonhuman animals. Fu-

ture planning is cognitively demanding because

it imposes a long delay between performing an

action and getting rewarded for it: a skill that

humans use when preparing a suitcase before a

trip or by making a cake to celebrate someone_s
birthday. Although various animals can plan and

execute multiple actions toward a goal (5, 6),

they may achieve this without taking into ac-

count future needs, just current ones (3, 4, 7).

Thus, when chimpanzees transport stones to use

them to crack open nuts, or New Caledonian

crows make hook-shaped tools to fish for in-

sects, they do so in an attempt to satisfy their

current hunger state, not some future one.

To date, the only evidence suggesting future

planning in animals is the cache protection

strategy of scrub jays (8). These birds transport

food from old sites and re-cache it in new ones

to avoid losing their caches to conspecifics that

observed the initial location of the cache sites,

thus saving the items for future consumption.

Some researchers argue that future planning

may have evolved independently in various

taxa (9), whereas others argue that the non-

human data do not truly capture the essence

and complexity of human mental time travel

(1, 4). For instance, it is unknown whether

animals would also transport and save non-

edible items that would enable them to get food

at a later time, an ability that may have played a

crucial role in human evolution (10–12). Would

extant apes also transport tools that they do not

currently need, anticipating that they will need

them in the future? This would be an important

addition to the complex behavior displayed by

scrub jays, because what is saved is not the

food itself but a means to get the food, which is

one step removed from the goal itself. The tool

has no value in itself; it has value only in

relation to the food.

We investigated future planning in bonobos

and orangutans, because they represent our

closest and most distant great ape relatives,

respectively. This allowed us to make inferences

about the possible time of emergence of the

precursor skills for future planning in this group.

If both species showed this skill, this would

suggest that it may have evolved before 14

million years ago (Ma), when all apes shared a

common ancestor (13); whereas if only bonobos

showed it, it may have evolved within the past

14 My. Its absence in both species would sug-

gest that future planning is a human adaptation

that appeared within the past 7 My.

We tested five bonobos and five orangutans

(table S1). First, subjects learned to use a tool to

get a reward from an apparatus in the test room

(14). Then, we placed two suitable and six

unsuitable tools in the test room but blocked

subjects_ access to the baited apparatus. After

5 min, subjects were ushered outside the test

room into the waiting room, and the caretaker

removed all objects left in the test room while

subjects watched. One hour later, subjects were

allowed to return to the test room and were

given access to the apparatus. Thus, to solve the

problem, subjects had to select a suitable tool

from the test room, bring it into the waiting

room, keep it there for 1 hour, and bring it back

into the test room upon their return (fig. S1).

The trial ended after the subject retrieved the

reward or 5 min had elapsed.

Subjects solved the problem an average of

seven times (SEM 0 1.8), with all subjects

succeeding at least once within the first seven

trials (Table 1). Subjects performed the key

behavior of transporting tools out of the test

room in 70% of the trials, targeting suitable

tools significantly more often than would be

expected by chance (t
5
0 2.59, P 0 0.049)

(expected 0 25%, observed 0 40.9%). More-

over, they returned to the test room 77.5% of

the suitable tools but only 32.6.5% of the un-

suitable tools (t
5
0 2.73, P 0 0.041) (Fig. 1).

Two orangutans (Dokana and Toba) on one

and three occasions, respectively, brought

back an inappropriate tool but broke off some

small piece from it with which they still

obtained the reward. Even if those trials are

excluded from the analyses, subjects still

initially targeted suitable tools (t
5
0 3.09, P 0

0.027) and brought them back more often than

Max Planck Institute for Evolutionary Anthropology, Deutscher
Platz 6, D-04103 Leipzig, Germany.

*To whom correspondence should be addressed. E-mail:
call@eva.mpg.de

Table 1. Number and order of correct trials for each subject for each experiment. NT, not tested.

Experiment 1 Experiment 2 Experiment 3 Experiment 4

Subjects
Correct
trials (n)

Trial no.
Correct
trials (n)

Trial no.
Correct
trials (n)

Trial no.
Correct
trials (n)

Trial no.

Bonobos
Kuno 7/16 7, 8, 10, 13–16 8/12 2–6, 9–11 7/16 5, 7, 8, 10, 11, 13, 15 NT
Joey 2/16 1, 13 NT NT NT
Limbuko 5/16 7, 10, 11, 13, 16 NT 6/16 5–7, 13, 14, 16 NT
Yasa NT NT NT 0/16
Ulindi NT NT NT 0/16

Orangutans
Walter 6/16 4–8, 14 NT NT NT
Toba 7/16 1, 3, 6, 10–13 NT 6/16 1, 4, 6, 7, 12, 13 NT
Dokana 15/16 1, 3–16 7/12 2, 4–6, 9, 11, 12 7/16 6–9, 11, 14, 16 NT
Dunja NT NT NT 2/16 2, 16
Pini NT NT NT 5/16 1, 13–16
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unsuitable tools (t
5
0 2.77, P 0 0.04). Tool

transport did not occur simply because subjects

were already holding the tool when the door

was opened after the delay period. Indeed, the

opposite was true. On average, subjects were

already holding the tool in only 8.2% (SEM 0
5.3) of the successful trials when the door opened

to return to the test room (this figure was 26.5%

for the tools taken out of the test room). If those

trials are excluded, subjects still solved the task

on an average of 4.7 trials (out of 16).

In experiment 2, we increased the delay

between tool retrieval and reward retrieval to 14

hours. We brought the subject into the test room,

then sent her to the sleeping room (which served

as waiting room) for the night, and brought her

back to the test room in the morning. The

sleeping room was not contiguous to the test

room but located one floor above it. We tested

one orangutan and one bonobo. Neither ape took

any tools in the first trial. The orangutan took

suitable tools in all 11 remaining trials (binomial

test: P 0 0.01, one-tailed), which she brought

back and used in 7 trials to get the reward. The

bonobo took suitable tools in 8 of the remaining

11 trials (binomial test: P G 0.001, one-tailed),

which he always brought back to the testing

room to get the reward.

In experiment 3, two bonobos and two

orangutans had to use a hook to get an out-of-

reach juice bottle suspended from a string (fig.

S1). After subjects had learned to use the hook

appropriately, they were presented with the hook

and three unsuitable tools in the absence of the

apparatus (or the reward). Five minutes later,

subjects were ushered outside of the test room

and brought back 1 hour later. Once subjects

were inside the test room, the apparatus was

installed and subjects could get the reward if

they had returned with the hook. This experi-

ment addressed two outstanding issues. It tested

whether subjects would select the suitable tool in

the absence of the apparatus or the reward. It

controlled for the possibility that subjects took

the tool in previous experiments to reduce their

current hunger state, because the hook had been

associated only with liquid procurement. More-

over, because water was available ad libitum, it

is unlikely that subjects took the hook to reduce

their thirst. Subjects_ performance was compa-

rable to that in experiment 1. Subjects solved the

task on an average of 6.5 trials (SEM 0 0.3),

succeeding at least once within the first six trials,

and transporting suitable tools more often than

would be expected by chance (t
3
0 2.69, P 0

0.037 one-tailed) (expected 0 25%, observed 0
41.5%). Moreover, they returned more suit-

able than unsuitable tools (79.6% versus

47.2%), but the difference was not statistical-

ly significant (t
3
0 2.25, P 0 0.055, one-tailed)

(Fig. 1).

Experiment 4 established the baseline prob-

ability of transporting tools in the absence of a

future task but using identical reinforcement

contingencies as in experiment 3. Two bonobos

and two orangutans received the same treatment

as in experiment 3, except that no apparatus was

set up upon their return to the test room although

they were rewarded if they brought the suita-

ble tool back. Subjects solved the task sig-

nificantly less often (mean 0 1.8, SEM 0 1.2)

than did those in experiment 3 (t
6
0 3.91, P 0

0.008). In fact, only two of the four subjects

brought back the suitable tool at all, and they

behaved differently from other successful sub-

jects because after their first successful trial,

they failed the next 11 and 14 trials, respec-

tively (Table 1). Subjects in experiment 4 also

solved the task significantly less often than

those in experiment 1 (t
8
0 2.81, P 0 0.023),

thus ruling out the possible confounding effects

of practice, because both groups of subjects

were naBve when their respective experiments

began.

Apes selected, transported, and saved a

suitable tool not because they currently needed

it but because they would need it in the future.

These data taken all together cannot be easily

explained by invoking traditional operant learn-

ing, because there was at least a 1-hour de-

lay between the response (tool selection and

transport) and the reinforcement. Typically, in-

strumental conditioning fails to occur if the

response-reinforcement interval is greater than

a few seconds in the absence of conditioned

reinforcers (3, 15, 16), as evidenced by the poor

performance of the subjects in experiment 4 as

compared to other experiments. Arguably, the

suitable tool could have acted as a conditioned

reinforcer. However, this still does not explain

the difference between experiment 4 and the

other three experiments (fig. S2), which is even

more remarkable because subjects were rein-

forced for returning with the tool in all ex-

periments. Perhaps subjects did not transport

the tool in experiment 4 because they had not

been reinforced to do so. However, subjects in

experiment 1 faced the same situation, and all

of them transported the tool before any rein-

forcement had occurred.

Our results also differ from the phenomenon

of taste aversion, whereby an animal learns

within one trial to avoid the ingestion of a

substance after becoming sick 1 hour later (17),

because taste aversion involves learning to

avoid a stimulus, not acquiring an instrumental

response. Moreover, taste aversion shows a

high degree of stimulus specificity because it

develops when gustatory stimuli are paired with

digestive sickness but not when gustatory stimu-

li are paired with other modalities of aversive

stimuli. It is highly unlikely that a similar form

of specialized learning also exists for tool

transportation.

Another alternative is that our results repre-

sent an unlearned biological predisposition.

Many species appear to plan for the future when

they build nests to lay their eggs or hoard food

for the winter (18). However, unlike tool

transportation, these other activities have obvi-

ous fitness consequences (channeled by strong

physiological and genetic determinants) that

have favored their selection in all the individ-

uals of a species. In contrast, tool transporta-

tion, even tool use, has not been documented in

most wild populations of bonobos or orang-

utans (19, 20). More important, apes do not

store food or objects in their natural habitats

because those are generally available through-

out the year. It is therefore unlikely that saving

and transporting tools are unlearned biological

predispositions.

Because traditional learning mechanisms or

certain biological predispositions appear insuffi-

cient to explain our current results, we propose

that they represent a genuine case of future

planning. Subjects executed a response (tool

transport) that had not been reinforced during

training, in the absence of the apparatus or the

reward, that produced no consequences or

reduced any present needs but was crucial to

meet future ones. The presence of future

planning in both bonobos and orangutans
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Fig. 1. Percentage of suitable and unsuitable tools transported into the test room by each subject
after the delay period in each experiment. Subject name abbreviations are as follows: Ku, Kuno; Li,
Limbuko; Jo, Joey; Wa, Walter; To, Toba; Do, Dokana; Ya, Yasa; Ul, Ulindi; Pi, Pini; Du, Dunja.
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suggests that its precursors may have evolved

before 14 Ma in the great apes. Together with

recent evidence from scrub jays (8, 9, 21), our

results suggest that future planning is not a

uniquely human ability, thus contradicting the

notion that it emerged in hominids only within

the past 2.5 to 1.6 million years (10, 11, 22).

Indeed, its presence in distantly related taxa

such as corvids and apes reinforces the hy-

pothesis that these taxa may have undergone

convergent cognitive evolution (23). Future

studies should investigate whether apes, like

corvids, will not only transport tools for future

use but also protect them from conspecifics that

may steal them.
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CO/FT Regulatory Module Controls
Timing of Flowering and Seasonal
Growth Cessation in Trees
Henrik Böhlenius,1 Tao Huang,1 Laurence Charbonnel-Campaa,1 Amy M. Brunner,2,4

Stefan Jansson,3 Steven H. Strauss,4 Ove Nilsson1*

Forest trees display a perennial growth behavior characterized by a multiple-year delay in flowering
and, in temperate regions, an annual cycling between growth and dormancy. We show here
that the CO/FT regulatory module, which controls flowering time in response to variations in
daylength in annual plants, controls flowering in aspen trees. Unexpectedly, however, it also
controls the short-day–induced growth cessation and bud set occurring in the fall. This regulatory
mechanism can explain the ecogenetic variation in a highly adaptive trait: the critical daylength
for growth cessation displayed by aspen trees sampled across a latitudinal gradient spanning
northern Europe.

T
rees have extended juvenile phases that

can last for decades before the first

flower is formed. Trees can also cycle

between periods of growth and dormancy. In

temperate regions, this involves a short-day–

induced growth cessation and bud set in the

fall, after which the tree enters a dormant

state characterized by an enhanced cold tol-

erance. Tree populations (provenances) from

northern latitudes typically display growth

cessation at a longer critical daylength, lead-

ing to earlier bud set during fall compared

with southern populations (1). This is a high-

ly adaptive trait because it ensures that bud

set and dormancy have been induced well

before the risk of frost damage. This response

is under strong genetic control and is main-

tained when trees are moved between lat-

itudes (2, 3). The molecular mechanism that

controls growth cessation at different critical

daylengths is not known; neither is the

mechanism controlling the multiple-year de-

lay in flowering.

In the annual plant Arabidopsis, the genes

CONSTANS (CO) and FLOWERING LOCUS T

(FT) are necessary for the daylength regu-

lation of flowering, inducing flowering as a

response to long days (4). CO displays a di-

urnal regulation in which the mRNA ac-

cumulation peaks at the end of the day in

long days and during the night in short days

(5). Furthermore, the CO protein is extremely

labile in darkness, leading to an accumulation

of CO protein only in long days (6). CO then

induces transcription of the gene FT in the

leaf, and the FT mRNA moves from leaf to

shoot apex (7, 8), where the translated FT

protein induces the formation of flowers

(8, 9). The FT mRNA fulfills many of the

criteria characterizing the elusive flower-

inducing molecule Bflorigen[ described in

the 1930s (7).

To determine whether a tree FT ortholog

is also involved in the regulation of flowering

time in trees, a process that is not obviously

regulated by daylength because of their long

juvenile phase, or whether it is involved in

the daylength regulation of perennial growth

and dormancy, we have investigated the role

of the FT ortholog in Populus trees (poplars,

aspens, and cottonwoods).

We isolated the Populus trichocarpa FT

ortholog, which we call PtFT1 (fig. S1) and

showed that its function in inducing early

flowering is conserved in transgenic Arabi-

dopsis (fig. S2) (10). Populus trichocarpa is

difficult to transform, but all Populus species

are closely related, and the sequence identity

between homologous genes in different Popu-

lus species is often 99% (11). Male Populus

tremula x tremuloides transformed with

35S::PtFT1 initiated flowerlike structures di-

rectly from the Agrobacterium-infected stem

segments within 4 weeks (Fig. 1, A and B),

compared with the normal flowering time of 8

to 20 years (12). This shows that PtFT1 is a

powerful inducer of flowering in Populus.

Weaker expressing lines could be regenerated

and planted in the greenhouse. These trees

produced inflorescences (catkins) (Fig. 1, C to

E, H, and I; and fig. S3, A to C) containing

phenotypically normal male flowers (Fig. 1, F

and J) with an apparently normal pollen de-

velopment (Fig. 1, G and K). We also generated

early-flowering female Populus tremula with

normal inflorescence development (fig. S3D).

This is the first report of juvenile transgenic

trees producing inflorescences. In contrast,

early-flowering Populus ectopically expressing
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the Arabidopsis flower meristem-identity gene

LEAFY (LFY) produced shoots containing single

flowers instead of catkins (12), reflecting the

role of LFY as a flower meristem identity gene,

while PtFT1, just as FT, appears to act as a

flowering time gene, inducing more develop-

mentally normal flowering.

The fact that 35S::PtFT1 expression leads

to early flowering suggests that the level of

PtFT1 expression could be an important

determinant of flowering time in Populus

trees. To test this, we collected shoot tips

from a Populus clone aged 2 to 6 years. This

particular clone flowers first after 5 to 6

years, and floral initiation takes place be-

tween mid-May and mid-June (13). Samples

collected in May and June displayed a grad-

ual increase in PtFT1 expression as the tree

grew older (fig. S4), suggesting that a critical

level of PtFT1 expression is needed to initiate

flowering. What kind of mechanism could be

responsible for such a gradual increase over

many years? In Arabidopsis, the gene EARLY

BOLTING IN SHORT DAYS (EBS) acts as

a repressor of FT transcription, probably

through regulation of chromatin structure

(14). It could be that the role of repressors

such as EBS are much more pronounced in

trees than in Arabidopsis and that each annual

cycle of growth and dormancy leads to a

gradual release of the chromatin structure–

based PtFT1 repression, making PtFT1 more

and more susceptible to transcriptional activa-

tion by PtCO.

In Arabidopsis, FT-dependent induction of

flowering is the only daylength-regulated

developmental transition. In contrast, short-

ening of the daylength induces growth cessa-

tion and bud set in Populus trees (3), and we

postulated that PtFT1 could also have a role

in this daylength-regulated process. When

wild-type Populus tremula x tremuloides

plants are shifted from long days to short

days, they respond by growth cessation and

bud set after 32 days (Fig. 2, A and B; and

fig. S5A). After another 31 days in short days

and 5 days in darkness at 5-C, the tree has

abscised its leaves and is dormant (Fig. 2C).

In contrast, 35S::PtFT1-expressing trees dis-

played no signs of growth cessation but con-

tinued growing for more than 60 days in

short-day conditions (Fig. 2, E to G; and fig.

S5A). This indicates that PtFT1 expression is

an efficient suppressor of short-day–induced

growth cessation and bud set. We then

analyzed the expression of PtFT1 in response

to a long-day to short-day shift. In long days,

PtFT1 displayed an expression pattern very

similar to that of Arabidopsis FT, with a

diurnal regulation showing a peak of expres-

sion in the beginning of the night (Fig. 2I).

After transfer of plants to short days, down-

regulation of PtFT1 expression could be

detected within 3 days (fig. S5B), and after

one week PtFT1 expression was severely

reduced, with no signs of a diurnal variation

(Fig. 2I). This indicates that the down-

regulation of PtFT1 is a very early response

to a shift to short days and that this down-

regulation is necessary for normal growth

cessation and bud set to occur. To test this,

we generated transgenic plants in which the

level of PtFT was down-regulated through

RNA interference (RNAi). These trees were

more sensitive to shortening of the daylength,

with nine of the PtFT RNAi lines setting

vegetative buds 2 weeks after a shift from a

16-hour day to a 15-hour day (Fig. 2J), where-

as wild-type plants required 10 weeks before

buds were visible (Fig. 2J). Unlike wild-type

trees, four of the RNAi lines even set buds at

the 16-hour daylength (Fig. 2, D, H, and J).

The increased sensitivity to the short-day sig-

nal was correlated to the level of PtFT1 down-

regulation (Fig. 2J).

To determine whether the regulation of

PtFT1 correlated with the critical daylengths

for growth cessation displayed by European

aspen (Populus tremula) trees originating from

different latitudes (provenances), we com-

pared trees from four different latitudes

stretching from 51-N (the middle of Germa-

ny) to 63-N (Northern Sweden) (Fig. 3A).

We established these plants in controlled

growth conditions and determined the critical

daylengths for growth cessation and bud set.

They varied from 21 hours for the provenance

from northern Sweden to 15 hours for the

German provenance (Fig. 3B). When we grew

these plants under a 19-hour photoperiod,

which is above the critical daylength for the

two southernmost provenances, PtFT1 dis-

played a clear peak of expression at the end

of the day in the southern provenances but

was only very weakly expressed in the two

Fig. 1. PtFT1 expression induces early flowering in Populus trees. (A and B) Four-week-old stem
segments of hybrid aspen (Populus tremula x tremuloides) grown in tissue culture. (A) Overview of
a tissue culture plate with stem segments transformed with 35S::PtFT1. (B) Close-up view of a
developing flower (black arrow). (C to G) Six-month-old greenhouse-grown 35S::PtFT1 plants. (C)
Overview of a 35S::PtFT1 tree. (D) Developing male catkins (white arrows). (E) Close-up view of a
developing male catkin. (F) Male flower removed from catkin. (G) Section of a male flower. (H to K)
Populus tremula wild-type flowers. (H) Developing male catkins. (I) Close-up view of a developing
male catkin. (J) Male flower. (K) Section of a male flower. Scale bars, 1 mm [(B), (F), (G), (J), and
(K)]; 1 cm [(E), (H), and (I)].
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northern provenances (Fig. 3C). Further ex-

periments at 17- and 21-hour daylength

confirmed that PtFT1 only showed a peak in

expression when the photoperiod was above

the critical daylength for a particular prove-

nance (fig. S6A), supporting the conclusion

that the level of PtFT1 expression is a critical

determinant of the timing of growth cessation

and bud set in the fall.

What, then, is the mechanism sensing these

different critical daylengths? In Arabidopsis,

FT transcription is under the control of the gene

CO which, according to the external coinci-

dence model, is responsible for FT regulation in

response to long days (15, 16). We therefore

tested whether the function of the CO/FT

regulon was conserved in Populus and whether

variations in expression of the Populus CO

ortholog could explain the differential regula-

tion of PtFT1 seen in the different provenances.

We isolated a Populus trichocarpa CO ortho-

log, PtCO2 (fig. S1) (10). In long days, PtCO2

displays a diurnal expression pattern peaking at

the end of the day. After a shift to short days,

the expression peaks in the night, with very low

expression in the light (Fig. 3D). This is very

similar to the expression pattern of CO and

corresponds to the Arabidopsis model of FT

regulation by CO, in which CO can only ac-

tivate FT transcription when CO transcription

peaks at the end of the day (15, 16). An attract-

ive model explaining the different critical

daylengths for growth cessation and bud set

for the various provenances would be that

the PtCO2 expression starts increasing ear-

lier after dawn in the more southern prove-

nances. This would mean that the days must

be shorter for the southern than for the

northern provenances before PtCO2 tran-

script abundance starts increasing in darkness

and no PtFT1 expression is induced. In a 19-

hour photoperiod, this is indeed the case (Fig.

3E). In the southernmost provenance, the first

detectable rise in PtCO2 transcript accumula-

tion occurs about 6 hours earlier than in the

northernmost provenance (Fig. 3E); this is

also the difference in critical daylength be-

tween these provenances (Fig. 3B). These

changes in the phase of PtCO2 mRNA oscil-

lation are also seen at 17-hour and 21-hour

daylengths (fig. S6B). The importance of the

level of PtCO transcription for the timing of

growth cessation is further corroborated by

the fact that transgenic plants with a down-

regulation of PtCO expression are more sen-

sitive to the short-day signal, just like PtFT

RNAi plants (fig. S7).

In Populus, phytochrome genes have been

implicated in the regulation of short-day–

induced bud set and growth cessation (2, 17, 18),

and transgenic Populus trees expressing the

oat PHYTOCHROME A (PHYA) gene fail to

initiate growth cessation and bud set as a

response to the short-day signal (19). Because

PHYA is a known regulator of FT transcrip-

tion through the regulation of CO (16), we

tested whether one reason that 35S::PHYA

plants fail to respond to the short-day signal

could be an inability to down-regulate PtFT1.

In our conditions, the 35S::PHYA plants

continued growing after being transferred to

short days, much in the same way as did

35S::PtFT1 plants (fig. S5A). Furthermore, the

35S::PHYA plants displayed no signs of down-

regulating PtFT1 during short days (fig. S5B),

and the amount of PtCO2 mRNA did not

decrease at the end of the day, suggesting a

shift in the phase of PtCO2 expression (fig.

S5C). Taken together, these results suggest that

the level of PtFT1 transcription is an impor-

tant regulator of short-day-induced growth

cessation and bud set and that the phytochrome

regulation of critical daylength could, at least

partly, be mediated through a regulation of

PtCO2 and PtFT1.

We show in these experiments that PtFT1,

the Populus ortholog of the Arabidopsis gene

FT, is controlling two aspects of the perennial

growth behavior. It is involved both in con-

trolling the multiple-year delay in flowering

time and in controlling growth cessation and

bud set in the fall. In a reproductively mature

tree, both these processes might be subjected to

daylength control—flowering induced by long

days in the spring and early summer, and

growth cessation induced in the fall. Indeed,

this is reflected in the PtFT1 expression pattern

over a season (Fig. 3F). Our results therefore

suggest that FT orthologs can have a more
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Fig. 2. PtFT1 expression affects short-day–induced growth ces-
sation and bud set in Populus trees. (A to C) Wild-type plants and
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[(A) and (E)], 32 short days [(B) and (F)], and 63 short days and
5 days in darkness at 5-C [(C) and (G)]. (D) Wild-type and (H)
PtFT (PtFT1 and PtFT2) RNAi plants grown in 16-hour-long days. (I)
Diurnal expression pattern of PtFT1 in long days (closed circles)
and 1 week after transfer to short days (open circles). Three mature
leaves were collected at the different time points from three
independent Populus tremula x tremuloides (T89) ramets. Black
boxes indicate darkness and white boxes light. Error bars, T SD. ZT,
zeitgeber time. (J) PtFT1 expression in 12 independent transgenic
PtFT (PtFT1 and PtFT2) RNAi lines setting bud 0 to 10 weeks after a
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general role in regulating biological processes

that are subjected to daylength control than

previously anticipated from Arabidopsis work.

We also show a mechanism for how the

CO/FT regulon is controlling a highly adapt-

ive trait for forest trees: the variation in the

critical daylength that induces growth cessa-

tion and bud set in tree populations orig-

inating from different latitudes. This response

represents a critical ecological and evolution-

ary tradeoff between survival and growth in

most forest trees (20–22) and is key to the

adaptation to new geographical areas and to

the current climate change. Knowledge about

this mechanism will therefore be of impor-

tance for future tree breeding programs. The

technique to induce early flowering also

opens up the possibility to dramatically speed

up tree breeding programs, which is greatly

needed because the world_s natural forests are
declining partly as a result of an increasing

demand for wood.
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Fig. 3. The critical day-
length for growth cessa-
tion in trees originating
from different latitudes
is controlled by PtFT1 ex-
pression and the phase
of PtCO2 oscillation. (A)
Map of Europe indicating
the origin of the four
different European aspen
(Populus tremula) clones.
Green squares, Umeå
(63-N); red diamonds,
Brunsberg (59-N); blue
circles, Ronneby (56-N);
lilac diamonds, Brauna
(51-N). (B) Table show-
ing the critical daylengths
for growth cessation for
the collected Populus
tremula clones. Plus indi-
cates growth, minus indi-
cates bud set. (C) PtFT1
and (E) PtCO2 expression
in the different Populus
tremula clones in 19-hour
daylength. Gray boxes
indicate night, white
boxes indicate light. (D)
Diurnal expression pat-
tern of PtCO2 in Populus
tremula x tremuloides
(T89) under long days
(filled circles) and 1 week
after transfer to short
days (open circles). Three
mature leaves were col-
lected at the different
time points from three
independent ramets of each clone. Black boxes indicate darkness and
white boxes light. Error bars, TSD. ZT, zeitgeber time. (F) Seasonal
variation in PtFT1 expression (red diamonds) in a 30-year-old Populus
tremula tree growing in Umeå, Sweden (63-N). Black diamonds indicate

daylength. Shaded areas indicate bud set and the likely period for floral
initiation. Three mature leaves were collected and pooled in the middle of
the day at the dates indicated. Details of these experiments are described
in (10).
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Emergent Properties of
Reduced-Genome Escherichia coli
György Pósfai,1,2* Guy Plunkett III,2,3,4 Tamás Fehér,1 David Frisch,2,4 Günther M. Keil,5

Kinga Umenhoffer,1 Vitaliy Kolisnychenko,1† Buffy Stahl,2 Shamik S. Sharma,6‡
Monika de Arruda,2 Valerie Burland,2,3 Sarah W. Harcum,7 Frederick R. Blattner2,3,4*

With the use of synthetic biology, we reduced the Escherichia coli K-12 genome by making planned,
precise deletions. The multiple-deletion series (MDS) strains, with genome reductions up to 15%,
were designed by identifying nonessential genes and sequences for elimination, including
recombinogenic or mobile DNA and cryptic virulence genes, while preserving good growth profiles
and protein production. Genome reduction also led to unanticipated beneficial properties: high
electroporation efficiency and accurate propagation of recombinant genes and plasmids that were
unstable in other strains. Eradication of stress-induced transposition evidently stabilized the MDS
genomes and provided some of the new properties.

E
scherichia coli K-12 is one of the best

understood and most thoroughly ana-

lyzed organisms and is the platform

of choice for genetic, biochemical, and me-

tabolic simulation research. Commercially,

it is used for production of metabolites such

as amino acids and proteins of therapeutic or

commercial interest. K-12 is also gaining

ground for production of DNA for gene

therapy, DNA vaccines, and interference

RNA. The genomes of two closely related

K-12 strains, MG1655 and W3110, have

been sequenced (1–3), and 87% of their

genes have functional assignments (4).

Because E. coli evolved in animal intes-

tines and in the environment, parts of its

genome are unnecessary for some applica-

tions, possibly even counterproductive. By

eliminating as many of these gene segments

as possible, we have constructed genetical-

ly stable Btabula rasa[ strains with robust

metabolic performance, to which genes for

practical applications may be added.

Genome reductions may improve meta-

bolic efficiency and decrease the redundancy

among E. coli genes and regulatory circuits.

Disseminated throughout the genome are

mobile DNA elements that mediate re-

combination events such as transposition

and horizontal gene transfer, including

insertion sequence (IS) elements, trans-

posases, defective phages, integrases, and

site-specific recombinases (5). Multiple

elements also provide DNA sequence re-

peats that mediate inversions, duplications,

and deletions by homologous recom-

bination even without transposase. To

stabilize the genome and streamline metab-

olism, these elements must be deleted and

unwanted functions removed, such as those

specific for human hosts or particular envi-

ronments. By means of a rational design

strategy, we avoided loss of robustness that

would result from more extensive deletions

or an attempt to construct a minimal

genome.

Predicting genes to be deleted without

detrimental effect is not trivial. MG1655 re-

duced by 29.7% (6) had severely impaired

growth and chromosomal segregation, where-

as a strain reduced by 7% grew normally (7).

We used a series of genomic sequence com-

parisons (Fig. 1) to identify segments present

in K-12 but absent from five other E. coli

(8). The analysis yielded nearly 100 proposed

deletions (20% of the genome), encoding 900

genes. Initially we targeted large islands, IS-

containing islands, and individual genes

containing IS elements for removal. Deletion

methods were based on recombination medi-

ated by the phage lambda Red system.

Beginning with prototype strain MDS12

(9), Bscarless[ deletions were made by re-

moving the targeted segment and resealing

the genome so that markers used in the con-

struction were eliminated. Resulting strains

were tested for robust growth on minimal

medium, and deletions were serially accu-

mulated into a single strain by P1 transduc-

tion. Deletion endpoints were verified by

sequencing and by DNA microarray hybrid-

ization (Fig. 1) (8). Physical characteristics of

the MDS strains are summarized in Table 1;

deletion endpoints are in table S1, deleted

genes in table S3, and strain request informa-

tion in (8). Generation of double-strand

breaks (DSBs) in each deletion process might

have induced error-prone repair, but experi-

ments designed to detect this showed that a

single transient break would have no de-

tectable effect on the accumulation of point

mutations.

MDS39, the first in the series designed

to be IS-free, was examined by genomic

DNA hybridization to NimbleGen genome

scanning microarrays, which included IS

elements, phages, and plasmids absent

from K-12 (8) as well as the K-12 genomic

sequence in the form of 24-base oligonu-

cleotides tiled about every 50 bases on both

strands. Alarmingly, we found five un-

expected copies of IS that had transposed

to new locations (8) since the project began

in 2002. Specific deletions later removed

these IS and other segments, resulting in

MDS41, 42, and 43 (8).

The reduced strains functioned compa-

rably to the parent, MG1655. Growth rates were

very similar (8). The slight changes in repli-

chore lengths (Table 1) had no impact. Electro-

poration efficiencies of DH10B, MG1655,

and MDS42 were compared (Table 2) for a

small multicopy plasmid (pUC19) and

pCC145, a bacterial artificial chromosome

with a 145-kb insert. The efficiency for

MDS42 was two orders of magnitude higher

than that of MG1655 (P 0 0.002), compara-

ble to that of DH10B (regarded as best for

electroporation). MDS42 efficiencies equaled

or exceeded those of purchased competent

cells, both under conditions optimal for MDS

and according to the manufacturer_s protocol
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Table 1. Summary of the deletion strains and MG1655, based on the updated MG1655 sequence
(U00096.2, June 2004); MDS12 values include the original MD1 deletion (see table S1). Gene
counts are based on recently updated annotations (3).

MG1655 MDS12 MDS41 MDS42 MDS43

Total number of genes 4,434 4,011 3,731 3,730 3,691
Genome size (bp) 4,639,675 4,263,492 3,977,067 3,976,359 3,931,408
Replichore imbalance (bp) 30,517 141,360 139,331 138,623 183,574
Total no. genes deleted 0 423 703 704 743
Total bp DNA deleted 0 376,183 662,608 663,316 708,267
Percent of genome deleted 0 8.11% 14.28% 14.30% 15.27%

19 MAY 2006 VOL 312 SCIENCE www.sciencemag.org1044

REPORTS



for DH10B. Chemically competent (10)

MDS42 performed similarly to DH10B (8).

In fermentations, MDS strains grew to high

cell densities by a fed-batch protocol on min-

imal medium (Fig. 2A). Recombinant protein

expression for the model protein chloramphen-

icol acetyltransferase (CAT) was similar for

MDS41 and MG1655 grown to high cell den-

sities (Fig. 2B). An exogenous DNA methyl-

transferase was also expressed efficiently in

MDS42 but displayed low yields in an un-

deleted host (11).

To track IS transposition during experi-

mental procedures, we examined plasmid

DNAs isolated from different hosts (8).

When purified from hosts with IS elements

in their genomes, the plasmids were fre-

quently contaminated with elements carried

in (or that cotransform with) the plasmid

DNA (fig. S1). Elements present in the host

were detectable in transformants, even when

purchased plasmids were used.

To verify that MDS strains are free from

IS-mediated mutagenesis, we examined mu-

tant bacteria that gain spontaneously the

ability to use salicin as the sole carbon

source. Metabolism of salicin by E. coli

requires activation of the bgl operon, which

occurs primarily by IS insertion into the

promoter region (12). When MDS41 and

MG1655 mutants were selected with salicin

as the sole carbon source, the activation rate

for MDS41 was less than 8% of that for

MG1655 (Fig. 3A). The polymerase chain

reaction (PCR) confirmed the absence of IS-

generated mutations in MDS41, whereas

numbers of IS-unrelated mutations were the

same in both strains (fig. S4A).

We used classical fluctuation assays to

analyze point mutations, deletions, and

insertions in growing populations of bacteria

by selection of mutants resistant to D-

cycloserine, an antibiotic imported by CycA

permease (13, 14). Resistance arises almost

exclusively from loss-of-function mutations

in cycA, which do not affect growth in

minimal medium (15). The total mutation

rates of cycA in MG1655 and MDS41 were

6.56 � 10j8 and 5.27 � 10j8, respectively;

this difference (21.2%) was significant (P e

0.0001; table S2) (8). In MG1655, PCR

revealed that IS transpositions accounted for

24.2% of the mutations, deletions accounted

for 1.5%, and point mutations and small

indels accounted for 74.3% (Fig. 3B). In

MDS41, no IS-related mutations were found,

and frequencies of other mutation types were

similar to those in MG1655; thus, the differ-

ences are explained by the absence of IS

elements in MDS41.

Recombinant ectopic genes are not al-

ways tolerated by E. coli, and IS mutagenesis

provides a defense against expression of

products that are deleterious. A chimeric

gene composed of VP60 of rabbit hemor-

rhagic disease virus (16) fused to the B

subunit of cholera toxin (CTX) was very

unstable in E. coli. Individually, both genes

carried by a low copy number plasmid were

stable in E. coli HB101, C600, and DH10B,

but pCTXVP60 carrying the fusion gene in

the same hosts did not produce fusion protein

and was recovered in low yields. All

recovered plasmids contained mutations in

the CTXVP60 open reading frame, virtually

all resulting from IS insertions (fig. S2). In

contrast, the recombinant plasmid was com-

pletely stable in MDS; normal yields of

plasmid DNA were obtained.

Plasmids based on adeno-associated virus

are used as delivery vehicles in vaccine and

gene therapy research (17). They are un-

stable when propagated in standard E. coli

hosts. The plasmid pT-ITR contains both

inverted terminal repeat sequences (ITRs) of

the virus. The ITRs fold in perfectly paired,

stable secondary structures with double arms

(fig. S3A) that frequently delete in E. coli

(18), necessitating extensive screening for

intact plasmids before use in gene therapy.

We tested pT-ITR stability in MG1655 and

MDS42 over serial subcultures (fig. S3B).

When grown in MG1655, plasmid restriction

MDS12, 41, 42, 43
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Fig. 1. Design and validation of MDS. Rings depict features mapped to the genome of E. coli K-12
strain MG1655, numbered on the outer ring. Outward from the center (rings 1 to 5; gray) are
regions of K-12 that are absent in other E. coli genomes: RS218, CFT073, S. flexneri 2457T,
O157:H7 EDL933, and DH10B. Ring 6: Regions targeted for deletion (red, MDS12; yellow, MDS41;
blue, MDS42; purple, MDS43; asterisks, IS elements detected in MDS39 and later removed). Ring 7:
Native IS and Rhs repeat elements (green). Ring 8: Experimental confirmation of the deletions in
MDS43 by a genome-scanning DNA microarray (green, probes corresponding to deletions; red,
other probes). Outer ring: ORI and TER, origin and terminus of replication, respectively; rRNA
operons are in blue. See (8) for further details.

Table 2. Electroporation efficiency of MDS42
and undeleted E. coli strains with large single-
copy and small multicopy plasmids (8).

Strain Plasmid Transformants/mg

MG1655 pUC19† 0.7 � 108

DH10B pUC19 35.0 � 108

DH10B* pUC19 35.4 � 108

MDS42 pUC19 130.0 � 108

MG1655 pCC145‡ 0
DH10B pCC145 1.9 � 106

DH10B* pCC145 6.5 � 106

MDS42 pCC145 10.0 � 106

*Purchased competent cells. †2.686 kb. ‡153 kb.
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digests produced multiple new DNA frag-

ments, whereas propagation in MDS42

produced uniform digest patterns over sever-

al subcultures. The digest patterns indicated

loss of both ITRs in MG1655, which we

confirmed by DNA sequencing (8).

We showed that pCTXVP60 is not a spe-

cific target for IS transposition by performing

bystander mutation assays (8) on MG1655

with pCTX or pCTXVP60, for mutations to

salicin adaptation and D-cycloserine resistance

(CSR). Bacteria containing pCTXVP60

showed a rate of bgl mutations 4 times that

seen in bacteria containing pCTX (fig S4B).

Fluctuation assays also showed higher rates of

CSR when pCTXVP60 was present (fig. S4C,

table S2B), and one-third of cycA insertion

mutants also had IS in the plasmid. No

transposition was detected in the plasmid-

encoded CAT gene when expression was

induced (table S2C), but CSR insertion mu-

tants were more than twice as frequent as they

were without induction (fig. S5).

In this work, deletions totaling up to

15.27% of the E. coli genome produced

stable strains without physiological compro-

mise. Elimination of transposition artifacts

was expected, but neither the increased

electroporation efficiency nor the stability

of plasmids unstable in K-12 was antici-

pated. The unexpectedly efficient electrocom-

petence of MDS42 counters the suggestion

(19) that a deoR mutation in DH10B is the

critical determinant for high electroporation

efficiency; both MDS and DH10B (20) are

deoRþ.

Removal of external structures such as

fimbriae could allow better access for DNA

to the depolarized membrane, but removal of

an unknown deoxyribonuclease or restriction

system or activation of an unknown DNA

uptake factor could also affect the recovery

of transformants. More than 180 of the genes

deleted from MDS encode known or pre-

dicted membrane-associated proteins (e.g.,

fimbrial and flagellar structures, transport

systems), membrane synthesis enzymes, or

regulatory factors, all of which could in-

fluence membrane composition cumulatively

to bring about altered sensitivity to de-

polarization. Because much of the K-12

protein interactome remains obscure, unex-

pected results of multiple deletions are

likely. The synthetic biology of genome re-

duction could have produced synergistic

interactions (Bsynthetic beneficials[) between
deletions that resulted in an altered phenotype

such as high electrocompetence, whereas

other combinations of deletions would result

in less surprising synthetic lethals.

All strains tested, except MDS, were af-

fected by contamination of isolated plasmids

with IS-containing DNA from carryover of IS-

containing genomic DNA, IS mini-circles (21),

and plasmids carrying integrated IS. Our re-

sults show that any DNA propagated on E. coli

containing IS elements is likely to be contami-

nated with IS elements, and that transposition

can be frequent. IS transposition mutates both

plasmid and chromosomal bystander genes in

a manner consistent with stress-induced activ-

ity; powerful selection must also operate. Re-

moving the IS eliminated the main source of

instability.

References and Notes
1. F. R. Blattner et al., Science 277, 1453 (1997).
2. K. Hayashi et al., Mol. Syst. Biol., published online 21

February 2006 (10.1038/msb4100049).
3. M. Riley et al., Nucleic Acids Res. 34, 1 (2006).
4. M. H. Serres, S. Goswami, M. Riley, Nucleic Acids Res. 32,

300D (2004).
5. L. S. Frost, R. Leplae, A. O. Summers, A. Toussaint, Nat.

Rev. Microbiol. 3, 722 (2005).
6. M. Hashimoto et al., Mol. Microbiol. 55, 137 (2005).
7. B. J. Yu et al., Nat. Biotechnol. 20, 1018 (2002).
8. See supporting material on Science Online.
9. V. Kolisnychenko et al., Genome Res. 12, 640

(2002).
10. H. Inoue, H. Nojima, H. Okayama, Gene 96, 23

(1990).
11. A. Kiss, personal communication.
12. B. G. Hall, Mol. Biol. Evol. 15, 1 (1998).
13. R. J. Wargel, C. A. Hadur, F. C. Neuhaus, J. Bacteriol.

105, 1028 (1971).
14. R. R. Russell, J. Bacteriol. 111, 622 (1972).
15. T. Fehér, B. Cseh, K. Umenhoffer, I. Karcagi, G. Pósfai,
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Fig. 3. Mutation rates and spectrum. (A) Adap-
tation of MG1655 (&) and MDS41 (r) cells to
salicin/minimal medium. (B) cycA mutations
causing D-cycloserine resistance in MG1655 and
MDS41. Total cell numbers and SD values are in
table S2 (8).

Fig. 2. Growth and protein production. (A) MDS41
in minimal medium. Three growth phases (phase
1, batch phase; phase 2, fed-batch, controlled
growth rate 0.15 hourj1; phase 3, fed-batch,
controlled growth rate 0.03 hourj1 to avoid
oxygen limitation), marked by vertical lines, were
used to reach a dry cell weight (DCW) of 44 g/liter,
optical density at 600 nm (OD600) 9 100. h,
optical density (left scale); 0, DCW (left scale);
4, glucose concentration (right scale). (B) Cell
density and CAT expression from pProEX HT-CAT
in MG1655 and MDS41 in minimal medium, a
single fed-batch phase controlled to 0.25
hourj1. Isopropyl-b-D-thiogalactopyranoside
(IPTG; 5 mM) was added at 15 hours to induce
CAT expression. &, MG1655; h and r, MDS41
duplicates.
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Agent-Specific Responses in the
Cingulate Cortex During
Economic Exchanges
Damon Tomlin,1* M. Amin Kayali,1* Brooks King-Casas,1 Cedric Anen,3 Colin F. Camerer,3

Steven R. Quartz,3 P. Read Montague1,2

Interactions with other responsive agents lie at the core of all social exchange. During a social
exchange with a partner, one fundamental variable that must be computed correctly is who gets
credit for a shared outcome; this assignment is crucial for deciding on an optimal level of
cooperation that avoids simple exploitation. We carried out an iterated, two-person economic
exchange and made simultaneous hemodynamic measurements from each player’s brain. These
joint measurements revealed agent-specific responses in the social domain (‘‘me’’ and ‘‘not me’’)
arranged in a systematic spatial pattern along the cingulate cortex. This systematic response
pattern did not depend on metrical aspects of the exchange, and it disappeared completely in the
absence of a responding partner.

S
ocial exchange occurs in species ranging

from insects to humans (1–3). In pri-

mates, reciprocal interactions with nonkin

occur repeatedly, thus necessitating the capac-

ity to assign social credit or blame for shared

outcomes and to act appropriately according

to these assignments (4–6). In humans, reci-

procity is a central feature of the collection

of psychological mechanisms necessary to

support social exchange (3); yet, the under-

lying neural representations of these mecha-

nisms remain murky. In almost all social

exchanges, one must detect and accurately

track which social agent (who) gets credit

for an outcome. Should credit for an out-

come be assigned to one_s own actions or

those of one_s partner? Perhaps such as-

signments are more a matter of degree—

assigning the degree-of-credit to some

shared outcome. Understanding such agent-

specific mechanisms is important, because

the assignment of social agency (7–13) ap-

pears to break down in a range of mental

illnesses (14–16).

Social agency computations are also a

prerequisite for generating models of others_s
mental states. This latter capacity, called

theory-of-mind, is highly developed in hu-

mans and has been shown to activate a con-

sistent set of brain regions in neuroimaging

experiments (17–20). Recent work has com-

plemented these theory-of-mind experiments

by using interactive economic games as eco-

logically realistic models for human exchange

(21–31). These experiments have elicited not

only brain responses in previously described

theory-of-mind networks (27–29), but also

have elicited formerly unreported activations

along the cingulate cortex that correlate with

the revelation of a social partner_s decision

(29). Although evoked during an economic

exchange with another human, these cin-

gulate activations did not modulate as a

function of the fairness of the exchange, nor

did they occur in exchanges with computer

partners (28).

This lack of sensitivity to measures of

outcome suggests that these responses do not

encode some metrical aspect of the trade;

instead, they are consistent with the social

agency computation described above. To test

this possibility directly, we scanned both

brains of two subjects interacting in a 10-

round trust game (32, 33). This game has

been used to identify neural correlates of

reputation building and reciprocity (25). Be-

cause the trust game is a multiround econom-

ic exchange, it allows us to estimate brain

responses in both subjects to multiple reve-

lations of a partner_s choice and multiple in-

stances of one_s own choice.

The trust game is illustrated in Fig. 1A. In

each round, one player (investor) invests

some amount I (investment phase) that is

tripled and sent to the other player (trustee)

who decides to repay some fraction f of the

tripled amount (repayment phase) (33). Play-

ers maintain their roles for 10 consecutive

rounds, and information about outcomes

within each phase is presented simultaneous-

ly to both subjects. We parameterized social

context within the trust game by implement-

ing two separate versions of the task in

different subject cohorts: personal (n 0 104

subjects) and impersonal En 0 96; previously

reported in (25)^. In the personal version,

subjects met before the task, were instructed

together, saw a picture of their partner during

each round of the game, and met their

partner afterward, where they were paid in

front of each other. In the impersonal

version, subjects never met, had no chance

of subsequent encounter, and received no

information about one another.

Given the previously reported activations

in the anterior and posterior portions of the

medial cingulate during a social exchange

(28), a detailed analysis of the cingulate

cortex in each pair of subjects was per-

Fig. 1. Cross-cingulate correlations reveal complementary activity patterns across investment and
repayment phase of game. (A) 10-round trust game. In each round the investor contributes some
amount I between 0 monetary units and 20 monetary units, which is tripled (3 � I) and sent to the
trustee who then repays some fraction f of the tripled amount ( f � 3 � I). (B) Cross-cingulate
principal component analysis (PCA) revealed distinct, but complementary patterns when applied to
the cross-correlations between cingulate cortices of investor and trustee (34). A similar result was
found using independent component analysis on the same data (fig. S5).
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formed. We segmented the medial cingulate

and the surrounding paracingulate cortex into

separate spatial domains (33), computed

cross-cingulate and cross-paracingulate cor-

relation matrices for different lags in each

phase of the task (investment phase and

repayment phase), and carried out tempo-

ral principal component analysis (PCA) on

the resulting three-dimensional correlation

matrix (Fig. 1B) (34, 35). Analysis yielded

complementary spatial patterns for cingulate

cortices (Fig. 1B)—that is, patterns of acti-

vation in one phase were transposed across

role when analysis was performed for the

other phase. Similar results were found using

independent component analysis (ICA) on

the cross-cingulate correlation matrix (fig.

S5) (33).

The cross-cingulate analysis led us to ex-

amine the hemodynamic time series in each

cingulate segment. This region-of-interest

analysis revealed three distinct response types

(Fig. 2A). The first followed the submission

of a subject_s own decision (unimodal Bown[-
dominated response); the second followed

the visual presentation of a partner_s decision
(unimodal Bother[-dominated response). This

is a remarkable finding, because visual pre-

sentation of the subject_s own decision elic-

ited little response in the cingulate cortex.

The third response type was bimodal, yield-

ing approximately equal responses after

submission of one_s own decision and reve-

lation of the partner_s decision. However, the
peak amplitude of these distinct response

types was not uniform across the anterior-

posterior axis of the cingulate. Instead, they

displayed a systematic spatial variation that

was complementary across the basic response

types (Bown[ and Bother[). Specifically, the
submission of one_s own decision elicited

maximal activation in middle cingulate re-

gions (Fig. 2A, segment G), whereas viewing

the revelation of a partner_s decision yielded

maximal activation in anterior and posterior

cingulate (an example of an anterior response

is shown in Fig. 2A, segment K). This result

was in stark contrast to the results of the

paracingulate analysis, which indicated that,

although the dorsal anterior cingulate cortex

was highly activated during the experiment,

there was no spatial selectivity for either

stimulus. In fact, the dorsal anterior cingulate

cortex responded strongly to the submission

of decisions and the revelation of partner

choices, and it was the only paracingulate

region significantly activated by either (fig.

S6) (33).

The distinct response types and the sys-

tematic spatial variation of peak amplitudes

across the anterior-posterior axis disappeared

completely in motor control (n 0 15; Fig. 2C)

and sensory control experiments (n 0 17; Fig.

2E) not involving exchange with another

agent (33). In the motor control, subjects

reiterated the motor responses of randomly

selected investors. We applied the same

region-of-interest analysis to the control data

(Fig. 2 and fig. S2). Statistical comparison of

responses in each of the cingulate domains

showed that responses differed significantly

between the normal trust task and the control

tasks (33). In particular, no significant re-

sponse was present in the middle cingulate

(Fig. 2C), ruling out the possibility that

middle cingulate activation in the trust game

was the result of motor activity produced by

button tapping. In the sensory control, partner

reveal screens from the trust game were

viewed passively by a separate cohort of sub-

jects (n 0 17). Because partner reveal screens

Fig. 2. Agent-specific responses and their pattern disappear outside of economic exchange.
(A) Calculation of response pattern diagrams. Traces are the average magnetic resonance (MR)
signal during subject decision phases (magenta lines) and during partner decision phases
(black lines); error bars represent the standard error of the mean (n 0 200 subjects). To
compute the magnitude of responses to submitting a decision, MR values were selected from
the time of peak response and the peak’s two flanking points (teal boxes). These values, when
averaged, represent the responsiveness of a segment to the submission of the decision. This
measure was performed for all segments, and a pseudo color image was produced, as depicted
in Figs. 2 and 3. For responses to partner reveal screens, MR values corresponding to the peak
activity after screen onset and the peak’s two flanking points (red boxes) were averaged and
compiled into a similar pseudo color map. (B) The average response to submitting a decision
is shown for subjects playing the linked trust game (n 0 200), and a predominance of the
middle cingulate is apparent. (C) Average response profile to submitting decisions in the
unlinked motor control experiment (n 0 15). No significant differentiation was observed
across the cingulate of subjects in this task, but response levels in the middle cingulate were
significantly different than those in the linked trust game (P 0 0.00001). (D) Subjects from
the linked trust experiment (n 0 200) demonstrate the average response to viewing a social
partner’s decision. The predominance of responses in the anterior and posterior poles of the
cingulate is apparent in this group. (E) Average response to viewing screens in the unlinked
visual control experiment (n 0 17). No significant differentiation was observed across
cingulate domains, but responses in both anterior and posterior regions were significantly
different than those in the linked trust game (P G 0.01). Maximum activation in (B) and (C) is
0.21% change in MR signal; maximum activation in (D) and (E) is 0.12%; minimum activation
for each is 0.00%.
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in the trust game had novel content and had

been generated by an external agent, we

could not use the original data set to separate

responses to social or novel stimuli. Thus,

subjects in the sensory control task were in-

formed that their compensation depended on

money shown under the Bgave[ label on the

screen, but were not told about the social

task from which this screen was derived (fig.

S1). This manipulation was performed so

that a screen_s content still held novel and

valuable information, but was devoid of

social interaction. In each of the 11 cingulate

domains, BOLD responses after each of 10

outcome screens did not resemble those

obtained during the analogous presentation

in the linked experiment (Fig. 2E and fig.

S3). There was no systematic spatial varia-

tion in response amplitudes across the

cingulate gyrus. To verify that motor con-

trol and sensory control effects were not due

to the smaller number of subjects involved in

the control manipulations, we confirmed this

finding by using random samples of the

existing 200-subject database (fig. S3).

The results provide strong support for three

new findings: (i) agent-specific response types

localized on the medial bank of cingulate cor-

tex, (ii) a systematic spatial variation of each

response type across the anterior-posterior axis

of cingulate cortex, and (iii) a dependence of

both signals on the presence of a responding

agent. Despite the relative simplicity of this

economic exchange game, other variable(s)

related to this task may have been the under-

lying cause of the different response types, the

spatial variation across the cingulate, and the

difference in response to visual revelation of

one_s own decision and one_s partner_s deci-

sion. However, the different response types and

their systematic but complementary spatial

variation across the cingulate did not change

as a function of a range of dimensions (Fig. 3).

The most dramatic dimensions tested in Fig. 3

are reciprocity and social context (personal ver-

sus impersonal). In previously published work,

reciprocity, expressed as degree of tit-for-tat

behavior across rounds, acted as a powerful

behavioral signal to one_s partner and elicited

strong, measurable neural correlates (25). Yet,

as illustrated in Fig. 3 (bottom three rows), dif-

ferences in reciprocity had no effect on the re-

sponse types or on their spatial variation along

the cingulate. The same result held for the

difference in social context (personal, n 0 104;

impersonal, n 0 96), where prior exposure to

one_s partner, the sight of their picture in

each round, and the knowledge of an immi-

nent encounter afterward had no effect.

Likewise, no differences were observed when

comparing subject role (investor or trustee),

sex of subject, or amount of money sent or

received.

Using an iterated economic exchange task,

we found two distinct response types along the

cingulate cortex consistent with agent-specific

responses that signal Bme[ and Bnot me,[ Rath-

er than residing in strictly demarcated func-

tional zones, these complementary responses

types exhibited smooth transitions across the

entire medial bank of the cingulate gyrus. It is

difficult to probe the extent to which a subject

is considering outcomes for oneself or a social

partner; individuals in a social exchange must

necessarily model the actions of both agents as

decisions are made and revealed. Despite this

obstacle, the pattern of activation observed in

these data was clearly sensitive to which par-

ticipant was responsible for a given action. The

response types and their variation through the

tissue space disappeared in control experiments

where money sent, actions taken, and money

received were matched to those experienced

during the normal multiround exchange (Fig. 2

and fig. S3) (35). These controls provide strong

evidence that the response types were due to

neither motor and premotor responses nor to

sensory responses to outcome screens.

One question deserves separate considera-

tion: Did the reveal screens generate simple

surprise or novelty responses along cingulate

that were not related to the social element of

the exchange? Although this reasonable inter-

pretation is possible, the control experiments

suggest otherwise. The response pattern along

the cingulate disappeared in the control

experiments where subjects received stimuli

that were visually identical to those in the trust

game and were composed of novel, reward-

related information. This manipulation used

novel stimuli with economically meaningful

content to probe the reveal response and

showed neither an Bother[ response anywhere

along the cingulate nor the spatial variation so

prominent in the linked trust task. We take

these data as strong support that the responses

observed in the linked trust game were not the

mere result of surprising content.

The response types and their spatial varia-

tion along the cingulate were remarkably stable

to a range of manipulations. They survived the

personal and impersonal treatments, did not

change as a function of the reciprocity (a vari-

able previously shown to be the major behav-

ioral signal in this game) (25), and were not

Fig. 3. Cingulate pat-
tern of ‘‘me’’ and ‘‘not
me’’ remains constant
across a range of varia-
bles. All responses to
decision submission are
shown in the left column,
whereas those responses
to partner reveal screens
are shown in the right
column. With the ex-
ception of the reciproc-
ity and amount diagrams,
all responses were aver-
aged across rounds be-
fore compilation. Rows
labeled ‘‘Personal’’ and
‘‘Impersonal’’ separate
activity across social con-
text: the personal (n 0
104 individuals) and im-
personal (n 0 96 in-
dividuals) tasks. Rows
labeled ‘‘Investors’’ and
‘‘Trustees’’ demonstrate
the consistency of the
responses across the two
different roles (n 0 100
for each). Rows labeled
‘‘Males’’ and ‘‘Females’’
demonstrate that these
responses do not differ
across gender (n 0 100 for each). Rows labeled ‘‘Small amount’’ and ‘‘Large amount’’ show that these
patterns do not depend upon the amount of resource sent or received by the player (upper 25% versus
lower 25% of payments; n 0 454 and 161, respectively). Finally, the rows labeled ‘‘Positive,’’ ‘‘Neutral,’’
and ‘‘Negative’’ reciprocity depict responses across different valences of a behavioral variable of already
known interest (25). These diagrams correspond to average BOLD responses to positive (values 9 0.1;
n 0 377 choices), neutral (–0.1 e values e 0.1; n 0 865 choices), and negative (values G –0.1; n 0
458 choices) values of the reciprocity index. Left column maximum is 0.25% change in MR signal;
right column maximum is 0.16%; minimum activation for both is 0.00%.
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changed as a function of sex, role, amount sent,

or amount received. Lastly, these signals were

clear even in individual subject pairs, as shown

in fig. S4 for a single interacting dyad.

The observed lack of change as a function

of reciprocity is extremely important because it

reduces the likelihood of two alternate inter-

pretations of these data. The average behavior

in this game is initial cooperation followed by

tit-for-tat moves, a strategy conjectured to be

optimal in a reciprocal interaction (3, 6). To

play such a tit-for-tat strategy, a player_s brain
must compute the expected next move of their

partner and compare this to the actual outcome.

Consequently, large deviations in reciprocity

would also carry large prediction error sig-

nals, a signal type known to show up near or

around dorsal anterior cingulate cortex (dACC)

(36, 37). Two possibilities arise. The error sig-

nals could activate dACC because they reflect

directly an error response. Alternately, large

deviations in reciprocity represent a signal with

a large amount of uncertainty and might en-

gage an output conflict response typical for

this brain region (36–44). However, neither

of these interpretations would anticipate an

important feature of the data actually ob-

served. There was no difference in response

types or their spatial variation as a function of

positive, negative, or neutral reciprocity. One

would at least expect both alternate expla-

nations to show responses that differentiated

neutral reciprocity from the other two categories

(positive and negative). One possibility is that

our current analysis missed the error signals

altogether for some unidentified reason. How-

ever, by using this same behavioral task, we

have previously identified such error-related

signals elsewhere in the brain and have shown

these regions to be sensitive to reciprocity (25).

Consequently, our capacity to detect these error

signals elsewhere makes it less likely that we

simply missed error signals in cingulate related

to strong deviations in reciprocity. However, it

remains a possibility that some unprobed be-

havioral dimension generated an error signal

along cingulate cortex during this task.

In a two-person social exchange, it is crucial

for each agent to know how to credit an out-

come. Failure to assign this credit accurately

will compromise an agent_s capacity to decide

on an appropriate level of cooperation with the

partner—a mistake that could prove extremely

costly when averaged over multiple encounters

(1–6). Consequently, we suspect that these data

derive from a neural mechanism dedicated to

distinguishing Bme[ outcomes from Bnot me[
outcomes. The systematic spatial progression of

responses suggests to us that this social agency

variable may be arrayed as a map; however, the

current experiment cannot adequately test this

provocative possibility. It is important, there-

fore, to note that the assignment of credit (or

agency) within a social interaction necessarily

implicates a variety of cognitive and emotional

mechanisms. Thus, although agency parsimo-

niously characterizes the activations seen with

these data, it may not necessarily be congruent

to the underlying functions represented along

the cingulate.

Extant data support a multifunctional role

for the cingulate cortex, particularly in light of

the extreme diversity of information that im-

pinges on this region. Cingulate and paracin-

gulate cortices have long been hypothesized as

sites of integration of information sources that

include cognitive, emotional, and interoceptive

signals. Consequently, a range of functions has

been ascribed to cingulate cortex (38–51), and

there are disagreements over the exact variables

processed and represented in these regions.

However, it is reasonably clear that cingulate

and paracingulate cortices contribute to normal

social cognition and adaptive decision-making

(17–19). The results of this paper add the im-

portant possibility that many other variables in

the social domain may be arranged in such a

systematic fashion through the spatial domain, a

phenotype that could be disturbed in afflictions

where the capacity to distinguish Bme[ from

Bnot me[ is impaired (14–16, 52–57).
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Bruchpilot Promotes Active Zone
Assembly, Ca2þ Channel Clustering,
and Vesicle Release
Robert J. Kittel,1* Carolin Wichmann,1,2* Tobias M. Rasse,1* Wernher Fouquet,1

Manuela Schmidt,1 Andreas Schmid,1 Dhananjay A. Wagh,3 Christian Pawlu,2

Robert R. Kellner,4 Katrin I. Willig,4 Stefan W. Hell,4 Erich Buchner,3
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The molecular organization of presynaptic active zones during calcium influx–triggered
neurotransmitter release is the focus of intense investigation. The Drosophila coiled-coil domain
protein Bruchpilot (BRP) was observed in donut-shaped structures centered at active zones of
neuromuscular synapses by using subdiffraction resolution STED (stimulated emission depletion)
fluorescence microscopy. At brp mutant active zones, electron-dense projections (T-bars) were
entirely lost, Ca2þ channels were reduced in density, evoked vesicle release was depressed, and
short-term plasticity was altered. BRP-like proteins seem to establish proximity between Ca2þ

channels and vesicles to allow efficient transmitter release and patterned synaptic plasticity.

S
ynaptic communication is mediated by

the fusion of neurotransmitter-filled

vesicles with the presynaptic membrane

at the active zone, a process triggered by

Ca2þ influx through clusters of voltage-gated

channels (1, 2). The spacing between Ca2þ

channels and vesicles at active zones is par-

ticularly thought to influence the dynamic

properties of synaptic transmission (3).

The larval Drosophila neuromuscular junc-

tion (NMJ) is frequently used as a model of

glutamatergic synapses (4, 5). The monoclonal

antibody Nc82 specifically stains individual

active zones (fig. S1A) (6, 7) by recognizing a

coiled-coil domain protein of roughly 200 kD

named Bruchpilot (BRP) (6). BRP shows ho-

mologies to the mammalian active zone compo-

nents CAST Ecytoskeletal matrix associated with

the active zone (CAZ)–associated structural

protein^ (8), also called ERC (ELKS, Rab6-

interacting protein 2, and CAST) (9). Whereas

confocal microscopy recognized diffraction

limited spots, the subdiffraction resolution of

stimulated emission depletion (STED) fluores-

cence microscopy (10, 11) revealed donut-

shaped BRP structures at active zones (Fig.

1A). Viewed perpendicular to the plane of

synapses, both single and multiple Brings[ were

uncovered, of similar size to freeze-fracture-

derived estimates of fly active zones (12)

(average length of isolated rings was 0.191 T
0.002 mm, n 0 204; average length of single

rings of double ring structures was 0.148 T 0.002

mm, n 0 426; average length of double rings was

0.297 T 0.005, n 0 213) (fig. S1B). The donuts

were up to 0.16 mm high, as judged by images

taken parallel to the synaptic plane (Fig. 1A).

BRP seemed to demark individual active

zones associated with clusters of Ca2þ chan-

nels. Transposon-mediated mutagenesis allowed

Fig. 1. Junctional and
ultrastructural assembly
in mutants of the active
zone component BRP. (A)
Unlike confocal, STED
microscopy revealed
donut-shaped structures
recognized by Nc82.
Viewed from above, both
single (white arrows) and
clusters of multiple rings
(arrowheads) were identi-
fied. The red arrow indi-
cates a synapse viewed
parallel to the synaptic
plane. (B) Individual
synapses of control ani-
mals were labeled by
Nc82, whereas brp mu-
tant synapses completely
lacked the Nc82 signal,
which could be partially
restored by re-expressing
the brp cDNA in the brp
mutant background with
use of the neuron-specific
driver line ok6-GAL4. (C)
Staining with a neuronal
membrane marker (anti–
horseradish peroxidase)
demonstrated normal
morphological organiza-
tion of brp NMJs. (D) Receptor fields were surrounded by the typical perisynaptic
expression of the neuronal cell adhesion molecule (NCAM) homolog FasciclinII
(FasII) in both brpmutants and controls. (A) to (D) are projections of confocal stacks.
Scale bars represent in (A), 1mm; (B), 4mm; (C), 20mm;and (D), 2mm. (E) Electron
micrograph of a control type Ib bouton with synapses (arrowheads) presynaptically

decorated with T-bars (arrows). (F) A brp mutant bouton showing an overall
normal organization but without T-bars. (G) Serial sections of a control synapse. A
T-bar can be observed in two consecutive sections (arrows). (H) Serial sections of a
representative brp mutant synapse completely lacking a T-bar and revealing
presynaptic membrane rufflings (asterisks). Scale bars in (G) and (H), 250 nm.
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us to isolate a mutant chromosome (brp69) in

which nearly the entire open reading frame of

BRP was deleted (fig. S1C). brp mutants

Ebrp69/df(2R)BSC29^ developed into mature

larvae but did not form pupae. The Nc82

label was completely lost from the active

zones of brp mutant NMJs but could be re-

stored by re-expressing the brp cDNA (6) in

the brp mutant background with use of the

neuron-specific driver lines ok6-GAL4 (Fig.

1B) or elav-GAL4. This also rescued larval

lethality. Mutants had slightly smaller NMJs

(average control size was 780.0 T 35.8 mm2, n 0
14; average brp size was 593.3 T 29.1 mm2, n 0
12; P 0 0.0013) (Fig. 1C) and somewhat fewer

individual synapses (average synapse number

for control was 411.1 T 41.5, n 0 9; for brp,

296.3 T 28.9; n 0 8; P 0 0.036). However,

individual receptor fields, identified by the

glutamate receptor subunit GluRIID (13), were

enlarged in brp mutants (average field size in

control was 0.43 T 0.02 mm2, n 0 9; in brp,

0.64 T 0.03 mm2; n 0 8; P G 0.001) (Fig. 1D).

Thus, principal synapse formation occurred in

brp mutants, with individual postsynaptic

receptor fields increased in size but moderate-

ly decreased in number.

In electron micrographs of brp mutant

NMJs, synapses with pre- and postsynaptic

membranes in close apposition were present at

regular density (Fig. 1, F and H), and consistent

with the enlarged glutamate receptor fields (Fig.

1D) postsynaptic densities appeared larger

while otherwise normal (Fig. 1F). However, in-

termittent rufflings of the presynaptic mem-

brane were noted (Fig. 1H), and brp mutants

completely lacked presynaptic dense projections

(T-bars). Occasionally, very little residual

electron-dense material attached to the pre-

synaptic active zone membrane was identified

(fig. S2B). After re-expressing the BRP protein in

themutant background, T-bar formation could be

partially restored (fig. S2C), although these

structures were occasionally somewhat aberrant

in shape. Thus, BRP assists in the ultrastructural

assembly of the active zone and is essential for

T-bar formation.

In brp mutant larvae we noted a drastic

decrease in evoked excitatory junctional cur-

rent (eEJC) amplitudes (Fig. 2A) by using

two-electrode voltage clamp recordings of

postsynaptic currents at low stimulation frequen-

cies (elav-GAL4 background control, –89.3 T 3.4

nA; brp, –32.1 T 5.9 nA; n 0 10 each; P G 0.001;

ok6-GAL4 background control, –89.6 T 4.4 nA;

n 0 9; brp, –32.8 T 3.7 nA; n 0 10; P G 0.001).

This drop in current amplitude could be partially

rescued through brp re-expression within the

presynaptic motoneurons by using either elav-

GAL4 or ok6-GAL4 (elav-GAL4, –55.5 T 4.3 nA;

n 0 11; P 0 0.01; ok6-GAL4, –62.2 T 5.3 nA; n 0
10; P 0 0.002) (Fig. 2A). In contrast, the

amplitude of miniature excitatory junctional

currents (mEJCs) in response to single, spon-

taneous vesicle fusion events was increased

over control levels (control, –0.84 T 0.06 nA;

brp, –1.17 T 0.05 nA; n 0 10 each; P 0 0.004)

(Fig. 2B). This is consistent with the enlarged

individual glutamate receptor fields of brp

mutants (Fig. 1D) and excludes a lack of post-

synaptic sensitivity as the cause of the reduced

eEJC amplitudes.
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Fig. 2. Electrophysiological characterization of brp mutant NMJs. (A)
(Top) Average traces of eEJCs at 0.2 Hz nerve stimulation and (bottom)
mean eEJC amplitudes of control (dark gray), brp mutant (white), and
rescued animals (light gray) carrying either a copy of elav-GAL4 or ok6-
GAL4. (B) Sample traces of mEJCs and a cumulative histogram of the
amplitude distribution (0.05 nA bins). The average mEJC amplitude was
increased in brp mutants, whereas the frequency was not significantly
altered. Quantal content of brp NMJs was significantly reduced with
respect to controls. (C) Average scaled eEJCs (control, black; brp, gray)

illustrate the delayed release in brp mutants compared to controls. Al-
though the rise time of eEJCs was significantly increased at brp NMJs, the rise
time of mEJCs was indistinguishable from the control. The decay time
constant (t) of eEJCs was not significantly altered at brp synapses (t control:
7.7 T 0.6 ms; t brp: 8.9 T 0.7 ms; n 0 10 each, P 0 0.104), whereas mEJCs
decayed with a slightly but significantly longer t in the mutant than in the
control (t control: 7.0 T 0.3 ms; t brp: 8.0 T 0.4 ms; n 0 10 each, P 0
0.045). One asterisk indicates P e 0.05, two asterisks, P e 0.01; and three
asterisks, P e 0.001. Error bars indicate SEM.
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It follows that the number of vesicles released

per presynaptic action potential (AP) (quantal

content) was severely compromised at brp mu-

tant NMJs (control, 109 T 5.7; brp, 28 T 5.2; n 0
10 each; P G 0.001) (Fig. 2B) and could not be

attributed solely to the moderate decrease in

synapse number. The ultrastructural defects of

brp mutant synapses may interfere with the

proper targeting of vesicles to the active zone

membrane and thereby impair exocytosis. The

number of vesicles directly docked to active

zone membranes was slightly decreased in brp

mutants (control average of 1.10 T 0.13 from 51

active zones, n 0 3; brp average of 0.87 T 0.09

from 89 active zones, n 0 4; P 0 0.53). How-

ever, the amplitude distribution and sustained

frequency of mEJCs (control, 1.55 T 0.33 Hz;

brp, 1.87 T 0.15 Hz; n 0 10 each; P 0 0.186)

(Fig. 2B) illustrated that brp mutant synapses

did not appear to suffer from extrasynaptic

release, as would be caused by a misalignment

of vesicle fusion sites with postsynaptic recep-

tors. Consistent with the appropriate deposition

of exo- and endocytotic proteins, an apparently

normal distribution of Syntaxin, Dap160, and

Dynamin (fig. S3) was observed at brp mutant

synapses.

The exact amplitude and time course of AP-

triggered Ca2þ influx in the nerve terminal

governs the amplitude and time course of ves-

icle release (14). Nerve-evoked responses of

brp mutants were delayed (rise time of 2.53 T
0.37 ms, n 0 10) when compared with controls

(rise time of 1.11 T 0.05 ms, n 0 10, P G 0.001),

whereas in contrast mEJC rise times were un-

changed (control, 1.06 T 0.04 ms; brp, 1.06 T
0.03 ms; n 0 10 each) (Fig. 2C). Thus, evoked

vesicle fusion events were less synchronized

with the invasion of the presynaptic terminal by

an AP. Spatiotemporal changes in Ca2þ influx

have a profound effect on short-term plasticity

(15–17). Whereas at 10 Hz controls (n 0 18)

exhibited substantial short-term depression of

eEJC amplitudes, brp mutants (n 0 15) showed

strong initial facilitation before stabilizing at a

slightly lower but frequency-dependent steady-

state current (control at 10 Hz, –54.7 T 3.3 nA;

brp, –35.6 T 3.0 nA; P G 0.001) (Fig. 3A). As

judged by the initial facilitation at 10 Hz, neither

a reduction in the number of releasable vesicles

nor available release sites could fully account

for the low quantal content of brp mutants at

moderate stimulation frequencies. Further-

more, the altered short-term plasticity of brp

mutant synapses suggested a change in the

highly Ca2þ-dependent vesicle release probability

(18). Paired-pulse protocols were applied to

the NMJ (Fig. 3B). Closely spaced stimuli lead

to a buildup of residual Ca2þ in the vicinity of

presynaptic Ca2þ channels, enhancing the prob-

ability of a vesicle within this local Ca2þ

domain to undergo fusion after the next pulse

(19). The absence of marked facilitation at

control synapses (ratio at 30-ms interval of 1.1 T
0.03) could be explained by a depletion of release-

ready vesicles (20). At brp mutant NMJs,

however, the prominent facilitation at short

interpulse intervals (ratio at 30-ms interval of

2.0 T 0.13, P G 0.001) illustrated that the

enhancement of release probability strongly out-

weighed the depletion of releasable vesicles.

Thus, initial vesicle release probability was low,

and release at brp synapses particularly benefited

from the accumulation of intracellular Ca2þ.

Vesicle fusion is highly sensitive to the spacing

between Ca2þ channels and vesicles at release

sites (3). It has been calculated that doubling this

distance from 25 to 50 nm decreases the release

probability threefold (21), and the larger this dis-

tance, the more effective the slow synthetic Ca2þ

buffer EGTA Eethyleneglycol-bis(b-aminoethyl)-
N,N,N ¶,N ¶-tetraacetic acid^ should become in

suppressing release (22). Indeed, after bath

application of membrane permeable EGTA-AM

(tetraacetoxymethyl ester of EGTA), the reduc-

tion of evoked vesicle release was more pro-

nounced at brp mutant than at control NMJs

(control, 64.2 T 13.8%; brp, 16.7 T 8.8%; n 0 6

each; P 0 0.026) (Fig. 3C).

The Ca2þ-channel subunit Cacophony gov-

erns release at Drosophila NMJs (23, 24). By

using a fully functional, GFP (green fluorescent

protein)–labeled variant (CacGFP) (25), we visu-

alized Ca2þ channels in vivo (26). Consistently,

Ca2þ channel expression was severely reduced

over the entire NMJ and at synapses lacking

BRP (Fig. 3D).

Thus, we conclude that brp mutants suffered

from a diminished vesicle release probability

Fig. 3. Impaired vesicle release
in brp mutants is caused by a
mislocalization of presynaptic
Ca2þ channels. (A) A 10-Hz
stimulation revealed transient
short-term facilitation of brp mu-
tant currents (white circles) and
the absence of a frequency-
dependent depression of steady-
state current amplitudes when
compared with controls (black
circles) (n Q 10 per genotype
at each frequency). (B) Average
currents after paired-pulse stimu-
lation at an interval of 30 ms
normalized to the amplitude of
the first pulse (control, black; brp,
gray) and paired-pulse ratios at
varying intervals demonstrate
pronounced potentiation at brp
NMJs (n 0 9 per genotype at
each interval). (C) Examples of
nerve-evoked local postsynaptic
currents recorded with a focal
electrode (36, 37) at indicated
time points (in seconds) after
bath application of EGTA-AM.
The bar chart illustrates the severe reduction of current amplitudes in brp mutants
5000 s after EGTA-AM wash-in. The values are normalized to the initial eEJC
amplitude. (D) Projections of confocal stacks displaying the NMJ (top images; scale
bar, 10 mm) and several boutons (lower images; scale bar, 2 mm) reveal weak
CacGFP signal at brp mutant synapses. Quantification of CacGFP intensity averaged

over the entire NMJs [control, 31.1 T 2.4 arbitrary units (a.u.); n 0 13; brp, 18.0 T
2.0 a.u.; n 0 10; P 0 0.0017] or only synaptic areas (control, 52.6 T 1.2 a.u.; n 0
421 synapses; brp, 25.3 T 0.8 a.u.; n 0 320 synapses; P G 0.001, student t test)
included as bar charts. One asterisk indicates P e 0.05; two asterisks, P e 0.01; and
three asterisks, P e 0.001. Error bars indicate SEM.
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due to a decrease in the density of presynaptic

Ca2þ channel clusters. It is conceivable that

BRP tightly surrounds but is not part of the T-

bar structure, contained within the unlabeled

center of donuts. BRP may establish a matrix,

required for both T-bar assembly as well as the

appropriate localization of active zone compo-

nents including Ca2þ channels, possibly by

mediating their integration into a restricted

number of active zone slots (27). Related mech-

anisms might underlie functional impairments of

mammalian central synapses lacking active zone

components (28) and natural physiological dif-

ferences between synapse types (17). Electron

microscopy has identified regular arrangements

at active zones of mammalian CNS (central

nervous system) synapses (Bparticle web[) (29)
and frog NMJs (Bribs[) (30), where these struc-
tures have also been proposed to organize Ca2þ

channel clustering. At calyx of Held synapses,

both a fast and a slow component of exocytosis

have been described (31). The fast component

recovers slowly and is believed to owe its pro-

perties to vesicles attached to a matrix tightly

associated with Ca2þ channels (32), whereas the

slow component recovers faster (31) and is

thought to be important for sustaining vesicle

release during tetanic stimulation. In agreement

with this concept, the absence or impairment of

such a matrix at brp synapses has a profound

effect on vesicle release at low stimulation fre-

quencies, but this effect subsides as the fre-

quency increases (Fig. 3A). The sustained

frequency of mEJCs at brp synapses could be

explained if spontaneous fusion events arise

from the slow release component (33) or a

pathway independent of evoked vesicle fu-

sion (34).

Synapses lacking BRP and T-bars exhibited

a defective coupling of Ca2þ influx with vesicle

fusion, whereas the vesicle availability did not

appear rate-limiting under low frequency stim-

ulation. The activity-induced addition of pre-

synaptic dense bodies has been proposed to

elevate vesicle release probability (35). Our

work supports this hypothesis and suggests an

involvement of BRP or related factors in syn-

aptic plasticity by promoting Ca2þ channel

clustering at the active zone membrane.
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A Systems Approach to Mapping DNA
Damage Response Pathways
Christopher T. Workman,1* H. Craig Mak,1* Scott McCuine,1 Jean-Bosco Tagne,2 Maya Agarwal,1

Owen Ozier,2 Thomas J. Begley,3 Leona D. Samson,4 Trey Ideker1†

Failure of cells to respond to DNA damage is a primary event associated with mutagenesis and
environmental toxicity. To map the transcriptional network controlling the damage response, we
measured genomewide binding locations for 30 damage-related transcription factors (TFs) after
exposure of yeast to methyl-methanesulfonate (MMS). The resulting 5272 TF-target interactions
revealed extensive changes in the pattern of promoter binding and identified damage-specific
binding motifs. As systematic functional validation, we identified interactions for which the target
changed expression in wild-type cells in response to MMS but was nonresponsive in cells lacking
the TF. Validated interactions were assembled into causal pathway models that provide global
hypotheses of how signaling, transcription, and phenotype are integrated after damage.

E
xposure of cells to chemical and physical

damaging agents can result in DNA

lesions that contribute to the onset of can-

cer, aging, immune deficiencies, and other de-

generative diseases (1). DNA damage is sensed

by a highly conserved mechanism involving the

ATM/ATR protein kinases in humans (ataxia-

telangiectasia mutated/ataxia-telangiectasia and

Rad3-related; homologous to Tel1 and Mec1 in

yeast). These aggregate at DNA lesions (2) and

activate signaling cascades that include the

Chk protein kinases (Chk1, Rad53, and Dun1 in

yeast). Chk kinases, in turn, trigger both tran-

scriptional and transcription-independent re-

sponses, including activation of DNA repair

machinery and cell-cycle arrest (1).

Beyond the known DNA repair genes, ge-

nomewide expression profiling in yeast has

identified several hundred genes (3–5) whose

expression is increased or decreased in response

to alkylation damage by methyl-methanesulfonate

(MMS). At the level of growth phenotype, sys-
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tematic deletion studies have also identified several

hundred genes that are required for normal

recovery from alkylation damage (6–8). Surpris-

ingly, the set of genes that, when deleted, affect

damage recovery is not enriched for genes whose

transcript levels change upon damage exposure

(7, 9). Thus, neither transcriptional profiling

alone, nor genomic phenotyping alone, adequate-

ly defines the cellular response to DNA-damaging

agents. However, these studies do suggest that the

DNA damage response involves multiple levels of

regulation, affecting not only DNA repair genes

but also genes that influence protein and lipid

turnover, cytoskeleton remodeling, and general

stress pathways.

To construct a global model of yeast tran-

scriptional networks activated by MMS, we

applied a systems approach (10) that integrated

data from genomewide chromatin immunopre-

cipitation (ChIP) assays, expression profiling,

systematic phenotyping, and protein interaction

databases (Fig. 1). First, we performed a

systematic screen for transcription factors

(TFs) involved in the MMS response. TFs were

chosen from a set of 141 yeast DNA binding

factors (11) and were selected according to any

one of three criteria (Fig. 2A). These criteria

were TF expression (that is, the TF was dif-

ferentially expressed after exposure to 0.03%

MMS); expression of bound genes Ethat is, the
TF had been previously shown (11) to bind the

promoters of genes that were differentially

expressed in the above MMS experiment^; or
sensitivity Ethat is, deletion of the TF gene, if

not lethal, caused growth sensitivity in MMS

relative to that in nominal conditions (fig. S1)^.
A set of 23 TFs was identified (Fig. 2A). Four

TFs were implicated by multiple criteria (Yap1,

Gcn4, Fkh2, Swi5), and three were encoded by
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Fig. 2. TF selection and
ChIP-chip experiments. (A)
Results of the four criteria
used to select the 30 TFs
[TF (T) expression, expres-
sion of bound (B) genes,
sensitivity (S), or literature
(L); see text]. In column T,
a ‘‘þ’’ or ‘‘j’’ represents
increased or decreased
expression, respectively.
For column S, a ‘‘*’’
denotes essential TFs. (B)
Number of gene pro-
moters bound by each TF.
The three regions repre-
sent promoters bound ex-
clusively in the absence of
MMS (blue), presence of
MMS (orange), or in both
conditions (green). The
proportion of genes in
each region was compared
to a negative control data
set using Fisher’s exact
test (16). A red square
in the left column (PC,
‘‘Contracted’’) indicates
that the proportion
absence/both is signifi-
cantly higher than ex-
pected in the negative
control. Similarly, red in
the right column (PE, ‘‘Expanded’’) indicates that the proportion presence/both is higher.
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Table 1. DNA sequence motifs found in promoters bound in only one condition.

Consensus sequence* Promoter set†
No. of

promoters with
motif (jMMS)‡

No. of
promoters with
motif (þMMS)‡

Motif source§

Motifs found in jMMS but not þMMS¬
TGACTC Gcn4 20/31 0/5 GCN4¶, BAS1#
ATTAGTAAGC Cad1 18/26 0/69 CAD1#
cGGGGG Hsf1 35/143 1/41 ADR1#
CGGGGCACnCTcStCCG Hsf1 43/143 3/41 GAL4¶, PUT3#
TTCtannnnnTTC Hsf1 44/143 7/41 HSF1#
CCGGtACCGG Hsf1 37/143 0/41 LEU3#
CGGCGCCCGCGAn Hsf1 43/143 6/41 RFA2
GCCSnGSCC Hsf1 40/143 1/41 SKN7#
GCGGCnnnGCGGC Hsf1 39/143 2/41 STP1#
ACCCGTACAt Yap5 44/104 0/3 SFP1#

Motifs found in þMMS but not –MMS**
TMSCTGCAAAnTT Gcn4 0/31 5/5 Predicted (ANN-Spec)
GCTCGAAAA Ndd1 3/30 12/15 Predicted (ANN-Spec)
TGAYTAACn Sko1 7/153 11/14 Predicted (ANN-Spec)
TnTCnCTCAT Swi5 6/61 9/10 Predicted (ANN-Spec)
GCGGCnnnGCGGC Pdr1 0/2 21/48 STP1#
GCSGGGnCGG Pdr1 0/2 19/48 SUT1#

*Letter based on IUPAC code; lowercase used when information content G 0.3 bits per position. †The set of promoters
bound by each TF was analyzed for the presence of known and novel motifs. ‡Motif presence was scored using ANN-Spec
at a threshold that predicted sites at a rate of G10j4 over all intergenic regions. §Predicted motifs were identified using
ANN-Spec. Known motifs were drawn from the SCPD database (¶) or from Harbison et al. (17) (#). ¬Enriched in jMMS-
only promoters (hypergeometric P e 10j7) but not in þMMS-only (P 9 10j2). **Enriched in þMMS-only promoters
(hypergeometric P e 10j7) but not in –MMS-only (P 9 10j2).
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essential genes (Hsf1, Mcm1, Ndd1). Two of

the 14 MMS-sensitive TF-deletion strains

(sok2D and ecm22D) had not been reported in

a previous genomewide assay for MMS sensi-

tivity (6). The set also included seven of the

nine known cell-cycle regulators (12), as might

be expected given that DNA damage affects

cell-cycle progression (1). A search of the liter-

ature identified 15 TFs that had been previ-

ously associated with regulation of DNA repair

(13–15). Eight of these were also detected by

our systematic criteria; the remaining seven

were added to our list to yield a total of 30 TFs

associated with the DNA damage response.

We then used the technique of chromatin im-

munoprecipitation coupled with microarray chip

hybridization (ChIP-chip) to identify the MMS-

induced transcriptional network immediately

downstream of each TF (Fig. 2B). Exponentially

growing yeast cultures were exposed to 0.03%

MMS for 1 hour, resulting inÈ50% cell viability

(3, 6). At a significance threshold of P e 0.001,

a total of 5272 protein-DNA interactions with

2599 distinct genes were identified for the 30

factors. To reveal how the transcriptional

network was reprogrammed between damaging

and nondamaging conditions, we compared the

MMS-induced interactions for each TF to the

corresponding interactions as reported in nom-

inal (noninduced) growth conditions by Lee

et al. (11). Raw data from nominal condi-

tions were reanalyzed using a data process-

ing pipeline and significance threshold (P e

0.001) that were identical to those used for the

MMS experiments, yielding a total of 4996

protein-DNA interactions with 2588 distinct

genes for the same 30 factors in nominal

conditions. The detailed experimental methods

and raw data files (tables S1 to S4) are provided

in the supporting online material.

For each TF, we applied a pairwise statis-

tical analysis to score the overlap in promoter

binding between the damage-induced and non-

induced conditions (16). This method exploits

the dependency in P values of binding between

two related ChIP-chip data sets to identify TF-

promoter interactions with more sensitivity than

can be obtained if each data set were analyzed

separately (fig. S2). Using this method, the

number of promoters bound by each TF ranged

from 13 (Adr1 and Dig1) to 1078 (Ino4) with

an average of 214 per factor. Six factors bound

significantly (P G 0.05) more genes in the

presence of MMS, and conversely, eight factors

bound significantly more genes under nominal

growth conditions (Fig. 2B).

Several promoter sets were enriched for

DNA sequence binding motifs reported in the

literature (Table 1) (17–19). The observed shifts

in promoter binding for Cad1 and Hsf1 cor-

related with the known Cad1 and Hsf1 binding

motifs, which were enriched in the sets of

promoters bound before but not after MMS

exposure. We also used the ANN-Spec algo-

rithm (16, 20) to search each set of promoters

for motifs that had not been previously re-

ported. Four such motifs were found, associated

with Gcn4, Sko1, Ndd1, or Swi5, respectively

(Table 1). The GCTCGAAAA motif was found

upstream of 12 of 15 genes bound by Ndd1 in the

presence ofMMS, but was found upstream of only

3 of 30 genes bound in the absence ofMMS. Such

motifs may have been missed in past analyses

because they are not active before damage

exposure. They may represent DNA binding se-

quences bound directly by the associated factor

(Gcn4, Sko1, Ndd1, or Swi5) upon posttrans-

lational modification, or alternatively, they may be

bound by a different TF that is coordinately re-

cruited to the promoters after MMS treatment.

To identify combinations of TFs that regu-

late genes in common, we scored the signifi-

cance of overlap between the gene sets bound

by each pair of the 30 TFs (Fig. 3A) (hyper-

geometric test at P e 0.01). Cad1 was found to

pair with Yap1 in the absence of MMS but

paired with Hsf1 in the presence of MMS. Sev-

eral cell-cycle TFs that normally co-regulate

large numbers of genes (such as Fkh2 and Swi6

or Ace2 and Swi5) (12) no longer appeared to

do so after MMS treatment, perhaps because

DNA damage causes delayed progression

through the cell cycle. A prominent combination

that emerged after MMS treatment consisted of

Ino4 and six other factors (Dal81, Mcm1,

Rim101, Ecm22, Rpn4, and Uga3) from the

Bexpanded[ set, which regulated several hun-

dred genes in common (Fig. 3B). An additional

set of 9200 genes were targeted uniquely by

Ino4 both before and after damage exposure

(Fig. 3B), supporting a previous hypothesis that

Ino4 is a global regulator of gene expression (21).

Next, we sought to validate transcriptional

effects of the measured binding interactions and

to pinpoint the particular interaction pathways

involved in transmission of the damage response

signal. For this purpose, we used yeast genome

microarrays to monitor MMS-induced gene

expression changes across the viable knockout

strains (22) for the TFs found to be important in

the DNA damage response (16) (table S5). Of

the 30 TFs identified, 27 were nonessential

(Fig. 2A, column S) and could be profiled.

Hierarchical clustering over all genes confirmed

that these knockout profiles were globally more

similar to the responses of wild-type cells to

MMS Eas measured in this study and previously

(3, 4)^ than to the expression responses of

wild-type cells to other stress conditions (5, 23)
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(fig. S3). Furthermore, although È20% of the

transcriptional response to MMS may be due to

slowed cell cycle progression throughG
1
/S phase

(4, 5), most responsive genes were not period-

ically expressed during the cell cycle (fig. S4).

Processed expression data were analyzed to

identify genes that were genetically Bbuffered[
by one or more TF deletions. In this context,

we define Bdeletion buffering[ to mean an effect

in which genes that are normally differentially

expressed become unresponsive in a specific

knockout background. For each gene-TF combi-

nation, wild-type and knockout profiles were

analyzed to score the significance of the deletion-

buffering effect using a Bayesian scoring scheme

(fig. S5, table S6) (16). At P e 0.005, a total of

341 genes showed deletion buffering in the 27

knockouts, corresponding to 27 genes on average

over a range of 90 genes for the Adr1 knockout to

4 genes for the Ecm22 knockout (fig. S6).

As a positive control, we examined the

deletion-buffering results for Crt1 (Rfx1), a

transcriptional repressor of the ribonucleotide-

diphosphate reductase (RNR) complex that cat-

alyzes synthesis of new nucleotides during

DNA repair (24, 25). As expected, the expres-

sion levels of RNR2, 3, and 4 were deletion-

buffered in the crt1D strain but not in most

other strains, and Crt1 bound the promoters of

these genes before but not after MMS treatment

(Fig. 4A; fig. S7). Many of the remaining

deletion-buffering events represent previously un-

documented regulatory relationships. For ex-

ample, contrary to a previous report (26), we

found that both members of the Swi4-Swi6

complex could bind the DUN1 promoter and

were required for the DUN1 transcriptional re-

sponse (Fig. 4, B and C).

Beyond validation of individual interactions,

the deletion-buffering analysis provided insights

into the damage response system as a whole.

Paradoxically, the set of genes that are differen-

tially expressed in response toDNAdamage does

not significantly overlap with the set of genes

required for growth under damaging conditions

(7, 9). Our new expression data confirmed these

findings for MMS, but also showed that the

number of genes buffered by a TF knockout

was highly correlated with its degree of MMS

sensitivity (r 0 0.72) (Fig. 4D). For example,

adr1D, the most sensitive TF knockout in our

study, also buffered the largest number of

genes. Thus, the TFs most essential for cellular

recovery after MMS exposure are, apparently,

also the most central to the MMS transcription-

al response.

The opposite of deletion buffering is de-

letion enhancement, that is, genes that are

MMS responsive in a TF deletion strain but

not in the wild type. Deletion enhancement

was a much rarer event than deletion buffer-

ing. At the same P-value threshold, only 16

genes showed deletion enhancement, whereas

341 showed deletion buffering (table S7). TFs

associated with deletion enhancement appear to

be required to maintain stable expression of a set

of genes, which becomeMMS responsive in their

absence.

Only 11% of the observed deletion-buffering

events (37 out of 341) coincided with a direct

ChIP-chip binding interaction (fig. S8). Such

low overlap might occur for two reasons. First,

failure to detect deletion buffering does not

necessarily invalidate TF-promoter binding.

Second, an observed deletion-buffering effect

might be indirect, that is, mediated by longer

regulatory pathways connecting the deleted TF

to its regulated gene through one or more in-

termediate factors.

To identify these longer pathways, we ap-

plied a Bayesian modeling procedure (27) to

search the known physical network for the

smallest set of paths (of two interactions)

that were supported by the largest number

of deletion-buffering events (16). Types of

regulatory pathways identified are shown in

Fig. 5A. The physical network consisted of TF-

promoter binding interactions from (i) the 5272

interactions measured in the presence of MMS

for the 30 TFs in our study; (ii) the 4996 in-

teractions measured for these TFs under nom-

inal conditions; and (iii) 5903 interactions for

the 74 additional TFs assayed by Lee et al.

(11), also in nominal conditions. We also in-

cluded (iv) a set of 14,319 high-throughput

protein-protein interaction measurements from

the Database of Interacting Proteins (28). These

protein-protein interactions were measured in

cells grown in the absence of MMS and hence

might or might not be present in MMS-treated

cells. In the combined network, a link from

protein A to B represented the observation that

protein A directly targets the promoter of the

gene encoding protein B Esources (i) through

(iii)^ or that proteins A and B physically interact

Esource (iv)^.
In total, we identified 68 buffering events

that validated 88 longer paths. These paths

were combined with the 37 direct effects iden-

tified earlier to formulate a model of the tran-

scriptional response to MMS (Fig. 5B; tables

S8 and S9). This model explains the MMS

expression response of 82 genes and provides

the basic scaffold on which interprocess com-

munication is achieved in the transcriptional

response to an alkylating agent. At the core of

the model are the known damage response

genes RNR1, RNR2, RNR4, RFA1, RFA2, DIN7,

DUN1, and MAG1 (3). Although some of the

TFs regulating these genes are expected on the

basis of previous studies (e.g., Swi4, Swi6, or
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Crt1), many others would not have been pre-

dicted, including those that have been previ-

ously associated with lipid metabolism (Ino4),

stress response (e.g., Yap5), or cyclic adenosine

5¶-monophosphate–dependent signal transduc-

tion (Sok2). Overall, the model highlights

extensive regulatory cross-talk among the

processes of DNA replication and repair, cell

cycle and cell-cycle arrest, stress responses, and

metabolic pathways.

Every path of length two implicates an

intermediate factor that is expected to regu-

late a set of genes similar to that regulated by

the deleted TF. Some of these paths (6 out

of 88), such as Dal81YPdr1YHOR7 and

Fkh2YAce2YZWF1, were already consistent

with available data for both the source (e.g.,

Dal81 or Fkh2) and the intermediate (e.g., Pdr1 or

Ace2) factor, because both TFs were already

included among the 27 assayed (BReinforcing[ or
BFeed-forward loop[ in Fig. 5A). Other paths

included intermediate factors for which the

transcription profiles were implied but untested

(BIndirect[ in Fig. 5A), suggesting follow-up

experiments to refine the model.

Swi6 is thought to bind DNA in a complex

with either Swi4 or Mbp1 (29). To discriminate

which Swi6 targets were Mbp1 dependent, we

analyzed an mbp1 knockout strain. The set of

genes deletion-buffered by mbp1D was found to

overlap with the swi6D-buffered set, including

the genes RNR1 and DIN7 (Fig. 5C). Thus,

RNR1 and DIN7 appear to depend on both

Mbp1 and Swi6 for proper regulation.

Noting that loss of Rtg3 caused deletion buf-

fering of many downstream genes through the

path Rtg3YIno4, we investigated whether loss

of Rtg1, a binding partner of Rtg3 (30), would

produce a similar outcome. Indeed, loss of Rtg1

buffered many genes that were bound by Ino4

(Fig. 5C). However, the sets of Rtg1 versus

Rtg3 deletion-buffered genes did not strongly

overlap. Thus, in response to MMS exposure,

Rtg1 and Rtg3 appear to collaborate with Ino4

to regulate a battery of genes (whose products

influence phospholipid metabolism and retro-

grade transport), but their functional roles are

not interchangeable.

We have integrated TF binding profiles with

genetic perturbations, mRNA expression, and

protein interaction data to reveal direct and

indirect interactions between TFs and MMS-

responsive genes. The result is a highly inter-

connected physical map of regulatory pathways

supported by both binding and deletion-buffering

profiles. Some relations in this map are con-

firmed by previous studies, but most represent

the basis for new hypotheses. As systems-level

approaches continue to map the connectivity of

large cellular systems, an important goal will be

to make these maps even more integrative and to

learn how to use them to predict the effects of

different drugs, dosages, and genetic disposi-

tions on pathway function.
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Lamin A–Dependent Nuclear
Defects in Human Aging
Paola Scaffidi and Tom Misteli*

Mutations in the nuclear structural protein lamin A cause the premature aging syndrome
Hutchinson-Gilford progeria (HGPS). Whether lamin A plays any role in normal aging is unknown.
We show that the same molecular mechanism responsible for HGPS is active in healthy cells.
Cell nuclei from old individuals acquire defects similar to those of HGPS patient cells, including
changes in histone modifications and increased DNA damage. Age-related nuclear defects are
caused by sporadic use, in healthy individuals, of the same cryptic splice site in lamin A whose
constitutive activation causes HGPS. Inhibition of this splice site reverses the nuclear defects
associated with aging. These observations implicate lamin A in physiological aging.

M
utations in the lamin A gene (LMNA)

are responsible for the premature

aging disease Hutchinson-Gilford

progeria syndrome (1–3). The most prevalent

HGPS mutation (heterozygous Gly608YGly608

with C changed to T) leads to a splicing

defect and consequent generation of a trun-

cated, dominant gain-of-function lamin A

isoform (2, 3). HGPS patient cells have var-

ious defects in nuclear structure and function

(4–6). They are characterized by dysmorphic

nuclear shape (4), increased DNA damage

(5), and down-regulation of several nuclear

proteins, including the heterochromatin pro-

tein HP1 and the LAP2 group of lamin A–

associated proteins (6). Furthermore, HGPS

cells have altered histone modification pat-

terns, including reduced heterochromatin-

specific trimethylation of Lys9 on histone

H3 (Tri-Me-K9H3) (6).

It has not been clear how HGPS relates to

normal aging and whether lamin A plays any

role in the physiological aging process (7, 8).

To address these questions, we determined

whether HGPS-like nuclear defects occurred

in cells from normally aged individuals. Mul-

tiple skin fibroblast cell lines from old (81 to
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96 years) individuals consistently showed

nuclear aberrations similar to those seen in

HGPS cells (Fig. 1, A to D) (6). Whereas

most cells from young individuals (3 to 11

years) showed robust staining for HP1,

LAP2s, and Tri-Me-K9H3, a significant sub-

population of nuclei in cells from old indi-

viduals had reduced signals, similar to

previous observations in HGPS cells (Fig.

1A) (6). Quantitative single-cell analysis

demonstrated that the distributions of marker

levels were significantly different in cells from

young compared with old individuals (Fig. 1, B

and C) (P G 0.001). In cells from old indi-

viduals, between 40 and 90% (average of 61 T
23%) of cells showed a reduction of Tri-Me-

K9H3 (9), whereas this fraction was 20 to 32%

(average of 25 T 3.8%) in cells from young

individuals (Fig. 1, B to D). The percentage of

cells with reduced HP1 and Tri-Me-K9H3 in

cells from old donors was comparable to that

found in HGPS patient cells, although a

stronger overall reduction was observed in

HGPS cells, with many cells showing nearly

no signal (Fig. 1, B to C). Similar differences

were found for LAP2s.

The nuclear defects in HGPS patient cells

have previously been shown to accumulate

during passage in culture (4). Cell lines from

both young and old donors exhibited in-

creased defects with prolonged passage (Fig.

1, E and F). However, defects accumulated

much more rapidly in cells from old donors

than in cells from young individuals (Fig. 1F

and fig. S1). A further hallmark of HGPS

cells is an increased amount of unrepaired

DNA damage as indicated by the presence of

foci containing phosphorylated histone

H2AX (5). Similar to HGPS patient cells,

the percentage of nuclei with phospho-

H2AX foci was significantly higher in cells

from old individuals (43 T 6%) compared

with young individuals (12 T 3%; P G 0.001)

(Fig. 1, G and H). The accumulation of

H2AX foci in aging human cells is consist-

ent with similar recent observations in ba-

boons and mice (10, 11). We conclude that

cells from HGPS patients and normally aged

individuals share several common nuclear

defects.

The vast majority of HGPS cases are

caused by the constitutive activation of a

cryptic splice site in exon 11, which leads to

aberrant removal of the 3¶-terminal 150

nucleotides of this exon (2, 3). The resulting

D150 LMNA mRNA gives rise to a dominant

gain-of-function lamin A isoform containing

an internal deletion of 50 amino acids (D50
lamin A) (2, 3). Because the cryptic splice

site in the wild-type LMNA gene is highly

homologous to a generic consensus splice

donor site (Fig. 2A), we asked whether this

cryptic splice site is also used by default in

cells from healthy individuals. Reverse tran-

scription polymerase chain reaction (RT-

PCR) using primers in exon 9 and 12

amplified a minor truncated product in cells

from healthy individuals of all ages (Fig. 2, B

and C). DNA sequencing confirmed the iden-

tity of the product. Furthermore, all cell lines

tested expressed the D150 LMNA isoform

when detected with a pair of primers specific

for the aberrant splice junction (Fig. 2, B and

D). Transfection of a splicing reporter in

multiple cell lines from both young and old

donors confirmed the sporadic use of the

cryptic splice site in the wild-type LMNA tran-

script (Fig. 2, F and G). Quantitative RT-PCR

Fig. 1. Nuclear abnormalities in cells from old
individuals. (A) Immunofluorescence microscopy
on primary dermal fibroblasts from young (7 y)
and old (87 y) healthy individuals and a HGPS
patient. Scale bar, 10 mm. DAPI, 4¶,6¶-diamidino-
2-phenylindole. Intensity distributions of the
average fluorescent signal for (B) Tri-Me-K9H3
and (C) HP1g in fibroblasts from healthy individ-
uals of indicated age and a HGPS patient. (D)
Quantitation of cells showing reduced amounts of
Tri-Me-K9 in passage-matched population dou-
blings (PD) 19 cell lines from healthy individuals
of indicated age and a HGPS patient (9). (E and F)
Reduction of Tri-Me-K9 H3 over cell passage. Best
linear fits are shown. (G and H) Increased DNA
damage in passage-matched (PD20) cell lines
from healthy individuals of indicated age and a
HGPS patient detected by antibody to H2AX. Scale
bar, 20 mm. N 9 200.
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analysis using the splice junction primers

demonstrated that use of the cryptic splice site

was about 50-fold lower in cells from healthy

individuals than in HGPS cells and did not

increase with age (Fig. 2H). Use of the cryptic

splice site is not a cell-culture artifact, because

D150 LMNA mRNA is detectable in un-

processed human tissues (Fig. 2I). Similar to

cultured cells, no significant difference in the

amount of D150 LMNA mRNA was observed

in tissues from either young or old individuals

(Fig. 2I).

The occurrence of lamin A aberrant splicing

in wild-type cells suggests that D50 lamin A is

present in cells from healthy individuals. A

truncated protein of the expected molecular

weight was detected in wild-type cells by

antibodies against lamin A and C (lamin A/C)

upon extraction of soluble proteins and enrich-

ment for membrane-associated proteins (Fig.

3A and fig. S2). Analysis of liver tissues

confirmed the presence of D50 lamin A in old

individuals (Fig. 3B). Consistent with the

absence of any increase in D150 LMNA mRNA

levels, the truncated protein did not significant-

ly accumulate during aging (Fig. 3A). How-

ever, a striking change in lamin A/C localization

was detected in cells from old donors (Fig. 3, C

to E). Whereas in cells from young individuals a

substantial fraction of lamin A/C was present

throughout the nucleoplasm, this fraction was

almost completely absent in cells from old do-

nors, and the vast majority of lamin A ac-

cumulated at the nuclear rim (Fig. 3, C and D).

This distribution was similar to that in HGPS

cells, where the presence of the mutant lamin A

protein leads to the accumulation of wild-type

lamin A at the nuclear periphery (Fig. 3C) (6).

Importantly, lack of nucleoplasmic lamin A/C

strongly correlated with reduced amounts of

Tri-Me-K9H3 and HP1 at the single-cell level

(Fig. 3D). Thus, as in HGPS patients, cells from

old individuals express the D150 LMNA

mRNA, and lamin A is aberrantly localized in

the cell nucleus.

To directly demonstrate that the produc-

tion of the D50 lamin A protein by sporadic

use of the cryptic splice site in LMNA exon 11

was responsible for the observed changes in

nuclear architecture in cells from aged individ-

uals, we inhibited the cryptic splice site in cells

from old donors by using a previously charac-

terized oligonucleotide-based approach (6). A

morpholino oligonucleotide targeted to the

cryptic splice site (Exo11) was introduced by

repeated electroporation into cells from old in-

dividuals. We previously demonstrated that the

Exo11 oligonucleotide efficiently inhibits the use

of the cryptic splice site in vivo (6). Treatment

of multiple cell lines from old individuals with

Exo11 reversed their aberrant cellular pheno-

types (Fig. 4). Fluorescent signals of HP1 and

Tri-Me-K9H3 increased in cells treated with

Exo11 compared with the same cells treated with

a scrambled control oligonucleotide (Fig. 4A).

Fig. 2. Sporadic use of exon 11 LMNA cryptic splice site in cells from healthy individuals. (A) Comparison
between the consensus donor splice sequence, the wild-type LMNA cryptic splice site in exon 11, and the
mutated cryptic splice site in HGPS patients. Forward slash indicates the splice junction. (B) Schematic
representation of splicing events (dotted black lines) involving LMNA exon 11 and exon 12. The cryptic
splice site (dark box) and the position of different primer sets used for RT-PCR are indicated. RT-PCR
analysis of wild-type and HGPS fibroblasts using (C) primers detecting both the full-length (F) and the
truncated (T) LMNA isoforms or (D) primers specific for D150 LMNA (D ex11-ex12). Control ex8-ex9
primers detect all LMNA transcripts. Samples were analyzed in duplicate. Plasmids containing either full-
length or truncated lamin A cDNA were used as controls for specificity of D150 LMNA detection. (E)
Schematic representation of LMNA splicing reporter (9). The cryptic splice site (dashed box) is indicated.
(F) Immunofluorescence microscopy and (G) fluorescence-activated cell sorting analysis of fibroblasts
from a healthy individual transiently transfected with the indicated reporter minigene or untransfected.
Scale bar, 60 mm. Quantitative RT-PCR analysis of (H) wild-type fibroblasts and (I) tissues from healthy
individuals of indicated age and a HGPS patient. D150 LMNA RNA detected by using Dex11-ex12
primers relative to total LMNA RNA detected by using ex8-ex9 primers is shown.
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Fig. 4. Nuclear defects in cells from old individuals are
caused by use of the LMNA exon 11 cryptic splice site. (A)
Immunofluorescence microscopy on fibroblasts from an old
healthy individual after treatment with either Exo11
oligonucleotide or a control scrambled oligonucleotide.
Scale bar, 60 mm. (B and C) Quantitation of phenotypic
rescue upon treatment with Exo11 oligonucleotide. (D)
Quantitative RT-PCR analysis of HeLa cells and cell lines
from young and old donors upon treatment with either
Exo11 oligonucleotide or a control scrambled oligo-
nucleotide. Values represent averages T SD from a rep-
resentative experiment. Statistical significances of the
differences compared with mock-treated cells from the old
donor are indicated. One asterisk indicates P G 0.1. Two
asterisks indicate P G 0.05. (E) Quantitation of BrdU-positive
cells in cell lines from young and old donors upon treatment
with either Exo11 oligonucleotide or a control scrambled
oligonucleotide. Values represent averages T SD from three
independent experiments.

Fig. 3. Accumulation of lamin A/C at the lamina in cells from old individuals.
Western blot analysis of total protein extract and detergent insoluble fraction of
fibroblasts from (A) healthy individuals of indicated age, a HGPS patient, and
mouse fibroblasts and (B) from liver from healthy individuals probed with anti-
lamin A/C. D50 lamin A is not detected in mouse fibroblasts. A fourth protein
consistent with D10 lamin A (15) is also detected. Equal loading was verified by
Coomassie staining of the blot. (C and D) Immunofluorescence confocal
microscopy on passage-matched (PD21) fibroblasts. (D) Co-staining of fibroblasts from
an old individual. Scale bar, 10 mm. Lamin A/C signal shown in intensity
pseudocolors in upper right image. Arrowheads indicate nuclei with depleted
nucleoplasmic lamin A/C and reduced amounts of HP1g and Tri-Me-K9H3. (E)
Quantitation of percentage of cells showing depletion of nucleoplasmic lamin A/C
(average fluorescence intensity ratio nucleoplasm/lamina G 0.2) in passage-
matched (PD21) cell lines from healthy individuals of indicated age and a HGPS
patient.
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Quantitation of the distribution of HP1 and Tri-

Me-K9H3 confirmed the restoration of amounts

similar to those seen in cells from young in-

dividuals at similar passages (Fig. 4, B and C)

(P G 0.001). The reversibility of nuclear defects

upon blocking of the cryptic splice site in

LMNA directly demonstrates that lamin A is

causal in generating the age-related nuclear de-

fects. A smaller, but statistically significant,

effect was also seen in cells from young indi-

viduals at later passages, further supporting a

correlation between age and lamin A–dependent

nuclear abnormalities (Fig. 4, B and C).

Organismal aging has been linked to activa-

tion of p53-dependent signaling pathways and

initiation of the senescence program in a pre-

mature aging mouse model (12). To test whether

lamin A plays a role in the activation of p53-

dependent signaling pathways, we probed the

status of p53 target genes after elimination of

D50 lamin A from cells of old individuals using

the Exo11 oligonucleotide. Inhibition of lamin

A aberrant splicing resulted in significant down-

regulation of p21, IGFBP3, and GADD45B

compared with that of mock-treated cells (Fig.

4D). The status and response of p53 target genes

were variable among cell lines. Consistent with

the reduction in p53 activation, upon elimination

of D50 lamin A from old cells, the fraction of 5-

bromo-2¶-deoxyuridine (BrdU)–positive prolifer-

ating cells increased by 30% and was similar

to that in mock-treated young cells (Fig. 4E)

(P G 0.05).

The sum of our observations implicates

lamin A in physiological aging, showing that

the same molecular mechanism responsible for

the premature aging disease HGPS acts at a low

level in healthy cells. The observation that

HGPS and physiological aging share a common

cellular and molecular basis strongly supports

the notion that HGPS mimics at least some

aspects of physiological aging and suggests that

lamin A participates in the aging process in

healthy individuals. Accelerated aging in HGPS

might thus reflect an exaggerated lamin A–

dependent mechanism, which normally con-

tributes to physiological aging.

The fact that inhibition of the LMNA aber-

rant splicing event reverses the age-related de-

fects in nuclear structure demonstrates that these

abnormalities are caused by the D50 isoform of

lamin A. D50 lamin A lacks an internal pro-

teolytic processing site that is normally used as

part of the lamin A maturation process but

which is removed during the aberrant splicing

event (13). The uncleaved pre–lamin A interme-

diate accumulates at the nuclear rim (14), where

it is thought to exert its dominant effects (12, 14).

We show here that sporadic use of the cryptic

splice site in exon 11 in healthy individuals leads

to the production of the same pre–lamin A

intermediate. Our observation that neither the

amount of aberrantly spliced LMNA mRNA nor

the amount of D50 lamin A increases during

aging suggests that the nuclear defects are due to

the prolonged presence of D50 lamin A in the

nucleus. Aged cells might be more sensitized to

the presence of the aberrant lamin A isoforms

and less able to neutralize the negative effects of

D50 lamin A, possibly due to the existence of a

p53-dependent checkpoint, which senses struc-

tural abnormalities of the nuclear lamina and

links those to the activation of the senescence

program (12). Given our finding that several

nuclear defects in aged cells are reversible upon

inhibition of the aberrant splicing event in

LMNA, it will be interesting to determine

whether other cellular features of aging respond

to such treatment and whether organismal aging

can be modulated by interference with lamin A.
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Biogeographic Evolution of
Madagascar’s Microendemic Biota
Lucienne Wilmé,1 Steven M. Goodman,2,3* Jörg U. Ganzhorn4

The endemic species richness on Madagascar, relative to landmass area, is unparalleled in the
world. Many organisms on the island have restricted geographical ranges. A comprehensive
hypothesis explaining the evolution of this microendemism has yet to be developed. Using an
analysis of watersheds in the context of Quaternary climatic shifts, we provide a new mechanistic
model to explain the process of explosive speciation on the island. River catchments with sources at
relatively low elevations were zones of isolation and hence led to the speciation of locally endemic
taxa, whereas those at higher elevations were zones of retreat and dispersion and hence contain
proportionately lower levels of microendemism. These results provide a framework for
biogeographic and phylogeographic studies, as well as a basis for prioritizing conservation actions
of the remaining natural forest habitats on the island.

M
adagascar is renowned for its bio-

diversity and high levels of local en-

demism, particularly among forest

species (1). Proportionate to land area, there is

no other zone of the world with higher con-

centrations of biotic endemism across different

taxonomic levels (2), and explaining the

Borigins of the modern terrestrial I fauna of

Madagascar remainEs^ one of the greatest

unsolved mysteries of natural history[ (3).

At taxonomic ranks at and above the genus, the

notable degree of endemism can be partially

explained by the long isolation of Madagascar

from Africa (more than 150 million years) and

from India (less than 90 million years) (4).

Infrequent nonsynchronized colonization by

animals, and subsequent radiations, gave rise

to a largely endemic biota (5–7). However, the

processes that led to the evolution ofmany of these

radiations within the extant fauna—most of which

are forest dwelling and have high species-level

turnover on very small geographic scales—have

yet to be explained. Several attempts have been

made to address these questions, but often at geo-

graphically local or taxonomically restricted levels

(8). Neither adaptations to the present vegetation

formations nor rivers as barriers provide a

global framework for explaining the present

biogeographic distribution of a considerable

proportion of the island_s fauna (9–11).
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We propose a new hypothesis to explain the

evolutionary history of regional speciation in

Madagascar_s forest biota. Our hypothesis is

based on a detailed database of the island_s riv-
ers and associated watersheds and an analysis of

35,400 geo-referenced records of modern land

vertebrate species on the island. This mechanis-

tic approach uses various parameters, different

from previous models, to address the effects of

paleoclimatic shifts on patterns of dispersal and

vicariance at an intra-island level in recent

geological time. Data on the distribution of

modern Malagasy vertebrates were entered into

the Noe4D program (12); data sources included

verified specimens (housed in 34 museums

across the world), scientific literature, and

published field surveys (13). We used digital

files to construct overlays, including topograph-

ical and hydrological layers, derived from

Foiben-Taosarintanin_i Madagasikara maps (13).

Quaternary paleoclimatic variation has played

an important role in the distribution and specia-

tion of organisms on continental landmasses (14),

and these same fluctuations have influenced

Madagascar (15, 16). During periods of glacia-

tion, when the climate was cooler and drier,

natural habitats at lower elevations experienced

more-pronounced arid conditions than did zones

at higher elevations (17). The precise sequence

of cooler and drier periods is not well docu-

mented for Madagascar and cannot be easily

extrapolated from other regions (18, 19), but

Quaternary shifts of ambient temperature on the

island of more than 4-C have been postulated

(20). Even with these climatic shifts, orographic

precipitation allowed for the continuation of riv-

er systems and associated riverine forest habitat

along hydrological systems that had sources in

upper montane zones. We propose that these riv-

erine habitats acted as buffers for the maintenance

of more mesic local conditions and potential cor-

ridors for retreat toward higher altitudinal zones.

However, critical for the model presented here,

the influence of these climatic shifts was not

equal across watersheds, and those with sources

at relatively low elevations would have experi-

enced more-notable ecological shifts, associated

with aridification, and greater levels of habitat

isolation than those occurring at higher elevations.

On Madagascar, there are three mountains

at altitudes above 2000 m: one in the north

(Tsaratanana), one in the center (Ankaratra), and

one in the south (Andringitra). All of these zones

have a network of rivers with their sources

toward their respective summits (Fig. 1) and

would have provided a direct means of retreat

toward higher altitudinal zones during the vicis-

situdes of Quaternary or late Tertiary glaciation.

We analyzed the biogeographic importance of

rivers that had sources in different elevational

zones, and their associated watersheds, to explain

certain aspects of modern animal distributions.

The divides of those rivers with their sources at

upper elevations are considered here as Bretreat-
dispersion watersheds.[ During periods of glacial

minima, when the climatic conditions were no-

tably warmer and more humid, as compared with

glacial maxima with the inverse conditions, these

montane riverine corridors would have provided

the means for the expansion of geographical

ranges for a variety of organisms (Fig. 2).

Entire populations of a given species oc-

curring in the smaller watersheds, in between

retreat-dispersion watersheds, would have been

isolated through vicariant events, allowing for

extensive allopatric speciation. These events

would have been associated with, for example,

temporal aspects of climatic shifts, mechanistic

aspects of habitat differences, and isolation. The

farther the watersheds are from the three highest

summital zones on the island and the lower the

headwaters are from their associated rivers, the

more biotically isolated these areas would have

been between retreat-dispersion watersheds.

This scenario predicts several centers of

endemism in the more lowland and coastal por-

tions of the island (Fig. 2). For example, most

diurnal taxa of lemurs have recent distributions

consistent with the hypothesized centers of

endemism. Several new species of western

nocturnal lemurs of the genus Microcebus have

been described or resurrected from synonymy

(21), and their distributions are also concordant

with our centers-of-endemism hypothesis.

Madagascar is in the process of increasing the

current protected areas system on the island from

about 3% of the island_s surface to 10% over the

next 5 years (22). A simplified analysis, overlay-

ing the centers of endemism and remaining forest

cover on the current protected areas, reveals sever-

al areas that are in need of further action (Fig. 3),

including some that do not contain a single pro-

tected area (13). Other centers of endemism are

underrepresented, such as center 6 (south of

Mangoky watershed), a diverse area including the

Mikea Forest, theMahafaly Plateau, and the south-

ern spiny bush, and center 3 (between Mangoro

andMananara watersheds) with extensive remain-

ing natural humid forests and the ecologically di-

Fig. 1. Topography of Madagascar showing the three highest summits reaching altitudes above 2000 m.
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verse forested zone between Fandriana and

Marolambo and to the south of Ranomafana. The

retreat-dispersal watersheds are also poorly

represented, but in several cases these are regions

with little remaining natural forest cover.
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Fig. 2. The summital regions of the island are surrounded by highland areas and are the sources of major
river drainages that serve as routes of retreat into refugia and subsequent dispersion (white; labeled with
letters). Centers of endemism are assemblages of the smaller watersheds delimited between retreat-dispersion
watersheds (colored; labeled with numbers) and with their sources at lower elevations. Recent distributions of
diurnal lemurs (Eulemur, Indri, Lemur, Propithecus, and Varecia) show largely concordant patterns with the
centers of endemism proposed here at the level of species or subspecies. In a few cases, the distribution of
certain taxa crossover centers of endemism and these are designated with split coloration. Potential retreat-
dispersion watersheds are labeled a2, d6, and e6. The complex of E. f. fulvus—E. f. rufus is broadly
distributed across the retreat-dispersion watersheds and demonstrates broad regional genetic complexity.
The newly recognized taxa in the genus Microcebus from the western portion of the island (outlined in
black) show also consistent distribution with the centers of endemism presented here.

Fig. 3. Overlay between the centers of endemism,
natural forest cover, and the existing protected
areas system of Madagascar. The dark north-south
line running the length of the island is the
continental divide between eastern and western
draining watersheds. Forest cover figures are from
the 1994 ‘‘Inventaire Ecologique et Forestier
National’’ assessment (23). See Fig. 2 for the
key to the names of the centers of endemism.
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