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Counting Statistics and Quantum Gases 
Nearly 50 years ago, Hanbury Brown and Twiss showed that photons
emitted from a classical thermal light source are correlated, but
when the light source was replaced with a coherent one, the
correlations disappeared. Their experiment
stimulated the birth of modern quantum
optics. Schellekens et al. (p. 648, pub-
lished online 15 September; see the Per-
spective by Knight) have now observed
analogous behavior for ultracold quantum
gases and show that atomic correlations
vary with the nature of the atom source.
For a nondegenerate quantum gas, akin to
the thermal optical source, the correlations
exist, but when the gas is cooled further to
form a coherent ensemble (a Bose-Einstein
condensate), the correlations disappear.

Opto-Optical Modulation
Continued progress in fiber optic commu-
nications will rely on the ability to increase
the modulation frequency of the optical
signal. Present electro-optic modulators
typically operate below 100 gigahertz.
Carter et al. (p. 651) describe quantum
optical effects in a semiconductor quantum-
well structure with an optical response at
several terahertz. The effects are analogous
to those seen in atomic and molecular
three-level systems where a pump beam
induces coherent oscillations between the
two lower levels and creates electromag-
netic-induced transparency for a probe
beam when it is resonant with one of the
lower-level to upper-level transitions. Full
optical control over the modulation
process should allow communications to
operate at much higher frequencies.

Magmatic Activity Maintained
A simple view of oceanic crust formation is that magma rises at
spreading ridges and cools as it moves away. During cooling,
magnetic minerals preserve the orientation of Earth’s magnetic
field and create symmetric patterns of magnetic stripes across the
ocean floor. Evaluating this simple process has been difficult,

however, because most oceanic crust
lacks the mineral zircon, which contains
sufficient uranium for the most accurate
determination of the ages of crystal-
lization of magmas. Schwartz et al.
(p. 654) have now identified and separated
zircons from oceanic crust formed along
the Southwest India Ridge, a ridge that is
spreading slowly. Significant magmatic
activity began in each segment of crust
long before most of the magmatism
and the characteristic magnetic signature
were locked in.

Ground Truth About Arctic Warming 
Although radiative forcing by greenhouse gases will likely have
the most significant influence on the amount of surface warm-
ing that Earth will experience in the near future, other

processes can be just as or
even more i m p o r t a n t  i n
part icular  regions. Chapin
et al. (p. 657, published online
22 September; see the Per-
spective by Foley) analyzed
field data from arctic Alaska
that show how changes in
summer albedo contribute to
warming trends there. These
reflectivity effects, now mostly

caused by longer snow-free
seasons but increasingly

by expansion of shrub
ranges in the future, are
as large in magnitude
as those caused by the
buildup of greenhouse
gases. These changes

have the potential to
amplify surface tempera-

ture increases by factors of
two to seven.

Microscopy of 
Melting Metal 
The nature of the solid-liquid
interface is key for under-
standing processes such as
liquid-phase epitaxial growth,
wetting, liquid-phase joining,
crystal growth, and lubrica-
tion. For metals, studying this
interface in detail can be diffi-
cult because of the elevated

temperatures at which melting occurs. Using an advanced high-
resolution transmission electron microscope, Oh et al. (p. 661,
published online 6 October) studied the wetting of alu-
minum sitting on a substrate of alumina and observed 
crystalline ordering of the liquid atoms adjacent to the ordered
solid. The growth of the alumina was facilitated by the interfacial
transport of oxygen from the microscope column along the
solid-liquid interface.

Inhibiting Bacterial Virulence 
and Cholera Susceptibility
Bacterial virulence gene products have been neglected as targets
for drug discovery because inactivation of virulence has not
produced bacteriocidal or growth inhibitory effects. Hung et al.
(p. 670, published online 13 October) screened a chemical 
library for molecules that block expression of the cholera toxin
gene (ctxA) and identified an inhibitor of virulence gene regula-
tion in Vibrio cholera. The compound, termed virstatin, affects
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Demystifying Prostate Cancer 
Genetics
Many human leukemias display characteristic gene
rearrangements, the analysis of which has provided
valuable insights into disease mechanisms and
stimulated the development of promising therapies
such as Gleevec. Gene arrange-
ments also occur in the more
ºcommon solid tumors, but
they are bewilderingly
complex and thought to
be nonspecific. Tomlins
et al. (p. 644; see the
news story by Marx)
have developed a
method that allows
them to sort through
this cytogenetic com-
plexity and find the gene
rearrangements that occur
reproducibly in a high percent-
age of tumors. Using this method,
called COPA (for cancer outlier profile analysis), the
authors show that the majority of human prostate
tumors exhibit chromosomal rearrangements that
fuse specific transcription factor genes with the
promoter sequences of an androgen-regulated gene,
which in turn overexpresses the transcription factor
genes in the tumors. These results suggest that
COPA may be productively applied to other solid
tumors of comparable cytogenetic complexity.

edited by Stella Hurtley and Phil Szuromi
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the activity of a transcription factor, ToxT, the ctxA activator. ToxT activity is inhibited
by virstatin in both V. cholera and Escherichia coli. As expected, virstatin did not
affect growth of the bacteria, but nevertheless had a dramatic effect on the intestinal
colonization of V. cholera in mice.

Just the Right Size 
Two parameters control the eventual size of insects: their growth rate and the length
of their growth period. Ecdysone, a major steroid hormone, functions as a develop-
mental timer that controls the length of the growth period. Colombani et al.
(p. 667; see the Perspective by King-Jones and Thummel) now show that ecdysone
from the prothoracic gland of Drosophila also regulates the speed at which the
animals grow by inhibiting insulin/insulin-like growth factor signaling. This work
provides a conceptual framework for understanding how the final size of an organism
is determined and establishes a link between steroid hormone and insulin signaling.

The Tip of the Needle
The type III secretion apparatus helps transfer proteins from the bacterial cytoplasm
into that of a target eukaryotic host cell and includes a well-characterized needle-
like structure. The needle tip has not been characterized and represents a critical
player in bacteria-cell interaction. Mueller et al. (p. 674) now present evidence that
the needle of the Yersinia type III secretion apparatus is topped with a distinct struc-
ture, made of a critical protective antigenic protein, LcrV, one of the “translocators”
involved in protein transfer.

Appetite and the Adaptive Brain
Appetite and energy balance are regulated by the hypothalamic region of the brain,
and considerable progress has been made in defining the underlying neural circuitry.
Two studies underscore the emerging idea that these feeding circuits are not firmly

“hardwired” but rather exhibit remarkable plasticity,
even in adults. Luquet et al. (p. 683) show that spe-

cific neurons that are
strictly required for the
regulation of food in-
take in adult mice can
be removed without
detriment in newborn
mice, which suggests
that the feeding circuitry
can readily adapt to

change early in life. Kokoeva et al. (p. 679; see the
news story by Vogel) make the surprising observation
that a neurotrophic factor that induces sustained
weight loss in adult mice does so by stimulating the

proliferation of hypothalamic neurons. Pharmacological inhibition of this neurogenesis
compromised the capacity of the neurotrophic factor to induce long-term weight loss.
Hypothalamic plasticity thus adds another potentially important layer of complexity
to the regulation of body weight.

Bats Again 
Attempts to identify the wildlife hosts of emerging diseases have relied on analysis
of fecal material from wildlife, trade, and domesticated animals that reveal recent
infections circulating in the markets. Li et al. (p. 676, published online 29 September;
see the 30 September news story by Normile and the Perspective by Dobson) have
targeted their investigations on wild bats in China and discovered several genetically
diverse coronaviruses, one of which closely resembles the severe acute respiratory
syndrome (SARS) coronavirus. These findings implicate bats as the wild reservoir of
this virus.
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EDITORIAL
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I
am seriously tempted to offer my help to the president in selecting someone to become the next
commissioner of the U.S. Food and Drug Administration (FDA). Things have gotten so desperate that the
Bush administration might even welcome help from me. After all, I had the job once—even worked for a
president who was somewhat evangelical. And after the soap opera they’ve just put on, it’s hard to believe
that the new incumbent will last any longer than the last one, or the one before that. So they might turn to
me for help—it’s really that bad! 

Before we plod through the painful recent history of this agency, I remind readers that it was once in
respectable shape. A trusted, highly professional agency responsible for regulating about 25 cents of every
consumer dollar spent in America, it was also a model for developing new drug approval processes in
other countries. Of course, it was no stranger to controversy. Some critics thought that
meeting its regulatory requirements added costs and slowed the progress of medical
innovation. Others thought it played softball with the pharmaceutical industry,
risking the lives of Americans by approving inadequately tested drugs. I’ve
been asked whether the FDA doesn’t actually slow the rate of medical
innovation. Of course it does! The question is whether the risk of delaying
therapies is fairly well balanced against the risk of adverse drug
reactions. There is no agreed standard for finding that point of perfect
social utility, and the FDA has usually done reasonably well, annoying
equally its passionate critics on both right and left.

Now, to recent history: Late in his first term, President Bush made a
promising move by appointing Mark McClellan, a Stanford economics
professor and physician, as the FDA commissioner. The applause had barely
died down when McClellan was moved to Baltimore to run the Centers for
Medicare and Medicaid Services. Many thought this exile was preparation for
his appointment as secretary of Health and Human Services (HHS) when Tommy
Thompson left. But Thompson hung in there, and by the time his post was vacant,
Michael Leavitt was moved in to HHS from the Environmental Protection Agency. In
chess, this move—maneuvering powerful back-row pieces to change their locations—is called
“castling.” It is becoming increasingly familiar to followers of this administration’s personnel policies. 

The vacancy at the FDA remained under the acting leadership of Lester Crawford for months until President
Bush finally nominated him for commissioner. In my time, Les was a good head of the Bureau of Veterinary
Medicine at the agency. But “acting” is never a great job, and his Senate confirmation as commissioner was
put on hold by several senators. They wanted his promise to make the “Plan B” morning-after contraceptive
easier for consumers to get by moving it from prescription-only to over-the-counter access, as an FDA Advisory
Committee had recommended. Eventually, Crawford promised to do so and was confirmed. Meanwhile, a new
deputy commissioner was added at the FDA: Scott Gottlieb, a Wall Street drug stock analyst and former American
Enterprise Institute scholar. Who picked him isn’t clear.

Crawford resigned a scant 2 months after his Senate confirmation, citing age as a reason (at 67?), leaving Plan
B still in limbo and of course leaving the FDA slot open once again. You remember castling? Well, the president
castled an old Texas friend, National Cancer Institute (NCI) Director Andrew von Eschenbach, right into the
interim FDA job. It wasn’t quite castling, however, because castling requires the castled piece to move, and von
Eschenbach was initially slated to hold both posts! Many insiders were shocked because the NCI develops drugs
and sends clinical trials to the FDA, affording an endless opportunity for conflicts of interest. 

But hold on. After 2 days, the job-sharing idea disappeared, and it was announced that the NCI would be left
in the hands of Deputy Director John Niederhuber, a highly respected surgeon. From this act of the soap opera,
two conclusions can be drawn. First, from the reversal, we can gain reassurance that the administration is subject
to occasional attacks of embarrassment. Second, the quality of the NCI’s new leadership reminds us of baseball
Hall of Famer Casey Stengel’s mangled version of the old saying: It’s an ill wind that blows nobody no good.

Oops! I should have mentioned earlier that the main use of castling in chess is to protect the king.

Donald Kennedy

Editor-in-Chief

10.1126/science.1121473

Chess Game at the FDA
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V I R O L O G Y

Keeping Your 
Enemies Close
The immune system’s battle
with the human immuno-
deficiency virus is now a 
familiar one, yet an equally
important struggle takes place
between host and virus within
the cell. In particular, the cellular
antiviral factors belonging to
the APOBEC3 family of cytidine
deaminases impair provirus
function by peppering the 
viral genome with unwanted
mutations through the replace-
ment of guanine with adenine
(G→A).To protect itself, HIV-1
has evolved a protein (Vif) 
that binds to and directs the
degradation of APOBEC3G 
and APOBEC3F.

By scrutinizing viral
sequences derived from
patients and short-term viral
isolates, Simon et al. identified
naturally arising variants of 
the HIV vif gene at significant
frequency. Some of these 
mutations caused loss of 
Vif activity, whereas others

modified its function.
Correspondingly, provirus
sequences from certain individ-
uals with Vif variation carried
patterns of G→A replacement
that were consistent with 
activity of APOBEC3G. In 
other cases,APOBEC3F or both
enzymes appeared to be active
in generating HIV mutations,
suggesting that Vif variants were
mediating partial and distinct
inhibitory effects on APOBEC3
activity.Thus, rather than simply
silencing the APOBEC3 proteins
altogether, variation in Vif 
may allow it to employ the
assistance of host factors in
increasing viral sequence 
diversity within an infected 
individual. — SJS

PLoS Pathog. 1, 20 (2005).

C E L L  B I O L O G Y

Long-Lived Cells

Long-term storage of cells at
very low temperatures can be
very costly.

Therefore, simple and reliable
methods to maintain stable
cells at ambient temperature

would be desirable. Prior meth-
ods have used trehalose or 
glycan as additives for relatively
short-term cell storage of air-
dried cells from monolayers.
Jack et al.now demonstrate
storage of mammalian tissue
culture cells at room tempera-

ture for up to 6 weeks. In this
method, cells are grown in such
a way that they cannot attach
to the culture vessel surface
and form three-dimensional

multicellular aggregates.
The surface cells of these 
“spheroids” become quiescent.
The spheroids can then be
stored on agarose under partial
vacuum with antistatic control
in the dark at room tempera-
ture. After rehydration, cells
were able to recover and grow
when cultured further.
Cell survival and recovery after
rehydration depend on endoge-
nous cytokine production and
the subsequent activation of
JNK and NF–kappa B signaling.
Hopefully, the ability to induce
metabolic arrest in human cells
without chemical intervention
will be useful to study cell cycle
control and aging as well as
other metabolic processes 
and disease. — BAP

J. Cell Physiol. 10.1002/jcp.20499
(2005).

A P P L I E D  P H Y S I C S

Carrier Dynamics
Under the Microscope
The performance of electronic
devices such as thin-film 
transistors or semiconductor-
based light-emitting diodes
depends crucially on the
dynamics and spatial
distribution of the carriers
throughout the device. In the
case of light-emitting diodes,
carriers can be lost because of
both radiative and nonradia-
tive recombination. Although
imaging the radiative losses is
fairly straightforward, imaging
the nonradiative recombina-
tion centers presents more 
of a challenge. Okamoto et al.
have developed a pump-probe
technique based on scanning
near-field optical microscopy
and use it to image, on the
submicrometer scale, the
radiative and nonradiative
recombination centers
throughout the active layer 
of an indium-gallium-nitride
quantum-well–based light-
emitting diode. Knowledge 
of the relative contributions
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E C O L O G Y / E V O L U T I O N

After the Catastrophe

The study of recolonization and succes-
sion after catastrophic disturbance can
offer insights into the rules governing the
assembly of ecological communities and
how species interact during colonization
and invasion, as well as the speed and
trajectory of recovery.Catastrophes—and
responses thereto—come in many forms.

Planes et al.followed the recovery of
coral reef fish assemblages after a
thoroughly unnatural catastrophe: the
underground nuclear tests carried out at

Mururoa atoll in the Pacific between 1976 and 1995.Typically, the pressure wave from each test
caused the instant death of all fish within 2000 m of the test site, while leaving the reef structure
unchanged. Even so, the fish diversity and abundance that are characteristic of undamaged
reef were restored within 1 to 5 years by immigration and recruitment from neighboring areas,
suggesting that reef structure is a vital factor in community assembly. In contrast, Pitman et al.
document a very slow recovery after a catastrophic flood that probably took place in an
Ecuadorian tropical rain forest five centuries ago; tree species number has yet to recover to
half that of neighboring unaffected areas, and there is a greater abundance of light-demanding
early-successional species. — AMS

Ecology 86, 2578 (2005); J. Trop. Ecol. 21, 559 (2005).

Muraroa atoll.

Outgrowth of cells from 
spheroids before (left) 
and after (right) storage.
Dead cells are stained red.

Published by AAAS



from these radiative and nonradiative
recombination centers can be expected
to lead to improvements in device 
performance as that information is fed
back into the materials preparation and
device design. — ISO

Appl. Phys. Lett. 87, 161104 (2005).

E A R T H  S C I E N C E

Salt and Sustainability

Agriculture in many semi-arid areas of
the world requires irrigation—from
either stored snowmelt or groundwater.
High evaporation rates in turn lead to the
accumulation of salts in the soil that
hinder productivity and can degrade
water quality downstream and, over
time, potentially in groundwater.
Salination of soils is affecting critical
agricultural areas such as the Nile Delta
and central California. Schoups et al.
present a model of the hydrologic
history of the San Joaquin Valley,
California, that accounts for the salt 
deposition in soil, the salinity of surface-
and groundwater, and the history of
water use during the past 60 years. By
including information about the shifts in
irrigation sources and about extreme
droughts, the model accurately predicts
the local distribution of salt in the San
Joaquin soils. Although the amount of
salt in the soils has held steady recently,
the model suggests that recharge waters
moving through these deposits are
increasing the salinity even of deep
aquifers, and will likely continue to do so,
posing a major problem for the sustain-
ability of agriculture in this region. — BH

Proc. Natl. Acad. Sci. U.S.A. 10.1073/pnas.0507723102
(2005).

N E U R O S C I E N C E  

Adenosine and Sleep

Slow-wave sleep is intricately linked to
sleep depth, sleep consolidation, and
sleep quality. Slow-wave sleep is also 
a good measure of the need for sleep,
and it is tightly regulated during develop-
ment. There is accumulating evidence
that the neuromodulator adenosine
plays an important role in sleep and
sleep regulation. Retey et al. analyzed the
sleep phases and associated EEG patterns
of study participants with different
genetic variants of the adenosine-metab-
olizing enzyme adenosine deaminase and
of the adenosine A2A receptor. A frequent
functional polymorphism in the gene

encoding adenosine deaminase con-
tributes to the high inter-individual 
variability in sleep intensity. Slow-wave
sleep was longer and sleep was more
intense in participants with the 22G/A
genotype than in those with the G/G
genotype. Investigation of the A2A

receptor polymorphism revealed that the
EEG power in the 7.5- to10-Hz frequency
range was higher in individuals with the
1976C/C genotype than in others
expressing the T/T genotype. However,
this difference was observed during the
different sleep phases as well as during
the waking state. Thus, several aspects of
the well-known inter-individual variability
in human sleep and the need for sleep
are associated with polymorphisms in
the adenosinergic system. — PRS

Proc. Natl. Acad. Sci. U.S.A. 102, 15676 (2005).

C H E M I S T RY

Oxidizing Organic Cyanides
Copper monooxygenases can use O2

to hydroxylate a wide variety of sub-
strates; for example,

dopamine α-
monooxygenase
can convert 
benzylcyanide to
benzaldehyde 
and cyanide. Li 
et al. have synthe-
sized a dicopper
complex that can
hydroxylate
nitriles. A binucle-
ating ligand was
used that binds
two Cu(I) ions
through three N
atoms and thus
allows each Cu(I)
to also coordinate
a nitrile; an OH on
the bridging por-
tion of the ligand
is noncoordinating.

Addition of O2 at –80˚C in nitrile solvent
produced a hydroperoxide-bridged Cu(II)
species in which the alkylamino N atoms
no longer bind the Cu atoms.Warming 
to room temperature forms the aldehyde
from one solvent nitrile, apparently 
by first eliminating water to form an 
α-hydroxynitrile that rearranges to 
leave one Cu(II) with a cyanide ligand.
This species then dimerizes to form a
tetranuclear Cu(II) complex. — PDS

J. Am. Chem. Soc. 10.1021/ja054948a (2005).
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D ATA B A S E

Free the Crystals!
This site is some
crystal logra-
phers’ answer
to open-source
software, provid-
ing an alternative for chemists
and other researchers who can’t afford the
fees charged by suppliers of crystallographic
data. Supervised by an international team
of scientists, The Crystallography Open
Database houses measurements for some
18,000 molecules, from superconducting
materials to antibiotics.Visitors can scan the
data, which were contributed by
site users, for molecules sport-
ing a specific combination
of elements. The results
appear as a standard
“Crystallographic Infor-
mation File” that includes
atomic coordinates and the
source of the measure-
ments. A linked site furnishes
predicted structures for more than 1500 com-
pounds, such as boron-containing nanotubes
(top image) and fluoroaluminate crystals.

www.crystallography.net
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R E S O U R C E S

Where Birds Count
The careful observations of birdwatchers are invaluable to
scientists studying avian distribution and abundance. eBird,
a recently revamped site from Cornell University’s Lab of
Ornithology and the National Audubon Society, helps
researchers access and analyze birders’ tallies. One of the
lab’s collaborations with birdwatchers (Science, 3 June,
p. 1402), eBird lets visitors submit their sightings to a
database that already has entries from 15,000 people.
Researchers can then parse the records, plotting counts for

a particular area or species. For instance, you can chart the
number of ospreys seen in each week of the year and map the
fish-eaters’ favorite haunts.

www.ebird.org

C O M M U N I T Y  S I T E

Schizophrenia Symposium
Find out the conclusions of the latest study comparing different
antipsychotic drugs, track down a potential collaborator in Italy,
or discover what leading schizophrenia researchers have on their
minds. You can do all this and more at the Schizophrenia
Research Forum, which officially opened this week. Sponsored
by the nonprofit National Alliance for Research on Schizophre-

nia and Depression and the U.S. National Institute of Mental Health, the diverse site
is modeled on a meeting place for Alzheimer’s researchers (www.alzforum.org).
Features include a news section and interviews with scientists such as Robin Murray
of the Institute of Psychiatry in London, who helped show that “obstetric events” such
as premature birth boost the risk of schizophrenia. Visitors to the Idea Lab can bat
around novel notions. Live chats with experts start next month, and a gene database
is in the works.

www.schizophreniaforum.org

D ATA B A S E

Dinosaur Name Game
Like the ancient beasts themselves,
most of the names scientists have
coined for dinosaurs over the last 2 cen-
turies are defunct. At the new database
TaxonSearch from paleontologist Paul
Sereno of the University of Chicago,
researchers can uncover which handles
have survived and which have gone

extinct as experts have refined tax-
onomies. Unlike other narrower ref-
erences, the site focuses on taxo-

nomic levels above the genus, and it
will cover all archosaurs—the group that comprises dinosaurs and their kin—except for
birds and crocodiles. Dig into the listings to find out who first named a group, its official
definition, and its chronological range. For example, the name of the clade Ankylosauridae,
to which the herbivore Ankylosaurus (above) belongs, dates back to 1908. And if a name
has died out, you can learn why. Sereno has posted the first batch of 50 records and plans
to add about 700 more within the next few weeks.

Send site suggestions to netwatch@aaas.org.Archive: www.sciencemag.org/netwatch

I M A G E S  

Starring 

The Cell
Chromosomes caress, tangle,
then get wrenched apart as a
French torch song plays in
“Twisted Sisters,” probably the
most touching movie ever made
about the first division of meio-
sis. It’s also one of the standouts
at the Web site of the Bioclips proj-
ect, sponsored by the French government. The virtual multi-
plex displays entrants from the last four rounds of the Cin-
ema of the Cell festival. Held annually at the European Life
Scientist Organization meeting, the contest lets researchers
and students present their educational Web films, which use
techniques from traditional animation to stop-motion with
Lego blocks.The more than 30 shorts range from “A Day in the
Life of a Social Amoeba”to a work about the establishment of
cell polarity in nematodes from auteurs at the University of
Wisconsin, Madison (above).

www.bioclips.com

NETWATCH
edited by Mitch Leslie
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Cronyism
in Turkish
science

A cause of
prostate
cancer?

Th is  We e k

When Leemor Joshua-Tor received an
e-mail from the National Institutes of
Health (NIH) earlier this month regarding
her recent grant application, the structural
biologist at Cold Spring Harbor Laboratory
in New York was hoping for good news.
After all, a study section had ranked the pro-
posal highly in June. Instead, the agency
informed her that her application—contain-
ing a large amount of unpublished data
relating to a project she had been working
on for 10 years—had been posted on the
Internet, freely accessible to the public.

Joshua-Tor was not alone. One hundred
and forty grant applications submitted to at
least one NIH study section were recently
released onto nonsecure Web
pages. NIH has been mum about
the leaks, citing only a “security
breach” and vaguely alluding in
a Web-posted open letter to the
actions of a peer reviewer. More
surprising, the agency has not
informed all individuals affiliated
with the study section about the
incident and has not shared basic
information with affected authors
regarding exactly when or for how
long their supposedly secure pro-
posals were available for public con-
sumption. 

“This is the first time I’ve heard of
this happening, and it chills my blood,”
says Julio Fernandez, a biophysicist at
Columbia University, who chairs the
Macromolecular Structure and Func-
tion C (MSFC) study section that
reviewed Joshua-Tor’s grant applica-
tion. “It’s an unthinkable attack on the
entire system.”

NIH spokesperson Don Ralbovsky says
the agency can’t discuss the specifics of
the leak for security reasons. NIH would
also not comment on why all affected
authors had not been contacted or why
individuals affiliated with the MSFC study
section, including Fernandez and a number
of peer reviewers who served on the sec-
tion in June and February, had not heard of
the incident before Science brought it to
their attention. 

Confused and frustrated by the initial NIH
e-mail, Joshua-Tor requested more informa-
tion. She found the agency’s response unsatis-
fying. Israel Lederhendler, the director of
NIH’s Office of Electronic Research and
Reports Management, directed her to an open
letter posted on the agency’s grant Web site.*

It stated that “a peer
reviewer downloaded
review materials in
a way that allowed
Google to capture,
index them, and make
them accessible via its
search engine.” The

letter added that NIH had addressed the
problem and was taking steps to ensure
that it didn’t happen again. But Joshua-Tor
is still left with unanswered questions:
“The letter didn’t say what exactly had
gone up [on the Web] or how long it had
been up,” she says.

Some affected scientists have yet to hear
from NIH. Stephen Sprang, a biochemist at
the University of Texas Southwestern Medical
Center in Dallas, found out about his grant
application going public from a colleague, who
discovered Sprang’s proposal to the February
MSFC study section as well as his own on the
Web. “My reaction at the time was, ‘This is odd
and inappropriate,’ ” Sprang says. “Grant
applications are presumably private, and this
felt like an invasion of privacy.” Still, he says,
it’s difficult to assess the consequences of the
leak without knowing further details. 

One scientist whose grant proposal to
the June MSFC study
section was also made
public believes NIH’s
eRA Commons site,
designed for the elec-
tronic exchange of
grant information,
may have been the
source of the leak.

The scientist, who declined to be named
because his application is still pending,
came across his proposal on the Web while
doing a Google search for more informa-
tion on software he uses in his research.
He says he was able to access a number of
other applications simply by entering the
terms “sketch site: era.nih.gov” into
Google. When Science performed the
search, it brought up several grant titles,
but the proposals themselves were no
longer available. 

Some worry that such security lapses
could compromise NIH’s ambitious plans
to make its grant application and review
process entirely Web-based. The agency
plans to have all grant proposals submit-
ted electronically by May 2007. “I’m
sure there will be additional problems,”
says Vernon Anderson, a biochemist at
Case Western Reserve University in
Cleveland, Ohio, and a peer reviewer

on another MSF study section. Still, he
says, “personally, I’m more worried about
someone getting my Social Security or
credit card number than my grant informa-
tion.” And he notes that even before elec-
tronic submissions, there was always the
concern that peer reviewers would steal
ideas from an applicant’s proposal. “But at
least then, if someone stole your idea, you
could trace it back to the study section,” he
says. “Now, if something goes up on the
Web, there’s no way to trace who saw it.”

–DAVID GRIMM

‘Security Breach’ Leaks NIH
Grant Applications Onto Web

S C I E N T I F I C  C O M M U N I T Y

Going public. A letter posted on an NIH Web site
blames the grant leak on a peer reviewer.

*grants1.nih.gov/grants/letter_to_peer_reviewers.pdf

“It chills my blood.…
It’s an unthinkable attack on
the entire system.”

—Julio Fernandez,

Columbia University
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Why so few
Asian science
leaders?

The cosmic
dust puzzle

Phillip
Tobias
at 80

Foc u s

The Hubble Space Telescope
has joined the moon program.
For the first time in its 15 years
in orbit, NASA researchers
late this summer appropriated
the observatory for studies
not strictly related to science,
bypassing the rigorous peer
review usually needed to win
a slot on Hubble’s crowded
schedule, NASA revealed just
last week. At a press confer-
ence on 19 October, the scien-
tists also laid out the observa-
t ions—although not  the
detailed data—that they said
could help future astronauts
learn to live off the land.

Although NASA’s use of
the agency’s premier scientific
facility to push U.S. President
George W. Bush’s plan to
return humans to the moon is unprecedented,
researchers aren’t complaining—yet. Many
say the data are scientif ically useful and
should herald a flood of new information
from two future lunar missions.

As part of the Bush initiative, NASA
intends to launch a lunar orbiter in 2008, fol-
lowed by a robotic lander in the next decade.
The instruments aboard the spacecraft will
beam back data on potential human landing
sites and resources that astronauts could
extract, as well as detailed maps and spectro-
scopic information of value to basic science.
Exploration—that is, planning for human vis-
its—rather than pure science is driving the
projects, but researchers starved for lunar data
are enthusiastic. “Apollo was not driven by
science, but it was a quantum leap in our
understanding of the solar system,” says Carlé
Pieters, a geologist at Brown University. “It’s
high time we got serious about exploring the
character of the moon.”

The idea of using Hubble to image the
moon came from James Garvin, NASA’s
former chief scientist and now chief scien-
tist at Goddard Space Flight Center in
Greenbelt, Maryland, who made a formal
study proposal earlier this year. “This is a
jump-start for lunar science,” he said at the
Washington press conference. Hubble spent
a dozen orbits in late August imaging three
famous sites on the moon: the landing spots

for Apollo 15 and Apollo 17 and the
Aristarchus plateau, which has never been
visited by humans or robots. NASA scien-
tists used soil and rocks astronauts had gath-
ered at the first two sites to calibrate Hub-
ble’s ultraviolet sensors for highly accurate
analysis of Aristarchus. Because atmos-
pheric interference makes ultraviolet imag-
ing of the moon hard to do from Earth,
researchers until now have made do with
data from other wavelengths.

The plateau is 200 kilometers across and
rises 2 kilometers above the Ocean of Storms.
It is punctuated by a massive young crater,
42 kilometers wide and 3 kilometers deep.
The crater and the unusual pyroclastic forma-
tions in the region, caused by huge plumes of
lava, have long drawn scientific interest; the
plateau was one of the candidate sites for a
follow-on Apollo mission, which was can-
celed. Geologists are eager to probe the dark
basalts disgorged from deep within the lunar
interior, which contain volatiles absent from
other rocks, for clues to the formation and
evolution of the moon.

Garvin also wanted to gather data on a
mineral called ilmenite common in
Aristarchus’s basaltic flows. Made up of
oxygen, iron, and titanium, ilmenite could
provide a way for astronauts to make water
and rocket fuel—and eventually, extract
metals—from the lunar surface (Science,

12 March 2004, p. 1603).
That could signif icantly
lower transportation costs.
NASA is funding effor ts
on  Earth to break down
ilmenite into its constituent
parts. But for such an effort
to be feasible, the percent-
age of ilmenite in the soil
would have to be high—and
researchers are divided over
whether it is. Garvin hinted
that the new Hubble data
resolve the issue, but he and
his team declined to provide
details prior to publication.

The Space Telescope Sci-
ence Institute in Baltimore,
Maryland, which operates
Hubble and is funded by
NASA, agreed to the space
agency’s unusual request this

summer after “extensive interaction,” says
Bruce Margon, associate director at the
institute. Hubble policy written before its
launch allows NASA to use the telescope for
broader purposes, and Margon adds that
“this was a very small project and not an
issue of controversy.”

Some researchers, however, fear that in a
time of tight budgets, science might end up
playing second f iddle to exploration.
Although remote exploration could provide
new opportunities and technologies, “if it is
funded by siphoning money away from
robotic exploration, the net result will be a …
dearth of new discoveries in the cosmos” in
the next 1 to 2 decades, warns Jonathan
Lunine, a planetary scientist at the University
of Arizona in Tucson.

For Pieters, who was not involved in
Garvin’s project, any lunar data are good
news; she notes, for instance, that Hubble’s
ultraviolet readings will enable researchers
to prepare to use similar data when the lunar
orbiter is in place. “We don’t have good
remote-sensing data of the moon,” she says.
But once NASA’s spacecraft arrive there,
along with an armada of European, Chinese,
and Indian spacecraft, she predicts lunar sci-
ence will finally come into its own. “At the
end of 5 years, it is going to be absolutely
fantastic; we’ll be close to where we are now
with Mars.” –ANDREW LAWLER

Science Takes Back Seat as Hubble Shoots the Moon

A S T R O N O M Y

Hot prospects? Comparing UV and visible light reflected from Aristarchus impact
crater may reveal useful lunar minerals such as ilmenite.
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India Fissions Its 

Nuclear Research

U.S. and Indian officials gathered in New
Delhi last week to start delicate negotia-
tions over how India will separate its vast
nuclear establishment into military and
civilian components. In July, the allies
agreed to share nuclear technology and
expertise, an accord that promises to
make India, which has refused to sign the
Nuclear Nonproliferation Treaty, a full-
blown member of the atomic club.

But which Indian facilities and
researchers will come in from the cold
remains a thorny issue. “There is an inter-
nal debate going on within India about
where to go with this,” says Harvard non-
proliferation expert Matthew Bunn.
Although some facilities—such as the
Bhabha Atomic Research Centre in Mum-
bai—would likely stay secret, there will
be a tug of war over others, including the
fast breeder facility in Kalpakkam. Under
the new agreement, facilities declared
civilian would come under international
safeguards and enable scientists to col-
laborate. U.S. envoy Nicholas Burns, who
was in Delhi, warned that the separation
plan could take years to implement. Final-
izing the much-touted nuclear deal itself
will require a series of changes to U.S. law
and international rules, which the United
States and India hope to see happen by
early next year. –RICHARD STONE

U.S. Restricts 1918 Flu Virus

As expected, the federal government has
declared the resurrected 1918 pandemic
influenza virus a select agent and restricted
its use.The government is also exploring
whether other viruses containing any genes
from the 1918 flu should be controlled.

Three weeks ago, researchers at the
Centers for Disease Control and Preven-
tion (CDC) in Atlanta, Georgia, and else-
where reported that they had recon-
structed the complete 1918 virus, which
killed up to 50 million people (Science,
7 October, p. 28).Announced last week by
CDC, the new designation requires lab
registration with CDC, strict security
procedures, and FBI background checks
for researchers.

Now the agency must decide whether
other viruses containing 1918 flu genes
pose similar risks. “Viruses having even
one 1918 gene exhibit exceptional lethal-
ity,” notes microbiologist Richard Ebright
of Rutgers University in Piscataway, New
Jersey, in submitted comments. Even
nucleic acids for 1918 flu genes should be
controlled, Ebright argues.

–JOCELYN KAISER

ScienceScope

Three years after it was launched with high
hopes of identifying genes behind complex
diseases such as diabetes, the first, massive
phase of the International HapMap Project is
complete. Francis Collins, director of the U.S.
National Human Genome Research Institute
in Bethesda, Maryland, and a key participant,
calls the map “a dream … come true.” He and
others are concerned, however, that, as with
any novel tool, researchers may be reluctant to
apply it. And questions about the map’s use-
fulness, which have dogged it from the start,
haven’t entirely disappeared. 

The HapMap denotes haplotypes,
stretches of DNA that are inherited together
as unbroken blocks and can be identified by
just a handful of DNA markers known as

SNPs (single-nucleotide polymorphisms),
which are variations at the single base level.
The map allows gene hunters to get away
with less (and thus cheaper) DNA sequenc-
ing while still, it’s hoped, homing in on dis-
ease genes. The current HapMap—a finer-
resolution version will come out next
year—includes more than 1 million SNPs
drawn from the DNA of 269 individuals
from four different populations, because
haplotype frequencies vary based on evolu-
tionary history. An international consortium
announced the draft’s completion at the
annual meeting of the American Society of
Human Genetics in Salt Lake City, Utah,
this week; the map was also published in this
week’s issue of Nature. (The U.S. National
Institutes of Health contributed more than
$60 million toward the map’s $138 million
price tag; funds also came from the United
Kingdom, Japan, China, and Canada.)

Already, data from the map, which are
freely available online, are helping pave the
way toward finding genes involved in mac-
ular degeneration, dyslexia, and hyper-

tension, among other disorders. The
HapMap “opens up a really powerful new
approach [for finding disease genes], but an
unfamiliar one,” says Collins. Geneticists
aren’t necessarily accustomed to a gene-
hunting method based on population genet-
ics, Collins explains, so they may need
some encouragement to use the HapMap. 

David Altshuler of the Broad Institute in
Cambridge, Massachusetts, a leader of the
HapMap project along with Peter Donnelly
of Oxford, agrees. “When you present peo-
ple with the sort of data they haven’t had
before, you end up with a lot of foment and
confusion and excitement,” Altshuler says.
More than 500 scientists signed up for a ses-
sion in Salt Lake City on how to glean the
most from the map.

The Nature HapMap paper confirmed
that, as hoped, a select set of SNPs reliably

defines the DNA surrounding them, making
it possible to locate relevant genes

by comparing haplotype pat-
terns in different groups. It also
offers insights, say its more than
200 co-authors, into how evolu-
tionary pressure shaped the genome. 

But concern lingers about how
the HapMap will perform in the

hunt for disease genes. Last week,
two German researchers published a

paper in the American Journal of
Human Genetics in which they showed that
selecting a different set of SNPs turns up
somewhat different haplotypes. The worry
is that gene-hunting on different haplotype
maps—derived from different sets of
SNPs—might lead to divergent results, says
co-author Michael Nothnagel, a mathemati-
cian at Christian-Albrechts University in
Kiel, Germany. 

So far, however, there’s no evidence to
support that contention, say Altshuler and
David Cox, chief scientif ic off icer of
Perlegen Sciences in Mountain View,
California. Cox led a private initiative that
published its map in Science in February.
Although the haplotypes identified in that
map, of 71 Americans of Asian, European,
and African ancestry, differ somewhat from
those in the international consortium map,
both should point gene hunters to similar
DNA regions, says Cox. Exact haplotype
boundaries don’t seem to matter much, adds
Altshuler, who compares a haplotype block
with a mountain: No one agrees precisely
on where one begins, but there’s no dispute
that it’s there. 

–JENNIFER COUZIN

New Haplotype Map May 
Overhaul Gene Hunting
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Researchers are proposing that the long-
lasting effect of a compound that triggers
significant slimming in mice and humans is
caused by the growth of new neurons in the
brain’s appetite-control center. If the find
holds up—a company that tried to develop a
related compound into a weight-loss drug is
skeptical—it would be one of the first demon-
strations of a physiological effect of new
neurons in the adult mammalian brain. 

The compound under debate, ciliary
neurotrophic growth factor (CNTF), was orig-
inally identified as a protein that helps keep
neurons alive and prompts their differentia-
tion. But when researchers tested whether it
could keep motor neurons from dying in
patients with amyotrophic lateral sclerosis,
they found an unexpected side effect: The
patients lost their appetites and shed dramatic
amounts of weight. Researchers in the late
1990s then found that the compound produced
similar results in almost every type of obese
mouse—those munching on high-fat diets as
well as those with obesity-causing genetic
mutations. Initial clinical trials of a related
molecule called Axokine showed that it had
significant effects in overweight patients as
well (Science, 7 February 2003, p. 849). 

Especially impressive was the long-
lasting effect. With most weight-loss drugs,
animals and people quickly regain any
weight they’ve lost once they stop treatment.
But those receiving CNTF or Axokine don’t
have the urge to binge that normal dieters do.
“Many of us found the effect absolutely
stunning,” says Jeffrey Flier of Beth Israel
Deaconess Medical Center and Harvard
Medical School in Boston.

Initial hopes for Axokine dimmed when
many patients in larger trials developed
antibodies to the drug and stopped respond-
ing. But scientists are still trying to figure
out why it and CNTF work the way they do.
On page 679, Flier and his colleagues Maia
Kokoeva and Huali Yin conclude that CNTF
prompts the growth of new neurons in the
brain region called the hypothalamus,
which plays a crucial role in controlling
appetite and the body’s energy balance. 

The researchers gave mice that had been
on a 2-month high-fat diet a 7-day treatment
of both CNTF and bromodeoxyuridine
(BrdU), a compound that marks newly
divided cells. The compounds were injected
directly into the cerebrospinal fluid via
miniature pumps. As expected, compared to
a control group, the CNTF-treated mice lost
weight during treatment and kept it off for at
least 2 weeks after. 

At that point, the researchers examined
the hypothalamus in both groups of mice.

Those that received CNTF had about six
times the number of BrdU-positive cells,
especially around areas where the CNTF
receptor is expressed. A stain that identi-
fies maturing neurons marked some of the
new cells. And some new cells also seemed
to respond to an injection of leptin, a hor-
mone made by fat cells that regulates
appetite by signaling cells in the hypo-
thalamus and other brain areas.

The team also gave one group of mice
CNTF along with AraC, a compound that
blocks cell  division. The mice that
received AraC and CNTF initially lost
weight, but after going off both drugs,

regained the weight and then surpassed
even control mice that had been eating
extra calories during the whole experi-
ment. Flier suggests that CNTF has a dual
function: During treatment, it suppresses
appetite by activating the leptin-respon-
sive pathway in the hypothalamus. And by
triggering the growth of new leptin-
responsive neurons there, it makes the
body more sensitive to leptin even after
treatment is stopped.

“It’s a very clever set of experiments,”
says Jeffrey Macklis of Massachusetts
General Hospital and Harvard Medical
School in Boston, who studies neurogene-
sis. However, he doubts CNTF is promoting
new cell division. More likely, he says, the
compound is supporting the survival of
immature brain cells that might normally
be produced in small numbers in the hypo-
thalamus. Theo Palmer of Stanford Univer-
sity in Palo Alto, California, calls the work
“very exciting” but adds that the paper
doesn’t test whether the leptin-responsive
newborn cells are full-fledged neurons or
whether newborn cells in other areas con-
tribute to the effects.  

Moreover, George Yancopoulos of
Regeneron Pharmaceuticals in Tarrytown,
New York, the company that developed
Axokine, challenges Flier’s understanding
of how CNTF works. The main effect, he
says, can be explained by CNTF’s suppres-
sion of appetite-increasing molecules such
as the signaling factor NPY. Whatever
CNTF’s mechanism, neuroscientists and
metabolism researchers are hungry for a
resolution to the mystery. 

–GRETCHEN VOGEL

Does Brain Cell Growth Drive Weight Loss?
N E U R O S C I E N C E

More brain, less gain? Growth of new brain cells
may curb appetite.

French Agency Cited for Lack of Women 
PARIS—France’s main basic research agency,
CNRS, drew sharp criticism this week over
the lack of women on its board of directors.
The furor erupted when physicist Elisabeth
Dubois-Violette, former president of the
CNRS scientific council, complained in
letters to agency officials and Research Minis-
ter François Goulard that a new 21-member
board includes only one woman, despite a
recent law guaranteeing women parity in
the workplace. Goulard added fuel to the
fire when he was quoted in the newspaper
Le Monde as saying that Dubois-Violette
was upset because she had not been given a
CNRS directorship. Dubois-Violette rejects the
accusation: Having served as scientific council

chief for 4 years, she told Science, “I … want
more time to devote to my research.”

The dispute quickly blossomed on the
Internet. Cell biologist Alain Trautmann, who
led the researcher protest movement
against government spending cuts last year,
launched a petition calling for more women
in science policy positions; early this week it
had gathered hundreds of signatures. The
fracas is adding to woes of the embattled
CNRS, whose top officials—President
Bernard Meunier and Director Bernard
Larrouturou—have clashed over a plan to
reform the agency.

–BARBARA CASASSUS

Barbara Casassus is a writer in Paris.
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ITER Head Named
The first director-general of the $11 billion
International Thermonuclear Experimen-
tal Reactor (ITER) is likely to be Kaname
Ikeda.A University of Tokyo engineering
graduate, Ikeda worked his way up
through the ranks at the former Science
and Technology Agency before entering
Japan’s diplomatic corps; he is currently
ambassador to Croatia. Barring objections
from other ITER partners, Ikeda’s appoint-
ment will likely be formally announced at
an ITER meeting in Vienna in December.
European negotiators agreed after an
18-month standoff over the reactor’s site
to support Japan’s director-general nomi-
nee; Japan in turn agreed to back the
European Union’s candidate site of
Cadarache, France, where construction
could begin by 2007.

–DENNISNORMILE

Prize for Cheap Sequencing 
The first team to demonstrate a genome
sequencing method costing $1000 could
win a prize under consideration by the
X Prize Foundation in Santa Monica, Cali-
fornia.Announced last week at a Hilton
Head, South Carolina, meeting and
expected to be in the millions of dollars,
the award would supplant a $500,000
pledge by the J. Craig Venter Science
Foundation in 2003.The X Prize Founda-
tion, which has previously funded space-
flight prizes, will decide next week about
the new prize’s future.The rules will likely
demand that a contestant completely
sequence 100 human genomes by the end
of the decade—or sooner.

–ELIZABETH PENNISI

Stem Cell Law Decelerated
Frustrated activists are looking toward
next year for a Senate vote to relax
restrictions on stem cell research. In July,
Senate Majority Leader Bill Frist (R–TN)
promised a prompt vote on S. 471, a
measure passed by the House in May that
would allow federally funded researchers
to work with human embryonic stem cell
lines now restricted by the White House.
Lobbyists say the measure can easily pass
the Senate, but hurricanes and Supreme
Court nominees have blown stem cells off
the calendar. Co-sponsor Arlen Specter
(R–PA) said last week that Frist has now
committed to bringing it to the floor
before next Easter.The House bill passed
238–194 in May; President George W.
Bush has threatened a veto.

–CONSTANCEHOLDEN

Although gene fusions are well known to
drive the development of blood cancers, such
as leukemias and lymphomas, only rarely
have they been detected in the common solid
cancers, such as breast, prostate, colon, and
lung cancer. Now researchers have uncovered
the first evidence that such fusions play a
widespread role in prostate cancer.

The finding comes from Arul Chinnaiyan
of the University of Michigan Medical School
in Ann Arbor and his colleagues. On page 644,
they report that perhaps as many as 80% of
prostate tumors carry fusions of a segment of
a gene called TMPRSS2 with either of two
genes encoding related proteins, ERG and
ETV1, involved in gene regulation.

Because the two proteins are components
of a major cell growth control pathway, the
f inding may help explain the origins of
prostate cancer and provide a new target for
therapeutic drugs. “If it holds up, it’s the most
common somatic [genetic] change in prostate
cancer—and it’s a fascinating one,” says
William Isaacs, a prostate cancer expert at
Johns Hopkins University School of Medi-
cine in Baltimore, Maryland. “It will invigor-
ate the field in terms of looking for these
kinds of fusions in other common cancers.”

Although cancer researchers suspected
that gene fusions might be lurking in solid
cancers, the abnormalities eluded detection
partly because the tumors display so many
chromosomal abnormalities that it’s hard to
sort out which are significant. To get around
this, Chinnaiyan and his colleagues took a
bioinformatics approach to look for “outlier”
genes: those that show very high expression
in a set of cancers. They first surveyed the
Oncomine database, a set of gene-expression
data from DNA microarray experiments that
was compiled by the Michigan team. “We
found that we were picking up known gene
rearrangements,” Chinnaiyan says. “That told
us we were on the right track.”

Among the top 10 outlier genes identified
were ERG and ETV1—both overexpressed in
prostate cancers. ERG was already known to
be involved in oncogenic fusions, especially in
Ewing sarcoma, a relatively rare bone cancer.
And earlier this year, a team led by Gyorgy
Petrovics and Shiv Srivastava of the Uni-
formed Services University in Rockville,
Maryland, reported that the gene is over-
expressed in prostate cancer. Now, the
Chinnaiyan team’s work provides a possible
explanation for why ERG is overactive.

The researchers found that in prostate
cancers, each gene was frequently fused to
the beginning segments of TMPRSS2, which

encodes a protein-cutting enzyme that is
turned on by the male hormone androgen.
The gene fusions occurred both in cultured
lines of prostate cells and also in about 80% of
the 29 primary prostate cancers examined.
They were present, however, only in those
cells with high expression of ERG or ETV1, an
indication that the fusions might underlie the
excess activity of the genes. The overactivity
may be due to the fact that the fused TMPRSS2

sequences carry so-called androgen response
elements needed for androgen stimulation.

Indeed, androgen treatment greatly
enhances ERG production in cell lines carry-
ing the fused gene. The finding is intriguing

because many prostate cancers are androgen-
dependent early on and thus can be treated with
drugs that block action of the hormone. Ulti-
mately, though, this dependence is lost and the
cancers grow again. The fused ERG and ETV1

genes would be one place to look for the
changes leading to that outcome, Isaacs says.

Whether identifying these gene fusions
will lead to better therapies for prostate can-
cer remains to be seen. There is precedent, as
the leukemia drug Gleevec blocks the product
of a fused kinase gene. But ERG and ETV1,
which are transcription factors that regulate
gene expression, present tougher targets.

Also unknown is whether similar gene
fusions, also called translocations, occur in
other common solid cancers. Janet Rowley
of the University of Chicago, who pioneered
the early translocation work, is eager to find
out. “This approach cries out for application
to all large [gene] expression databases as a
remarkable tool for discovery of critical
genes and, potentially, new common trans-
locations,” she says. –JEANMARX

Fused Genes May Help Explain the
Origins of Prostate Cancer

MED I C IN E

Getting together. In this prostate cancer cell,
the ETV1 gene (red) and the TMPRSS2 gene
(green) are joined (yellow) on one chromosome.
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Scientists who accuse Turkey’s leading
politicians of meddling with scientific free-
doms and stifling debate are hoping the
European Union (E.U.) will take notice.
These complaints could have far-reaching
consequences: This month, Turkey was
invited to apply for E.U. membership, which
requires the country to demonstrate that its
research establishment meets European
standards. Critics say that scientific inde-
pendence has declined in Turkey, but a Turk-
ish science official dismisses this view as
coming from a privileged group that’s been
displaced by a shakeup.

Several prominent leaders in Turkey’s
science community—many of them current
or former heads of research boards and
institutes—have aired grievances about
research oversight. They charge, for exam-
ple, that the government has stacked the
board of the country’s main research fund-
ing body, TÜBITAK, with political sup-
porters. Indeed, critics say that Turkey’s
Prime Minister Recep Tayyip Erdogan has
refused to end political cronyism in spite of
several court decisions that declared the
disputed appointments illegal. They also
say that new rules governing university and
research appointments allow politicians to
play favorites. If the E.U. investigates, “it’s
going to be a very uncomfortable problem”
for the government, says Sevket Ruacan, a
professor emeritus of pathology at Hacettepe
University School of Medicine in Ankara and
former TÜBITAK board member.

The dispute over TÜBITAK started
shortly after Erdogan came to power in
May 2003. As the new prime minister and
head of the Islamist-leaning Justice and
Development Party, he declined to approve
the election of six new TÜBITAK board
members. According to the body’s bylaws,
the governing board has the authority to
elect new members, although the prime
minister appoints them. Erdogan also over-
ruled the board’s decision to reelect physi-
cist Namik Kemal Pak as its president.
Instead, Erdogan pushed through a new law
allowing the prime minister to appoint
board members directly. Erdogan then
named his own list of six board members
and appointed Nüket Yeti , an engineering
professor at Marmara University in Istan-
bul, acting president.

The critics’ second big concern is that
a new policy requiring government
approval of new university positions will
increase political meddling. Until last year,
the Turkish board of higher education
approved requests for new research posi-
tions, from graduate students to assistant

professors. But a law passed in May 2004
says the prime minister’s office must give
the go-ahead before lower-level university
posts can be created or f illed. “They are
taking the universities under their yoke
directly,” says Istanbul Technical Univer-
sity geologist Celal Sengör, a foreign
member of the U.S. National Academy of
Sciences and an outspoken government
critic. “If they don’t like the person, they
can take away the position.” 

The main opposition party in Turkey has
brought both matters to the country’s Con-
stitutional Court, which declared the gov-
ernment’s moves illegal. But the govern-
ment’s appointees remain in place, and there
has been no change in the approval system
for new positions. In the meantime, Sengör
and others say, the government is funneling
more of the country’s research budget
through TÜBITAK, cutting funds that were
previously allocated directly to universities. 

But TÜBITAK vice president Ömer
Cebeci says that university budgets have
increased in the past 2 years, although not as
much as TÜBITAK’s, which he says has
grown from about $8 million in 2003 to
more than $60 million this year. He also
claims that before the recent shakeup,
TÜBITAK had been under the control of
insiders who stifled new developments.
TÜBITAK stood still for 40 years, he says,
“while Turkey and its universities and scien-
tists grew. This was unacceptable. It was a
nice toy for a limited number of people.”
Cebeci says the science community has
responded positively to the changes. “In
2003, when the TÜBITAK administration

was not getting along with the government,
they received 850 funding applications. In
2004, we had proper relations with the gov-
ernment,” and the organization received
3800 proposals, he says.

Ruacan, who resigned earlier this year
from the TÜBITAK board in part over the
legal controversy, says he is torn about the
increased budgets. “More money is being
given,” he acknowledges, but he worries
that it may not go to the best science. “It is a

sort of a bribe to the scientific community.
All of a sudden they have enormous
resources, and … universities don’t want to
speak up” about political influence on fund-
ing or appointments, he says.

Aykut Kence, a professor of biology at
Middle East Technical University in Ankara
and an outspoken proponent of teaching
Darwin’s theories of evolution (Science,
18 May 2001, p. 1286), says that TÜBITAK
has rejected all five of his research funding
applications since 2003. He says the agency
told him the proposals were not original or
would not have a signif icant impact. “I
don’t want to believe that it is for political
reasons,” he says, but he adds that he had no
trouble getting funding before 2003.

Ruacan says he hopes the E.U. negoti-
ations will encourage the government to
abide by the court rulings. “The E.U.
talks are going to have a positive effect
overall. The E.U. asks so many questions,
it sometimes annoys everyone. But in
these matters,  the E.U. taking notice
might encourage the government to pay
attention to the law.”

–GRETCHEN VOGEL

Aggrieved Turkish Scientists Welcome an E.U. Review 
E U R O P E A N  S C I E N C E

Interference? Critics say Turkey’s Prime Minister Erdogan stacked the nation’s main research funding
agency,TÜBITAK, with party favorites.
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Virologist Kuan-Teh Jeang always thought
it strange that his employer, the National
Institutes of Health (NIH), would celebrate
Asian Heritage Week each year with a cul-
tural fair. “We’re not known for being great
cooks or dancers. We’re known for being
great scientists,” says Jeang about an ethnic
group that, according to 2000 census data,
comprises 14.7% of U.S. life scientists
despite being only 4.1% of the nation’s
overall workforce. So last year, he and
the NIH/Food and Drug Administration
Chinese American Association launched a
new tradition: inviting a distinguished
Asian researcher to give a scientific talk.

This May, as Asian Heritage Week
approached, Jeang and his colleagues had
another idea: Why not use the occasion to
examine the status of Asian scientists within
NIH’s intramural program? Jeang had
already collected some disturbing numbers
about opportunities for career advancement
at NIH, and he was eager to see whether
his numbers squared with an official tally
by NIH officials.

To his chagrin, they did. Whereas 21.5% of
NIH’s 280 tenure-track investigators (the
equivalent of assistant professors) are Asian,
they comprise only 9.2% of the 950 senior
investigators (tenured researchers) at NIH.
And only 4.7% of the roughly 200 lab or
branch chiefs are Asian. (For this story, the
term “Asian” includes all scientists with
Asian surnames, regardless of their citizen-
ship or immigration status. The group is
dominated by scientists of Chinese, Korean,
Indian, Pakistani, or Japanese origin.)
Within particular institutes, the numbers
were even more sobering. As of this spring,
just one of 55 lab chiefs at the National
Cancer Institute, NIH’s largest, was Asian.
At the National Institute of Allergy and

Infectious Diseases, where Jeang works,
none of the 22 lab chiefs was Asian.

To Jeang and others, the numbers point to
a glass ceiling for Asian life scientists seek-
ing to move up the career ladder. Asians are
welcome in most labs, the numbers seem to
say, and those who prove themselves can
earn a permanent position. (Taiwan-born
Jeang, who holds both an M.D. and Ph.D.,
came to NIH as a medical staff fellow in
1985 and was tenured in 1993.) But they

shouldn’t expect to enter senior manage-
ment. “We feel that the field is not level,”
says Jeang, who has calculated that, at NIH’s
three largest institutes, Asians make up
roughly 12% of the eligible pool from which
lab chiefs are drawn.

NIH isn’t the only place with a glass ceil-
ing, say some Asian life scientists. This sum-
mer, neuroscientist Yi Rao of Northwestern
University in Evanston, Illinois, took a look
at the leadership ranks of the two major pro-
fessional societies in his field: the Society
for Neuroscience (SfN) and the American
Society for Biology and Molecular Biology

(ASBMB). What he found was even more
troubling than the NIH figures.

His snapshot showed that none of the
26 ASBMB council members was Asian,
nor were any of the 193 members of the
society’s 11 standing committees. Asian
scientists make up fewer than 4% of the
703-member editorial board at its top-tier
Journal of Biological Chemistry (JBC), and
none of the 21 associate editors with decision-
making authority. Asians are equally invisi-
ble among the leadership ranks of the neuro-
science society, Rao found. They hold only
two of nearly 300 seats on 18 committees,
and none of the 15 elected officer and coun-
cilor posts. Looking back, Rao found that
only a handful of Asian scientists have ever
held such elective positions in the society’s
36-year history.

Rao says the message is clear. “How-
ever the phenomenon can be described, the
underlying problem is discrimination,” he
wrote in July letters to ASBMB and SfN
governing officers. “Chinese Americans
tend to be quiet, partly because their voices
and concerns are not listened to. But
should that mean obedience and subordi-
nation forever?”

Senior off icials at NIH, SfN, and
ASBMB don’t dispute the numbers,
although some say they were surprised by
them. “There’s an appearance of a glass ceil-
ing, which is troublesome,” says Michael
Gottesman, who heads NIH’s intramural
research program. “It makes you wonder if
there’s an inherent bias.”

Looking for factors that might help
explain the gap, he and others tick off the rel-
atively recent arrival on the U.S. scientific
scene of Asian scientists, language barriers,
and cultural stereotypes that prevent Asians
from being more aggressive in seeking pro- C
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Asian scientists are a major presence in U.S. biomedical research labs. So why do so few hold leadership positions?

A Glass Ceiling for Asian Scientists?

News Focus

Pressure from below.Asian scientists are under-
represented among tenured staff and lab chiefs.
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motions and honors. But in the end, they say,
their organizations have an obligation to try
to improve the situation. “The solution is
straightforward. We need to make their
accomplishments better known,” says
Gottesman, who met with Jeang and three
other Asian scientists this summer to discuss
how NIH could do better.

The stealth problem

For Rao, Jeang, and other Asian scientists,
the recent data-gathering exercise confirms
something they had long felt to be the case.
“It’s an unspoken truth,” says neuroscientist
Joseph Tsien of Boston University, who left
China in 1986 for graduate school and later
became a U.S. citizen. “We don’t fall into the
typical minority group because we’re not
underrepresented, especially in science. But
you see so many [Asian scientists] at the
bottom of the ladder and so few in the top
ranks. … It’s a funny situation.” In a letter
this spring to NIH Director Elias Zerhouni
that prompted NIH to gather the data, Jeang
explains that “we want to disabuse you of the
common mythology that Asians don’t want
to be leaders.”

But the issue is also very complicated,
says Yu Xie, a sociologist at the University
of Michigan, Ann Arbor, who has studied
both the behavior of scientists and the grow-
ing presence of Asians in U.S. society.
“Often people look at statistics, and they
jump to the conclusion that there has been
discrimination,” says Yu, who came to the
United States from China in 1982 for gradu-
ate school. “I haven’t seen any evidence that
it is the case. It might be true, but we just
don’t know enough to reach a conclusion
one way or the other.” Indeed, several Asian
scientists interviewed for this article say
they haven’t experienced any type of glass
ceiling. “I personally don’t feel that it
applies to me. But I’m not very sensitive,”
says Liqun Luo of Stanford University in
Palo Alto, California, who earlier this year
was named a Howard Hughes Medical Insti-
tute investigator.

Still, Luo says others have told him that
the ceiling exists and that the issue seems to
be on people’s minds. A Stanford colleague
contacted him after receiving Rao’s letter, he
says, and out of the blue, Luo says he was
invited to be on SfN’s program committee.

Neuroscientist Eve Marder of Brandeis
University in Waltham, Massachusetts, who
chairs the society’s program committee,
says she and the society’s other officials
believe strongly that all panels should have
diverse representation. “It so happens that
this year almost none of them do, and I rec-
ommended to the committee on committees
that they be more proactive.” She says she
also suggested to Rao a tactic that has
helped women rise through the ranks: “For-

ward us lists of people who are interested, so
that nobody can say that they don’t know
any Asian scientists” who are willing and
able to serve the society. 

The head of the committee on committees,
Irving Levitan of the University of Pennsylva-
nia in Philadelphia, says he was “stunned”
when he saw the numbers. “There is great
consciousness about gender and underrepre-
sented members,” he says. “But frankly, we
have not paid attention to Asian Americans
because they are so visible in the lab.”

For some ASBMB officials, the tone of
Rao’s message was as shocking as the mes-
sage itself. “It was a very insulting letter,”
says Linda Pike of Washington University in
St. Louis, Missouri. “He was accusing us of
doing something that was awful and terrible
and mean without bothering to find out why.
You can’t just look at the numbers.”

In her reply to Rao, Pike explored a ques-
tion often asked when the issue comes up:
How many Asian scientists are truly quali-
f ied to hold leadership positions? “How
many of the Chinese authors of scientific
papers are in a position to serve on ASBMB
committees?” she asked. “How many
choose to return to their country, and how
many seriously try to obtain faculty posi-
tions in the U.S.?” In addition, she noted that
“a lack of language skills could put a faculty
member at a severe disadvantage” in obtain-
ing funding and, thus, building the track
record needed to move up the career ladder.
“While I sympathize with your concerns,
there is much more that needs to be exam-
ined before diagnosing ASBMB as engag-
ing in discrimination.”

Even so, ASBMB is taking the charge
very seriously, says president Judith Bond
of Hershey Medical Center in Pennsylva-
nia. Last month, Bond says, the society
decided to invite “a Chinese-American
member” of the JBC editorial board to
become an associate editor, and the council
plans to discuss the issue of a glass ceiling
at its December meeting.

For Gottesman, inertia and a limited
number of available slots are bigger obsta-
cles to progress than the qualifications of
Asian scientists. “The pool is getting big-
ger,” he says. “But the average age of our
lab chiefs is about 10 years more than it was
10 years ago. There’s a need to turn those
positions over more often.” He says it’s his
job to remind the scientif ic directors to
look at a broader spectrum of potential can-
didates for these jobs.

A glass ceiling doesn’t mean that no
individuals have risen to great prominence
in the profession. Examples abound. In fact,
some Asian scientists say that the critics
have gone overboard in painting a bleak pic-
ture of the United States. “They are fighting
for a good cause, but they are going to an
extreme,” says Mu-Ming Poo, a neuroscien-
tist at the University of California, Berkeley,
about those who claim that the data prove a
glass ceiling exists. “The United States is
the most tolerant society in the world,
including China, for foreign scientists. In
10 years, Yi Rao will probably be holding
one of these leadership positions, and so
will many of his colleagues.”

Indeed, many are anticipating a rosier
future. It will come, they say, both because of
the graying of the current generation of lead-
ers and because Asian scientists will become
more adept at learning how to get ahead.
“This is America. And you need to embrace
those qualities that are appropriate for suc-
cess,” says Victor Dzau, chancellor for health
affairs at Duke University in Durham, North
Carolina, who was born in Shanghai and
educated in Canada and the United States. “It
will require a conscious effort. But I would
predict that the disparity will narrow as the
next generation moves forward.”

Jeang also believes that change is com-
ing. Last year, he says, he was on the brink of
leaving NIH when a senior colleague con-
vinced him that history was on his side.
“When I was growing up at NIH,” the col-
league confided to Jeang, “every chief of
medicine and every director was a WASP.
But all their right-hand men were Jewish
doctors. Now all our right-hand people are
Asian. It just takes time.” That pep talk, plus
a recent meeting with Gottesman, has per-
suaded Jeang that NIH means business. So
he says he’ll stick around and wait for a time
when the disparity disappears.

–JEFFREY MERVIS
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Levelheaded. NIH’s Kuan-Teh Jeang wants a
level playing field for Asian scientists.
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JOHANNESBURG, SOUTH AFRICA—
The year before Phillip Vallentine
Tobias was born, miners blasting
a lime deposit in South Africa
found a grapefruit-sized skull
that seemed more rock than
bone. That fossil, the Taung child,
was sent to anatomy professor
Raymond Dart, who startled sci-
entists in 1925 by contending that
the child’s skull represented an
intermediate creature between
ape and man—igniting a fierce
debate about the African origins
of humanity that took 2 decades
to resolve.

Eighty years later, Tobias—
who succeeded Dart as head of
the University of the Witwaters-
rand’s anatomy department and
surpassed his mentor’s expertise
in studying ancient human
bones—now waits anxiously to
join younger colleagues in
examining what he believes to
be the most important South
African fossil since the Taung
skull: the complete skeleton of
“Little Foot,” an Australopithecus
ape-man who fell to his death
3 million years ago in Sterk-
fontein cave, about 60 kilometers
west of here. 

During the 8 decades between the Taung
skull and Little Foot, Tobias—perhaps South
Africa’s most honored living scientist—
pursued his career as an anatomist and
emerged as a key figure in paleoanthropology
between visionary pioneers such as Dart
and today’s more systematic practitioners.
Digging into Tobias’s career, one unearths
strata after strata, marking a complex scien-
tific life that has crossed many disciplines—
from caves to chromosomes, from studies of
human growth to detailed analyses of fossil
skulls. Two themes stand out: humankind
and Africa.

“I have sometimes been asked, in a deri-
sive tone: ‘What has Africa given the world?’”
says Tobias, enunciating each syllable as
he sits in his memento-filled office at the
Witwatersrand University medical school.
“And I reply: ‘Africa has given the world
humanity.’That’s not a bad contribution.”

Tobias’s own contributions to Africa, to
his university (known as Wits), and to science
have been considerable. He has authored
1130 publications, including landmark stud-
ies of the Australopithecus ape-man and the
early human Homo habilis; conducted
groundbreaking research into the growth pat-
terns of the San, or Bushmen, and other
indigenous Africans; enthralled students with
his legendary lectures; and “inspired a gener-
ation of paleoanthropologists and many more
by standing firmly against apartheid and
pushing forward with science in South
Africa,” says paleoanthropologist Tim White
of the University of California, Berkeley.

When Tobias turned 80 this month, he
was overwhelmed by the outpouring of
affection and praise. The nation’s Royal
Society honored him with a special issue of
its journal; the new visitor center at Sterk-
fontein cave was named the Tobias Center;
and more than 250 colleagues, officials, and

friends gathered for a dinner in his honor—
with a skeleton named Yorick presiding next
to the podium. The first volume of Tobias’s
memoirs, Into the Past, was published this
month, and Wits is holding an international
“African Genesis” paleoanthropology con-
ference in his honor. 

Tobias’s personality looms large at Wits.
He is legendary for his punctuality, his long
but brilliant lectures, and his incredible
memory for detail. Although he retired as an
active anatomy professor in 1990, Tobias
remains emeritus director of the university’s
Sterkfontein Research Unit and works in his
office at the Wits medical school several
times a week.

During a 2-hour interview, Tobias joked
about the “rogues’ gallery” of 20th century
paleoanthropologists and political figures
that fills nearly every inch of his office wall.
He had anecdotes about every luminary pic-
tured: Dart, “the most unforgettable figure
known to me”; Louis and Mary Leakey, pic-
tured at the Olduvai Gorge, where they found
hominid bones that Tobias analyzed; and
Ralph von Koenigswald, a friend who ana-
lyzed the Java Man fossils; as well as two for-
mer South African leaders, Jan Smuts, a
champion of fossil digs, and Nelson Man-
dela, who awarded Tobias the Order of the
Southern Cross for service to the nation. 

As a Wits medical student in the mid-
1940s, Tobias entered an anatomy depart-
ment led by Dart that was “steeped in physi-
cal anthropology.” But Tobias focused on
genetics. He and a fellow Wits student,
Sydney Brenner—later to win a Nobel Prize
for his work in molecular genetics—both
analyzed mammalian chromosomes.
Whereas Brenner joined the exodus of South
African scientists who left the country during
the 1950s, Tobias opted to stay and fight the
apartheid system at the university level. He
became president of the National Union of
South African Students at Wits and later
helped lead the effort to force an official
inquiry into physicians’ mistreatment and
neglect of Stephen Biko, a leader of the
antiapartheid struggle who died in prison. 

While he was working on chromosomes,
Tobias also traveled to South African sites to
dig up and collect fossils. “I had two strings
in my bow: genetics and anthropology,”
he recalls. In 1955, one of his mentors—
Oxford University anatomist Wilfrid LeGros
Clark—suggested that Tobias make a choice;
he opted to pursue physical anthropology.
He began to study the San people of south-
central Africa, research that led to ground-
breaking publications showing that the
Bushmen were getting taller. Later, however,
Tobias and colleagues showed that this was
not true of other indigenous populations in

South Africa’s Bone Man:
80 and Still Digging Into the Past
With a career spanning the days of legends like Dart and the Leakeys and today’s systematic
practitioners, Phillip Tobias has shaped paleoanthropology, and much else, in southern Africa 

Prof i le  Phi l l ip  Tobias

Among old friends. Tobias with Australopithecus and other
skulls from southern Africa.
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South Africa, and other studies confirmed
that growth trends in many poorer nations
did not match those of the developed world.
“To my horror, I found that South African
black people of the Bantu language group
were not getting taller.” 

While studying the anatomy of living
humans, Tobias retained his fascination with
the remains of hominids that had died 2 mil-
lion or more years earlier. When a Wits group
led by Tobias began finding fossils at the
Makapansgat lime-works site in 1945, leg-
endary fossil-f inder Robert Broom took
notice and began his own research there.
Broom’s competition and the fossil finds at
the site enabled Tobias to convince Dart—
who had been stung by the negative reaction
to his Taung skull paper in 1925—to return to
paleoanthropology in the early 1950s.
Although Dart was eventually proven correct
about the Taung skull, his analysis of an array
of sharp bones and other fossils at Maka-
pansgat, which led him to conclude that early
man was bloodthirsty and violent, was
widely criticized. “Louis Leakey and I felt
that the early humans were really rather gen-
tle creatures,” says Tobias. 

Dart was Tobias’s mentor in anatomy, but
it was the Leakeys who drew him into the
upper echelons of paleoanthropology. “I had
avoided encroaching on Dart’s domain,
handing over fossils to him and confining my
studies to living humans, until the Leakeys in
1959 asked me to tackle the analysis of the
‘Dear Boy’ fossil [then Zinjanthropus, but
now called Australopithecus boisei],” says
Tobias. “That launched me onto the pathway
of paleoanthropology, which has been my
major interest for the last 46 years.”

Tobias views himself as a “hybrid” of
two types of paleoanthropologist: the vision-
aries like Dart and Louis Leakey and the
more detail-oriented laboratory analysts.
White agrees, saying that “Tobias has played
a crucial role in bridging paleoanthropol-
ogy’s pioneers with its modern practition-
ers.” According to Tobias, “Louis Leakey
tended to jump to conclusions; I was the one
who often filled in the details.” For example,
after the Leakeys found the fossils later clas-
sif ied as Homo habilis, “Louis knew by
instinct that this was a Homo specimen—
that is, human, not ape-man. But I would not
accept Louis’s judgment on H. habilis until I
had filled in all the details.”

Paleoanthropologist Richard Leakey, the
son of Louis and Mary, contends that Tobias’s
two-volume study of the H. habilis fossils
“set a standard in paleoanthropology that I
believe never will be equaled.” Leakey,
White, and paleoanthropologist Alan Walker
of Pennsylvania State University, University
Park, agree that Tobias will be remembered
not only for that and his Australopithecus
analysis but also for continuing the Sterk-

fontein excavation, despite years of back-
breaking work during which few significant
hominid fossils were found. Says Walker:
“His work with various colleagues at Sterk-
fontein has produced large numbers of very
important hominid fossils.”

On the surface, Sterkfontein seems an
unlikely place for blockbuster discoveries.
The dolomite cave lies under a nondescript
landscape in hilly and rocky farmland west
of Johannesburg. But the cave, first mined
for its lime in the 1890s, preserved thou-
sands of high-quality fossils in its breccia
deposits. Broom died in 1951 and others left
the dig; by the early 1960s, Sterkfontein lay
neglected. “I started planning a new dig
and—after consulting with leading people
in the field—we decided to take a systematic
approach, which has continued since
1966—5 days a week, 48 weeks a year,” says
Tobias, making it the longest continuous
excavation of any cave in the world. “We
have taken out about 600 hominid speci-
mens since then.”

The most startling find came in the mid-
1990s when Ron Clarke of Wits spotted a
hominid foot bone in a tray full of animal
fossils and returned to the area the fossils
came from. Clarke has spent the years since
then carefully chiseling rock away from the
bones his team discovered, exposing as
much as possible of the complete skeleton
in situ, dubbed Little Foot. The excavation
is now nearly complete, and Clarke plans to
make a plastic cast of the skeleton later this
year and remove the fossil bones for analy-
sis. “It is the oldest complete skeleton of a
hominid ever found,” says Tobias. Richard
Leakey predicted that Little Foot, once
excavation and analysis are completed, will

prove to be “probably the most important to
have been found in southern Africa.”

Even so, south and eastern Africa are no
longer the sole sources of early hominid fos-
sils. Recent finds in Chad and Ethiopia have
yielded fossils estimated to be much older than
the South African and Tanzanian hominids.
Over the past dozen years, scientists have dis-
covered new species of fossil hominids at the
rate of nearly one per year. Tobias is excited by
the finds in Chad and Ethiopia and predicts
that—if molecular evolutionists are correct
that the chimpanzee-human split occurred
more than 7 million years ago—excavations in
less well dug sands of northern Africa may
yield even older hominid fossils. “I would not
be surprised if researchers in, say, Morocco
eventually will f ind evidence of earlier
hominids,” says Tobias. 

To peer even further back into human-
ity’s origins, scientists will need a type of
paleoanthropology very different from the
pioneering digs in which Tobias began his
career. “Today, we must work in teams,” he
says. “We need geophysicists to examine
the paleomagnetism of the Earth’s crust;
dating experts to develop new techniques;
molecular evolutionists; we need ‘old-
fashioned’ anatomists who can read the
bones; and our cultural brethren to help
describe how the early hominids lived.”

“Gone are the days of one strong, usually
white male doing all the research,” says
Tobias. “These days, if you are excavating in
areas that are not in your own country, you
have a solemn duty to work with local scien-
tists and students. … This is the new approach
to paleoanthropology, and it is a good thing.”

–ROBERTKOENIG

Robert Koenig is a writer in Pretoria, South Africa.

The bone collector. Tobias in Paris in 1955 with Neadertal, Cro-Magnon, and other skulls.
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Beneath an ice sheet 4 kilometers thick lies
one of the most isolated bodies of water on
Earth, the immense Lake Vostok of East
Antarctica. It has been locked up,
researchers think, for more than 10 million
years. But it may not remain so much
longer. A team of Russian researchers is
poised to resume drilling through its ice cap
next month, restarting a project that has
been on hold since 1999 while
experts debated how to proceed.
Despite an extensive review,
some still fear that the team’s
approach could alter the lake and
make it impossible to obtain
untainted water samples. 

But the Russians, led by
Valerii Lukin, an oceanographer
who directs the Russian Antarctic
Expedition and ice coring at
Vostok, have promised they will
take it slowly, studying the ice as
they inch toward the lake’s surface.
In late 2007, they plan to poke
through and take the first sip of
the waters.

Vostok is the largest of more
than 100 subglacial lakes in the
Antarctic. None has been directly
sampled, and scientists in a vari-
ety of fields are eager to tap one.
What they know at present comes
mainly from ice cores and flyover
observations, including radar and
gravity measurements. Geologists
and glaciologists want a peek at
isotopes taken from the lake to
understand how such lakes form
and behave. Climate researchers
would like to see if the sediments
hold records of Antarctica’s past.
And biologists want to verify
studies that suggest Lake Vostok
supports life despite its utter dark-
ness, near-freezing waters, and scant nutri-
ents (Science, 2 March 2001, p. 1689).

But Antarctic researchers from several
nations are concerned about contamina-
tion. The borehole at the Russian site now
brims with 60 tons of drilling fluid, a soup
of kerosene and Freon that teems with for-
eign bacteria. The critics worry that a leak
could muck up the ecosystem permanently.
The Russian team, however, is confident
that its extraction technique will prevent
this. And because Antarctica has no laws—

just international treaties—there is little to
hold them back.

What lies beneath?

Surveys have identif ied about 145 sub-
glacial lakes dotted around Antarctica, but
the figure “is by no means exhaustive,” says
Martin Siegert, a glaciologist at the Univer-
sity of Bristol, U.K. “It wouldn’t surprise me

if there are more than 1000.” Yet for many
scientists, Vostok remains the Holy Grail.
The Manhattan-shaped lake is probably the
largest—250 kilometers long and 50 kilo-
meters wide—and possibly the oldest. It sits
in a deep depression between two tectonic
plates, says glaciologist Michael Studinger
of Columbia University’s Lamont-Doherty
Earth Observatory in Palisades, New York.
Glaciologists believe it may have formed
before Antarctica froze solid, 15 million to
30 million years ago. Climate records don’t

reveal much about this period, but sediments
on the lake floor could give “a record of
Antarctica’s change from greenhouse to ice-
house,” Studinger says.

Although researchers have taken no direct
samples, cores from ice just above Lake Vostok
have given them a glimpse of its chemistry
and the potential for life inside. Studies of
trapped isotopes and of the ice’s crystal struc-
ture suggest that the ice melts at the base of the
sheet, mixes with the lake, and slowly
refreezes, locking some water in this
“accreted” ice. “We used to think some heat
source below Lake Vostok was necessary to
keep it liquid,” Studinger says. But isotopes in
the accreted ice suggest that the underlying

rock “seems to be a rather old and
stable piece of crust.” The uni-
form heat rising from Earth’s
depths, coupled with the immense
pressure of the overlying ice,
appears to keep the lake liquid. 

The primary scientif ic dis-
agreements center on whether
the lake can sustain life. Micro-
biologist John Priscu of Montana
State University in Bozeman says
his group has recently cultured
about two dozen samples of bac-
teria from accreted ice; they can
tolerate temperatures below 10°C
but grow slowly. He estimates
there are about 100 bacteria per
milliliter in the accreted ice and
predicts that the surface waters
hold about 10,000 per milliliter,
about a hundredth the density in
the open ocean—still a lot given
the conditions.

Radically different results
come from studies led by Sergey
Bulat, a molecular biologist at the
Petersburg Nuclear Physics Insti-
tute in Russia. Using different
methods to clean drilling fluid off
ice cores and different standards
to identify lake inhabitants, his
group found little DNA in the
accreted ice that they consider to
be from bacteria in the lake. And
the DNA they did find, surpris-

ingly, matched most closely that of heat-loving
bacteria in hot springs. Bulat speculates that
the lake bottom could have warm vents, similar
to deep-sea vents.

Still others are skeptical about most of
the data on life from Lake Vostok’s accreted
ice. Molecular biologist Eske Willerslev,
who studies ancient DNA at Copenhagen
University in Denmark, says, “It’s a very
promising area, but it needs much more
controlled experiments.” The f irst step
toward resolving differences, scientists

The Plan to Unlock Lake Vostok
After a 6-year pause to consider the risks of environmental contamination, a Russian
research team will resume drilling through the Antarctic ice next month

Antarct ic  Dri l l ing
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agree, is to get some lake samples. “We
know more about the deepest parts of the
oceans than we do about these lakes,”
Priscu says. “Until we get into these lakes,
we’ll just sit here and speculate.”

A big surprise

Working on climate studies, the Russ-
ian team has already extracted one of
the world’s longest ice cores above
Lake Vostok, drilling 97% of the way
through the ice sheet. They stopped
to consult other experts around the
world in 1999, about 130 meters
short of the lake’s surface. The Russ-
ian government has given the team
permission to use a mechanical drill to
go 50 meters further in the 2005–’06 sea-
son, starting in November. The team plans
to drill mechanically another 50 meters
in 2006–’07, then switch to a hot, ice-melting
probe for the final 30 meters in 2007–’08.
After poking through the base, they will
allow water to flood up into the borehole and
freeze, then take out an ice core. “It’s a quite
cheap, doable, plausible experiment,”
Siegert says.

But critics of the plan worry that the
pressure may drive lake water into the
drilling fluid. Some point to a bad experi-
ence with the North Greenland Ice Core
Project in 2004. Researchers drilled to the
bottom of the island’s ice sheet to collect
water samples but had a “big surprise,” says
glaciologist Sigfus Johnsen of Copenhagen
University, who worked on the project. Five
meters higher than expected, water flooded
into the hole and got contaminated with
drilling fluid. Perhaps they broke through
sooner, Johnsen says, because the base was
not flat but ridged with high conduits.
Priscu’s group found bacteria in the ice
core, but he asks: “Are they from the
drilling fluid or the bottom of the ice sheet?
We don’t know.” Willerslev, who has also
studied the same cores, says, “The samples
are completely contaminated and com-
pletely useless.”

A mishap like this is unlikely at Vostok
because the ice ceiling over the water is
unlikely to have conduits, Johnsen says.
Still, the base might have weak “soggy ice”
that will give way, worries microbial ecolo-
gist Cynan Ellis-Evans of the British Antarc-
tic Survey in Cambridge. Others contest
this: “There are no arguments to say the
quality of the ice is poor,” says glaciologist
Jean-Robert Petit of the Laboratory of
Glaciology and Geophysiology of the Envi-
ronment in Grenoble, France. And the Rus-
sians are “very good drillers and have great
engineers,” Priscu says. “They seem gen-
uinely concerned about environmental dis-
asters.” Nonetheless, Petit, Priscu, and oth-
ers are concerned. 

“No one has said what an
appropriate level of cleanliness
would be” in water samples,
says geologist Robin Bell of
Lamont-Doherty Earth Observa-
tory. Many are also skeptical of the Russian
team’s plans because their drilling equipment
has not been field-tested. (Project chief Lukin
says tests are not necessary.) “There’s a lot of
discomfort with the Russian plan,” Bell says.

Even a little bacteria from the drilling
fluid could swamp life in the lake or swap
DNA and viruses with indigenous microbes.
If the lake gets exposed to outside bacteria,
says microbial ecologist Cynan Ellis-Evans
of the British Antarctic Survey, “you’ve
opened Pandora’s box.” The Russians’
plan has also drawn the ire of the Antarctic
and Southern Ocean Coalition (ASOC), a
nongovernmental watchdog organization.
“Russia’s using technology that was never
designed to be ultraclean. It’s not up to the
task,” says Ricardo Roura of ASOC.

But Lukin thinks the critics are exaggerat-
ing. He agrees that the lake is under pressure:
He estimates about 375 times atmospheric
pressure at its surface, comparable to the
deep ocean. But he says the weight of the
drilling fluid in the borehole should roughly
balance it, holding the drilling apparatus in
place and keeping the lake’s water put.
Besides, Lukin says, the apparatus is
designed to prevent leakage: “I am con-
vinced the concerns about possible contami-
nation of the lake’s water with the drilling
fluid do not have any physical grounds.”

Even if the Russian plan goes smoothly,
though, some question the value of sam-

pling water from the lake’s surface. “I
thought that’s what we were already

studying [in accreted ice],” Ellis-
Evans says. “I cannot see that what
they’re planning would put us all
that far ahead.” 

Rivals

While the Russian team has been
formulating its plan and seeking
approval, researchers in other
countries have been cooking up
plans to explore other subglacial

lakes. Some argue that before
going for the crown jewel, Vostok,

drilling methods should be tested
elsewhere first. A leading option is hot-

water drilling, a fast and clean but energy-
intensive method that

many think impractical
for Vostok, which
boasts Earth’s coldest
recorded temperature,
–89°C. U.K. research-
ers are focused on Lake
Ellsworth, a relatively
small subglacial lake in
West Antarctica, and
Italian researchers are
targeting Lake Con-
cordia, a neighbor of

Vostok in East Antarc-
tica about half the size. These plans are in their
infancy, however, and researchers are unlikely
to get in and take water samples before 2007,
when Russia plans to enter Vostok. Should
Russia decide to go ahead without waiting for
data from other sites, there is little other coun-
tries could do.

The main forum for vetting research pro-
posals is the annual Antarctic Treaty Consulta-
tive Meeting, where researchers submit envi-
ronmental assessments and get back advice.
The Russian team has already submitted pre-
liminary assessments for the next 2 years. This
satisfies the requirements for now, but the
treaty requires Russia to submit a more com-
prehensive assessment 60 days before drilling
to the water’s surface. After they see the
details, researchers worldwide will weigh in. 

Countries are not obliged to follow such
advice, but normally they do. If Russia were
to go forward in the face of international
opposition, “it would absolutely be a big
break from tradition,” Ellis-Evans says. Lake
Vostok could become a test of how well the
treaty actually protects the continent. “It’s a
showcase for the Antarctic Treaty,” Priscu
says. But ultimately the decision on whether
and how to go into Lake Vostok rests with
Lukin’s team and the Russian government. 

–MASON INMAN

Mason Inman is a writer in San Francisco, California.
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CORK, IRELAND—From the numerous deep
blade cuts on the back of the young man’s
skull, it seemed likely that the executioner
had made a bad job of it. “It took at least four
blows to get his head off,” said Jo Buckberry,
an osteologist at the University of Bradford,
U.K. She added that the angles of the cuts
suggest that the man had been kneeling with
his head down when the blade fell.

Back in the 1960s, the excavators of this
site of Walkington Wold in East Yorkshire
had concluded that the skeletons they
unearthed—nearly all decapitated males—
were victims of a massacre during the late
Roman occupation of Britain, around the
4th century C.E. But Buckberry’s study of
11 of the skeletons, presented at a meeting*

here last month, suggests that these were
executions rather than war casualties. And
recent radiocarbon dates on three skeletons
show that they were buried at different times
between 640 and 1030 C.E., during the
Anglo-Saxon period and long after the
Roman occupation. Thus Buckberry con-
cludes that Walkington Wold was a special
burial ground for criminals only.  

Buckberry’s talk was part of a daylong
session devoted to “deviant” burials. Archae-
ologists have long analyzed elite burials,
marked by opulent grave goods and dramatic
monuments. But researchers recognize that
in many societies, special burials were also
given to outcasts and certain classes of peo-
ple, including criminals, women who died
during childbirth, people with disabilities,
and unbaptized children. Investigating such
burials can give insights into the “broader
social and religious beliefs” of a society, says
session organizer Eileen Murphy, an archae-
ologist at Queen’s University in Belfast,
Northern Ireland.

The session covered burials  from
5000 years ago in Britain to 19th century
Vienna and demonstrated some of the imagi-
native ways that humans have disposed of the
corpses of people deemed to be different:
Their bodies have been stuffed into crevasses
in remote caves, tossed into peat bogs, and
sliced into pieces, among other practices.
Sometimes the motive behind such burials is
clear. For example, in Catholic Ireland still-

born and unbaptized children were buried in
isolated, unconsecrated burial grounds called
cillini ,  beginning sometime after the
13th century C.E. and continuing as late as
the early 20th century, says Murphy. But the
reasons remain obscure for the relatively rare
“charcoal burials” found across Europe

between about 700 and 1250 C.E., in which
the deceased was laid on top of or below a
layer of charcoal. 

Moreover, because burial practices
change over time, they can be used to track
changes in societal values. Archaeologist
Andrew Reynolds of the Institute of
Archaeology in London described a survey
of some 30 sites that suggests that Anglo-
Saxons began to bury executed criminals
separately only after they converted from
paganism to Christianity beginning in the
7th century C.E. Previously, criminals and
other outcasts were buried along with the
rest of the community, although their bodies
were often treated differently. For example,
they were often buried face-down, their
limbs were sometimes amputated, and their
bodies were weighed down with stones;
contemporary writings suggest these prac-
tices arose out of fear that the bodies might
run around at night.

The switch to burying outcasts separately
probably reflects new Christian ideas about
“cleanliness and uncleanliness,” as well as a
continuing fear of the dead from pagan
times, says Reynolds. “It is the geographical
separation of ‘bad’ people rather than the
individual burial rites that marks the major
change in behavior between the two peri-
ods,” Reynolds concludes. 

Yet isolated burial is not always an indica-
tion of outcast status, argued biological
anthropologist Stephany Leach of University
College Winchester in the U.K. Leach
reported on her studies of human remains
from five caves in a 16-kilometer radius in a
hilly region north of Manchester. Her work is

the first systematic study of the
bones, most of which were recov-
ered in the early 20th century.
New radiocarbon dates revealed
that the burials clustered tightly
between 4800 and 5000 years ago
during the Early Neolithic period
in Britain, when most burials were
in scattered graves or in artificial
earthen mounds called barrows, a
treatment possibly reserved for
the elite.

Leach found that the cave
burials were all either children or
adults suffering from severe
arthritis or serious injuries. The
early excavation records showed
that some of the skeletons had
been deliberately packed into
cave alcoves and crevasses with a
mixture of limestone and plant
material known as tufa. Where
the burial conditions were poorly
recorded, Leach nevertheless
often found traces of tufa on the

bones. She considered several hypotheses to
explain these burials, including that the peo-
ple were spiritually excluded from the com-
munity or that they were simply left behind
when the group moved on. But in her view
the tufa packing shows special care, and she
suggests that the suffering of these people
was acknowledged by their burials in a
“special” place. 

Other researchers f ind Leach’s ideas
intriguing but say more data are needed. “Her
findings do suggest that these were special
members of society, but we need to know
more,” says Murphy. New excavations of
nearby caves may help establish whether the
burials really were special or just “a normal
part of the repertory of Neolithic burials,”
she says. One thing seems certain: Burials at
the margins of a culture have much to say
about the core values of the society that
interred them.

–MICHAEL BALTER

‘Deviant’ Burials Reveal Death on
The Fringe in Ancient Societies
Bodies buried in unusual ways—decapitated, stuffed into caves, or set aside in special
cemeteries—offer clues to how the ancients treated their misfits

Archaeology

Cast out. Decapitation cut marks suggest the headless bodies at
Walkington Wold were executed criminals.

* 11th Annual Meeting of the European Association of
Archaeologists, Cork, Ireland, 5–11 September 2005.
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Long before the love song “Smoke Gets
in Your Eyes” made its debut in 1933,
astronomers had to contend with a smoky pall
that dulled their view of the universe. Dark,
sooty particles and fine, sandlike grains drift
among the stars, obscuring attractions such as
the cores of galaxies and the nurseries where
new stars emerge. “Dust was a thing that just
got in the way,” says astronomer
Angela Speck of the University of
Missouri, Columbia.

Today, that dirty reputation has
faded. Astronomers know that
interstellar dust illuminates the
erratic deaths of stars, and it traces
a direct link from stars to the birth
of our solar system—and ulti-
mately, to Earth. Researchers can
deduce the histories of ancient stel-
lar grains, embedded for billions of
years in meteorites and cometary
debris. Yet astronomers still have a
poor grasp of where these flakes of
the cosmos puff into existence.

New observing tools are mak-
ing inroads. Most notably, NASA’s
Spitzer Space Telescope is sensing
the infrared warmth of dust motes
near and far, within our Milky Way
and in galaxies from the early uni-
verse. Much of the dust has an
organic component, showing that
old stars and ultraviolet light can
combine to create a pervasive prebiotic haze.

But Spitzer and other telescopes have not
yet resolved a key puzzle: Does most dust con-
dense in gentle breezes of gas emitted in the
dying gasps of stars like our sun, or as a result
of the much rarer concussive blasts of super-
nova explosions? Models predict that vast vol-

umes of dust, roughly equal in mass to our sun,
should form in the aftermath of a supernova.
However, observers have spotted less than
1% of that amount in the debris from these
detonations. “This is a real conundrum,” says
astronomer Robert Gehrz of the University of
Minnesota, Twin Cities.

Stellar Grape-Nuts

No matter its source,
interstellar dust rarely
lasts long in its pristine
state. Just a few hun-
dredths of a microme-
ter across when they
condense, dust grains
easily disintegrate if
they encounter shock
waves or harsh radi-
ation. Survival is a
group effort: Grains
clump like lint, often
with help from icy
rinds of water or car-
bon mon-oxide. This
buildup is most fruit-
ful in the reservoirs
of gas called giant
molecular clouds,
which span dozens of
light-years. As grains
stick, they morph into
micrometer-sized

blobs that look like fractal clusters of Grape-
Nuts cereal. Many such conglomerates settle
into the whorls of nascent planetary systems
around protostars, where they catalyze the
growth of ever-larger pebbles.

By examining individual grains within
primitive meteorites, researchers can unlock

what astronomer Donald Clayton of Clemson
University in South Carolina calls the “cosmic
chemical memory” of interstellar dust. “It’s a
beautiful thing,” says one of Clayton’s former
students, Eli Dwek of NASA’s Goddard Space
Flight Center in Greenbelt, Maryland. “Each
dust particle locks in the composition of the
source where it formed.”

For example, one of the first extrasolar
grains identified in meteorites was silicon car-
bide. The isotopic makeup of this cinderlike
material did not resemble the blended ingredi-
ents of our solar system. Rather, cosmo-
chemists found, the distinctive dust came from
the smoky winds of old stars that sloughed off
their outer layers in languorous waves.

Our sun will reach this brief phase of evo-
lution in several billion years, as will all stars
with about 0.8 to 8 times the sun’s mass.
When such stars run out of hydrogen at their
cores, they start to fuse helium. That reaction
releases more energy, bloating the stars into
red giants. Later still, the helium begins to
run dry. The stars then contract and expand
in on-again, off-again pulses of helium burn-
ing, creating unstable orbs that would
envelop the orbit of Mars in our solar sys-
tem. For hundreds of thousands of years,
stars in these rhythmic last gasps of fusion
reside on what astronomers call the “asymp-
totic giant branch” (AGB) of a diagram that
plots stellar evolution.

Gravity at the surfaces of distended AGB
stars is so low that the outer layers escape
with each expansive throb. When this liber-
ated gas cools below 2000 kelvin, it starts to
form tiny grains of dust. Their nature
depends on the proportions of two elements
forged by the stars’ nuclear fires: carbon and
oxygen, which quickly combine to make sta-
ble carbon monoxide gas. If there’s carbon
left over, a fraction of the gas will condense
into sooty compounds such as graphite, sili-
con carbide, and complex organic molecules
called polycyclic aromatic hydrocarbons.
Oxygen-rich atmospheres spawn aluminum
and titanium oxides as well as silicates with

Astronomers Sweep Space for
The Sources of Cosmic Dust
Tiny interstellar grains dim the brilliance of many stars and galaxies, but the origins of
the universe’s ubiquitous dust remain hazy

Alien dust. Isotope analysis singles
out silicate grains from a supernova
(top) and an old star.

Astronomy

Nightglow. The infrared Spitzer Space
Telescope sees warm dust in the nearby
Andromeda Galaxy
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calcium, magnesium, and iron—the stuff of
sand and rocks.

As more dust forms, radiation from the
luminous stars—thousands of times brighter
than our sun—pushes on the grains. The dust
accelerates away and drags more gas with it,
making the stars shed mass copiously. Late-
stage AGB stars may vanish in optical
light as the new dust screens our view,
but they shine with a dazzling infrared
glow. A new Spitzer image of the nearby
Andromeda galaxy features thousands
of false-color red dots that astronomers
believe are shrouded AGB stars.

Each low-mass AGB star is a mod-
est dust factory, but there are so many
of them that they may be the predomi-
nant sources of cosmic dust. Indeed,
most of the presolar isotopes in dust
grains embedded in meteorites appear
to have arisen by capturing neutrons
inside AGB stars. The stars then ejected
the isotopes in gentle stellar winds,
says cosmochemist Ernst Zinner of
Washington University in St. Louis,
Missouri. “Supernovae get a lot of the
glory,” Speck observes. “But the iso-
topes we see indicate that most of these
grains formed at a much slower rate,
not explosively.”

Hot blasts,cold clumps?

Galaxies today may teem with AGB
stars, but that was not the case in the
early universe. It takes billions of years
for stars like our sun to reach the AGB
phase. So if those stars churn out most cos-
mic dust, then galaxies in the young universe
should have been much cleaner than today’s
polluted systems.

That’s not what telescopes see. In the mid-
1990s, a submillimeter instrument on the
U.K.–operated James Clerk Maxwell Tele-
scope at Mauna Kea, Hawaii, spotted
extremely dusty galaxies that existed when the
universe was just one-quarter of its current
age. And in the past year, the Spitzer Space
Telescope has found primordial galaxies
choked with warm dust—in some cases, less
than a billion years after the big bang.

Supernovae are the most logical sources,
many astronomers maintain. A star more hefty
than eight times the mass of our sun keeps fus-
ing progressively heavier elements at the end
of its life. It forms nested layers of carbon,
oxygen, magnesium, silicon, sulfur, and ulti-
mately iron at the core. When the thermo-
nuclear chain stops at iron, the core implodes.
The star then detonates its rich broth of heavy
elements—the prime ingredients of new
dust—into space.

Turbulent eddies within the debris con-
centrate the gas. For a while, any solid
material that tries to form is instantly
rended by the hot environment. “It takes at

least a year for temperatures to get low
enough to condense the seeds of dust
grains,” says postdoctoral researcher Ben
Sugerman of the Space Telescope Science
Institute in Baltimore, Maryland. “Around
1.5 to 2 years is when we really start to see
unambiguous evidence.”

The best evidence for dust freshly created
by a stellar bomb is Supernova 1987A, which
burst into view in the neighboring Large Mag-
ellanic Cloud in February 1987. Astronomers
saw three convincing signs: an extra infrared
glow from cooling grains, a simultaneous
dimming of optical light, and spectral lines
showing dust in front of receding gas on the
far side of the expanding cloud. “The gold
standard is to see all three, and that’s only been
done for 1987A,” says Sugerman. “It’s the
only one people don’t argue about.”

Sugerman and co-workers are using
Spitzer and the 8.1-meter Gemini North Tele-
scope at Mauna Kea to survey supernovae that
popped off in other galaxies within the past
several years. The team has found solid mark-
ers of newly manufactured dust in one of those
remnants, Sugerman told Science.

But there’s a serious problem. Data for
both the new supernova and 1987A point to a
smidgen of dust: about 1/1000 the mass of our
sun. That’s a factor of 100 to 1000 less than
models predict. Rich supplies of fresh dust
could hide in two ways, Sugerman notes. The
dust may cool off faster than expected, below
the sensitivity of infrared surveys to date. It
also may clump in knots, shielding the interior
dust from detection. Other astronomers claim
to see a bit more dust made by different super-

novae, but some emission could come from
preexisting shells of dust ejected by the stars
before their doom.

Another recent analysis also came up short.
Gehrz and his colleagues at the University of
Minnesota, including Charles Woodward and
graduate student Tea Temim, used Spitzer to

study the iconic Crab Nebula. There,
dust has spread out for nearly a millen-
nium since the supernova was recorded
in 1054 C.E. Spitzer measured some
coarse dust particles but saw no fine dust
suffusing the remnant. Blazing energy
from the Crab’s active pulsar may have
eradicated the small grains. “This adds
credence to the theory that supernovae
may destroy their own dust,” Gehrz says.

Shock waves from a supernova’s
interaction with nearby matter are a
real hazard for new dust, says
astronomer Peter Meikle of Imperial
College London, U.K. “I am confident
that a lot of grains form in supernovae,
but they may get destroyed when they
go whacking into the interstellar
medium,” he says. Even so, Meikle sus-
pects that supernovae did pump waves
of dust into the earliest galaxies. In that
era, the explosions would have
expanded more smoothly into rela-
tively uncluttered space.

Although they seem rare, supernova-
spawned dust grains do survive today.
Zinner and collaborators have identi-
fied several hundred silicon carbide and

graphite grains from supernovae. Researchers
also found a fleck of the common mineral
olivine in a particle collected in Earth’s
atmosphere by a NASA aircraft. A team led
by cosmochemist Scott Messenger of
NASA’s Johnson Space Center in Houston,
Texas, described the tiny crystal in Science

(29 July, p. 737). “This grain had a unique
isotopic composition,” says Messenger,
including a “whopping enhancement” in
oxygen-18. The signatures suggest that the
grain’s parent gases arose in the helium-
burning shell of a massive star, with doses of
the heavier elements deeper within.

Messenger and Zinner expect that con-
certed searches will unveil more supernova
grains. If all goes well, such detective work
will become easier after 15 January 2006. On
that date, NASA’s Stardust mission will drop a
capsule softly onto the Utah desert with a pre-
cious payload: particles collected from a close
flyby of comet Wild 2 (Science, 9 January
2004, p. 151). Frozen into the comet’s body,
researchers believe, are the constituents of the
solar nebula—including bits of dirt that drifted
toward our gestating sun 4.6 billion years ago.
Scrutiny of those grains will take years, but it
may settle the question of whether our primal
seeds had calm or cataclysmic origins.

–ROBERT IRION

N E W S F O C U S
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A new study of tropical fish shows that
when given an opportunity for social
advancement, a meek male can quickly
turn into a macho one—and this trans-
formation is triggered by a dramatic burst
of gene expression in the brain.

The study, by researchers at Stanford
University in Palo Alto, California, and
Duke University in Durham, North 
Carolina, was published in the November
issue of PLoS Biology and focused on 

mating behavior in the cichlid Astatotilapia
burtoni. Dominant males, the only ones
that reproduce, are marked by bright 
coloring, larger testes, and aggressive
behavior. Subordinate males can “ascend”
to dominant status, but it’s not clear
under what circumstances, says lead
author Sabrina Burmeister, now at the
University of North Carolina, Chapel Hill.

To find out more, the team allowed
small groups of male and female fish to
interact over 2 weeks, then removed the
dominant male. It took only minutes for
some of the subordinates to change color
and develop dominant behavior. Upon
killing the fish, the team found that
expression of egr-1, a brain gene related
to reproductive maturation, more than
doubled in the newly dominant males.

Gregory Ball, a neuroscientist at Johns
Hopkins University in Baltimore, Mary-
land, says the study shows that social
cues alone can have “powerful” effects
on gene expression in the brain. “It is
quite reasonable to speculate that other
species, including humans, who regularly
encounter complex social situations, …
also exhibit such expression,” he says.

Stem Cell Slide?

Although many believe human
embryonic stem (hES) cell
research in the United States is
suffering because of government
restrictions, it’s hard to come by
data on the issue. But Aaron
Levine, a Princeton University 
doctoral student in science and
public policy, has given it a try.
He compared the number of hES
cell–related publications since
such cells were first derived in 
1998 with numbers of papers appearing
in five other hot fields of biotech during
the 6 years following their introduction.
The proportion of papers from U.S. authors
fell from 41% (of a total of 41 papers) 
in 1998 to 30% (of 193) in 2003.

The U.S. combined percentages of
papers in the other five fields, including
DNA microarrays and RNA interference,
were consistently higher, going from

74% in the first year to 51% in the sixth.
Levine offers some possible explanations,
including that more research may be
conducted in the U.S. private sector,
where there is “less incentive to publish.”
However, his own conclusion is that for
hES cell research, the U.S. “is indeed
falling uncharacteristically behind.”
The paper appeared in the 14 September
issue of Politics and the Life Sciences.
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RANDOM SAMPLES
Edited by Constance Holden

This wooden female figure was carved by people in Papua New
Guinea around the 16th century. Carbon-14 dating has revealed
the vintages of this and other New Guinea carvings, surprising
scientists who assumed that no wooden objects could survive
that long in the tropical climate.

The sculptures are part of a large collection donated by
New York entrepreneur John Friede to the de Young Museum in
San Francisco, California. When Friede asked scientists to date
145 artifacts—most collected around the turn of the last
century—“nobody expected these things to be older than a
few generations,” says Gregory W. L. Hodgins, an archaeologist
and biochemist at the University of Arizona,Tucson. But dating
at the National Science Foundation–Arizona Accelerator Mass
Spectrometer Lab revealed 33 to have been created before
1670, and a mask was dated back to the 7th century C.E.

The Neolithic revolution—when farming took hold, enabling society to diversify—
did not occur in New Guinea until the 16th century, says Hodgins.“That is such a huge
event. … To have artifacts from before that is breathtaking.”

New Guinea Back in Time
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Two dominant cichlids in a territorial
confrontation.

Is it art? No, it’s phenyl threo-
nine, one of the amino acid
building blocks of protein,
magnified 20 times. It won
sixth prize in Nikon’s 2005
Small World exhibit unveiled
this month.

Big Fish

Acid Sketch
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Back to academe. John Graham,
the Bush Administration’s 
controversial regulatory czar, is
leaving in February to become
dean of the Pardee RAND 
Graduate School, a public policy

institution in
Santa Monica,
California.

Graham,
49, came to
the White
House’s Office
of Information
and Regulatory
Affairs (OIRA)
in 2001 from

Harvard, where he founded a
risk-analysis think tank whose
studies were often criticized 
as pro-industry (Science, 14 Dec-
ember 2001, p. 2277). Graham’s
efforts to bolster the role of
OIRA in shaping agency 
regulations have drawn fire
from public interest groups.
And his new standards for peer
review of agency documents
drew criticism from many 
scientific groups before they
were scaled back (Science,
23 April 2004, p. 496).

But environmental policy
expert Jonathan Wiener of Duke
University School of Law in
Durham, North Carolina, praises
Graham for requiring agencies
to review regulations more 

rigorously early in the process,
resulting, for example, in a
strong Environmental Protection
Agency diesel-emissions rule.
As for the peer-review standards,
“it’s too soon to tell what the
impact will be,”Wiener says.

Global solutions. Organic
chemist Goverdhan Mehta 
is the new president of the
International Council for Sci-
ence (ICSU), an independent
organization comprising
national societies such as the
United States’s National Acad-
emy of Sciences, as well as
international scientific unions.

Mehta, a professor at the
Indian Institute of Science in
Bangalore,
began his
3-year
term last
week as
ICSU rolled
out plans
for increas-
ing the role
of scien-
tists in mit-
igating the effects of natural
disasters such as the Kashmir
earthquake and Hurricane Kat-
rina.The organization also
launched a polar research ini-
tiative that, among other goals,
aims to increase understanding
of climate change.

“These are really mega-
issues of international dimen-
sion,” says Mehta, 62, who 
succeeds zoologist Jane
Lubchenco.“They require the
involvement of a body which
can access talent and expertise
and cut across countries and
disciplines.”

Medicine monitor. A Food and
Drug Administration (FDA)
insider has been named the
new director of the agency’s
Office of Drug Safety. Gerald J.

Dal Pan, who currently over-
sees the Division of Surveil-
lance, Research, and Communi-
cation Support in FDA’s 
Center for Drug Evaluation 
and Research, will take on the
high-profile post that’s been
vacant for 3 years.

The drug safety office keeps
an eye on approved medica-
tions and ensures that compa-
nies complete promised post-
marketing studies.After Vioxx
was pulled from the market by
its maker last year and ques-
tions arose about the pediatric
safety of antidepressants, FDA
officials came under fire for 
giving insufficient funding and
independence to the office.
Although the appointment of a
new director is welcome,“this
doesn’t change the fact that the
FDA needs to be restructured so
that the drug safety office is
truly independent from the
office that reviews new drugs,”
Senator Charles Grassley (R–IA),
who has led FDA hearings, said 
in a statement.
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RANDOM SAMPLES

PEOPLE
Edited by Yudhijit Bhattacharjee
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Sharing a treatment. An experiment that uses stem cells from bone marrow to treat heart
failure worked so well on Ian Rosenberg that the 70-year-old retired U.K. fashion businessman

has launched a charity to test it on others. In the last year, his Heart
Cells Foundation has raised more than $1.5 million and this fall is
backing the first large-scale U.K. clinical trial at the Barts and The
London NHS Trust hospital.

As part of the trial, researchers aim to treat 700 cardiomyopathy
patients over 4 years by taking stem cells from their hips and injecting
them into the coronary arteries or heart—or by injecting growth fac-
tor drugs in an attempt to cause stem cells to spill out of the bone
marrow and into the bloodstream. In smaller trials conducted over the
past 5 years, the therapy has produced mixed results. But it worked for
Rosenberg, who received the treatment 2 years ago at the Johann
Wolfgang Goethe University Hospital in Frankfurt, Germany. It “has
given me years I never thought I would have,” he says.

Genomics pioneer. Robert H.Waterston received the $200,000
Peter Gruber Foundation Genetics Award last week at the Amer-
ican Society of Human Genetics
meeting in Salt Lake City, Utah.

Waterston, a geneticist at the
University of Washington, Seattle,
and his colleagues helped bring the
human genome within reach by
sequencing a nematode, showing
that whole-genome projects were
possible.While at Washington Uni-
versity in St. Louis, Missouri, his
team helped complete the human
genome as well as the chimp and
mouse genomes. Waterston led
the push to have sequence data released immediately on the
Internet,helping usher in high-throughput biology while main-
taining small-lab values.

“He is genuinely a role model for how you can do big science
in a very personal way,” says Jeffrey Murray, a geneticist at the
University of Iowa, Iowa City.The prize has been awarded since
2001. Past winners include Nobel laureate Robert Horvitz.
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A Plea to Save

the Voyager Mission

YOUR SPECIAL COVERAGE OF THE VOYAGER 1
spacecraft’s journey out of the solar system
was most welcome (Special Section: Voy-
ager 1 crosses the termination shock, 23
Sept., pp. 2015–2029). The data now being
received from the interstellar medium are,
as the various articles show, valuable space
science as well as testimony to a remarkable
era of exploration. 

How ironic and shortsighted it is that
just as this happens, NASA has scheduled
operation of the mission to cease. In order
to save a couple of tenths of a percent of the
cost, NASA would shut off the first inter-
stellar spacecraft. 

The Planetary Society just sent a peti-
tion signed by 10,000 people protesting this
action to the Senate and House authorizing
committees with jurisdiction over NASA,
asking them to direct NASA to operate this
mission. Those who read and enjoyed the
special section on Voyager might want to
add their names by writing to Senator Kay
Bailey Hutchison and Representative Ken
Calvert about Voyager. 

LOUIS FRIEDMAN

Executive Director,The Planetary Society, Pasadena,

CA 91106, USA.

Revisiting the

Grand Canyon

IT WAS WITH WISTFULNESS THAT I READ JOHN

Schmidt’s review of James Powell’s book
Grand Canyon (“The grand question,” 16
Sept., p. 1818). I was a teenager in the late
1960s when my family took an epic car trip
around the United States, visiting the Grand
Canyon and many other national parks. As a
budding naturalist, I was eager to hear the
words of park rangers and avidly read inter-
pretive material. I made lists of plants and
animals and soaked up information about
habitats, succession, geological change, and
evolution. In a fit of nostalgia, I recently
repeated the epic with my wife and two chil-
dren, driving from Washington State to
Florida, hitting as many of the parks as we
could. The only place I could find scientific
content was in the less visited parks that had
not been remodeled in a while. The Grand
Canyon was the most chilling. The modern
visitor center was architecturally magnifi-
cent but intellectually vacuous. With open
spaces and giant images, it emphasized only

the aesthetic experience. There was homage
to John Wesley Powell, the man who carried
out early explorations of the canyon and
helped found the U.S. Geological Survey
and the National Geographic Society. Yet
the principles he so strongly promoted—
rationalism and scientific curiosity as a
means of appreciating the world and
improving human welfare—were being
relegated to obscurity. Schmidt notes that on
viewing the canyon we ask, “How did this
happen?” The current displays and signage
at the Grand Canyon do their best to avoid
any such question. As we left the park, we
stopped to watch the sunrise at Desert View,
a popular site. The most prominent sign at
the overlook addressed only the visual
beauty of the canyon and the religious sig-
nificance of a distant mountain to Native
Americans. One paragraph began, “The
landscape seems consciously designed.” 

JOHN T. LONGINO

The Evergreen State College,Olympia,WA 98505,USA.

Déjà Vu All Over Again

for Nuclear Power?

RECENT HEADLINES IN MANY NEWS SOURCES

have proclaimed a revival for nuclear
power. Eliot Marshall’s article “Is the
friendly atom poised for a comeback?”
(News Focus, 19 Aug., p. 1168) poses the
issue as a question rather than a conclusion,
but nevertheless falls into step with the
other sources by not mentioning the role of
public acceptance in the fate of this tech-

nology. Three decades ago, Alvin Wein-
berg, then a leading spokesman for the
technology, sagely observed: “The public
perception and acceptance of nuclear power
appears to be the question we missed rather
badly in the very early days. This issue has
emerged as the most critical question concern-
ing the future of nuclear energy” [(1), p. 19].

A review of all available national sur-
veys, not just general questions about the
idea of nuclear electricity or about its
future, indicates an American public who,
although somewhat less opposed than in the
past, is still not eager to build more nuclear
power plants and is strongly opposed to
having one sited in their community if they
don’t already have one. Even when asked
whether they would favor nuclear power as
a way of dealing with climate change, a
majority remains opposed (2). Continued
inattention to public acceptability has the
very real potential of converting Weinberg’s
retrospection to a prescient forecast.

EUGENE A. ROSA

Department of Sociology and Thomas F. Foley Insti-

tute for Public Policy and Public Service, Washing-

ton State University, Pullman, WA 99164–4020,

USA. E-mail: rosa@wsu.edu

References
1. A.Weinberg, Am. Sci. 64, 16 (1976).
2. E. Rosa, The Future of Social Acceptability of Nuclear

Power in the United States (Institute Français des
Relations Internationales, Paris, 2004).

Issues Surrounding

Nuclear Power

YOUR SERIES OF ARTICLES ON “RETHINKING

nuclear power” (News Focus, 19 Aug.,
pp. 1168–1179) are a useful coverage of
much of the reemerging nuclear debate, but
they fall short with respect to two aspects.

Their emphasis, like the nuclear debate
itself, is on a technical solution to green-
house emissions. But climate change is
only one symptom among many of exces-
sive demands by humans on the natural
environment. There are too many of us
demanding too much from a finite planet.
Emphasis on technical solutions to partic-
ular threats to the exclusion of an attack
on the underlying causes ensures that
these solutions are, at best, temporary,
and, at worst, may lead to even more seri-
ous threats.

Although the misuse of nuclear knowl-
edge and materials for war or terrorism is
mentioned, the world context in which this
might occur, and have to be countered,
is envisaged as being much like today:
reasonable economic buoyancy and inter-C
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Point Imperial, North Rim, Grand Canyon.
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17050 Montebello Road
Cupertino, California 95014

Email: AAASinfo@betchartexpeditions.com

Call for trip brochures &
the Expedition Calendar

(800) 252-4910

We invite you to travel with
AAAS in the coming year. 
You will discover excellent
itineraries and leaders, and
congenial groups of like-
minded travelers who share a
love of learning and discovery.

Spring in Sardinia
May 5-17, 2006

Explore archaeological sites and
spectacular countryside from
Cagliari to Cabras, Santa Teresa
Gallura to Aighero as you discover
the unique heritage of Sardinia.

Jamaica Birding
March 25–April 1, 2006

Stay at an historic plantation as you
discover the 28 endemic species of
birds in Jamaica, with leadership by
local experts. $2,595 + air.

Alaska
June 3-10, 2006

Explore southeast Alaska 
from Sitka to Glacier Bay 
and Juneau on board M/V 
Sea Lion, with optional 
extension to Fairbanks 
and Denali. $4,390 + air.

Japan-Kurils-
Kamchatka Cruise

June 11-23, 2006
On board the Clipper Odyssey.

Save $1,500 per person.

Backroads China
April 14-30, 2006

With FREE Angkor Wat tour (+ air)
Join our very talented guide

David Huang, and discover
the delights of Southwestern

China, edging 18,000-foot
Himalayan peaks, the most
scenic, spectacular, and
culturally rich area in

China. $3,295 + air.

Galapagos Islands
February10-19, 2006

Discover Darwin’s
“enchanted isles.”
From $3,650 + air.

China & Manchuria
January 26–February 4, 2006
Enjoy Chinese New Year’s in

Beijing, then take the train north to
Manchuria for the Harbin Snow &
Ice Festival. $2,995 + air.

national relationships. The advent of the oil
peak threatens to change this context dra-
matically. A progressive rise in oil prices
will leave the poor within rich countries,
and poor countries as a whole, behind. It is
likely to increase tensions at all levels well
within the time horizon in which the articles
contemplate a possible large increase in the
use of nuclear power. The increased risk of
deliberate nuclear misuse when the oil starts
to run out is the context in which any
expanded use of nuclear energy needs to be
considered. 

JOHN R. COULTER

Adelaide,Australia. E-mail: jrpfc@netspace.net.au

The Benefits of Solar

Thermal Energy

THE ARTICLE “IS IT TIME TO SHOOT FOR THE

sun?” (R. F. Service, News Focus, 22 July,
p. 548) on solar energy overlooked a proven
and affordable energy source that is already
available, solar thermal energy with storage via
heat transfer fluid. A recent National Research
Council report (1) put the cost of a large plant
at $0.08/kWh, not competitive with conven-
tional coal ($0.04/kWh), but cheaper than
electricity from clean coal power plants
equipped for CO2 sequestration [$0.07/kWh
plus the cost of CO2

sequestration (2)]. 
Solar thermal energy

has an unacknowledged,
unique feature (3). A solar-
concentrating collector
and its associated heat
storage can be regarded as
a fuel plant, which feeds a
conventional steam power
plant. As the investment
for the power plant is less
than 14% of the total, it can
be overdesigned by a factor of three. This
gives the system control capabilities not
affordable or available in any clean power
plant technology. For intermediate loads
(8:00 AM to 9:00 PM), 50% of our electricity
requirements, the cost remains $0.08/kWh,
cheaper than nuclear energy or clean coal
($0.11/kWh and $0.10/kWh, respectively). 

All solar thermal power plants need to be
competitive is a government subsidy for a few
large demonstration plants, as were available for
the development of nuclear and clean coal
plants. The cost of generating power with solar
cells is now three to six times more expensive
than with a solar thermal plant. Should solar
cells ever become really cheap, instantaneously
dispatchable solar thermal energy could com-
pensate for their lack of storage capacity and
they could become attractive for large-scale use
and merit a large research effort.

REUEL SHINNAR

The Clean Fuels Institute, The City College of New

York, 140th Street at Convent Avenue, New York, NY

10031, USA.
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A “Chick-a-dee”

or a “Co-qui”? 

I READ WITH GREAT INTEREST THE REPORT

“Allometry of alarm calls: black-capped
chickadees encode information about preda-
tor size” by C. N. Templeton et al. (24 June,
p. 1934), who show that black-capped chick-
adees utilize a graded-response alarm call to
warn against predators with differences in
risk as measured by predator size. I was
struck by the similarity between the findings
of this work and the graded-response
aggressive calls of Eleutherodactylus frogs.
Similar to the chickadees’ “chick-a-dee”
calls, where increasing repetition of the
“dee” note denotes increased threat, the
two-note “co-qui” call of the Puerto Rican

coqui, Eleutherodactylus coqui, is used with
increasing repetition of the second “qui”
note during increasingly aggressive interac-
tions with conspecific nest predators (1).
Other Eleutherodactylus species also use a
similar aggressive call system when con-
fronted with conspecific or other predators
(2, 3). A possible difference between these
signaling systems may be in the interpreta-
tion of the calls by the receiver (in the case
of the chickadees, this would include other
birds at risk of predation, and in the case of
the coquis, this would include the predator
itself). In either case, this type of sophisti-
cated, graded-response acoustic communi-
cation that implies knowledge of the level of
threat posed by a predator and conveys this
information to a receiver is not limited to
birds and mammals, but is also used by
lower vertebrates. 

SCOTT F. MICHAEL

An Eleutherodactylus frog and a black-capped chickadee.
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Response
WE THANK MICHAEL FOR POINTING OUT

graded alarm signaling by some Eleuth-
erodactylus frogs. We suspect that many
other species, from a wide variety of taxo-
nomic groups, may employ similar graded
signaling systems. However, one exciting
aspect of the chickadee alarm call commu-
nication system is that it incorporates not
only a graded signaling system, where sub-
tle variations in the “chick-a-dee” call
reflect the degree of threat a perched preda-
tor represents, but also aspects of a func-
tionally referential signaling system, where
different types of vocalizations, “chick-a-
dee” or “seet,” refer to the type of predator
encounter. Careful examination of other
species that are faced with challenging
selection pressures from multiple predators
may even reveal more complex communi-
cation systems. 

CHRISTOPHER N.TEMPLETON1 AND ERICK GREENE2

1Department of Biology, University of Washington,

Box 351800, Seattle, WA 98195, USA. 2Division of

Biological Sciences, University of Montana, Missoula,

MT 59812, USA.

Regulating Commercial

Cloning of Animals

AS G. VOGEL REPORTED IN “THE PERFECT

pedigree” (News of the Week, 5 Aug.,
p. 862), the South Korean lab that recently
produced the world’s first cloned dog did so
purely for the sake of biomedical research.
Although the commercial pet-cloning
industry may indirectly contribute to this
laudable effort by honing techniques for
cloning cats and dogs, we are concerned
that these private companies lack effective
oversight.

The U.S. Department of Agriculture
(USDA) recently turned down a petition
from the American Anti-Vivisection Soci-
ety, which had urged the USDA to regulate
pet-cloning companies like other animal
research facilities under the Animal Wel-
fare Act. The Agriculture Secretary has
ruled that, because pet-cloning companies
sell companion animals directly to con-
sumers and not to wholesalers, they are
simply retail pet breeders, which are
exempt from federal regulation (1). We
believe that this interpretation of the Ani-
mal Welfare Act is too narrow and ignores
the spirit of the law. Pet cloning is clearly an
experimental type of animal breeding that

was not envisioned when the law was writ-
ten in 1985. 

To fill this regulatory vacuum, we urge
pet-cloning companies to register with
the Association for Assessment and
Accreditation of Laboratory Animal Care
(AAALAC). Esteemed by researchers
worldwide, AAALAC is “a private, non-
profit organization that promotes the
humane treatment of animals in science”
through a voluntary inspections program.

DUANE C. KRAEMER1 AND DAVID LONGTIN2

1Department of Veterinary Physiology and Pharma-

cology, College of Veterinary Medicine, Texas A&M

University, College Station,TX 77840, USA. E-mail:

Dkraemer@cvm.tamu.edu. 2Potomac, MD. E-mail:

davelongtin@yahoo.com
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Density Is Only Relative

AS A LONG-TIME READER OF SCIENCE, I’M
continually struck by the many parallels
and cross-connects among articles from
diverse disciplines. The 9 Sept. issue was
no exception. A few News Focus articles
(“Dissecting a hidden breast cancer risk,” J.
Couzin, p. 1664; “Deep Impact finds a fly-
ing snowbank of a comet,” R. A. Kerr, p.
1667; “Coming into focus: a universe
shaped by violent galaxies,” R. Irion, p.
1668) with illustrations read almost like a
sequence of Rorschach ink blots with the
interpretations left to your humble readers.

Amongst our Science authors, there’s
propensity
To dissect hidden patterns of relative density
For many things. Some are small,
While others, large. They do enthrall,
And then are pursued with great intensity.

First, mammalian tissue is shown sequentially;
Next, comments on comets hit tangentially;
The impacts there upon a snowball,
As we view the cosmic fireball.
Our Rorschach universe is strange, immensely.

STACY DANIELS

Quality Air of Midland, Inc., 3600 Centennial Drive,

Midland, MI 48642, USA.

A big day

for Scie
nce is

coming soo
n

Letters to the Editor
Letters (~300 words) discuss material published
in Science in the previous 6 months or issues of
general interest. They can be submitted
through the Web (www.submit2science.org) or
by regular mail (1200 New York Ave., NW,
Washington, DC 20005, USA). Letters are not
acknowledged upon receipt, nor are authors
generally consulted before publication.Whether
published in full or in part, letters are subject to
editing for clarity and space.
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A
grant application lands with a thump on
your desk. You skip straight to the sum-
mary section: “This proposal involves

the release of an alien disease onto a tropical
archipelago with a view to measuring the
impact of introduced patho-
gens on extinction rates of
endemic island birds.” As my
Scottish uncle would have
said: “Aye. Right.” But this is
exactly what happened when
colorful but disease-ridden
cage birds escaped in Hawaii.
Species Invasions is a fascinat-
ing book that interprets the
results of literally hundreds of
intentional and unintentional
introductions. Representing an extraordinary
range of “natural experiments,” such invasions
by alien species provide unique insights into
large-scale and long-term processes in ecology,
evolution, and biogeography. We nevertheless
need to be circumspect. As unplanned experi-
ments, they lack randomization and there is sel-
dom any data on initial conditions. On the other
hand, the introductions were often very well
replicated, both within and between different
geographic regions. Most major alien pest
species were introduced to new environments
hundreds or even thousands of times. 

The advantages of studying species inva-
sions are several. Ecological and genetic
processes can be observed in real time,
rather than inferred from the patterns they
generate. Rates of spatial spread and genetic
change can be estimated from known places
and dates of introduction. Although the first
paper on species invasions (1) appeared in
1919, study of the phenomenon is often
traced back to Darwin’s Beagle voyage,
when he documented many European plants
thriving as aliens in South America. He
pointed out that escape from the parasites
and diseases that attack them in their native
range may contribute to the rapid spread of
invading plants and animals. An influential
1964 Asilomar conference (2) and a SCOPE
program (3) in the 1980s boosted interest in
the topic. Species Invasions brings readers
up to date. The contributors’ informative
mix of data and theory offers a distinctive
perspective on invasion biology.

Species invasions can be used to address
questions of community assembly and
species packing. For instance, how does the
establishment of an abundant alien species
affect the number and relative abundance of

native species that persist?
Bruno et al. argue that com-
petition is only one of several
important factors that struc-
ture communities. I believe
that, at least for plants, inter-
specific competition from
established native species is
the dominant force restrict-
ing invasion by aliens; other
processes (like herbivory by
native animals) typically

become important only in places (or at times)
where competition from the native vegetation
has been reduced by some other means (e.g.,
increased soil disturbance by feral pigs in
Hawaii). However, I agree completely that
there is little evidence that competition
from alien invasives has caused substantial
(or even measurable) extinction of native
species. As Sax et al. point out for vascular
plants, rather than causing
catastrophic loss of biodiver-
sity, alien invasions almost
always lead to increased total
species richness. The majority
of established alien plant
species never become suffi-
ciently abundant to have
important negative impacts on
ecosystem functioning or
species interactions.

The effects of alien ani-
mals such as feral goats and
pigs on oceanic islands are
well known, but less is under-
stood about the ways the
presence of alien plants
might alter the disturbance
regime and hence influence
ecosystem structure and
function. D’Antonio and
Hobbie address these ques-
tions in the context of alien
plants that affect fire regimes
or increase the rate of nitro-
gen supply.

Much of what we know
about alien diseases concerns
catastrophic infections like
HIV, chestnut blight, or Dutch

elm disease, but Lafferty et al. explore several
more subtle, community-level effects of dis-
ease introductions. The case of the native
Hawaiian avifauna is intriguing: there was no
vector for the avian pox introduced by the cage
birds until 1926, when an alien mosquito was
introduced in the discarded bilge water of a
visiting ship. From that point, the lowland
native birds were rapidly eradicated. In other
cases, introduced diseases can be agents of
apparent competition, as in the United
Kingdom where an alien nematode spread by
introduced pheasants induces morbidity in the
native gray partridge but not in the pheasants.
Globally, however, most recent extinctions of
bird species can be attributed to alien predators
(e.g., rats and cats on oceanic islands) or habi-
tat destruction by people. Blackburn and
Gaston make the point that the particular set of
native species that are lost depends on the set
of introduced predators, so the attributes of the
extinct bird species generally show no clear
patterns (large-bodied ground-nesters on
islands excepted).

Genetic bottlenecks occur when small
numbers of colonists import only a tiny frac-
tion of the allelic variation present in the parent
population. However, as various contributors
explain, serious reduction in genetic variabil-
ity as a result of bottlenecks is observed in
alien species much less often than was

expected by the earliest work-
ers in the field. For inbreeding
species, the presence of high
genetic variability in the
invaded range is generally
attributed to multiple introduc-
tions (e.g., the thousands of
independent introductions for
many of the weed species that
arrived in the New World as
contaminants in seeds from all
over Europe and the Middle
East). In the native range of
inbreeding species, most of the
genetic variation arises among
populations, whereas variation
within populations is typically
very low. For outbreeding
species, the genotypes of indi-
viduals are often sufficiently
different that bottleneck
effects are unlikely if hundreds
(let alone tens of thousands) of
individuals are introduced. 

Alien species spreading
through new environments
encounter novel selection
pressures; thus, they offer rich
opportunities for studying the
rate and predictability of

E C O L O G Y

Learning from the Aliens
Michael J. Crawley

Species Invasions

Insights into Ecology,

Evolution, and Biogeography

Dov F. Sax, John J. Stachowicz,

and Steven D. Gaines, Eds.

Sinauer, Sunderland, MA, 2005.
509 pp. $74.95, £48.99. ISBN 0-
87893-821-4. Paper, $49.95,
£31.99. ISBN 0-87893-811-7.

The reviewer is in the Division of Biology, Imperial
College London, Silwood Park, Ascot, Berkshire SL5
7PY, UK. E-mail: m.crawley@imperial.ac.uk
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evolution in the wild. Huey et al. discuss
some wonderful examples of rapid evolution
in the alien range. The classic example is pro-
vided by the fruit fly Drosophila subobscura,
which was introduced repeatedly (and usu-
ally unintentionally) into both North and
South America. It subsequently exhibited
extraordinarily rapid evolution in such traits
as wing size and chromosome inversions. 

Rice and Sax consider the use of species
invasions to test fundamental evolutionary
questions, such as the benefits of sexual
reproduction. For example, they discuss
differences in the spread of introduced sexual
and asexual species in two genera of grasses:
terrestrial Cortaderia in California and
marsh Spartina in New Zealand. In both
cases, the sexual member of the alien pairs
became more abundant, spread over a wider
area, and occupied a greater range of habitats. 

Invasion biology has helped reinvigo-
rate entire subdisciplines within ecology.
Allelopathy, the negative effect of one species
on another mediated by the release of second-
ary chemical compounds into the environ-
ment, offers an excellent example. This topic
had been left stone dead by John Harper’s
coruscating review (4) of a book by E. L. Rice
(5), in which Harper argued that most if not all
of the examples of allelopathy cited by Rice
could equally plausibly be attributed to
resource competition or to herbivory. As a
result, a generation of ecologists steered clear
of the difficult and intricately controlled exper-
iments that were necessary to tease apart gen-
uine allelopathy from the plethora of other
possible plant-plant interactions. As Callaway
et al. note, studies of exotic plants—especially
the spotted and diffuse knapweeds, Centaurea
maculosa and C. diffusa—have provided the
most convincing demonstrations of the impor-
tance of allelopathy. In the Rocky Mountain
states, these pernicious invaders exclude
whole suites of native species to produce
extensive monospecific stands. Their root exu-

dates cause 100% mortality in native test
plants but are not toxic to the Centaurea them-
selves. They are also much less toxic to
coevolved plant species from the knapweeds’
original European habitats, which suggests
that long-term coexisting species evolve to
tolerate each other’s biochemistry. Adaptations
to live with the allelopathic chemicals of all
one’s neighbors offer perhaps the best case of
coevolutionary relationships within plant
communities, relationships that are disrupted
by the introduction of alien species.

Discussing the rates and spatial patterns
of the spread of alien species, Kinlan and
Hastings draw attention to the importance
of the mode by which rare long-distance
dispersal occurs. They also note the role
played by life history traits that affect rates
of population growth at low densities (Allee
effects); after all, dispersal is only important
if the dispersing organisms survive to repro-
duce in their new surroundings. And the
authors’ exploration of models and empiri-
cal data from various marine and terrestrial
taxa reveals that feedback among migration,
adaptation, and environmental structure is
critical in determining the dynamics of
range expansion by alien species. 

The volume is more than a collection of
case studies; it contains interesting new the-
ory as well. Stachowicz and Tilman provide a
lucid introduction to a stochastic model of
community assembly, and they address the
vexing question of whether the relationship
between species richness and invasibility is
positive, negative, or contingent. Holt et al.
investigate evolution and niche conservatism
in the context of theoretical models of source
and sink populations in temporally variable
environments. They point out that evolution
can rescue an isolated but initially mal-
adapted invading population from extinc-
tion, so long as evolution occurs rapidly
enough. This “evolution outside the niche”
defines the potential domain into which an

alien species can expand. Their discussion
also draws attention to the often-contrasting
effects of migration on the potential for niche
evolution in alien species: Migration provides
opportunities for evolution by sustaining local
populations in sites outside the initial niche
(i.e., in sink habitats where population growth
is negative); it increases local abundances,
enhancing the opportunity for local muta-
tional input; it alters density-dependent
demographic processes; it introduces
genetic variation from the source popula-
tion; but it dilutes locally adapted gene pools,
hampering adaptation. 

My one serious reservation about the
volume is its parochial focus. Virtually all of
the authors and most of the examples are
American. The editors claim that they “did
not attempt to bring together the leaders in
the f ield of invasion biology…but tried
instead to draw together leaders and
emerging leaders in the fields of ecology,
evolution, and biogeography.” Although that
is fair enough, much of the best work on
invasions has been carried out in South
Africa, Australia, and continental Europe.
Examples from these places, and the insights
of the biologists who work there, do not get
the coverage they deserve. It is instructive to
recall that the major breakthrough in control-
ling the invasion of species-rich fynbos
habitat in the Cape floristic region of South
Africa (one of Africa’s hottest biodiversity
hotspots) did not come until it was pointed
out that the invasive trees were wasting vast
quantities of Cape Town’s precious water
supplies through excessive transpiration (6).
As soon as serious financial resources were
committed to the elimination of the alien
species (using a combination of mechanical
and biological control), large areas of
species-rich fynbos were rapidly restored.

Species Invasions shows how far we have
come since Elton’s classic The Ecology of
Invasions by Animals and Plants (7). The
volume offers a fine compendium of ideas
and examples that will be valuable to students
for the number of doors it opens to scores of
subdisciplines within ecology. For profession-
als, it represents a state-of-the-art overview of
the issues involved in invasion biology.
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LSD trips, Ken Kesey’s Merry Pranksters, Stewart Brand and the Whole Earth Catalog,
musicians who became the Grateful Dead, communal living, antiwar protests, and
Pentagon-funded research all appear in this exploration of the origins of personal comput-
ing. Markoff covers events between 1960 and 1975 in the area that would become known
as Silicon Valley. He highlights the philosophical clash between two innovative, unconven-
tional labs that shared a hacker culture and antiauthoritarian outlook:While John McCarthy
and his Stanford Artificial Intelligence Laboratory sought ways to replace humans with
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T
he World Health Assembly voted in
1988 to eradicate poliomyelitis, on the
basis of a large body of evidence indi-

cating the efficacy of a combination of rou-
tine immunization, supplementary polio
immunization campaigns, and highly sensi-
tive surveillance (1). By early 2003, indige-
nous wild polioviruses were limited to dis-
crete areas of just 6 of the more than 125
countries that were considered infected in
1988. Disease burden declined from an
estimated 350,000 cases in 1988 to 784
reported cases in 2003. In that year, how-
ever, the initiative faced two potentially fatal
challenges. The 12-month suspension of all
immunization with oral polio vaccine
(OPV) in a number of northern states of
Nigeria (2) led to reinfection, by mid-2005,
in 18 previously polio-free countries, from
Mali to Indonesia. The second, and more
threatening, development was the failure of
very high coverage with trivalent OPV to
interrupt polio in some densely populated
areas in India and Egypt (3). By mid-2005,
however, political advocacy had led to the
restart of OPV immunization in Nigeria and
the “reinterruption” of polio in many rein-
fected countries, while technical advances
[monovalent oral poliovirus type 1 vaccine
(mOPV1)] (4) had already eliminated some
of the polio reservoirs in India and Egypt. 

With the interruption of wild polio-
viruses globally increasingly on track,
attention has returned to the challenges
posed by the “post-eradication” era.
Planning for that era is now driven by the
recognition that even with eventual inter-
ruption of all wild-type poliovirus, para-
lytic polio will continue until routine use of
live vaccines is stopped (3, 5, 6).

The Rationale for Stopping OPV
OPV has been one of the most effective
tools for disease prevention in public health.
Soon after licensure, however, it was recog-
nized that OPV use resulted in rare cases of
vaccine-associated paralytic poliomyelitis

(VAPP) (7). Consequently, after eliminating
indigenous wild poliovirus and because of
the progress toward global eradication,
some countries with very high immuniza-
tion coverage have moved to inactivated
poliovirus vaccine (IPV) for routine child-
hood immunization (8). Although the public
health benefits of OPV continue to out-
weigh the VAPP risk (9), this balance can be
expected to change with the interruption of
wild-poliovirus transmission in all coun-
tries. An estimated 250 to 500 VAPP cases
would continue to occur each year in OPV-
using countries on the basis of current vac-
cine utilization patterns. (10).

Of even greater significance is the recent
documentation that OPV viruses under
some circumstances regain both neuroviru-
lence and the capacity to circulate and cause
outbreaks (11). By mid-2005, such circulat-
ing vaccine-derived polioviruses (cVDPVs)
had been established as the source of polio
outbreaks that paralyzed more than 50 peo-
ple total in Hispaniola (2000–2001) (12),
the Philippines (2001) (13), Madagascar
[2002 (14), 2005], China (2004) (15), and
Indonesia (2005). A seventh such outbreak,
in Egypt, has been described retrospectively
(16). All recent cVDPVs have been rapidly
interrupted with an OPV campaign. After
global eradication of wild-type polio-
viruses, however, the continued use of OPV
would continually generate cVDPVs. The
spread of just a limited number of these
cVDPVs would eventually negate the elimi-

nation of wild-type polioviruses from
human populations.

Finally, the use of OPV in individuals
with some primary immunodeficiency syn-
dromes has been shown to result, rarely, in
prolonged excretion (>6 months) of vaccine-
derived polioviruses; these individuals are
called iVDPVs (17). Although none of the 28
iVDPVs detected to date are known to have
generated secondary cases, and 25 spontane-
ously stopped excreting or died, “chronic”
excretion (>36 months) did occur from four
iVDPVs (18), all of whom lived in high-
income countries that plan to continue IPV
use. Acquired immunodef iciency syn-
dromes, such as that associated with HIV
infection, have not been associated with pro-
longed poliovirus excretion (19, 20).

Risks Associated with Stopping OPV
Mathematical modeling suggests that there
is a 65 to 90% chance of at least one out-
break of cVDPV occurring somewhere in
the world during the 12 months immedi-
ately after cessation of OPV use globally,
with that risk declining to 1 to 5% at 36
months (21). Countries with low routine
immunization coverage at the time of OPV
cessation are expected to be at greatest risk.
The overall probability of substantial inter-
national spread of such a virus is remote,
especially as monovalent OPVs are avail-
able for rapid response.

There is a longer-term risk of reintro-
ducing a wild, vaccine-derived or Sabin
poliovirus strain from a vaccine production
site, a laboratory, or an iVDPV. The magni-
tude of the facility-associated risks is
largely contingent on the extent of polio-
virus destruction before OPV cessation and
largely contingent on the quality of high-
level biocontainment (22). Before OPV
cessation, the magnitude of the iVDPV risk
must be more accurately def ined, and
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strategies for clearing chronic iVDPVs
must be pursued, including evaluation of
potential antiviral drugs. 

The final risks derive from intentional
use of polioviruses. The risk of an effective
bioterrorist incident using poliovirus is
remote (23), because of high population
immunity at OPV cessation, continued
access to a polio vaccine stockpile there-
after, and the inherent difficulties in target-
ing polioviruses. The decision by several
countries, including those generally thought
to be at highest risk for intentional use of
biologic agents, to maintain high population
immunity through continued IPV use should
further deter intentional use of polioviruses. 

Managing Cessation of Routine 
OPV Use
In a polio-free world, no vaccination strat-
egy is without risk (24). Six major “prereq-
uisites” have been defined to reduce and to
manage the risks of paralytic poliomyelitis
that would be associated with OPV cessa-
tion (for additional details, see table S1). 

First, there must be confirmation of inter-
ruption of wild-poliovirus transmission glob-
ally. In 1995, mainly on the basis of the expe-
rience in the Americas (25, 26), 3 years was
established as the minimum period between
the last circulating wild poliovirus in a geo-
graphic block of countries and its certification
as polio-free (27). Quantifiable performance
targets were set for polio surveillance based
primarily on identification and investigation
of children less than 15 years of age with acute
flaccid paralysis (AFP) (28–30).

Second, biocontainment of all polio-
viruses must be ensured (31). To date, 158
countries have initiated a survey for wild
poliovirus materials, covering over 210,000
facilities. As of May 2005, ~800 facilities
had been identified with relevant materials,
which will either be destroyed or placed
under biocontainment. OPV cessation will
also require international consensus on, and
verif ication of, biosafety measures for
Sabin viruses. The World Health Organi-
zation (WHO) is promoting development of
IPV from Sabin strains to reduce the risks
associated with large-scale wild-poliovirus
amplification in the post-OPV era, while
facilitating maintenance of a “warm base”
for restart of OPV production should that
ever prove necessary (4).

Third, an international stockpile of mono-
valent OPV vaccines (mOPV) is being estab-
lished so that type-specific immunity could
be rapidly established if poliovirus were rein-
troduced (32). Bulk vaccine could also be
used to resume routine immunization
quickly in the “post-OPV” era, while produc-
tion from seed virus is restarted if required.
Criteria for the use of mOPVs must be inter-
nationally agreed upon given the implica-

tions of reintroducing attenuated poliovirus
strains in a post-OPV era. The enhanced
eff icacy of mOPV and elimination of
unnecessary serotypes will further reduce
the risk of inadvertently generating a
cVDPV during an outbreak response.
Strategies for minimizing the risk of a
cVDPV after an mOPV response must also
be further elaborated, including the poten-
tial use of antivirals or a combination of
mOPV and IPV in the initial response (33).

Fourth, sensitive surveillance for polio-
viruses must be sustained, particularly
during the 3 years immediately after OPV
cessation. The existing global AFP surveil-
lance capacity will require continued finan-
cial support, with supplementary activities
such as systematic screening for iVDPVs.
Poliovirus surveillance is being incor-
porated into the International Health Regu-
lations (IHR) to sustain detection and
response activities (34). Rapid diagnostic
tools, particularly Immunoglobulin M (IgM)
assays and direct molecular detection tech-
niques, are being evaluated for integration
into the global polio laboratory network.

Fifth, extensive work (such as international
agreements on timelines) is needed to prepare
for simultaneous OPV cessation worldwide.
Eliminating the risk of a Sabin strain reintro-
duction will require rapidly collecting and
destroying OPV stocks everywhere.

Finally, each country must decide whether
to maintain immunity against polio in the post-
OPV era. The risks of intentional or inadver-
tent poliovirus reintroduction into increasingly
naïve populations must be measured against
the financial, opportunity, and programmatic
costs associated with IPV use (35). Such deci-
sions are particularly important in resource-
poor settings (36). IPV currently costs at least
4 or 5 times the estimated “break-even” price
for replacing OPV in routine immunization
programmes (37), and existing IPV producers
have predicted there will not be substantial vol-
ume discounts because of high fixed produc-
tion costs. WHO will continue to review the
role of IPV as additional data are collected on
both the vaccine and the risks associated with
OPV cessation.

The most important lesson for long-term
polio immunization policy comes from the
smallpox eradication effort—the capacity to
conduct research on polio vaccines and con-
trol strategies must be maintained to ensure
that appropriate tools are always available.
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T
he recent news from the Arctic is
troubling. A new report (1) from
NASA and the National Snow and Ice

Data Center (NSIDC) indicates that the
extent of sea ice cover in the Arctic Ocean is
now at its lowest level in more than a cen-
tury. The NASA-NSIDC team has observed
four straight years of substantially below-
average sea ice, with earlier spring melting
and sharp declines in winter ice cover. This
comes on the heels of another report by
Overpeck et al. (2), supported by the NSF
Arctic System Science program, which
suggests that the Arctic is heading toward a
new, seasonally ice-free state—a condition
not seen for at least a million years. The
authors are blunt: “The Arctic system is
moving toward a new state that falls outside
the envelope…of recent Earth history. This
future Arctic is likely to have dramatically
less permanent ice than exists at present…a
summer ice-free Arctic Ocean within a cen-
tury is a real possibility….” Overpeck et al.

conclude that “The change appears to be
driven largely by feedback-enhanced
global warming, and there seem to be few,
if any, processes or feedbacks within the
Arctic system that are capable of altering
the trajectory….”

Now, turning to the continents sur-
rounding the Arctic Ocean, Chapin et al.

report new findings on page 657 of this
issue (3) that conf irm that substantial
warming over the landmasses of the Arctic
is also happening, and is accelerating. In
fact, from the 1960s to the 1980s, the
Arctic landscapes warmed by roughly
0.15°C per decade, and then the region
warmed by nearly 0.3° to 0.4°C per decade
since the 1990s.

According to Chapin et al., the acceler-
ated warming over the high-latitude conti-
nents appears to be the result of strong pos-
itive feedbacks from the land surface on a
warming atmosphere. In particular, they
suggest that greenhouse warming is now
reducing the duration of seasonal snow
cover in the Arctic, shortening the snow-
covered season by roughly 2.5 days per
decade, thereby shifting the albedo (the

reflectivity of the surface to sunlight) of the
landscape away from bright snow toward
darker vegetation and soil. This decrease in
albedo allows the ground to absorb more
solar radiation, warm the surface, and then
provide additional heat to the atmosphere
(see the f igure, top and middle panels).
Chapin et al. estimate that this reduction in
snow cover, and associated decrease in
albedo, resulting from global warming adds
another ~3 W m−2 of local heating to the
atmosphere—an amount that is roughly
comparable to what a doubling of CO2

levels would do the global atmosphere.

But changes in snow cover may not be the
only feedback process at work in Arctic
landscapes. Global warming may also
encourage more shrubs to grow in the tun-
dra, and boreal forest to grow farther north-
ward, replacing the tundra ecosystems that
exist there today. These changes in the land
surface (to a landscape with more shrubs and
trees) also profoundly affect the heat transfer
between the surface and the atmosphere (see
the f igure, bottom panel). Although the
extent of vegetation expansion in the Arctic
has been relatively small so far, it is likely to
continue in response to global warming and
be a major factor in shaping the climate of
the region. From their observations, Chapin
et al. conclude that widespread shrub and
tree expansion could further magnify atmo-
spheric heating over Arctic landmasses by
another factor of 2 to 7.

The author is at the Center for Sustainability and the
Global Environment (SAGE), Nelson Institute for
Environmental Studies, University of Wisconsin,
Madison,WI 53726, USA. E-mail: jfoley@wisc.eduC
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But how well do these new observations
fit with the predictions of global climate
models (GCMs)? The positive feedbacks
on global warming stemming from the
reduction in snow cover are already
included within GCMs. Nearly all of the
models include representations of the
physics of land-surface processes, includ-
ing the energy, moisture, and momentum
balance among vegetation, soil, snow, and
the atmosphere. As a result, GCMs show
strong warming in the polar region; in these
areas, the simulated warming is amplified
through albedo feedbacks from reduced
snow and ice.

Unfortunately, few GCMs represent the
possible feedbacks from changing vegeta-
tion cover and the associated changes in
land-surface properties. As Chapin et al.
suggest, increases in shrub and forest cover
in the Arctic could dramatically amplify
global warming in the Arctic, but nearly all
GCMs used today do not consider such
changes in vegetation cover. However, a
study by Levis et al. (4) used one of the few
fully coupled global climate–vegetation
models to estimate the potential for vegeta-

tion feedbacks on Arctic climate. They con-
cluded that the northward shift of trees and
shrubs induced by global warming would
raise seasonal temperatures by an additional
1.1° to 1.6°C in spring. Naturally, further
investigations with alternative models of cli-
mate-vegetation interactions are needed to
corroborate this kind of result. But Chapin et
al. have now provided us with strong empir-
ical evidence to support this hypothesis.

In a way, the Arctic may be the “canary
in the coal mine” of our global climate sys-
tem. Climate theory and models have both
suggested that the Arctic region will experi-
ence some of the strongest effects of global
warming, mainly because of the large mag-
nifying effects of snow, ice, and (possibly)
vegetation feedbacks. And now several
sources of evidence are showing that not
only is the Arctic warming, but also that the
feedback mechanisms seem to be kicking
into high gear.

Ultimately, this research leads one to
wonder whether the Arctic is headed toward
a fundamentally different climatic
regime—one with much less snow, much
less sea ice, and possibly more shrubs and

forest. Furthermore, scientists and deci-
sion-makers must ask what this radically
different climate future means for the
species and peoples that call the Arctic
home today, including polar bears, seals,
and Inuit communities. And given the mas-
sive inertia of the global climate system—
with the significant degree of additional
warming already “in the pipeline,” even if
CO2 levels were to stabilize today (5)—
combined with the difficulty of achieving
drastic decreases in greenhouse emissions
anytime in the near future, one also has to
ask: Is the Arctic we know today already
lost? To answer these questions, studies like
that of Chapin et al. demand more attention.
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T
hree species of horseshoe bats
(Rhinolophus spp.) have now been
off icially recorded as the natural

reservoir host of the coronavirus that
causes severe acute respiratory syndrome
(SARS) [see the report by Li et al. on page
676 of this issue (1) and the report by Lau
et al. (2)]. The emergence of this pathogen
(SARS-CoV) in southern China in 2002–2003
almost brought the burgeoning economy of
Southeast Asia to its knees (3, 4). Bats are now
known to be natural reservoir hosts to several
other new emergent disease pathogens: Nipah
and Hendra viruses (5) and potentially Ebola
and Marburg viruses. They are also reservoirs
to “older” and more well-known pathogens,
such as rabies virus, which frequently resurge
into human populations or domestic livestock.
Fieldwork on SARS illustrates not only the
crucial role that conservation organizations
play in frontline research on emergent dis-
eases, but also the shortcomings in our under-
standing of the etiology of these diseases.

A key step in determining the threat
imposed by new pathogens is identifying
the route along which they are transmitted
from their reservoir to new hosts such as
domestic livestock or humans. In the case
of pathogens that use bats as reservoirs, a
common route seems likely. Bats’ feeding
habits are constrained by the aerodynamics
of flight, so they can’t ingest huge amounts
of food. Yet many bats are frugivorous—
that is, they meet their energy requirements
by ingesting fruits. But instead of swallow-
ing them, they chew them to extract the sug-
ars and higher energy components, and then
spit out the partially digested fruits, which
drop to the ground. Other animal species
can ingest these fruit remnants and may
consequently become infected with virus
particles in residual bat saliva. A small vari-
ant on this is required in the case of the
insectivorous Rhinolophus bat species, but
they also discard the heavier body parts of
the insects they eat, which are then ingested
by terrestrial foraging species. This pro-
vides a route for SARS-CoV to be infre-
quently transmitted to masked palm civets
(Paguma larvata), the animals that were

initially considered to be the potential virus
reservoirs in the SARS epidemics. It would
also explain how gorillas, chimpanzees,
and duikers acquire Ebola virus during sea-
sonal fruiting events when bats and pri-
mates feed in or below fruit-bearing trees.
The animal pens of the pig farms where the
Nipah virus outbreak in Malaysia was first
reported were littered with partially
digested fruits that were regurgitated from
bats. Similar observations were reported at
the site of the Hendra virus outbreak in
Queensland, Australia. In Bangladesh, the
Nipah virus has been shown to be transmit-
ted directly from bats to humans. There,
during the fruiting season, young boys
climb trees to pick fruit. They frequently
add fruit that is partially chewed by bats to
their collections, which they then sell to the
local salesmen. The fruit is pulped to produce
a drink that is sold in neighboring villages.
The Nipah outbreaks there often follow the
trails of these bicycle-borne salesmen (6).

The transmission dynamics of these
emerging viruses can be readily modeled in
a framework originally developed to exam-
ine the rate of spread of HIV-AIDS in popu-
lations with heterogeneous mixing of peo-
ple with different levels of sexual activity
(7). The key difference with using this
approach to examine emergent diseases is
that transmission of emergent pathogens
between populations tends to be unidirec-
tional (8). Thus, bats transmit SARS-CoV
to palm civets, but not vice versa. This
means that control of the disease has to
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focus on either controlling its
abundance in its reservoir, pre-
venting its spillover between
hosts, or rapidly reducing its
spread once it has infected
humans or domestic livestock.
This creates a dilemma for both
public health and conservation
biology: Should we attempt to
control potentially emergent
pathogens by focusing on their
reservoir hosts, or should we
try and prevent the spillover
events that allow the pathogen
to spread in a new population?
A third option is to develop a
vaccine to protect hosts in the
spillover population. Unfor-
tunately, because spillover is
likely to be a random event,
effective protection requires that
all individuals in the spillover
population become protected.
We have never achieved this level
of coverage for well-known pathogens that
have fairly safe and effective vaccines (9).

The two viable alternatives are either to
reduce the prevalence of the pathogen in
the reservoir host, or to identify the condi-
tions that lead to spillover and attempt to
minimize these. The latter will involve sur-
veying a diversity of wild species for
potential pathogens and unraveling the
changes in ecological conditions that lead
to spillover events. In both these areas,
conservation organizations seem to be
playing almost as important a role as med-
ical schools. This is both ironic and tragic
given that conservation nongovernmental
organizations have much smaller budgets
and broader agendas than medical schools. 

Is it unusual that so many emergent dis-
eases use bats as reservoirs? What’s special
about bats? We often forget that bats form a
sizable proportion of mammalian diversity;
the 916 extant species constitute about 20%
of this diversity (10). Thus, if all potential
reservoirs were created equal, we would
expect almost as many emergent pathogens
from bats as from small mammals. This is not
the case; less than 2% of human pathogens
have bats as natural reservoirs [bats may be
persistently infected, yet never display any
pathologies (11)]. These data suggest that
bats are not overrepresented in the numbers
of pathogens that emerge from them. What is
more conspicuous is the pronounced pathol-
ogy of pathogens that spill over from bats and
that most of these spillovers have occurred in
the last 20 years. What might cause this?

One obvious difference between bats
and other mammals is that bats fly. This
means that they have hollow bones, as do
birds. But bone marrow is where most
mammals produce the B cells of the

immune system. Where do bats produce B
cells? Unfortunately, we don’t know
enough about bat immunity to address this
question. They may compensate by
increasing B cell production in the marrow
of their pelvis and legs, but we have little
data on this. Bats are long-lived, highly gre-
garious, and can enter torpor.We do not
know whether these traits allow these
ancient mammals to differ from other mam-
mals in the way they combat potential viral
infections. Are there differences in the func-
tionality or type of receptors required for
infection? Are there bat antiviral proteins
(interferons) that can stop viral replication
as in other mammals, or do bats possess a
mechanism to prevent their inactivation?
Alternatively, we could ask if bats possess a
novel innate immunity that allows them to
cope with certain classes of viruses in ways
that other mammals cannot.  If the latter is
the case, then what would studies of bat
immunity tell us about new ways to attack
and treat viral diseases? The literature is
silent on this. Very few medical schools
have experimental bat colonies, and work in
this area may be a little “outside the box”
for conservative funding agencies. 

Knowing more about bats, and particu-
larly more about bat ecology and immunol-
ogy, is crucial if we are to develop new treat-
ments and ways to control the viral diseases
that are an increasing threat to humans.
Assuming we can control these diseases by
simply controlling bats is both naïve and
short-sighted. Instead, we must recognize
that increased rates of spillover-mediated
pathogen transmission from bats to humans
may simply reflect an increase in their con-
tact through anthropogenic modification of
the bat’s natural environment. The emer-

gence of Nipah virus and
SARS-CoV epitomizes this sit-
uation. In regions where large
areas of bat habitat have been
converted to agricultural land or
oil palm plantations, the surviv-
ing bat populations will be con-
centrated in the remaining
patches of forest that provide the
resources they need. When these
patches of fruit trees are used as
shade for intensive animal hus-
bandry, then it is highly likely
that the fruits and insects
chewed by bats will find their
way into the human food chain. 

The scientists who revealed
the bat reservoir of SARS-CoV
operate within a new intellectual
paradigm. They call their disci-
pline “conservation medicine”
(12). It brings together the two
areas of natural science that will
be crucial to the future welfare of

humans: health sciences (human, veterinary,
and plant pathology) and the ecological
sciences that monitor the health of popula-
tions, communities, and ecosystems. The
Millenium Ecosystem Assessment has
emphasized the dependence of human health
and economic well-being on goods and serv-
ices provided by the natural environment
(13). This dependence can only be actively
capitalized upon if we increase our under-
standing of the population dynamics and
ecology of new and old infectious diseases.
Conservation medicine is an idea whose time
has come none too soon.
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Bats, the great natural reservoir for viruses. Knowing more about bat ecol-
ogy and immunology is crucial to controlling spillover of viruses and related
diseases to humans.
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T
he simple observation that higher
organisms achieve a final body size
that is characteristic of their species

raises the profound biological question of
how that f inal size is achieved. Detailed
studies over the past decade have provided

part of the answer,
demonstrating that
insulin signaling
plays a central role
in directing animal

growth. However, it remains unclear why
growth is largely restricted to juvenile stages
and how it is terminated upon sexual matura-
tion. A report by Colombani et al. (1) on
page 667 of this issue provides important
new insights into the coordination of growth
and maturation, using the fly Drosophila
melanogaster as a model. The study shows
that the steroid hormone ecdysone, which
directs insect maturation, suppresses growth
by antagonizing insulin activity. 

Insulin-like peptides and the insulin
receptor drive organismal growth, acting
through a cellular signaling cascade that
includes phosphatidylinositol 3-kinase
(PI3K). Superimposed on insulin-mediated
growth is temporal control by hormones that
direct the juvenile-to-adult transition. In
insects, this temporal control is provided by
pulses of the steroid hormone ecdysone that
are released from the prothoracic gland
in response to neuropeptide signaling.
Ecdysone pulses trigger two larval molts to
accommodate the ~200-fold increase in
mass that occurs as the larva feeds. Increases
in ecdysone at the end of the last larval stage
terminate feeding and initiate maturation via
metamorphosis. The rate of larval growth
and the duration of feeding both contribute
to final body size, with no further growth
occurring after puparium formation. 

Colombani et al. exploited earlier studies
showing that ectopic expression of PI3K
accelerates cell growth, whereas expression
of a dominant negative form (PI3KDN, which
inhibits PI3K) retards cell growth (2).
Expressing these insulin regulators specifi-
cally in the prothoracic gland affected the
size of the gland as expected but, remark-
ably, had the opposite effect on overall body
size. Activated insulin signaling in the pro-

thoracic gland created smaller animals,
whereas insulin inhibition created larger ani-
mals. Enlarging the prothoracic gland by
expressing insulin-independent growth reg-
ulators had no effect on body size, indicating
that gland size per se is not the culprit.
Rather, changes in insulin signaling within
the prothoracic gland affect overall body size
(see the figure). Given that the primary func-
tion of this organ is to produce ecdysone, the
authors used various strategies to measure
ecdysone levels in animals that express
either PI3K or PI3KDN in their prothoracic
glands. They found that larvae with smaller
glands produced less ecdysone, whereas
those with enlarged glands produced more.
This suggests that the effects of prothoracic

gland insulin activity on body size are
mediated by changes in ecdysone levels (see
the figure). This proposal is reminiscent of
the effects of insulin on insect ovaries, where
it promotes ecdysone production (3, 4).
Feeding ecdysone throughout larval stages
or inactivating the ecdysone receptor
resulted in reduced or increased body
weight, respectively, further defining a role
for ecdysone in insect growth.

How do changes in ecdysone levels
affect f inal body size? One possibility
arises from the role of the hormone in deter-
mining the duration of larval feeding.
Changes in ecdysone levels could direct
shorter or longer feeding periods. Alter-
natively, ecdysone could affect larval
growth rates, allowing animals to achieve
different sizes over the same time interval.
Colombani et al. favor the latter model and
show that the growth rate is enhanced in lar-
vae that express PI3KDN in their prothoracic
gland, but is reduced in larvae that express
PI3K, with little or no effect on the timing of
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larval molts or puparium formation. In addi-
tion, they found that feeding ecdysone to lar-
vae that express PI3KDN in their prothoracic
gland slowed the enhanced growth of these
animals, suggesting that the increased growth
rate is indeed due to reduced ecdysone titers. 

Finally, the authors show that expression
of PI3K in the prothoracic gland and
changes in ecdysone signaling affect com-
ponents of the insulin signaling pathway in
other tissues in a manner that is consistent
with the effects on growth. Expression of
PI3K in the prothoracic gland resulted in
increased translocation of the transcription
factor dFOXO into nuclei of fat body cells.
This consequently increased expression of a
direct target of dFOXO, the 4E-BP protein
synthesis inhibitor. These are all indicators
of decreased insulin signaling and reduced
growth (see the figure). A similar effect was
seen by feeding ecdysone to normal (wild-
type) larvae. Conversely, inactivating the
ecdysone receptor in the fat body decreased
nuclear levels of dFOXO and reduced 4E-
BP expression, further suggesting that
ecdysone regulates organismal growth
through effects on the insulin signaling
pathway. The observation that a mutant fly
lacking functional dFOXO does not exhibit
the growth defect caused by expressing
PI3K in the prothoracic gland also supports
this model. Moreover, Colombani et al.
show that reducing ecdysone receptor activ-
ity exclusively in the fat body is sufficient
to produce larger animals, indicating that
this tissue (the insect equivalent of mam-
malian liver and adipose tissue) plays a cen-
tral role in relaying systemic information
regarding f inal overall body size, albeit
through an unknown signal (see the figure).

Several important questions remain.
First, is insulin signaling in the prothoracic
gland a natural means of regulating
ecdysone titers? It will be interesting to
determine whether tissue-specific loss-of-
function mutations in insulin signaling
components in the prothoracic gland have
the predicted effects on ecdysone titers and
body size. A second related question is
whether changes in insulin signaling in the
prothoracic gland affect body size solely
through changes in ecdysone levels. Partial
reduction in the activity of key enzymes in
the ecdysone biosynthetic pathway would
address the question of whether the corre-
sponding changes in ecdysone levels are
sufficient to alter body size. Further studies
will also have to examine how insulin balances
its normal growth-promoting effects with
its proposed growth-inhibitory effects
through ecdysone synthesis (see the figure). 

Another critical question is whether
changes in larval growth rates alone explain
the observed effects on body size. This ques-
tion is highlighted by two recent studies (5, 6)

that use similar strategies to modulate protho-
racic gland insulin activity and report compa-
rable effects on body size and larval growth
rates. In contrast to the work of Colombani et
al., however, these studies find that the larval
stages are shorter for small animals and pro-
longed for larger animals, indicating that the
duration of the larval growth phase con-
tributes to final body size. The fact that each
study uses different transgenic tools to modu-
late prothoracic gland insulin activity may
provide one reason for the observed differ-
ences in developmental timing. In addition,
small differences in the duration of larval
development can have a significant effect on
overall body size, given that Drosophila larvae
gain on average 7% of their weight per hour.
Moreover, as shown by Mirth et al. (5), nutrit-
ion and photoperiod can affect the degree of
overall growth directed by insulin signaling in
the prothoracic gland. Clearly, more work is
required to resolve this discrepancy.

Our current understanding of ecdysone
action is derived largely from studies of high-
titer ecdysone pulses in directing developmen-
tal transitions during the insect life cycle.
However, these three new reports draw our
attention back to basal ecdysone levels and
their roles in insect physiology. Although rela-
tively few studies have addressed this issue,
basal ecdysone levels maintain cell prolifera-
tion in the eye primordium of the moth

Manduca sexta, with higher hormone titers
arresting proliferation and promoting eye mat-
uration (7). In addition, studies of the wing
imaginal discs of the butterfly Precis coenia
demonstrate a requirement for both ecdysone
and bombyxin (a lepidopteran insulin-like
peptide) for growth (8). The molecular basis of
these effects, however, remains unclear. The
results reported by Colombani et al., along
with the related studies by Mirth et al. (5) and
Caldwell et al. (6), provide insights into how
steroid and insulin signaling are integrated to
coordinate growth and maturation, and estab-
lish new directions for future studies of growth
regulation in higher organisms.
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T
his month’s Nobel Prize in Physics rec-
ognizes Roy Glauber for his work in
quantum optics, and especially for his

role in distinguishing the different kinds of
fluctuations or correlations that exist in natu-
ral light from thermal sources such as the
Sun, which are quite different from those of
the unnatural radiation from a laser. On page
648 of this issue, we see a further chapter
opening in this story, in which Schellekens
et al. (1) report on observations of analogous
fluctuations in matter waves, those formed
from cold atoms. Using a clever microchan-
nel plate detection scheme, they have been
able to demonstrate the transition from the
fluctuations in a thermal cloud of atoms to
the lack of fluctuations in a coherent Bose
condensate as their atom cloud cooled. 

The study of fluctuations in thermal
light was initiated in the 1950s by the
British astronomers R. Hanbury Brown and
R. Q. Twiss (2), who were eager to develop
a new method to determine the size of stars
that improved on Michelson’s stellar inter-
ferometer (see the figure). Hanbury Brown
had a curious initiation into the study of
fluctuating signals: Almost kidnapped from
the student labs by the then-rector of
Imperial College, Henry Tizard, he was
press-ganged into joining the nascent
British radar project at Bawdsey, and after
the war joined Lovell’s group setting up the
Jodrell Bank Observatory in Cheshire. He
and Twiss were determined to show that an
intensity interferometer would generate the
improvements they sought over the
Michelson interferometer, and started by
demonstrating the effect in a laboratory
experiment with thermal light from a spec-
tral lamp (this later led to the successful
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Narrabri telescope). They were able to
demonstrate the existence of the excess
fluctuations from this thermal source, later
to be called “photon bunching.” This ini-
tially caused much consternation and con-
fusion, as doubters misunderstood a dictum
from Dirac that photons should only inter-
fere with themselves and not each other (3).
Clarification came from the work of Purcell
and from Mandel, Wolf, and others (4) on
the counting statistics of light, and this
phase really marked the beginning of the
development of quantum optics as a subject. 

With the advent of the laser, these ques-
tions were revisited. Lasers are stable, lack
the Gaussian fluctuations of thermal light,
and would show no such correlations.
Glauber developed a sophisticated quantum
theory of coherence that showed how
bunching, laser light, and even anticorrela-
tion could be accommodated within a con-
sistent theoretical framework [(5); for an
overview, see (6)].

Underpinning this framework of coher-
ence theory was the role of quantum statistics
and indistinguishability: Integer-spin boson
particles show two-body interferences that
are quite different from those of fermionic
half-integer particles. Much attention has
been paid to this, but this has only been
accessible to study when cold atoms became
available by means of laser cooling. A pio-
neering experiment to investigate atomic
correlations was performed in 1996 at the
University of Tokyo, by Yasuda and Shimizu,
using a continuous beam of neon atoms (7).
Now Schellekens et al. (1) have investigated
the correlations from a cloud of cold atoms,
much closer in spirit to the original Hanbury
Brown and Twiss (HBT) experiment, which
sought spatial information. They investi-
gated the size over which the cloud remained
correlated—a kind of speckle experiment

familiar from light scattering. Such effects
can be seen with the eye: If you look at sun-
light scattered in the open air from a rough
surface (technically a “rugous” surface) such
as a fingernail, you can observe the twinkling
of the scattered light. Schellekens et al. stud-
ied these fluctuations in a cold cloud of
atoms released to fall on a microchannel
plate detector where the pairwise correla-
tions can be investigated as a function of the
separation of the two chosen detection points
(see the figure). Their correlation length l is
exactly as predicted by elementary optics:
l = Lλ/2πs, where L is the distance from the
cloud to the detector (this translates into a
drop time), s is the size of the cloud, and λ is
the de Broglie wavelength of the atomic mat-
ter wave. Analysis of the analog of the HBT
intensity correlations leads to a deviation
from unity given by a Gaussian with a char-
acteristic length scale that is precisely this
correlation length. 

This is exactly what Schellekens et al.
observed. As the temperature of the atom
cloud changed, the size s changed, as the
cloud was formed in a harmonic well whose
filling (and thus size) depends on tempera-
ture. In these experiments, the size s was
really small, crucial in leading to a large
enough outcome. But once the temperature
was lowered sufficiently to allow the atoms
to Bose-condense, the correlation length
increased to such an extent that the fluctua-
tions disappeared, just as their optical coun-
terparts did when light from a laser was
studied [by the pioneers of photon statistics
Arecchi, Pike, and Mandel (4) among oth-
ers] from below threshold (when they are
essentially thermal) to way above threshold
when they are coherent. 

So this experiment [and the earlier
Tokyo University beam experiment (7),
together with a related experiment from Öttl

et al. (8)] marks the beginning of a new era
in atom optics. It would be interesting to see
(as Schellekens et al. state) what would
result if a fermionic cloud were used and
whether the statistics would indeed show
the antibunching effect. Another quantum
gas to investigate would be the Mott insula-
tor state formed in optical lattices. Studies
of these have been pioneered in the labora-
tory by another of this year’s Physics
Nobelists, Theodor Hänsch. The localized
Fock nature of the Mott state should reveal
dramatically different statistics. Another
would be the nature of fluctuations in
clouds formed from the dissociation of a
molecular condensate where there is con-
siderable analogy with two-mode squeez-
ing, and where one might expect to see
bunching within each subspecies compo-
nent of the dissociation but correlations
across species (9), a little like the statistics
seen in jets formed from high-energy
hadronic collisions. Much remains to be
done in this exciting field.
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ir Joseph Rotblat, who died on 31
August in London at the age of 96, was
a participant in the Manhattan Project,

a pioneer in medical physics, and one of the
towering figures of the 20th century in the
domain of the social responsibilities of sci-
entists. He was the only scientist to leave the
American-British atomic-bomb project on
moral grounds once it became clear that the
Germans would not succeed in developing
the bomb. Thereafter, he devoted the rest of
a long career in science to clarifying the
health impacts of ionizing radiation. His
parallel career in public affairs focused on
building international communication and
cooperation to reduce the dangers posed by
nuclear weapons. 

Rotblat was the youngest of the 11 sign-
ers of the 1955 Russell-Einstein Manifesto,
which called upon scientists to “assemble in
conference to appraise the perils that have
arisen as a result of the development of
weapons of mass destruction.” (Most of the
other signers, including Albert Einstein,
Bertrand Russell, Max Born, Frederic
Joliot-Curie, Linus Pauling, and Hideki
Yukawa, already had Nobel Prizes.) He was
instrumental in planning the resulting 1957
conference in Pugwash, Nova Scotia, which
spawned a new international organiza-
tion—the Pugwash Conferences on Science
and World Affairs. It has since held some
300 conferences, symposia, and workshops
on arms control and peace-building. 

Even at the height of the Cold War, the
Pugwash Conferences were able to assem-
ble scientists and public figures from both
sides of the Iron Curtain for private discus-
sions of the thorniest science-and-security
issues of the time. These meetings are
widely credited with laying the technical
foundations for the Nuclear Non-
Proliferation Treaty, the Partial Test Ban
Treaty, the Anti–Ballistic Missile Treaty,
the Biological Weapons Convention, and
the Chemical Weapons Convention, among
others. Joseph Rotblat was the organiza-
tion’s f irst and longest serving secretary
general (1957 to 1973), and later its presi-
dent (1988 to 1997). For its entire existence
until his death this year, he was its animat-
ing spirit and the embodiment of its commit-
ment to diminish the dangers from weapons
of mass destruction and from war itself.

A Polish Jew, Rotblat completed his
doctorate in physics at the University of
Warsaw. In 1939, he accepted a research
fellowship to work under James Chadwick,
the discoverer of the neutron, at the
University of Liverpool. Later that year, he
returned to Warsaw to collect his young
Polish wife, but she was too ill to travel,
and he had to return to England without her.
The next day Hitler invaded
Poland, and Rotblat never
saw his wife again.

Rotblat’s own experi-
ments at the end of the
1930s had shown that the
newly discovered fission
process emitted neutrons,
and he was one of the first
to realize that this opened
the possibility of a chain
reaction that could yield
immense explosive power.
With Chadwick, he went
to the Los Alamos Nation-
al Laboratory in New
Mexico in 1943 as part of
the British team assigned
to the Manhattan Project
(although he did not
become a British citizen
until after the war). 

When it became clear
in 1944 that the Germans were losing the
war—and clear, as well, through intelli-
gence that was shared with Rotblat, that the
German atomic bomb project had gone
nowhere—he packed his bags, left Los
Alamos, and returned to Liverpool. He later
told me and others that he had no wish to
work on an atomic weapon destined for use
against Japan, known not to be developing
such a weapon itself. 

Back in England, he switched the focus
of his scientific work to medical physics,
pioneering the use of linear accelerators for
radiation therapy and becoming one of the
world’s leading authorities on fallout and
the effects of ionizing radiation on humans.
He also began to work on educating the
public and policy-makers on the dangers of
nuclear weapons and shortly after the war’s
end, became one of the founders of the
Atomic Scientists Association—the British
counterpart to the Federation of American
Scientists that was established in the United
States at about the same time.

In 1954, Rotblat met the eminent British
philosopher and mathematician Bertrand

Russell through a British Broadcasting
Corporation television program about the
hydrogen bomb in which they were both
interviewed. He became an adviser to
Russell on the details of nuclear-weapon
science, and was subsequently recruited by
Russell to sign the Russell-Einstein
Manifesto and chair the press conference
that released the document                      

Recognizing that the knowledge of how
to build nuclear weapons could not be
eradicated, the signers of the Russell-
Einstein Manifesto emphasized that safety
for civilization would come only when war
itself was abolished as a means of settling

disputes among nations. A
prohibition on nuclear
weapons, while desirable,
would only be a way station
on the road to safety.
Joseph Rotblat, however,
became increasingly pre-
occupied with the urgency
of reaching that way station
and he made its pursuit the
central aim of his own life’s
work in the nuclear arena
and a major theme within
the Pugwash Conferences.

He contributed a num-
ber of significant ideas to
the multidecade debate
about the desirability and
feasibility of eliminating
nuclear weapons, along
with tireless energy, un-
matched eloquence, and
total commitment to the

cause of peace. The Pugwash Conferences
served as an invaluable vehicle for pursuing
these goals. Knowing full well that this quest
would take longer than the span of his own life,
he invested tremendous effort in recruiting to
the cause, and mentoring students and young
scientists. He was instrumental in founding in
the 1980s, and nurturing thereafter, an interna-
tional Student/Young Pugwash counterpart to
the “senior” organization.

In 1995, Joseph Rotblat was awarded half
of the Nobel Peace Prize with a citation that
read “for efforts to diminish the part played
by nuclear arms in international affairs and, in
the longer run, to eliminate such arms.” The
other half of the prize went to the Pugwash
organization. Rotblat was elected to the
United Kingdom’s Royal Society in the same
year and was knighted in 1998. With his pass-
ing, the world has lost a great champion of
peace. But the compelling example of his life,
which has already inspired and instructed so
many about the social responsibilities of
science and scientists, will continue to do so. 

10.1126/science.1121081
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With evolution on trial in Pennsylvania and
under renewed attack by the Kansas State
Board of Education, AAAS has stepped up
its high-profile campaign to protect the in-
tegrity of science education by defending the
scientific underpinnings of evolution and
making clear that science and religion
should not be pitted against each other.

In a series of interviews, press briefings,
and op-ed commentaries, AAAS Chief Execu-
tive Officer Alan I. Leshner and other AAAS
officials have stressed that most religious lead-
ers accept evolution and that many scientists
are religious. But, they said, leaders of the in-
telligent design movement who claim scientif-
ic motives are actually trying to undermine
science—at significant risk to U.S. students.

The world’s religions “bring great value
to many people’s lives,” said AAAS Presi-
dent Gilbert S. Omenn. But “they do not
prepare students for a world in which math,
science, and empirically tested evidence are
essential” for advancing human health, secu-
rity, and economic progress. 

“We have a well-established tradition of

separation of church and state,”
Omenn said. “Forcing creationism or
its slightly modernized incarnation as
‘intelligent design’ into the schools,
let alone the science classroom, violates this
basic tenet of American society. As many
clergy vigorously agree, let’s encourage chil-
dren and adults to practice their religion in
their places of worship and their homes, and
protect the precious time that children have
in school.”   

The controversy over teaching evolution
in public school science classes has been a
recurring part of American culture—and a
continuing interest of AAAS. In the 1920s,
AAAS supported the teaching of evolution
and raised money to help defend Tennessee
biology teacher John Scopes. Throughout the
past decade, AAAS’s Dialogue on Science,
Ethics, and Religion (DoSER) has produced
conferences and books on the issue.

The controversy has been building again
in recent years, with anti-evolution efforts in
more than 20 states. But two events this year
have pushed it into national headlines.

S C I E N C E  A N D  S O C I E T Y

AAAS Fighting to Defend the

Integrity of Science Education  
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A A A S  G O V E R N A N C E

Council Reminder

The next meeting of the AAAS Council will take place during the Annual Meeting and will
begin at 9:00 a.m. on Sunday, 19 February 2006 in the Landmark Ballroom of the Renais-
sance Grand Hotel in St. Louis, Missouri. Individuals or organizations wishing to present
proposals or resolutions for possible consideration by the Council should submit them in
written form to AAAS Chief Executive Officer Alan Leshner by 15 November 2005. This
will allow time for them to be considered by the Committee on Council Affairs at their
fall meeting.

Items should be consistent with AAAS’s objectives and be appropriate for considera-
tion by the Council. Resolutions should be in the traditional format, beginning with
“Whereas” statements and ending with “Therefore be it resolved.”

Late proposals or resolutions delivered to the AAAS Chief Executive Officer in advance
of the February 2006 Open Hearing of the Committee on Council Affairs will be consid-
ered, provided that they deal with urgent matters and are accompanied by a written ex-
planation of why they were not submitted by the November deadline. The Committee on
Council Affairs will hold its open hearing at 2:30 p.m. on 18 February 2006 in the
Portland/ Benton Rooms of the Renaissance Grand Hotel.

Summaries of the Council meeting agenda will be available during the annual meeting
at both the AAAS Information Desk and in the AAAS Headquarters office. A copy of the
full agenda will also be available for inspection in the Headquarters Office.

With intelligent design on trial in Pennsylvania,
the York (Pennsylvania) Dispatch published a
column by AAAS CEO Alan I. Leshner.

AAAS NEWS AND NOTES
edited by Edward W. Lempinen

A trial began last month in U.S. District
Court in Harrisburg, Pennsylvania, featur-
ing eight families who sued the Dover Area
School District for requiring 9th-grade biol-
ogy students to hear a statement that ques-
tions evolution and promotes intelligent de-
sign (ID).

In the weeks leading up to the trial,
Leshner was a guest on ABC’s World News
Tonight, NBC Nightly News, MSNBC-TV
and National Public Radio. After a telecon-
ference, Lesher and Eugenie Scott, execu-
tive director of the National Center for Sci-
ence Education, were cited by the Washing-
ton Post, the Philadelphia Inquirer, China’s
Xinhua news agency, and others.

He also was quoted by New York Times
Magazine columnist William Saf ire.
“Whether or not there is or was an intelli-
gent designer is not a scientific question,”
he told Safire. “It’s not an alternative to evo-
lution. What they are trying to do is get reli-
gion in the science classroom.” 

As the trial began, a column written by
Leshner was published in the York (Pennsyl-
vania) Dispatch, a leading daily newspaper
in the Dover area. “Despite their professed
devotion to science, ID advocates have pub-
lished nothing in mainstream, peer-reviewed
journals,” he wrote. “Their allies in the sci-
ences are few, and mostly fringe players….
Finding a few scientists who endorse a be-
lief does not make it science.” A similar col-
umn was published in three other Pennsyl-
vania newspapers: the Allentown Morning
Call, the Scranton Times, and the Harrisburg
Patriot-News.

Albert H. Teich, AAAS head of Science
and Policy Programs, defended the teaching
of evolution in an August appearance on
CNN. DoSER Director Connie Bertka told
the Philadelphia Inquirer that the controver-
sy would not end with the trial. “This will
continue to be a problem until, as a society,
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Agriculture, Food, and
Renewable Resources
Jose M. Amador, Texas A&M Research and
Extension Center, Weslaco • Alan B. Ben-
nett, Univ. of California, Davis • Peter Bret-
ting, USDA-ARS, Beltsville, MD • Bruce
C. Campbell, USDA-ARS Western Region-
al Research Center, Albany, CA • Kenneth
G. Cassman, Univ. of Nebraska, Lincoln •
Gebisa Ejeta, Purdue Univ. • Charles A.
Francis, Univ. of Nebraska, Lincoln • Scot
H. Hulbert, Kansas State Univ. • William K.
Lauenroth, Colorado State Univ. • Hei Le-
ung, International Rice Research Institute,
Manila • Na-Sheng Lin, Academia Sinica,
Taiwan • Richard H. Loeppert, Texas A&M
Univ. • Timothy D. Paine, Univ. of Califor-
nia, Riverside • Pedro A. Sanchez, Earth In-
stitute at Columbia Univ. • Lawrence B.
Schook, Univ. of Illinois Urbana • Jei-Fu
Shaw, Academia Sinica, Taiwan

Anthropology
Stephen J. Beckerman, Pennsylvania State
Univ. • Russell L. Ciochon, Univ. of Iowa •
Gary M. Feinman, Field Museum, Chicago •
William L. Hylander, Duke Univ. • Clifford
J. Jolly, New York Univ. • William H. Kim-
bel, Arizona State Univ. • Jeffrey T. Laitman,
Mount Sinai School of Medicine, New York
City • William C. McGrew, Miami Univ. •
Thomas C. Patterson, Univ. of California,
Riverside • Payson D. Sheets, Univ. of Col-
orado, Boulder

Astronomy
Sushil K. Atreya, Univ. of Michigan, Ann
Arbor • Henry C. Ferguson, Space Telescope
Science Institute, Baltimore • Alan W. Har-
ris, Space Science Institute, Boulder • David
C. Jewitt, Univ. of Hawaii, Honolulu •
Steven D. Kawaler, Iowa State Univ. • Eu-
gene H. Levy, Rice Univ. • J. Michael Shull,
Univ. of Colorado, Boulder • Mark Vincent
Sykes, Planetary Science Institute, Tucson •
Paul Robert Weissman, Jet Propulsion Lab.

Atmospheric and Hydrospheric 
Sciences
Francisco P. Chavez, Monterey Bay Aquari-
um Research Institute, Moss Landing, CA •
Peter Henry Gleick, Pacific Institute for
Studies in Development, Environment, and
Security, Oakland, CA • Philip B. Russell,
NASA Ames Research Center • Graeme L.
Stephens, Colorado State Univ. • Susan E.
Trumbore, Univ. of California, Irvine • Peter
J. Webster, Georgia Institute of Technology •
Douglas R. Worsnop, Aerodyne Research,
Inc., Billerica, MA • Yuk L. Yung, California
Institute of Technology

Biological Sciences
Jill P. Adler-Moore, California State Polytech-
nic Univ., Pomona • Michael F. Allen, Univ.
of California, Riverside • Todd Alan Ander-
son, Texas Tech Univ. • Michael L. Arnold,
Univ. of Georgia • Julia N. Bailey-Serres,
Univ. of California, Riverside • Tania A. Bak-
er, Massachusetts Institute of Technology •
Barbara Gail Beckman, Tulane Univ. • Jeffrey
Lynn Bennetzen, Univ. of Georgia • Nora J.
Besansky, Univ. of Notre Dame • Roger K.
Bretthauer, Univ. of Notre Dame • Arturo
Casadevall, Albert Einstein College of Medi-
cine • Vicki L. Chandler, Univ. of Arizona •
Joanne Chory, Salk Institute for Biological
Studies, La Jolla, CA • Keith Clay, Indiana
Univ., Bloomington • Gloria M. Coruzzi,
New York Univ. • Evan H. DeLucia, Univ. of
Illinois, Urbana-Champaign • Daniel R. Gal-
lie, Univ. of California, Riverside • Robert C.
Gallo, Univ. of Maryland Biotechnology In-
stitute • James I. Garrels, Garbrook Associ-
ates, Beverly, MA • N. Louise Glass, Univ. of
California, Berkeley • Takashi Gojobori, Na-
tional Institute of Genetics, Mishima, Japan •
Carla B. Green, Univ. of Virginia • Joel
Francis Habener, Massachusetts General
Hospital, Boston • James Edward Haber,
Brandeis Univ. • Benjamin D. Hall, Univ. of
Washington • Joyce Libby Hamlin, Univ. of
Virginia • Linda Kay Hanley-Bowdoin,
North Carolina State Univ. • Jon Fewell Har-
rison, Arizona State Univ. • Stephen Coplan
Harrison, Harvard Medical School • Alan
Hastings, Univ. of California, Davis • John
E. Hearst, Cerus Corp., Concord, CA • Tina
M. Henkin, Ohio State Univ., Columbus •
Joan Herbers, Ohio State Univ., Columbus •
Daniel Herschlag, Stanford Univ. • Philip
Andrew Hieter, Univ. of British Columbia •
Tatsuya Hirano, Cold Spring Harbor Lab. •
F. Kay Huebner, Ohio State Univ., Colum-
bus • James H. Hunt, Univ. of Missouri, St.
Louis • Richard Timothy Hunt, Clare Hall
Labs., South Mimms, England • Robert D.
Ivarie, Univ. of Georgia • Richard A. Jor-
gensen, Univ. of Arizona • Fotis C. Kafatos,
EMBL, Heidelberg, Germany • Nancy Pu-
lane Keller, Univ. of Wisconsin, Madison •

AAAS Members

Elected as Fellows

In September, the AAAS Council elected
376 members as Fellows of AAAS. These
individuals will be recognized for their
contributions to science at the Fellows
Forum to be held on 18 February 2006
during the AAAS Annual Meeting in St.
Louis. The new Fellows will receive a cer-
tificate and a blue and gold rosette pin
as a symbol of their distinguished ac-
complishments. Presented by section af-
filiation, they are:

we come to grips with it,” she said.
In Kansas, meanwhile, AAAS Fellow

John Staver went before the Board of Edu-
cation on 13 September to complain of 
“inaccurate” and “misleading” information
in the board’s proposed new science stan-
dards. The standards redefine science, he
said, so that science might allow for super-
natural explanations of the natural world.

The prevailing definition is “one of the
primary reasons that science has been fruit-
ful in producing useful knowledge,” said
Staver, director of the Center for Science
Education at Kansas State University.

“We are pleased that AAAS is being
proactive and vocal on important and divi-
sive issues, including the teaching of evolu-
tion,” said Gerry Wheeler, executive direc-
tor of the National Science Teachers Associ-
ation. “AAAS’s ability to translate complex
scientific concepts for the general public
will help ensure that pseudo-science and
other nonscientific ideas do not become a
part of science instruction.”

2 0 0 6  A N N U A L  M E E T I N G

Grand Challenges,

Great Opportunities

From sustainability to the future of mathe-
matics, from video games to the frontiers of
space, the 2006 AAAS Annual Meeting
will deliver more cutting-edge science and
technology than any conference of its kind
in the world. 

Under the banner of “Grand Challenges,
Great Opportunities,” the meeting is expect-
ed to bring thousands of scientists, students,
teachers and families to St. Louis, Missouri,
from 16 to 20 February, 2006.

Among the highlights:
A nanotechnology seminar will exam-

ine promising applications, potential health
risks, and broad societal implications.  

Family Science Days will feature hands-
on workshops and demonstrations to edu-
cate and entertain. Last year, they drew
nearly 3,000 children and family members.  

“Physics and Economics of Virtual
Worlds” will examine the video game 
industry, a cultural and economic force.

The “AAAS Evolution Event for St.
Louis–Area Teachers” will expand the di-
alogue on teaching evolution in U.S. public
schools.

“Beyond Pi: Grand Challenges in the
Mathematical Sciences” is a daylong event
that should have broad multidisciplinary
appeal. 

Altogether, there will be more than 200
symposia, lectures, seminars, and other se-
sions. For more about the program and reg-
istration, see www.aaasmeeting.org.
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David Kowalski, Roswell Park Cancer Insti-
tute, Buffalo • Adam Kuspa, Baylor College
of Medicine • Laura Landweber, Princeton
Univ. • Meredith Anne Lane, Global Biodi-
versity Information Facility, Copenhagen •
Linda L. Lasure, Pacific Northwest National
Lab. • Walter S. Leal, Univ. of California,
Davis • Leslie A. Leinwand, Univ. of Col-
orado, Boulder • Laura S. Levy, Tulane Univ.
• Jim Jung-Ching Lin, Univ. of Iowa •
Jonathan B. Losos, Washington Univ. • Dario
Maestripieri, Univ. of Chicago • Vivek Mal-
hotra, Univ. of California, San Diego •
Richard B. Meagher, Univ. of Georgia • Syn-
thia H. Mellon, Univ. of California, San
Francisco • Sabeeha Merchant, Univ. of Cali-
fornia, Los Angeles • Aaron P. Mitchell, Co-
lumbia Univ. • Edward J. Mullaney, USDA-
ARS Southern Regional Research Center,
New Orleans • Michael W. Nachman, Univ.
of Arizona • Berl R. Oakley, Ohio State
Univ., Columbus • Philip Osdoby, Washing-
ton Univ. • Stephen W. Pacala, Princeton
Univ. • Jeffrey D. Palmer, Indiana Univ.,
Bloomington • Patricia G. Parker, Univ. of
Missouri, St. Louis • Aristides A. N. Patri-
nos, U.S. Dept. of Energy, Germantown, MD
• Thomas D. Petes, Univ. of North Carolina,
Chapel Hill • Christoph Plass, Ohio State
Univ., Columbus • Louise Prakash, Univ. of
Texas Medical Branch • Satya Prakash, Univ.
of Texas Medical Branch • Patricia J. Pukki-
la, Univ. of North Carolina, Chapel Hill •
Michael D. Purugganan, North Carolina
State Univ. • John Ralph, Univ. of Wisconsin,
Madison • Yasuko Rikihisa, Ohio State Univ.,
Columbus • George D. Rose, Johns Hopkins
Univ. • Fred D. Sack, Ohio State Univ.,
Columbus • Sandra L. Schmid, Scripps Re-
search Institute, La Jolla, CA • Eric Ursell
Selker, Univ. of Oregon, Eugene • Fred Sher-
man, Univ. of Rochester • David J. Sherratt,
Univ. of Oxford, England • Arend Sidow,
Stanford Univ. • Rama S. Singh, McMaster
Univ. • Neelima Roy Sinha, Univ. of Califor-
nia, Davis • D. Peter Snustad, Univ. of Min-
nesota, St. Paul • David R. Soll, Univ. of
Iowa • L. Andrew Staehelin, Univ. of Col-
orado, Boulder • Bruce William Stillman,
Cold Spring Harbor Lab. • Douglas M. Stoc-
co, Texas Tech Univ. • Bernard S. Strauss,
Univ. of Chicago • Kevin Struhl, Harvard
Medical School • Lloyd W. Sumner, Samuel
Roberts Noble Foundation, Ardmore, OK •
Michael R. Sussman, Univ. of Wisconsin,
Madison • Edward I. Bradbridge Thompson,
Univ. of Texas Medical Branch • Donald M.
Waller, Univ. of Wisconsin, Madison •
Xuemin Wang, Univ. of Missouri, St. Louis
• Margaret Werner-Washburne, Univ. of
New Mexico • Susan R. Wessler, Univ. of
Georgia • James Francis White Jr., Rutgers
Univ. • H. Steven Wiley, Pacific Northwest
National Lab. • Huntington F. Willard, Duke

Univ. • Chun-Fang Wu, Univ. of Iowa •
Zhenbiao Yang, Univ. of California, River-
side • Meng-Chao Yao, Fred Hutchinson
Cancer Research Center, Seattle • JiuJiang
Yu, USDA-ARS Southern Regional Re-
search Center, New Orleans

Chemistry
Daniel J. Auerbach, Hitachi Global Storage
Technologies, San Jose, CA • Carlos F.
Barbas III, Scripps Research Institute, La
Jolla, CA • Mary W. Baum, Princeton Univ.
• Henry N. Blount, III, National Science
Foundation • Joel M. Bowman, Emory
Univ. • Michael S. Chapman, Florida State
Univ. • David L. Clark, Los Alamos Na-
tional Lab. • Dimitri Coucouvanis, Univ. of
Michigan, Ann Arbor • Larry R. Dalton,
Univ. of Washington • Paul Davidovits,
Boston College • Dana D. Dlott, Univ. of
Illinois, Urbana-Champaign • Richard
Eisenberg, Univ. of Rochester • Gregory J.
Exarhos, Pacific Northwest National Lab. •
John T. Fourkas, Boston College • Samuel
H. Gellman, Univ. of Wisconsin, Madison •
Arun K. Ghosh, Univ. of Illinois, Chicago •
James L. Gole, Georgia Institute of Tech-
nology • Vicki H. Grassian, Univ. of Iowa •
Naomi J. Halas, Rice Univ. • Lawrence
Brook Harding, Argonne National Lab. •
John F. Hartwig, Yale Univ. • W. Christo-
pher Hollinsed, DuPont Experimental Sta-
tion, Wilmington, DE • Mark A. Johnson,
Yale Univ. • Bruce D. Kay, Pacific North-
west National Lab. • Richard A. Keller, Los
Alamos National Lab. • John W. Kozarich,
Activx Biosciences Corp., La Jolla, CA •
Harold H. Kung, Northwestern Univ. •
Deborah E. Leckband, Univ. of Illinois, Ur-
bana-Champaign • Timothy J. Lee, NASA
Ames Research Center • James L.
Leighton, Columbia Univ. • Hung-wen Liu,
Univ. of Texas, Austin • Charles E. McKen-
na, Univ. of Southern California • Terry A.
Miller, Ohio State Univ., Columbus • Ty-
rone D. Mitchell, National Science Founda-
tion • Martin Moskovits, Univ. of Califor-
nia, Santa Barbara • Milan Mrksich, Univ.
of Chicago • Amy Sue Mullin, Boston
Univ. • Carlos A. Murillo, Texas A&M
Univ. • Donna J. Nelson, Univ. of Okla-
homa • Keith A. Nelson, Massachusetts
Institute of Technology • Cheuk-Yiu Ng,
Univ. of California, Davis • Mitchio Oku-
mura, California Institute of Technology •
Thomas L. Poulos, Univ. of California,
Irvine • G. K. Surya Prakash, Univ. of
Southern California • Peter Pulay, Univ. of
Arkansas • Antonio Redondo, Los Alamos
National Lab. • Dagmar Ringe, Brandeis
Univ. • Celeste M. Rohlfing, National Sci-
ence Foundation • Dennis R. Salahub,
Univ. of Calgary • Joseph B. Schlenoff,
Florida State Univ. • Ayusman Sen, Penn-

sylvania State Univ. • J. Fraser Stoddart,
Univ. of California, Los Angeles • Weihong
Tan, Univ. of Florida • Michael J. Therien,
Univ. of Pennsylvania • Jacopo Tomasi,
Univ. of Pisa, Italy • Robert Tycko, National
Institutes of Health • David E. Wemmer,
Univ. of California, Berkeley • John C.
Wright, Univ. of Wisconsin, Madison • Xi-
aoliang Sunnery Xie, Harvard Univ.

Dentistry and Oral Health Sciences
Beverly A. Dale-Crunk, Univ. of Washington

Education
William W. Cobern, Western Michigan
Univ. • John C. Kotz, State Univ. of New
York, Oneonta • Jay B. Labov, National Re-
search Council • Madeleine J. Long, AAAS
• Robert J. Semper, Exploratorium, San
Francisco

Engineering
J. K. Aggarwal, Univ. of Texas, Austin •
Cynthia J. Atman, Univ. of Washington •
Prith Banerjee, Univ. of Illinois, Chicago •
Frank S. Bates, Univ. of Minnesota, Min-
neapolis • Rafael L. Bras, Massachusetts In-
stitute of Technology • Jeffrey J. Chalmers,
Ohio State Univ., Columbus • Mohamed Ja-
mal Deen, McMaster Univ. • Leonard C.
Feldman, Vanderbilt Univ. • Morteza
Gharib, California Institute of Technology •
Hans G. Hornung, California Institute of
Technology • John L. Hudson, Univ. of Vir-
ginia • Frank P. Incropera, Univ. of Notre
Dame • Alex K-Y. Jen, Univ. of Washington
• Kannan M. Krishnan, Univ. of Washington
• Mary E. Lidstrom, Univ. of Washington •
William M. Miller, Northwestern Univ. •
José M. F. Moura, Carnegie Mellon Univ. •
Wolfgang Porod, Univ. of Notre Dame • Ish-
war K. Puri, Virginia Polytechnic Institute
and State Univ. • Steven A. Ringel, Ohio
State Univ., Columbus • Michael Shur,
Rensselaer Polytechnic Institute • Subhash
C. Singhal, Pacific Northwest National Lab.
• Gregory N. Stephanopoulos, Massachu-
setts Institute of Technology • Dwight C.
Streit, Northrop Grumman Space Technolo-
gy, Redondo Beach, CA • Rao Y. Surampal-
li, U.S. Environmental Protection Agency,
Kansas City, KS • Elias Towe, Carnegie
Mellon Univ. • Charles B. Watkins, City
College of New York

General Interest in
Science and Engineering
Adlai J. Amor, Arlington, VA • Marta Ce-
helsky, InterAmerican Development Bank,
Washington, DC • Kathleen M. Donovan,
Univ. of Central Oklahoma, Edmond •
Kendrick Frazier, Albuquerque, NM •
Michael Strigel, Wisconsin Academy of
Sciences, Arts and Letters, Madison
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Geology and Geography
J. David R. Applegate, U.S. Geological
Survey, Reston, VA • Bruce A. Bolt, Univ.
of California, Berkeley (posthumous
award) • William E. Doolittle, Univ. of
Texas, Austin • Richard M. Forester, U.S.
Geological Survey, Denver • Claude
Hillaire-Marcel, Univ. of Quebec • Roger
L. Kaesler, Univ. of Kansas • Erle G.
Kauffman, Indiana Univ., Bloomington •
Richard Marston, Kansas State Univ. • Pe-
ter Molnar, Univ. of Colorado, Boulder •
Lonnie G. Thompson, Ohio State Univ.,
Columbus • Youxue Zhang, Univ. of
Michigan, Ann Arbor

History and Philosophy of Science
William Bechtel, Univ. of California, San
Diego • Ronald L. Numbers, Univ. of Wis-
consin, Madison • M. Norton Wise, Univ. of
California, Los Angeles 

Industrial Science and Technology
Robert Boily, Inforex, Inc., Laval, Quebec •
Charles L. Liotta, Georgia Institute of Tech-
nology • Steven W. Popper, RAND, Santa
Monica, CA

Information, Computing,
and Communication
Ashok K. Agrawala, Univ. of Maryland,
College Park • Daniel M. Cotter, URS
Corp., Gaithersburg, MD • James D. Foley,
Georgia Institute of Technology • Eugene C.
Freuder, Univ. College Cork, Ireland •
Philip Green, Univ. of Washington • Joseph
Y. Halpern, Cornell Univ. • Ravishankar K. 
Iyer, Univ. of Illinois, Urbana-Champaign •
Anil K. Jain, Michigan State Univ. 
• Christopher R. Johnson, Univ. of Utah •
Suzanna E. Lewis, Univ. of California,
Berkeley • Linda R. Petzold, Univ. of Cali-
fornia, Santa Barbara • Eric S. Roberts,
Stanford Univ. • Daniel P. Siewiorek,
Carnegie Mellon Univ. • Walter L. Warnick,
U.S. Dept. of Energy, Germantown, MD

Linguistics and Language Science
Sheila E. Blumstein, Brown Univ. • Freder-
ick J. Newmeyer, Univ. of Washington •
Keren Rice, Univ. of Toronto

Mathematics
Jennifer Tour Chayes, Microsoft Research,
Redmond, WA • Robert M. Miura, New Jer-
sey Institute of Technology • T. Christine
Stevens, St. Louis Univ. • Robert Williams,
Univ. of Texas, Austin

Medical Sciences
Peter C. Agre, Johns Hopkins Univ. • Rolf
Frederick Bar th, Ohio State Univ.,
Columbus • H. Franklin Bunn, Harvard

Medical School • Paul A. Bunn, Univ. of
Colorado, Denver • Harvey Cantor, Har-
vard Medical School • Robert D. Cardiff,
Univ. of California, Davis • Valerie P.
Castle, Univ. of Michigan, Ann Arbor • E.
Antonio Chiocca, Ohio State Univ.,
Columbus • Dennis W. Choi, Merck &
Co., Inc., West Point, PA • Linda C. Cork,
Stanford Univ. • Harry C. Dietz, III,
Johns Hopkins Univ. • Duane J. Gubler,
Univ. of Hawaii, Honolulu • Paul A. Insel,
Univ. of California, San Diego • Sissy
Meihua Jhiang, Ohio State Univ., Colum-
bus • Michael D. Lairmore, Ohio State
Univ., Columbus • Stuart B. Levy, Tufts
Univ. • David E. Pleasure, Children’s
Hospital of Philadelphia • Teresa K.
Woodruff, Northwestern Univ.

Neuroscience
David F. Clayton, Univ. of Illinois, Urbana
• David H. Cohen, Columbia Univ. •
Ronald M. Harris-Warrick, Cornell Univ. •
Susan Hockfield, Massachusetts Institute
of Technology • Mark F. Jacquin, Washing-
ton Univ. • Lawrence Kruger, Univ. of Cal-
ifornia, Los Angeles • Susan E. Leeman,
Boston Univ. • Irwin B. Levitan, Univ. of
Pennsylvania • Joe L. Martinez Jr., Univ.
of Texas, San Antonio • Richard G. M.
Morris, Univ. of Edinburgh • Richard T.
Robertson, Univ. of California, Irvine •
Richard E. Zigmond, Case Western Re-
serve Univ.

Pharmaceutical Sciences
Ian A. Blair, Univ. of Pennsylvania • Ed-
ward Chu, Yale Univ. • Steven Grant, Vir-
ginia Commonwealth Univ./Medical Col-
lege of Virginia • Anthony J. Hickey,
Univ. of North Carolina, Chapel Hill • C.
Anthony Hunt, Univ. of California, San
Francisco • Andrej Rotter, Ohio State
Univ., Columbus

Physics
Samuel H. Aronson, Brookhaven National
Lab. • Neil V. Baggett, U.S. Dept. of Ener-
gy, Washington, DC • Dawn A. Bonnell,
Univ. of Pennsylvania • Swapan Chat-
topadhyay, Thomas Jefferson National Ac-
celerator Facility, Newport News, VA •
Alan W. De
Silva, Univ. of Maryland, College Park • J.
Thomas Dickinson, Washington State
Univ. • Louis F. DiMauro, Ohio State
Univ., Columbus • Robert E. Ecke, Los
Alamos National Lab. • C. W. Francis
Everitt, Stanford Univ. • Roger W. Falcone,
Univ. of California, Berkeley • Theodore
Alan Fulton, Warren, NJ • P. Chris Ham-
mel, Ohio State Univ., Columbus • Peter
Hänggi, Univ. of Augsburg, Germany •

Richard D. Hazeltine, Univ. of Texas,
Austin • Arthur F. Hebard, Univ. of Florida
• Siegfried S. Hecker, Los Alamos Nation-
al Lab. • Ulrich Walter Heinz, Ohio State
Univ., Columbus • John F. Holzrichter,
Berkeley, CA • V. M. Kenkre, Univ. of
New Mexico • Daniel J. Larson, Pennsyl-
vania State Univ. • Thomas A. Mehlhorn,
Sandia National Labs. • Miklos Porkolab,
Massachusetts Institute of Technology •
Ramamoorthy Ramesh, Univ. of Califor-
nia, Berkeley • Bharat Ratra, Kansas State
Univ. • Z. F. Ren, Boston College •
William C. Stwalley, Univ. of Connecticut
• Michael S. Turner, National Science
Foundation and Univ. of Chicago • Chan-
dra M. Varma, Univ. of California, River-
side • Alfons Weber, National Institute of
Standards and Technology

Psychology
Norman Bruce Anderson, American Psy-
chological Association • David Harrison
Barlow, Boston Univ. • John D. Corrigan,
Ohio State Univ., Columbus • Richard L.
Doty, Univ. of Pennsylvania • James S. Jack-
son, Univ. of Michigan, Ann Arbor • John F.
Marshall, Univ. of California, Irvine • Earl
K. Miller, Massachusetts Institute of Tech-
nology • Barbara J. Rolls, Pennsylvania
State Univ. • Donald Thomas Stuss, Rotman
Research Institute, Baycrest Center for Geri-
atric Care, Toronto • Daniel M. Wegner,
Harvard Univ. • David R. Williams, Univ. of
Rochester

Social, Economic, and Political Sciences
Robert J. Blendon, Harvard School of Pub-
lic Health • Howard Kunreuther, Univ. of
Pennsylvania • Edward L. Miles, Univ. of
Washington • James K. Mitchell, Rutgers
Univ. • Willie Pearson, Jr., Georgia Insti-
tute of Technology • Jeffrey D. Sachs, Co-
lumbia Univ. • Paul M. Sniderman, Stan-
ford Univ. • Richard C. Sutch, Univ. of
California, Riverside

Societal Impacts of
Science and Engineering
John P. Boright, National Academy of Sci-
ences • Barry Bozeman, Georgia Institute of
Technology • Bruce B. Darling, Univ. of
California, Oakland • Rachel E. Levinson,
Office of Science and Technology Policy •
James D. Wilson, Committee on Science,
U.S. House of Representatives

Statistics
Jianqing Fan, Princeton Univ. • Sallie
Keller-McNulty, Los Alamos National
Lab. • Sally C. Morton, RAND Corp.,
Santa Monica, CA • Carol K. Redmond,
Univ. of Pittsburgh
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Progress in Modeling of Protein
Structures and Interactions

Ora Schueler-Furman,1,2 Chu Wang,1 Phil Bradley,1 Kira Misura,1 David Baker1,3*

The prediction of the structures and interactions of biological macromolecules at the
atomic level and the design of new structures and interactions are critical tests of our
understanding of the interatomic interactions that underlie molecular biology. Equally
important, the capability to accurately predict and design macromolecular structures
and interactions would streamline the interpretation of genome sequence information
and allow the creation of macromolecules with new and useful functions. This review
summarizes recent progress in modeling that suggests that we are entering an era in
which high-resolution prediction and design will make increasingly important contribu-
tions to biology and medicine.

I
n 1973, Anfinsen demonstrated that the

amino acid sequence of a protein com-

pletely specifies its three-dimensional

structure and hence that the native structures

of proteins are likely to correspond to global

free-energy minima (1). Since then, the de

novo structure prediction problem has been

well posed—find the lowest free-energy con-

formation for an amino acid sequence. Yet at

the start of the structural genomics efforts

in the late 1990s, computational methods re-

mained far from achieving the high-resolution

structures available from x-ray crystallography

and nuclear magnetic resonance (NMR), and

hence embarking on large-scale experimental

structure determination with its associated high

cost was well warranted. We suggest that re-

cent progress in high-resolution modeling of

biomolecules is such that, although the de novo

folding problem is far from solved, computa-

tional structural biology is reaching a stage

where it can contribute both to determining

structures of naturally occurring biomolecules

and the creation of new ones.

There have been two distinct areas of de-

velopment in molecular modeling methodolo-

gy and software—the first aimed at simulating

macromolecular dynamics, the second at pre-

diction and design. We focus on the second

area, and for the first we refer to recent re-

views (2, 3). Two blind tests provide a gauge

of progress in prediction of the structures

of proteins and protein-protein complexes,

namely CASP Ehttp://predictioncenter.org (4)^

and CAPRI ECritical Assessment of Protein In-

teractions; http://capri.ebi.ac.uk/ (5, 6)^. Results

obtained in the recent CASP and CAPRI ex-

periments, together with recent design results,

highlight progress in modeling. This review

describes these recent results and outlines

the physical basis for the new generation of

computational models, the origins of improve-

ment in modeling, and current challenges and

bottlenecks.

Prediction Versus Design

Prediction and design are inverse problems:

The prediction problem is to find the lowest

energy structure for a specified sequence,

and the design problem, to find the lowest en-

ergy sequence for a specified structure (Fig.

1A). Success in both efforts requires devel-

opment of an accurate potential function—a

quantitative model of the energetics of mac-

romolecular interactions. Evaluation and im-

provement of the model can be spurred by

using the same potential for both problems

because the scope of the applicable tests is

thereby increased considerably. The common-

alities extend to the optimization methods

(Fig. 1B). We have taken advantage of this

in the development of the ROSETTA software

package (used in the prediction and design

examples from our laboratory described here),

which uses essentially the same protein repre-

sentation, potential function, and optimization

methodology for prediction and design (7).

Energy Function

A large collection of experimental data on the

effects of point mutations on protein stability

(8–11) has highlighted the critical contribution

of tight complementary packing in the core

to protein stability. This is likely to derive

both from attractive van der Waals interactions

among protein atoms and from the dependence

of the solvation free energy on the size of the

cavity occupied by the protein. Experimental

data have also highlighted the contribution of

hydrogen bonding and hydrophobic/polar par-

titioning to protein stability. Alterations in the

charge of surface side chains generally have

little effect on stability, suggesting that long-

range electrostatic interactions are substan-

tially screened by both dynamic and static

induced polarization effects.

In light of these data, successful approaches

have focused on packing interactions, hydro-

gen bonding, and solvation effects represented

with implicit solvation models (12, 13) that

favor burial of nonpolar atoms and exposure

of polar atoms. These approaches have bor-

rowed much from the molecular mechanics

force fields used to simulate dynamics (14–16),

notably the classical description in which ener-

gies are computed as sums over interactions

between a relatively small set of different

atom types, the use of a Lennard Jones po-

tential to describe van der Waals interactions

between atoms, and parameters for ideal bond

lengths and angles. There are also important

differences. Whereas the parameterization of

molecular mechanics force fields relies primar-

ily on experimental data on small molecules,

the new force fields also derive parameters

from experimental structural and thermody-

namic data on proteins. In contrast to most

molecular mechanics force fields, which rep-

resent hydrogen bonding as a dipole-dipole in-

teraction, the orientation dependence that arises

from the partially covalent character of the hy-

drogen bond is treated explicitly (17), both on

the basis of geometrical distributions observed

in proteins and quantum chemistry calculations

on simple model systems (18). Longer range

electrostatic interactions are generally damp-

ened considerably. Torsional potentials, which

are notoriously difficult to determine in molec-

ular mechanics force fields, are obtained by

directly inverting probability distributions from

protein structures, and the representation of

the protein chain is much stiffer—bond lengths

and angles are generally kept rigid, and side-

chain conformations are restricted to the vicin-

ity of the rotameric states observed in protein

structures. The stiffer representation reduces

the frequency of false attractors by consider-

ably reducing the size of configurational space.

These differences have been driven by the con-
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stant rigorous testing of the force field and

representation by prediction and design calcu-

lations, which have the advantage that they

can fail quite dramatically and highlight short-

comings in the approach.

Conformational Searching

A good energy function is not enough; a for-

midable challenge to prediction and design of

protein structures and interactions is the very

large size of the spaces that must be searched.

For protein structure prediction, for example,

with as few as three possible states per resi-

due, the number of states of a 100-residue

chain is astronomical [this is the often referred

to ‘‘Levinthal’s paradox’’ (19)]. Protein-protein

docking requires a search over possible rigid

body orientations of the partners, and most

current design problems involve a search over

protein backbone conformations, as well as

amino acid sequences.

An effective approach to conformational

sampling is to start with low resolution and

go to high resolution. The low-resolution step

searches for minima in an energy landscape

dominated by hydrophobicity (the burial of

nonpolar groups away from solvent), with the

sharply varying van der Waals interactions

smoothed by spatial averaging. Because sterics

(tight complementary packing) is a critical

contributor to the specificity of native protein

structures and interactions, the native minima

cannot be identified reliably with this averaged

out representation, and the goal in this step is

not to uniquely identify the native state, but to

identify a set of energy minima that is almost

certain to include the native conformation.

Low-resolution approaches to docking, pre-

diction, and design are further described in

the next sections.

The second, more computationally inten-

sive step in both the prediction and design of

structure and interactions is the search for

well-packed low-energy structures in the vicin-

ity of each of the minima of the averaged-out

landscape identified in the initial low-resolution

step. In this step, all atoms are represented

explicitly and steric interactions are not damped

or averaged out. In this very rugged landscape,

1 Å deviations of atoms from the native struc-

ture can produce overlaps and huge spikes in the

energy. This landscape is difficult to explore, but

the native minimum is generally substantially

deeper than non-native minima (which is not

generally the case at the low-resolution stage).

Because the landscape is so rugged, opti-

mization is challenging. A number of methods

have been described to address this problem

(20–22). The method used in ROSETTA cou-

ples Monte Carlo minimization (MCM) with

discrete side-chain optimization (Fig. 1B). For

each attempted move, an initial random pertur-

bation of the backbone torsion angles (protein

structure prediction) or rigid body degrees of

freedom (protein-protein docking) is fol-

lowed by discrete optimization of side-chain

rotamer conformations and then by gradient-

based local minimization on all degrees of

freedom. MCM, which effectively flattens all

barriers to the height of the nearest local min-

imum, has been found to be a powerful global

optimization method for a broad range of prob-

lems (23, 24).

Protein-Protein Docking and CAPRI

Rigid backbone protein docking is less chal-

lenging in terms of conformational searching

than structure prediction or design because

there are fewer degrees of freedom to be

sampled. The low-resolution search can be

performed using an elegant fast Fourier trans-

formation (FFT)–based approach (25) or by

real space MC. For high-resolution refinement,

it is advantageous to simultaneously optimize

both side-chain and rigid body degrees of

freedom; MCM-based methods such as that

outlined above (Fig. 1B) and that described

in (24) have proven particularly effective.

Accurate predictions by several groups who

entered CAPRI (5, 26) indicate that high-

resolution modeling methods are beginning

to work for protein docking that does not in-

volve pronounced backbone conformational

changes. As an example we show results for

two CAPRI targets, for which we carried out

the MCM with side-chain flexibility proto-

col many independent times using different

random-number seeds. The resulting energy

landscape for target 12 (cohesin-dockerin) is

shown in Fig. 2A. Three complexes have con-

siderably lower energies than the others (Fig.

2A, inset), and trajectories starting from these

low-energy complexes reveal that they lie at

the bottom of a fairly narrow energy funnel

(Fig. 2A, main panel).

The lowest energy predicted structures for

the cohesin-dockerin complex, as well as for

CAPRI target 15: the colicin-immunity protein

complex, are shown in Fig. 3, A and B, super-

imposed on the experimentally determined crys-

tal structures, which were released after the

predictions were submitted to CAPRI. Not only

the rigid body orientation, but also the con-

formations of almost all of the side chains, are

predicted correctly. Other groups achieved sim-

ilar successes (5, 26). Current research is di-

rected at incorporating backbone flexibility into

protein-protein docking [e.g., (27)], which is

closely related to the high-resolution protein

structure prediction problem.

Structure Prediction and CASP

Many creative approaches to the de novo pre-

diction of protein structure at low resolution

have been described (28–32). The approach in

ROSETTA to de novo structure prediction seeks

to recapitulate the trade-off between local and

nonlocal interactions during protein folding, by

allowing short segments of the chain to flicker

between alternative low-energy local confor-

mations while searching for the lowest energy

overall conformation of the chain (33). The

search space is confined to that defined by the

local conformational preferences of the protein

sequence, and energy minima are identified

using MC sampling with the low-resolution

representation of the chain described earlier.

Plausible candidate structures with primarily

Design:

Find lowest 
energy 
sequence 
for fixed 
structure

Prediction:

Find lowest 
energy 
structure 
for fixed 
sequence

A Prediction and design are inverse problems

Randomly perturb backbone and/or rigid body
degrees of freedom

Similarity of flexible backbone design
and structure prediction

Design:
All rotamers for
all amino acids

Prediction:
All rotamers for

native amino acid

Gradient-based local minimization of energy
with respect to all degrees of freedom

A
cc

ep
t?

B

Discrete optimization of side-chain rotamers

Sequence

Structure

Model of energetics of
inter- and intramolecular

interactions

Fig. 1. Prediction and design. (A) Structure prediction and fixed backbone
design are inverse problems. Completing the cycle corresponds to flexible
backbone design, which requires optimization of both sequence and struc-

ture. (B) Algorithmic similarity of structure prediction, protein-protein
docking, and flexible backbone design illustrated by the Monte Carlo
minimization (MCM) high-resolution refinement protocol.
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hydrophobic cores and paired b strands can

be rapidly generated (È1 min on 1 CPU for a

100-residue protein), but because atomic detail

is neglected, the accuracy is generally low

and any individual model is likely to be glob-

ally incorrect. Conformational sampling at this

stage can be improved by generating structures

not only for the protein of interest, but also for

sequence homologs, which each have some-

what different low-resolution energy landscapes

(34). High-resolution refinement of the low-

resolution models is again carried out using the

MCM with side-chain packing protocol

described in Fig. 1B.

Progress in de novo struc-

ture prediction was high-

lighted at CASP6, where

the first moderately high-

resolution de novo struc-

ture prediction was made

using the two-stage pro-

cedure protocol described

above, with the initial low-

resolution search followed

by the flexible side-chain

MCM optimization proto-

col. The root mean square

deviation (RMSD) to the

native structure after the low-

resolution search was 2.2 Å

and decreased to 1.6 Å

during the flexible side-chain

MCM refinement step (Fig.

3C). Although clearly at a

lower level of accuracy than

the docking predictions

shown in Fig. 3, A and B,

it is encouraging that some

features of the native side-

chain packing arrangement

are correctly recapitulated.

More recently, the same pro-

tocol was found to produce

accurate predictions for a

subset of small protein do-

mains (34). The goal of cur-

rent work on protein structure

prediction is to consistently

achieve the accuracy of the

docking predictions in Fig.

3, A and B.

Examples of Protein Design

Protein design has a long history, starting from

the realization that side-chain conformations

in proteins could to a first approximation be

treated as a set of discrete rotameric states and

that new sequences and conformations could

be derived by combinatorial optimization of

this set (35). Mayo and co-workers showed

that the lowest energy sequence computed for

a small naturally occurring structure adopted

a structure very close to that of the target

starting structure (36). Harbury and co-workers

(37) showed that new helical bundle structures

could be created by designing sequences for a

set of parametrically generated bundle ar-

rangements. These studies correspond to the

right arrow in Fig. 1A. Conceptually similar

rotamer search-based design methods have

been used to design new protein-protein in-

terfaces, which have been confirmed by x-ray

crystallography (38–41).

More recently, a globular protein fold was

designed by alternating between sequence and

structure optimization (the complete cycle in

Fig. 1A) (42). The low-resolution and high-

resolution optimization is similar to that used

for protein structure prediction; the only no-

table differences are that in the low-resolution

search constraints are added to favor the de-

sired topology, and in the high-resolution

search the discrete side-chain optimization is

over the conformations of all 20 amino acids

(Fig. 1B). The designed protein is exception-

ally stable, with a free energy of folding

roughly twice that of most naturally occurring

proteins in its size range. The high-resolution

crystal structure of the designed protein showed

that its structure is similar (1.2 Å RMSD) to

that of the computer-generated design model

(Fig. 3D). The accuracy of the design and the

high stability are both likely to stem from the

fact that the sequence of the designed protein

was optimized entirely for stability; in contrast

to most naturally occurring proteins, it con-

tains no regions that are locally suboptimal

owing to functional constraints. Consistent with

this, prediction of the structure of the designed

protein from sequence results in a more ac-

curate prediction than for almost all naturally

occurring proteins (43).

Recent years have seen important mile-

stones in the design of existing proteins with

new functions. A series of small-molecule

receptors have been designed that respond to

specific ligands—a particularly spectacular

achievement is a receptor that causes bacte-

ria to turn green when ex-

posed to TNT (44). As in the

flexible side-chain docking

protocol, these calculations

coupled side-chain repack-

ing with rigid body sampling.

There has also been exciting

progress in the design of

new enzymes (45–47).

Role of
High-Performance
Computing

There has been a steady

increase in CPU power and

decrease in the cost of com-

puting resources over the

past 20 years, and this is

likely to continue in the near

future [Moore’s law (48)]. It

is of considerable sociolog-

ical interest to identify the

stage in this growth of com-

puting power at which dif-

ferent scientific problems

become tractable. The cou-

pling of side-chain combi-

natorial optimization with

backbone and/or rigid

body optimization as in

the protein-protein docking

MCM procedure described

above, the flexible back-

bone protein design proto-

col used to design TOP7,

and binding site design for

very large numbers of different ligand ori-

entations by Hellinga and co-workers (47) were

enabled by the increase in computer power; the

simultaneous optimization of side-chain and

backbone/rigid body degrees of freedom would

not have been possible with the computing

power available 15 years ago. The example in

Fig. 2A shows that in 2005, only three solutions

close to the native structure were found in 15

processor (3.2 GHz) days. Carrying out the

calculation using a 1995 vintage processor (133

MHz) would have required roughly a year of

processor time. Even today, the primary bottle-

neck to high-resolution structure prediction

appears to be conformational sampling, because

Fig. 2. Energy landscapes. Each point represents the lowest energy structure sampled
in a single MCM trajectory. (A) Docking energy landscape for Capri Target 12 [cohesin-
dockerin complex; PDB (Protein Data Bank) ID 1ohz (66)]. (Inset) In a large collection of
trajectories starting from different random orientations that were carried out for the
CAPRI experiment, a small number of structures (þ) are distinguished from the back-
ground population by a significant energy gap. The x axis is the RMSD to an arbitrary
reference orientation. (Main panel) Trajectories starting from these low-energy struc-
tures map out a narrow energy funnel. The x axis is the RMSD to the native structure. A
deep energy funnel, as in this example, is a strong indicator that a prediction is correct.
(B) Folding landscape for double-stranded RNA binding protein [PDB ID 1di2 (67)]. The
backbone RMSD is to the native structure. The energy function (units are in kcal/mol)
includes entropic contributions from solvation effects, but not the configurational en-
tropy associated with protein vibrational and side-chain degrees of freedom, and hence
is not the true free energy.
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the native structure almost always has lower

energy than the predicted structures (34). The

anticipated increase in processor power over

the next several years will bring closer in

reach the refinement of large protein structures

and flexible backbone protein-protein docking,

which requires simultaneous optimization of

side-chain, backbone, and rigid body degrees

of freedom.

Energy Landscapes

The successful predictions and de-

signs described here suggest that

the energy function underlying

the calculations may be accurate

enough to provide insights into

the general properties of the fold-

ing and docking free-energy land-

scapes. Figure 2 shows the energy

landscapes for both the docking

and structure prediction problems.

Notable features include the pro-

nounced minimum in the vicinity

of the native structure, and the

sharp increase in energy asso-

ciated with È2 Å deviations from

the native structure. It is impor-

tant to note that configurational

entropy is not accounted for in

these landscapes, so the actual

free energy landscapes will have

somewhat broader minima. The

folding and binding ‘‘funnels’’ (49)

that have been the subject of

much discussion are evident, but

only in the immediate vicinity of

the global minimum. Physically,

the short range reflects the criti-

cal contribution to the energy from

close complementary side-chain

packing: Once the backbone co-

ordinates have diverged by more

than È2 Å, the native side-chain

packing arrangement is complete-

ly disrupted (50) and the energy

increases substantially. The nar-

row aperture to the binding and

folding funnels may be a charac-

teristic feature of biomolecular

recognition and folding.

Is the short-range nature of

landscapes compatible with the

observation that complexes form

and proteins fold in finite time?

In the case of complexes, it has

been possible to rigorously answer this ques-

tion in the affirmative by solving the steady-

state diffusion equation for interacting partners

with ‘‘reactive zones’’ corresponding to the

aperture of the binding funnels—the computed

rates are on the order of 106 per second (51)—

consistent with experimentally observed rates

for many proteins (faster association rates

are likely to reflect long-range electrostatic

steering). In the case of monomeric folding,

folding can still proceed rapidly if native in-

teractions are on average lower in energy

than non-native interactions—the principle of

minimal frustration (49, 52)—and indeed for

most compact subdomains the native confor-

mation has a lower computed energy than

that of essentially all sampled non-native con-

formations. This is expected given the dom-

inant contribution of short-range packing and

hydrogen bonding interactions—a confor-

mation that is very low in energy on a global

scale must also be low in energy on a more

local scale, just as the optimal solution for a

jigsaw puzzle is also optimal (perfectly packed)

on a local scale. Indeed, broader energy fun-

nels are observed when the reaction coordi-

nate (x axis in Fig. 2) is the fraction of native

contacts, rather than the RMSD, consistent

with protein folding landscape theory.

The narrow energy funnels around native

structures, and the close correspondence of

both prediction and designs with experimen-

tally determined structures, have direct bear-

ing on the fundamental question of the range

of structures adopted by proteins in solution.

Some simulation studies have suggested that

in solution, proteins populate a broad range

of conformations up to 4 Å RMSD from the

crystal structure. In contrast, the

short range of the folding and

binding funnels suggests that pro-

tein cores are confined to within

È1.5 Å of the experimentally de-

termined crystal structures; the

substantial increases in energy

accompanying larger deviations

suggest that such structures are

populated at relatively low levels.

The coincidence of the energy

minima in the prediction and de-

sign calculations with the location

of the experimentally determined

structure further supports this con-

clusion: If crystal packing inter-

actions randomly selected out a

member of a broad ensemble of

structures spanning 3 to 4 Å

RMSD, one would not expect

RMSDs of much less than this

between predicted structures and

crystal structures or between de-

sign models and crystal structures

(53). Experimental support for this

conclusion comes from compari-

son of protein structures deter-

mined in different crystal forms,

which suggests backbone varia-

tion of less than 1 Å (54, 55), and

from recent NMR studies (56) that

show that agreement between the

dipolar couplings and structure is

not limited by the intrinsic dy-

namic behavior of proteins.

Current Challenges

Considerable challenges remain

for high-resolution modeling—this

review should not be taken to sug-

gest that the critical problems are

by any means solved, but rather

that accurate modeling now appears

to be an achievable goal. Short-

comings in potential functions in-

clude the treatment of buried polar

interactions, which are complicated by po-

larization effects, and the delicate balance

between the cost of desolvating a polar or

charged group and the favorable hydrogen

bonding and electrostatic interactions the group

may make upon burial. Consistent prediction

and design of polar active sites will require

progress in modeling such interactions (57).

On the sampling side, improvements in meth-

odology and increases in computing capabil-

A

B

C D

Fig. 3. Examples of high-resolution prediction and design. (A) CAPRI Tar-
get 12 [dockerin–cohesin (66); interface residue backbone RMSD 0 0.27 Å].
The lowest energy structure in Fig. 2A, main panel, is shown here. The side
chain of Leu-83 (green in the free monomer) changes conformation upon
binding. Side-chain conformations in red were provided; those in blue were
predicted. (B) CAPRI Target 15 [ColicinD–Immunity protein D (68); interface
residue backbone RMSD 0 0.23 Å]. No side-chain information was provided
for either partner. (C) CASP6 de novo structure prediction Target 0281
[hypothetical protein from Thermus thermophilus Hb8, PDB ID 1whz (69);
backbone RMSD 0 1.59 Å]. (D) TOP7 (RMSD 0 1.2 Å) (42). (A) and (B) are
adapted from figure 1 of (70). Blue: models; red and orange: x-ray structures.
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ities will be necessary for problems with large

numbers of degrees of freedom, such as pre-

diction of the structures of large proteins.

To conclude, we list a series of challenges

that will spur the next phase of method de-

velopment. (i) High-resolution refinement of

models built by comparative modeling. It is

well established that the accuracy of com-

parative models built by copying a template

structure identified using sequence comparison

methods decreases steadily with increasing

sequence divergence between the sequence

being modeled and the protein template owing

to structural divergence during protein evo-

lution (58, 59). Recent CASP tests have shown

that the best comparative models are cur-

rently built by experts such as Ginalski (60)

who are able to achieve near-perfect align-

ments of the sequences to proteins of known

structure, a critical precondition for further

modeling, and go further to improve models

using an assortment of protein modeling tools

such as MODELLER (61), PSIBLAST (62),

ROSETTA (7), PSIPRED (63), SQWRL (64),

and VERIFY3D (65) together with visual struc-

tural inspection. The challenge is to automat-

ically produce even more accurate structures

by high-resolution refinement; the loss of hu-

man intuition will have to be compensated by

generating starting models for refinement by

large-scale sampling of alternative alignments

on the basis of alternative homologous struc-

ture templates. The methods described in this

review are directly applicable to this problem,

and it is also a good test of widely used mo-

lecular dynamics simulations methods because

the starting template can be within 3 Å of the

correct structure. (ii) Consistent prediction of

the structures of small proteins at atomic-level

resolution. (iii) Protein docking with back-

bone flexibility. This is a formidable chal-

lenge because both rigid body and internal

backbone degrees of freedom need to be

searched. (iv) Prediction and design of the

specificity of protein–nucleic acid interac-

tions. (v) Design of new enzymes catalyzing

reactions not catalyzed by naturally occurring

enzymes. (vi) Prediction of the structures of

multidomain and multisubunit protein com-

plexes. We look forward to progress in all of

these areas.
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The scale of the 26 December 2004 Indian

Ocean tsunami was almost unprecedented.

In areas with the maximum tsunami intensity,

little could have prevented catastrophic coast-

al destruction. Further away, however, areas

with coastal tree vegetation were markedly

less damaged than areas without. Mangrove

forests are the most important coastal tree

vegetation in the area and are one of the

world_s most threatened tropical ecosys-

tems (1).

Measurement of wave forces and model-

ling of fluid dynamics suggest that tree veg-

etation may shield coastlines from tsunami

damage by reducing wave amplitude and

energy (2). Analytical models show that 30

trees per 100 m2 in a 100-m wide belt may

reduce the maximum tsunami flow pressure

by more than 90% (3). Empirical and field-

based evidence is limited, however.

Cuddalore District in Tamil Nadu, India,

provides a unique experimental setting to test

the benefits of coastal tree vegetation

in reducing coastal destruction by

tsunamis (4). Cuddalore has a relative-

ly straight shoreline, a fairly uniform

beach profile, and a homogenous con-

tinental slope. Moreover, the shoreline

comprises vegetated as well as non-

vegetated areas and was documented

by cloudfree pre- and post-tsunami

satellite images.

The force of the tsunami impact in

Cuddalore is illustrated by the central

part of our study area (Fig. 1). At the

river mouth, the tsunami completely

destroyed parts of a village (fig. S1)

and removed a sand spit that formerly

blocked the river. However, areas with

mangroves (Fig. 1, dark green polygon)

and tree shelterbelts were significant-

ly less damaged than other areas

(supporting online text). Damage to

villages also varied markedly. In the

north, stands of mangroves had five

associated villages, two on the coast

and three behind the mangrove. The

villages on the coast were completely

destroyed, whereas those behind the

mangrove suffered no destruction

even though the waves damaged areas

unshielded by vegetation north and

south of these villages. In the south,

the shore is lined with Casuarina

plantations (Fig. 1). Five villages are

located within these plantations and

all experienced only partial damage.

The plantations were undamaged ex-

cept for rows of 5 to 10 trees nearest

to the shore, which were uprooted

(fig. S2).

Our results suggest that mangroves and

Casuarina plantations attenuated tsunami-

induced waves and protected shorelines against

damage. Human activities reduced the area of

mangroves by 26% in the five countries most

affected by the tsunami, from 5.7 to 4.2 million

ha, between 1980 and 2000 (5). Conserving

or replanting coastal mangroves and greenbelts

should buffer communities from future tsunami

events. Mangroves also enhance fisheries (6)

and forestry production. These benefits are not

found in artificial coastal protection structures.

Coastal tree vegetation can be established for

investments of U.S./150 to U.S./2000 per ha

(7). Mangroves, however, are suitable for plant-

ing only on coastal mudflats and lagoons,

which cover È25% of the continental coastline

of the Bay of Bengal (8). Elsewhere, the con-

servation of dune ecosystems or green belts of

other tree species, such as Casuarina, could

fulfil the same protective role.
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Recurrent chromosomal rearrangements have not been well characterized in
common carcinomas. We used a bioinformatics approach to discover can-
didate oncogenic chromosomal aberrations on the basis of outlier gene
expression. Two ETS transcription factors, ERG and ETV1, were identified as
outliers in prostate cancer. We identified recurrent gene fusions of the 5¶
untranslated region of TMPRSS2 to ERG or ETV1 in prostate cancer tissues
with outlier expression. By using fluorescence in situ hybridization, we dem-
onstrated that 23 of 29 prostate cancer samples harbor rearrangements in
ERG or ETV1. Cell line experiments suggest that the androgen-responsive
promoter elements of TMPRSS2 mediate the overexpression of ETS family
members in prostate cancer. These results have implications in the devel-
opment of carcinomas and the molecular diagnosis and treatment of prostate
cancer.

A central aim in cancer research is to identify

altered genes that play a causal role in cancer

development. Many such genes have been

identified through the analysis of recurrent

chromosomal rearrangements that are charac-

teristic of leukemias, lymphomas, and sar-

comas (1). These rearrangements are of two

general types. In the first, the promoter and/

or enhancer elements of one gene are ab-

errantly juxtaposed to a proto-oncogene, thus

causing altered expression of an oncogenic

protein. This type of rearrangement is ex-

emplified by the apposition of immuno-

globulin (IG) and T cell receptor (TCR)

genes to MYC, leading to activation of this

oncogene in B and T cell malignancies,

respectively (2). In the second, the rear-

rangement fuses two genes, resulting in the

production of a fusion protein that may have

a new or altered activity. The prototypic

example of this translocation is the BCR-ABL

gene fusion in chronic myelogenous leuke-

mia (CML) (3, 4). Importantly, this finding

led to the development of the promising

cancer drug imatinib mesylate (Gleevec) (5).

In contrast to leukemias, epithelial tumors

(carcinomas) display many nonspecific but

few recurrent chromosomal rearrangements

(6). This karyotypic complexity is thought to

reflect secondary genomic alterations ac-

quired during tumor progression.

We hypothesized that rearrangements and

high-level copy number changes that result in

marked overexpression of an oncogene should

be evident in DNA microarray data but not

necessarily by traditional analytical approaches.

In the majority of cancer types, heterogeneous

patterns of oncogene activation have been

observed; thus, traditional analytical methods

that search for common activation of genes

across a class of cancer samples (e.g., t test or

signal-to-noise ratio) will fail to find such

oncogene expression profiles. Instead, a meth-

od that searches for marked overexpression in

a subset of cases is needed. Toward this end,

we developed a method termed cancer outlier

profile analysis (COPA). COPA seeks to ac-

centuate and identify outlier profiles by apply-

ing a simple numerical transformation based

on the median and median absolute deviation

of a gene expression profile (7) (fig. S1A).

Cancer outlier profile analysis. We

applied COPA to the Oncomine database (8),

a compendium of 132 gene expression data

sets representing 10,486 microarray experi-

ments. COPA correctly identified several

outlier profiles for genes in specific cancer

types in which a recurrent rearrangement or

high-level amplification is known to occur

(Table 1 and fig. S1, B and C). We focused

our analyses on outlier profiles of known

causal cancer genes, as defined by the Cancer

Gene Census (9), that ranked in the top 10

outlier profiles in an Oncomine data set

(Table 1 and table S1), because we felt these

genes would be the most likely to participate
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Table 1. Cancer outlier profile analysis (COPA). Genes known to undergo causal mutations in cancer that
had strong outlier profiles. ‘‘X’’ indicates literature evidence for the acquired pathognomonic
translocation. ‘‘XX’’ indicate that samples in the study were characterized for the indicated translocation.
‘‘Y’’ indicates consistent with known amplification. Double asterisks indicate ERG and ETV1 outlier
profiles in prostate cancer. A complete listing of genes known to undergo causal mutations ranking in the
top 10 of all studies in Oncomine, along with the relevant references, is included as table S1.

Rank % Score Gene Cancer Study Evidence

1 95 20.056 RUNX1T1 Leukemia (23) XX
1 95 15.4462 PRO1073 Renal (24) X
1 90 12.9581 PBX1 Leukemia (25) XX
1 95 10.03795 ETV1 Prostate (15) **
1 90 7.4557 WHSC1 Myeloma (26) X
1 75 5.4071 ERG Prostate (27) **
1 75 4.3628 ERG Prostate (28) **
1 75 4.3425 CCND1 Myeloma (29) X
1 75 3.4414 ERG Prostate (15) **
1 75 3.3875 ERG Prostate (30) **
3 95 13.3478 FGFR3 Myeloma (29) X
4 75 2.5728 ERBB2 Breast (31) Y
6 90 6.6079 ERBB2 Breast (32) Y
9 95 17.1698 ETV1 Prostate (16) **
9 90 6.60865 SSX1 Sarcoma (33) X
9 75 2.2218 ERG Prostate (34) **
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in uncharacterized alterations. The general

COPA methodology can be applied to any

expression data (10).

Outlier profiles for ERG and ETV1 in
prostate cancer. In several independent data

sets, COPA identified strong outlier profiles in

prostate cancer for ERG (21q22.3) and ETV1

(7p21.2) (Table 1), two genes that encode ETS

family transcription factors and are involved in

oncogenic translocations in Ewing’s sarcoma

and myeloid leukemias (11, 12). In total,

COPA ranked ERG or ETV1 within the top

10 outlier genes in six independent prostate

cancer profiling studies.

Fusion of the 5¶ activation domain of the

Ewing sarcoma breakpoint region 1 (EWSBR1)

gene to the highly conserved 3¶ DNA binding

domain of an ETS family member, such as

ERG [t(21;22)] or ETV1 [t(7;22)], is character-

istic of Ewing’s sarcoma (11, 13, 14). Because

translocations involving ETS family members

are functionally redundant in oncogenic trans-

formation, only one type of translocation is

typically observed in each case of Ewing’s sar-

coma. We hypothesized that, if ERG and ETV1

are similarly involved in the development of

prostate cancer, their outlier profiles should be

mutually exclusive—that is, each tumor should

overexpress only one of the two genes.

Thus, we examined the joint expression

profiles of ERG and ETV1 across several

prostate cancer data sets and found that they

invariably showed mutually exclusive outlier

profiles, consistent with our hypothesis. Exclu-

sive outlier expression of ERG and ETV1 was

identified in two large-scale transcriptome

studies (15, 16), which profiled grossly dis-

sected prostate tissues with the use of different

microarray platforms (Fig. 1). Similar results

were obtained in prostate tissue samples ob-

tained by laser capture microdissection (LCM)

(fig. S2A). In addition to exclusive outlier ex-

pression of either ERG or ETV1 in epithelial

cells from prostate cancer or metastatic pros-

tate cancer, ETV1 and ERG were not over-

expressed in the precursor lesion prostatic

intraepithelial neoplasia (PIN) or adjacent

benign epithelia (fig. S2A). The observed

exclusive outlier pattern is consistent with

other translocations where an activating gene

can fuse with multiple partners, such as the

fusion of the immunoglobulin heavy chain

promoter to CCND1 or FGFR3, t(11,14) or

t(4,14), respectively, in specific subsets of

multiple myeloma (17) (fig. S2B).

Recurrent gene fusion of TMPRSS2 to
ERG or ETV1 in prostate cancer. To deter-

mine the mechanism responsible for ERG

and ETV1 overexpression, we identified

prostate cancer cell lines and clinical spec-

imens that overexpressed ERG or ETV1 by

using quantitative polymerase chain reaction

(QPCR) (Fig. 2A). The LNCaP prostate cancer

cell line and two specimens obtained from a

patient with hormone-refractory metastatic

disease (MET26-RP, residual primary carcino-

ma in the prostate, and MET26-LN, a lymph

node metastasis) overexpressed ETV1. A lymph

node metastasis from a second patient (MET-

28LN) and two prostate cancer cell lines,

VCaP and DuCaP, overexpressed ERG. We

did not find consistent amplification of ERG or

ETV1 in samples with respective transcript

overexpression, so we considered the possibil-

ity of DNA rearrangements. We measured the

expression of ETV1 exons by exon-walking

QPCR in samples that displayed ETV1 over-

expression. We used five primer pairs

spanning ETV1 exons 2 through 7 and found

that although LNCaP cells showed essentially

uniform overexpression of all measured ETV1

exons, both MET26 specimens showed 990%

reduction in the expression of ETV1 exons 2

and 3 compared with exons 4 to 7 (Fig. 2B).

To characterize the complete 5¶ ETV1 tran-

script, we performed 5¶ RNA ligase-mediated

rapid amplification of cDNA ends (RLM-
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Fig. 1. COPA of microarray data revealed ETV1 and ERG as outlier genes
across multiple prostate cancer gene expression data sets. ETV1 and ERG
expression (normalized expression units) are shown from all profiled
samples in two-large scale gene expression studies [top data set from
(15) and bottom data set from (16)]. Visualization tools incorporated in

Oncomine (10) were used to generate graphical displays. Sample classes
are indicated according to the color scale. In the data set from (16),
prostate cancer samples were classified on the basis of Gleason grade.
Scatter plots of ERG and ETV1 expression across all of the profiled
samples are shown (right).
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RACE) on LNCaP cells and MET26-LN. In

addition, we also performed RLM-RACE to

obtain the complete 5¶ transcript of ERG in

MET28-LN. Sequencing of the cloned products

revealed fusions of the prostate-specific gene

TMPRSS2 (18) (21q22.2) with ETV1 in

MET26-LN and with ERG in MET28-LN

(Fig. 2C). In MET26-LN, two RLM-RACE

PCR products were identified. The first

product, TMPRSS2:ETV1a, resulted in a

fusion of the complete exon 1 of TMPRSS2

with the beginning of exon 4 of ETV1 (Fig.

2C). The second product, TMPRSS2:ETV1b,

resulted in a fusion of exons 1 and 2 of

TMPRSS2 with the beginning of exon 4 of

ETV1 (fig. S3). Both products are consistent

with the exon-walking QPCR described

above, where MET26-LN showed loss of over-

expression in exons 2 and 3. In MET28-LN, a

single RLM-RACE PCR product was identi-

fied, and sequencing revealed a fusion of the

complete exon 1 of TMPRSS2 with the be-

ginning of exon 4 of ERG (TMPRSS2:ERGa)

(Fig. 2C).

Validation of TMPRSS2:ERG and
TMPRSS2:ETV1 gene fusions in prostate
cancer. On the basis of these results, we

designed QPCR primer pairs with forward

primers in TMPRSS2 and reverse primers in

exon 4 of ERG or ETV1. We performed SYBR

Green (Molecular Probes, Eugene, OR) QPCR

with the use of both primer pairs across a panel

of samples from 42 cases of clinically localized

prostate cancer and metastatic prostate cancer

and depict representative results (Fig. 2, D and

E). These 42 cases were selected on the basis

of previous cDNA microarray or QPCR results

indicating overexpression of ERG or ETV1.

We were limited to samples with remaining

material, and thus this cohort does not repre-

sent a random sampling. In addition to QPCR,

we also performed standard reverse transcrip-

tion PCR (RT-PCR) with the same primers

used for QPCR, or with a different forward

primer in TMPRSS2 and reverse primers in

exon 6 of ERG and exon 7 of ETV1 on a subset

of the samples with or without fusions as

determined by using QPCR (fig. S4, A and B).

Electrophoresis of QPCR products and

sequencing of cloned RT-PCR products from

MET-26RP and MET-26LN revealed the

presence of both TMPRSS2:ETV1a and

TMPRSS2:ETV1b. The molecular evidence

for TMPRSS2:ERG and TMPRSS2:ETV1

fusions in cases and cell lines overexpressing

the respective ETS family member are sum-

marized (fig. S5). From QPCR melt curve

analysis and gel electrophoresis of QPCR and

RT-PCR products, PCA4 produced a larger

amplicon than TMPRSS2:ERGa. Subsequent

RLM-RACE analysis and sequencing of the

RT-PCR product confirmed a fusion of the

complete exon 1 of TMPRSS2 with the be-

ginning of exon 2 of ERG (TMPRSS2:ERGb)

(fig. S3). Evidence for the TMPRSS2:ERG and

TMPRSS2:ETV1 fusions were only found in

cases that overexpressed ERG or ETV1, respec-

tively, by QPCR or DNA microarray. These

results are also in agreement with the exclusive

expression observed in our outlier analysis.

Genomic confirmation of TMPRSS2:ETV1
translocation and ERG rearrangement. We

used interphase fluorescence in situ hybrid-

ization (FISH) to validate the rearrangements

at the chromosomal level on formalin-fixed

paraffin-embedded (FFPE) specimens from

the two cases initially used for RLM-RACE,

MET26 and MET28 (Fig. 3). With the use of

probes for TMPRSS2 and ETV1, normal pe-

ripheral lymphocytes (NPLs) demonstrated a

pair of red and a pair of green signals (Fig.

Fig. 2. Identification and characterization
of TMPRSS2:ETV1 and TMPRSS2:ERG
gene fusions in prostate cancer (PCA).
(A) Prostate cancer cell lines, hormone
refractory metastatic (MET) prostate
cancer tissues, and pooled benign
prostate tissue (CPP) were analyzed
for ERG (solid) and ETV1 (open) mRNA
expression by QPCR. Samples with
values off the scale are indicated by
hatched bars, and the values are given
above the graph. (B) Reduced over-
expression of ETV1 exons 2 and 3
compared with exons 4 to 7 in
MET26 samples. Expression of ETV1
exons 2 to 7 was assessed by QPCR in
LNCaP cells and MET26-LN and MET26-RP samples. (C) Schematic of 5¶ RLM-RACE revealing fusion of
TMPRSS2 with ETV1 in MET26-LN and ERG in MET28-LN. Structures for the TMPRSS2, ERG, and ETV1
genes have their basis in the GenBank reference sequences. The numbers above the exons (indicated
by boxes) indicate the last base of each exon. Untranslated regions are shown in corresponding
lighter shades. Coding exons not depicted are indicated by hatched boxes. Identified TMPRSS2 fusions
are colored and numbered from the original reference sequences. Line graphs show the position and
automated DNA sequencing of the fusion points. (D) Validation of TMPRSS2:ETV1 expression using
fusion-specific QPCR in MET26-LN and MET26-RP. Expression of ETV1 (solid, right axis) and
TMPRSS2:ETV1 (open, left axis) was assessed by QPCR. (E) Validation of TMPRSS2:ERG expression
using fusion-specific QPCR in cell lines and PCA specimens. Expression of ERG (solid, right axis) and
TMPRSS2:ERG (open, left axis) was assessed by QPCR.
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3A). However, MET26 showed fusion of one

pair of signals, indicative of probe overlap

(Fig. 3B) and consistent with the expression

of the TMPRSS2:ETV1. Because of the

proximity of TMPRSS2 to ERG on chromo-

some 21, È3 megabases (fig. S6A), we used

probes spanning the 5¶ and 3¶ regions of the

ERG locus to assay for gene rearrangements.

By using these probes, we observed a pair of

yellow signals in NPLs (Fig. 3C); however,

in MET28, one pair of probes split into sep-

arate green and red signals, indicative of a

rearrangement at the ERG locus (Fig. 3D)

and consistent with the expression of

TMPRSS2:ERG. We next performed both

individual FISH analyses described above on

serial tissue microarrays containing cores

from 13 cases of localized prostate cancer

and 16 cases of metastatic prostate cancer

(Fig. 3E). Of 29 cases, 23 (79.3%) showed

evidence of TMPRSS2:ETV1 fusion (7 cases)

or ERG rearrangement (16 cases).

As additional confirmation of the ERG re-

arrangement, we performed FISH on meta-

phase spreads of VCaP cells, which express

the TMPRSS2:ERGa transcript. This assay

revealed co-localization of 5¶ TMPRSS2 and

3¶ ERG probes with splitting of the 5¶ and 3¶

ERG signals, supporting the molecular results

(fig. S6). In addition, Southern blotting using

a probe in the intron between exons 1 and 2

of TMPRSS2 revealed a unique band in VCaP

cells, consistent with a rearrangement at this

locus (fig. S7).

Fusion of TMPRSS2 and ERG results in
androgen regulation of ERG. TMPRSS2 is

expressed in normal and neoplastic prostate

tissue and is strongly induced by androgen in

androgen-sensitive prostate cell lines (18–20).

To investigate whether the TMPRSS2:ERG

fusion results in the androgen regulation of

ERG, we assessed the expression of ERG by

QPCR in androgen-treated VCaP cells, which

express TMPRSS2:ERGa, and LNCaP cells,

which do not express a fusion transcript. Both

VCaP and LNCaP respond to androgen stim-

ulation with increased expression of PSA,

which is expressed at a similar amount in both

cells and is sensitive to the androgen receptor

antagonists bicalutamide and flutamide (Fig.

4A). However, in addition to expressing

È2000-fold more ERG than LnCAP cells, only

VCaP cells responded to androgen stimulation

with increased ERG expression sensitive to

bicalutamide and flutamide (Fig. 4B). A similar

increase in ERG expression upon androgen

stimulation was observed in DuCaP cells,

which express TMPRSS2:ERGa, whereas

RWPE, PC3, and PC3 cells expressing the hu-

man androgen receptor express low concentra-

tions of ERG that are not androgen-responsive

(fig. S8). These results suggest that the fusion

with TMPRSS2 may explain the aberrant ex-

pression of ERG or ETV1 in specific subsets of

prostate cancer.

Conclusions. The existence of recurring

gene fusions of TMPRSS2 to the oncogenic

ETS family members ERG and ETV1 may

have important implications for understanding

prostate cancer tumorigenesis and developing

novel diagnostics and targeted therapeutics.

Several lines of evidence suggest that these

rearrangements occur in the majority of

prostate cancer samples and drive ETS family

member expression. Across three independent

microarray data sets, ERG or ETV1 was

markedly overexpressed in 95 of 167 (57%)

prostate cancer cases, whereas overexpression

was never observed across 54 benign prostate

tissue samples. Furthermore, a recent study

reported that ERG was the most commonly

Fig. 3. Interphase FISH on
FFPE tissue sections con-
firms TMPRSS2:ETV1 gene
fusion and ERG gene re-
arrangement. (A and B)
NPLs showed two ETV1
(red) and two TMPRSS2
(green) signals, whereas
MET26 showed fusion of
the signals as indicated by
the yellow signal (yellow
arrowhead). (C and D) For
detection of ERG gene
rearrangements, we used
a split-signal approach,
with two probes span-
ning the ERG locus. NPLs
showed two yellow sig-
nals, indicating overlap of
the 5¶ (green signal) and
3¶ (red signal) regions of
ERG, whereas MET28 shows
a rearrangement of ERG as
indicated by the split signal
of the 5¶ and 3¶ probes (red
and green arrows). Scale
bars for all images are 2.5
mm. (E) Matrix representa-
tion of FISH results using
the same probes as (A) to
(D) on an independent
tissue microarray contain-
ing cores from clinically
localized (PCA) and meta-
static (MET) prostate cancer. Cores positive for TMPRSS2:ETV1 probe fusion or split-signal ERG probes
are indicated by colored cells. All negative findings are indicated by gray cells. The number of positive
cases for each feature is indicated to the right of the matrix.
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overexpressed oncogene by QPCR in prostate

cancer, with 72.0% of cases overexpressing

ERG (21). By using a combination of assays,

we found evidence of fusion with TMPRSS2

in 20 of 22 (990%) cases that overexpressed

ERG or ETV1, suggesting that the fusion is the

most likely cause for the overexpression. FISH

analysis on a set of 29 prostate cancer cases

selected independently of any knowledge of

ERG or ETV1 expression indicates that 23 of

29 (79%) had TMPRSS2:ETV1 fusions or

ERG rearrangement. It is possible that this

cohort is not representative of all prostate

cancer samples and that this may be an

overestimate of the prevalence of TMPRSS2

fusions with ETS family members, because

our split-signal approach can detect addi-

tional rearrangements involving ERG. How-

ever, the reported frequencies of ERG or

ETV1 overexpression in prostate cancer with

our fusion transcript and FISH results sug-

gest that TMPRSS2 fusions with ETV1 or

ERG occur in the majority of prostate cancer

cases. Coupled with the high incidence of pros-

tate cancer [an estimated 232,090 new cases

will be diagnosed in the United States in 2005

(22)], the TMPRSS2 fusion with ETS family

members is likely to be the most common re-

arrangement yet identified in human malig-

nancies and the only rearrangement present

in the majority of one of the most prevalent

carcinomas.

Future efforts will be directed at character-

izing the expressed protein products, including

the effects of N-terminal truncation of ERG and

ETV1, and identifying downstream targets and

the functional role of the fusions in prostate

cancer development. Importantly, the existence

of TMPRSS2 fusions with ETS family mem-

bers in prostate cancer suggests that causal

gene rearrangements may exist in common

epithelial cancers but may be masked by the

multiple nonspecific chromosomal rearrange-

ments that occur during tumor progression.
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Hanbury Brown Twiss Effect for
Ultracold Quantum Gases

M. Schellekens,1 R. Hoppeler,1 A. Perrin,1 J. Viana Gomes,1,2

D. Boiron,1 A. Aspect,1 C. I. Westbrook1*

We have studied two-body correlations of atoms in an expanding cloud above
and below the Bose-Einstein condensation threshold. The observed correlation
function for a thermal cloud shows a bunching behavior, whereas the corre-
lation is flat for a coherent sample. These quantum correlations are the atomic
analog of the Hanbury Brown Twiss effect. We observed the effect in three
dimensions and studied its dependence on cloud size.

Nearly half a century ago, Hanbury Brown

and Twiss (HBT) performed a landmark ex-

periment on light from a gaseous discharge

(1). The experiment demonstrated strong cor-

relations in the intensity fluctuations at two

nearby points in space despite the random or

chaotic nature of the source. Although the

effect was easily understood in the context of

classical statistical wave optics, the result was

surprising when viewed in terms of the quan-

tum theory. It implied that photons coming

from widely separated points in a source such

as a star were Bbunched.[ On the other hand,

photons in a laser were not bunched (2, 3).

The quest to understand the observations stim-

ulated the birth of modern quantum optics

(4). The HBT effect has since found applica-

tions in many other fields from particle physics

(5) to fluid dynamics (6).

Atom or photon bunching can be under-

stood as a two-particle interference effect

(7). Experimentally, one measures the joint

probability for two particles emitted from two

separated source points, A and B, to be de-

tected at two detection points, C and D. One

must consider the quantum mechanical am-

plitude for the process AYC and BYD as

well as that for AYD and BYC. If the two

processes are indistinguishable, the amplitudes

interfere. For bosons, the interference is con-

structive, resulting in a joint detection proba-

bility that is enhanced compared with that of

two statistically independent detection events,

whereas for fermions the joint probability is

lowered. As the detector separation is increased,

the phase difference between the two ampli-

tudes grows large enough that an average

over all possible source points A and B washes

out the interference, and one recovers the sit-

REPORTS
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uation for uncorrelated detection events. This

fact was used by HBT to measure the angular

size of a star (8), but another major conse-

quence of the observation was to draw attention

to the importance of two-photon amplitudes

and how their interference can lead to sur-

prising effects. These quantum amplitudes

must not be confused with classical electro-

magnetic field amplitudes (3). Two-photon

states subsequently led to many other striking

examples of Bquantum weirdness[ (9). In con-

trast to a chaotic source, all photons in a single

mode laser are in the same quantum state.

Hence, there is only one physical process and

no bunching effect. A similar effect is ex-

pected for atoms in a Bose-Einstein conden-

sate (BEC).

Two-particle correlations have been ob-

served both for cold neutral atoms (10–12)

and for electrons (13–15), and three-particle

correlations (16–18) at zero distance have also

been used to study atomic gases. But the full

three-dimensional effect and its dependence

on the size and degeneracy of a sample has

yet to be demonstrated for massive particles.

Here, we demonstrate the effect for a trapped

cloud of atoms close to the BEC transition

temperature released onto a detector capable

of individual particle detection. We extract,

for varying cloud sizes, a three-dimensional

picture of the correlations between identical

particles produced by quantum interference.

We also show that a BEC shows no such cor-

relations. The results are in agreement with

an ideal gas model and show the power of

single particle detection techniques applied

to the study of degenerate quantum gases.

The calculation of the phase difference of

the possible two-particle detection amplitudes

given in (7) can be adapted to the case of par-

ticles of mass m traveling to a detector in a

time t. One can show that the correlation

length observed at the detectors, that is, the

typical detector separation for which inter-

ference survives, is li 0
It
msi

, where s
i

is the

source size along the direction i, I is the

reduced Planck_s constant, and we have as-

sumed that the size of the cloud at the de-

tector is much larger than the initial size. The

optical analog of this expression, for a source

of size s and wavelength l at a distance L

from the observation plane, is l 0 Ll/2ps.

This is the length scale of the associated

speckle pattern. The formula can be recov-

ered for the case of atoms traveling at con-

stant velocity v toward a detector at distance

L if one identifies h/mv with the deBroglie

wavelength corresponding to velocity v. The

formula we give is also valid for atoms ac-

celerated by gravity, and the interpretation of

l as the atomic speckle size remains valid. A

pioneering experiment on atom correlations

used a continuous beam of atoms (10). For a

continuous beam, the correlation time, or equiv-

alently, the longitudinal correlation length, de-

pends on the velocity width of the source and

not on the source size. Thus, the longitudinal

and transverse directions are qualitatively dif-

ferent. By contrast, our measurements are per-

formed on a cloud of atoms released suddenly

from a magnetic trap. In this case, the three

dimensions can all be treated equivalently, and

the relation above applies in all three. Because

the trap is anisotropic, the correlation func-

tion is as well, with an inverted ellipticity.

Our sample is a magnetically trapped cloud

of metastable helium atoms evaporatively

cooled close to the BEC transition tempera-

ture (19) (about 0.5 mK for our conditions).

Our source is thus very small, and together

with a long time of flight (308 ms) and

helium_s small mass, we achieve a large

speckle size or correlation volume (30 mm by

800 mm by 800 mm), which simplifies the

detection problem. For example, the observa-

tions are much less sensitive to the tilt of the

detector than in (10).

To detect the atoms, we use an 8-cm-

diameter microchannel plate detector (MCP).

It is placed 47 cm below the center of the

magnetic trap. A delay line anode permits

position-sensitive detection of individual par-

ticles in the plane of the detector (20) (Fig. 1).

Atoms are released from the trap by suddenly

turning off the magnetic field. About 10% of

these atoms are transferred to the magnetic

field–insensitive m 0 0 state by nonadiabatic

transitions (19) and fall freely to the detector.

The remaining atoms are removed by applying

additional magnetic field gradients during the

time of flight. For each detected atom, we

record the in-plane coordinates x and y and the

time of detection t. The atoms hit the detector

at 3 m/s with a velocity spread below 1%, and

so we convert t into a vertical position z. The

observed root mean square (rms) resolution is

d È 250 mm in x and y and 2 nm in z. These

data allow us to construct a three-dimensional

histogram of pair separations (Dx, Dy, and Dz)

for all particles detected in a single cloud. The

histograms are summed over the entire atom-

ic distribution and over many shots, typically

1000 (21).

Because of our good resolution along z,

we begin by concentrating on the correlation

function along this axis. Normalized corre-

lation functions for various experimental

conditions are shown in Fig. 2A. To compute

the normalized correlation function, we di-

vide the pair separation histogram by the

autoconvolution of the average single parti-

cle distribution along z. We also normalize

the correlation function to unity for large sep-

arations. This amounts to dividing, for each

elementary pixel of our detector, the joint de-

tection probability by the product of the indi-

vidual detection probabilities at the two pixels.

This gives us the usual normalized correlation

function g(2)(Dx 0 0, Dy 0 0, Dz). The HBT

bunching effect corresponds to the bump in

the top three graphs of Fig. 2A. The fourth

graph shows the result for a BEC. No correla-

tion is observed. EA detector saturation effect in

the BEC data required a modified analysis pro-

cedure (21).^ We have also recorded data for a

cloud with a 2-mm radius and 1-mK temper-

ature for which the correlation length is so

small that the bunching effect is washed out by

the in-plane detector resolution. Experimentally,

the normalized correlation function in this case

is indeed flat to within less than 1%.

We plot (Fig. 2B) the normalized corre-

lation functions in the Dx j Dy plane and for

Dz 0 0 for the same three data sets. The data

in Fig. 2B show the asymmetry in the cor-

relation function arising from the difference

in the two transverse dimensions of the trapped

cloud. The long axis of the correlation function

is orthogonal to that of the magnetic trap.

Fig. 1. Schematic of the apparatus. The trapped cloud has a cylindrical symmetry with oscillation
frequencies of wx/2p 0 47 Hz and wy/2p 0 wz/2p 0 1150 Hz. During its free fall toward the
detector, a thermal cloud acquires a spherical shape. A 1-mK temperature yields a cloud with an
rms radius of about 3 cm at the detector. Single particle detection of the neutral atoms is possible
because of each atom’s 20-eV internal energy that is released at contact with the MCP. Position
sensitivity is obtained through a delay-line anode at the rear side of the MCP.
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We expect the experimental normalized

correlation function for a thermal bosonic gas

to be described by

g
ð2Þ
th ðDx;Dy;DzÞ 0

1 þ hexp j
Dx

lx

� �2

þ Dy

ly

� �2

þ Dz

lz

� �2
" # !

ð1Þ

We have assumed here that the gas is non-

interacting and that the velocity and density

distribution remain roughly Gaussian even

close to the BEC transition temperature. Nu-

merical simulations indicate that this is a good

approximation when the correlation function

is averaged over the entire cloud (22). As dis-

cussed above, the correlation lengths should

be inversely proportional to the sizes, s
i
, of

the sample. In a harmonic trap with trapping

frequency w
i

along the i direction, one has

si 0
ffiffiffiffiffiffiffi
kBT

mw 2
i

q
, where kB is Boltzmann_s con-

stant and T is the temperature of the atoms.

Because T is derived directly from the time

of flight spectrum, we shall plot our data as a

function of T rather than of s. The parameter

h would be unity for a detector whose res-

olution width d is small compared with the

correlation length. Our d is smaller than ly
but larger than lx, and in this case the con-

volution by the detector resolution results in

an h given roughly by lx/2d È 5%. We use

Eq. 1 to fit the data by using h and the li as

fit parameters and compare the results to the

ideal gas model (21).

The results for l
x
, l

y
, and l

z
for our three

temperatures are plotted in Fig. 3A. The fitted

values of l
x

are È450 mm and are determined

by the detector resolution rather than the true

coherence length along x. The value of l
y

has

been corrected for the finite spatial resolution

of the detector. The fitted value of l
z

requires

no correction, because in the vertical direction

the resolution of the detector is much better. l
y

and l
z

are consistent and agree with the pre-

diction using the known trap frequencies and

temperatures. Figure 3B shows the fitted value

of h versus temperature, along with the pre-

diction of the same ideal gas model as in Fig.

3A, using the measured detector resolution.

The data are in reasonable agreement with the

model, although we may be seeing too little

contrast at the lowest temperature. The run at

0.55 mK was above, but very close to, the BEC

transition temperature. (We know this because,

when taking data at 0.55 mK, about one-third

of the shots contained small BECs; these

runs were eliminated before plotting Fig. 2.)

Future work will include examining whether

the effect of the repulsive interactions between

atoms or finite atom number must be taken into

account.

The results reported here show the power

of single particle detection in the study of

quantum gases. The correlations we have ob-

served are among the simplest that should be

present. Two recent experiments have shown

correlations in a Mott insulator (11) as well as

in atoms produced from the breakup of mole-

cules near a Feshbach resonance (12). Im-

proved observations of these effects may be

possible with individual particle detection.

Other atom pair production mechanisms, such

as four-wave mixing (23, 24), can be inves-

tigated. A fermionic analog to this experiment

using 3He would also be (25) of great interest.
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Quantum Coherence in an
Optical Modulator

S. G. Carter,1* V. Birkedal,1. C. S. Wang,2 L. A. Coldren,2

A. V. Maslov,3 D. S. Citrin,4,5 M. S. Sherwin1-

Semiconductor quantum well electroabsorption modulators are widely used
to modulate near-infrared (NIR) radiation at frequencies below 0.1 terahertz
(THz). Here, the NIR absorption of undoped quantum wells was modulated by
strong electric fields with frequencies between 1.5 and 3.9 THz. The THz field
coupled two excited states (excitons) of the quantum wells, as manifested by
a new THz frequency- and power-dependent NIR absorption line. Nonpertur-
bative theory and experiment indicate that the THz field generated a coherent
quantum superposition of an absorbing and a nonabsorbing exciton. This quan-
tum coherence may yield new applications for quantum well modulators in
optical communications.

Quantum three-state systems in which two of

the states are strongly coupled by an intense

laser field have been widely studied in atom-

ic and molecular systems (1). The energies

of the quantum states are altered as they are

Bdressed[ by the strong light-matter interac-

tion. Such dressed states were first observed

by Autler and Townes (AT) in a molecular

system driven by a strong radio-frequency field

and probed by weak microwaves (2). When a

radio-frequency resonance occurred, the micro-

wave absorption line split in two. In three-state

systems with weak coupling to the environ-

ment, AT splitting can evolve into electromag-

netically induced transparency (EIT), in which

a strong coupling beam induces transparency

at a resonance at which the undriven system is

opaque (3). This transparency is due to quan-

tum interference between the dressed states.

EIT is the basis for slow (4) and stopped light

(5, 6) in atomic systems.

A variety of quantum systems similar to

atomic three-state systems can be engineered

in semiconductor quantum wells (QWs). A

QW is a layer of one semiconductor grown

between semiconductors with larger band gaps

(7). The layer with the smaller gap is suffi-

ciently thin that well-defined sets of quantized

states, or subbands, are associated with elec-

tron motion parallel to the growth direction.

Within each subband, there is a continuum of

states associated with different momenta par-

allel to the plane of the QW (perpendicular

to the growth direction). AT-like splitting (8),

quantum interference (9, 10), and EIT (11, 12)

have been reported in QWs, but their observa-

tion has been more difficult than in atoms and

molecules. This is in part because of much

larger absorption linewidths, which result from

disorder, from stronger coupling to the envi-

ronment, or from scattering between subbands.

We have fabricated a particularly simple

three-level system in undoped QWs (Fig. 1).

The excitation with the lowest frequency oc-

curs at about 350 THz (wavelength 857 nm or

energy 1.46 eV) when an electron is promoted

from the filled valence subband of highest

energy (labeled h1) to the empty conduction

subband of lowest energy (labeled e1). The

excited electron binds with the hole it left be-

hind to form an exciton with a hydrogen-like

wave function in the QW plane. Transitions

between different in-plane states (e.g., the 1s

and 2p states) are allowed only for in-plane

THz polarizations (13, 14), which are not

present in the experiments discussed here. The

lowest exciton state is labeled h1X. The next

exciton state, h2X, consists of an electron from

e1 and a hole from the second highest valence

subband, h2. NIR transitions between the crys-

tal ground state and h2X are not allowed be-

cause of quantum mechanical selection rules.

However, intersubband transitions from h1X to

h2X are allowed for THz radiation polarized

in the growth direction. The three states anal-

ogous to those in an AT picture are the crystal

ground state, the lowest exciton h1X, and the

second exciton h2X (15).

This report explores the NIR absorption

of undoped QWs at low temperatures (È10 K)

when they are driven by strong electric fields

polarized in the growth direction with frequen-

cies between 1.5 and 3.9 THz. Because the

frequency of the THz laser is about 1% of that

required to create an exciton, the strong laser

field does not alter the populations of the quan-

tum states of the system. Near 3.4 THz, the

drive frequency is resonant with the transition

between the two lowest exciton states. The AT

splitting of excitons driven by strong intersub-

band radiation is experimentally observed, and

theoretical predictions (16, 17) are confirmed.

The sample consists of 10 In
0.06

Ga
0.94

As

QWs (each 143 )) separated by Al
0.3

Ga
0.7

As

barriers (300 )). InGaAs QWs were used

instead of GaAs QWs so that the GaAs sub-

strate was transparent for NIR light near the

exciton energies. A 100-nm layer of aluminum

was deposited on the surface of the sample

on which the QWs were grown. The metallic

boundary condition improved THz coupling

and ensured that the THz field at the QWs

was polarized almost perfectly in the growth

direction (18). The interband absorption was

probed using broadband, incoherent, NIR light

from an 850-nm light-emitting diode focused

onto the sample backside to a spot size È250

mm in diameter. The NIR intensity was less

than 0.3 W/cm2. As illustrated in Fig. 1, the

NIR beam was transmitted through the trans-

parent substrate, interacted with the QWs, was

reflected off of the Al layer, and was then

collected and sent to a monochromator with

an intensified charge-coupled device detec-

tor. The reflected NIR beam was measured

during the 1 to 1.5 ms at the peak of the THz
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pulse (fig. S2). The sample was mounted in a

closed-cycle refrigerator and maintained at a

temperature near 10 K. The lowest curves in

Fig. 1, A to C, display the NIR reflectivity

measured without the THz field. (The reflec-

tivity is essentially double-pass transmission

in this geometry.) The strong absorption line

is from h1X. As expected, no absorption is

observed from h2X. The energy of h2X is

expected to be È3.34 THz (13.8 meV) above

h1X from calculations (19).

The THz radiation, given by the UCSB

Free-Electron Lasers, was focused onto the

edge of the sample with an off-axis parabolic

mirror. The spot size was È400 mm in diame-

ter for THz frequencies between 2.5 and 3.9

THz, near the h1X-h2X resonance. The THz

beam was on for È4 ms with a repetition rate

near 1 Hz. The maximum peak power incident

on the sample was È2 kW, giving a maximum

intensity in the sample of È1 MW/cm2 (È15

kV/cm electric field amplitude). EThis estimate

of the electric field ignores propagation inside the

sample and the Al coating on the surface (18)^.
The effect of the THz field on the sample

reflectivity was quite striking (Fig. 1, A to

C). Each graph displays the reflectivity for a

series of THz intensities. In Fig. 1A the THz

frequency is f
THz

0 2.52 THz, below the ex-

pected h1X-h2X resonance. As the THz inten-

sity increased, the absorption line redshifted

and a weaker absorption line appeared above

the undriven exciton energy. Near the expected

resonance, at f
THz

0 3.42 THz (Fig. 1B), there

was a clear symmetric splitting of the exciton

line, which increased as a function of intensity.

Just above the resonance, at f
THz

0 3.90 THz

(Fig. 1C), a weaker absorption line appeared

below the undriven exciton energy. These mea-

surements were carried out at È10 K, but the

splitting at f
THz

0 3.42 THz was observed at

temperatures up to 78 K.

The calculated reflectivity of a THz-

driven QW is shown in Fig. 2 for THz inten-

sities that give spectra comparable to those

in Fig. 1. These results were obtained by nu-

merically solving the SchrPdinger equation

for the dynamics of an optically created

electron-hole pair in an infinitely deep QW.

The quantization of the electron-hole states,

the Coulomb interaction, and the THz field

are all treated on an equal footing, without

resorting to perturbation theory Esee (20) for

more details^. In essence, the THz field rocks

the QW potential, which couples the various

confined QW states in a dynamic fashion.

All of the QW states are included in the cal-

culations. This approach is equivalent to solving

the polarization equation of the semicon-

ductor Bloch equations (SBEs) in the low-

density limit (21). The reflectivity is defined

as the fraction of the incident optical power at

a given NIR frequency that is not absorbed.

For these calculations, the absorption

strength and energy position of h1X for zero

THz field were set to best fit the measured

reflectivity. The calculated reflectivity in the

presence of the THz field is qualitatively simi-

lar to the measured reflectivity, although small

differences can be seen. It appears that the

calculated splitting at 3.42 THz is more asym-

metric than that observed experimentally,

indicating that the experimental h1X-h2X

resonance is closer to 3.42 THz than 3.34

THz. Also, there is an overall redshift of the

measured reflectivity with increasing THz in-

tensity that does not appear in the calculated

spectra. This redshift is most likely due to

heating by the THz beam and can clearly be

seen in fig. S1A, where the absorption line

positions are plotted as a function of intensity.

The separation between the two absorption

lines on resonance at f
THz

0 3.42 THz is plotted

as a function of intensity in fig. S1B. The

splitting is discernible over a factor of È4 in

THz intensity (È2 in THz field). Theory and

experiment are not far from one another over

this limited range, although the dependence of

the splitting on THz intensity is closer to a line

than the square root function predicted by the-

ory. More work must be done to characterize

and understand the dependence of the splitting

on THz intensity (18).

The reflectivity was measured at many THz

frequencies from f
THz

0 1.53 to 3.90 THz. Ab-

sorption spectra for f
THz

0 2.82 through 3.90

THz (Fig. 3) were obtained by subtracting a

linear decrease in reflectivity over the mea-

sured NIR frequency span and then calculating

the negative natural logarithm of the reflectiv-

ity. These absorption spectra were then fit to

two Lorentzians. The spectra at f
THz

0 1.53,

1.98, and 2.52 THz (not shown) were more

difficult to fit because the second absorption

line was so weak. Differential spectra (spec-
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Fig. 1 (left). Reflectivity spectra for a series of THz intensities at fTHz 0 (A) 2.52 THz, (B) 3.42 THz,
and (C) 3.90 THz. The spectra are offset and labeled according to the THz intensities (in kW/cm2).
Level diagrams illustrating the detuning from the expected h1X-h2X resonance are shown to the
right of each graph. A schematic of the experimental geometry and the band diagram of a QW
along with the relevant subband energies are displayed above. The red arrow represents the lowest
excitation of the system, the h1X exciton. The AlGaAs barriers are labeled ‘‘Al’’ and the InGaAs
layer is labeled ‘‘In.’’ Fig. 2 (right). Calculated reflectivity spectra for a series of THz intensities at
fTHz 0 (A) 2.52 THz, (B) 3.42 THz, and (C) 3.90 THz. The spectra are offset and labeled according to
the THz intensity (in kW/cm2). The absorption strength and energy position of the spectrum for
zero THz field were set to best fit the measured reflectivity.
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trum with THz field minus spectrum without

THz field divided by spectrum without THz

field) were used to determine the absorption

line positions.

Figure 4 displays the absorption line po-

sitions as a function of THz frequency. The

spectra used were all obtained with a THz

intensity near 300 kW/cm2 (within 10%), rel-

atively low because this was the highest avail-

able intensity at f
THz

0 3.75 THz and 3.90

THz. The anticrossing behavior in Fig. 4 near

the h1X-h2X resonance is expected for the

AT effect. The two absorption lines are asso-

ciated with the two excitons dressed by the

THz field. On resonance, the oscillator strength

is shared equally between the two dressed

states and the two absorption peaks are equal

in magnitude. Off-resonance, the oscillator

strength is strongest for the absorption line

nearest the undriven exciton line. For low THz

frequencies, the weaker peak approaches the

h2X energy. The data points connected by

solid lines in Fig. 4 are the results of cal-

culations using the model equivalent to the

SBE for an intensity of 375 kW/cm2, which

agree well with the measurements. The dis-

agreement at 1.53 and 1.98 THz (lower po-

sitions) may be due to uncertainty in the THz

intensity (18).

Quantum wells driven by growth-direction

electric fields are already important as elec-

troabsorption modulators for fiber-optic com-

munications operating with bandwidths G100

GHz (0.1 THz) (22). The basis for the QW

modulators (QWMs) is the dc quantum-

confined Stark effect, wherein a dc electric

field polarized in the growth direction causes

a redshift of the h1x absorption (23). The oper-

ating frequencies of QWMs are smaller than

the exciton_s linewidth. Thus, the response is

adiabatic: The NIR absorption spectrum at

any instant is determined only by the electric

field at that same instant, and not by the

modulation frequency. Modulation at higher

frequencies is desirable given the 50-THz

bandwidth of optical fibers.

Our results show that fascinating quan-

tum effects occur when QWMs are driven in

the high-frequency diabatic limit. Most im-

portant, AT splitting of excitons due to a strong

THz field has been observed. The decrease in

absorption at the undriven exciton resonance

in the presence of the THz field is certainly

suggestive of EIT, although the linewidth of

h2X is not expected to be narrow enough for

the required quantum interference effects.

The observation of dressed states in this

system is noteworthy for several reasons. First,

the effects have been observed over a wide

range of THz frequencies, where the detun-

ing from the resonance was comparable to the

drive frequency. Observation of dressed states

at large detunings is possible because the Rabi

frequency (half the splitting on resonance) is

relatively large, up to 20% of the drive fre-

quency on resonance. Second, the THz driving

field does not generate any excited-state pop-

ulation, in part because it is at a much lower

frequency than the probe. The driving field is

also quasi–continuous wave, which is rare for

observations of coherent strong-field effects in

semiconductors. Finally, applications to optical

communications have been proposed for the

THz-driven QW. Two NIR lasers resonant

with different dressed states of this system in-

teract strongly (24), leading to mutual transpar-

ency of the beams depending on their relative

phases. This effect could be used for inter-

modulation of laser beams at arbitrarily low

NIR intensities.

References and Notes
1. M. O. Scully, M. S. Zubairy, Quantum Optics (Cambridge

Univ. Press, New York, 1997), chap. 7.
2. S. H. Autler, C. H. Townes, Phys. Rev. 100, 703 (1955).
3. S. E. Harris, Phys. Today 50, 36 (July 1997).
4. L. V. Hau, S. E. Harris, Z. Dutton, C. H. Behroozi,

Nature 397, 594 (1999).
5. C. Liu, Z. Dutton, C. H. Behroozi, L. V. Hau, Nature

409, 490 (2001).
6. D. F. Phillips, A. Fleischhauer, A. Mair, R. L. Walsworth,

M. D. Lukin, Phys. Rev. Lett. 86, 783 (2001).
7. J. H. Davies, The Physics of Low-Dimensional Semi-

conductors, an Introduction (Cambridge Univ. Press,
New York, 1998).

8. J. F. Dynes, M. D. Frogley, M. Beck, J. Faist, C. C.
Phillips, Phys. Rev. Lett. 94, 157403 (2005).

9. J. Faist et al., Opt. Lett. 21, 985 (1996).
10. H. Schmidt, K. L. Campman, A. C. Gossard, A. Imamoglu,

Appl. Phys. Lett. 70, 3455 (1997).
11. G. B. Serapiglia, E. Paspalakis, C. Sirtori, K. L. Vodopyanov,

C. C. Phillips, Phys. Rev. Lett. 84, 1019 (2000).
12. M. C. Phillips et al., Phys. Rev. Lett. 91, 183602 (2003).
13. K. B. Nordstrom et al., Phys. Rev. Lett. 81, 457 (1998).
14. S. Hughes, D. S. Citrin, Phys. Rev. B 59, R5288 (1999).
15. The exciton states discussed are those with a 1s in-plane

wave function, as these dominate the NIR spectra. The
subbands h1 and h2 are ‘‘heavy hole’’ subbands because
of their high effective masses. Excitons formed from the
valence subbands with a lighter effective mass (‘‘light
hole’’ subbands) are shifted to higher energies as a result
of strain and do not appear in the measured spectra.
Excitons associated with higher subbands (e2, h3) are
sufficiently far away in energy that they should only
weakly couple to h1X.

16. A. Liu, C. Z. Ning, J. Opt. Soc. Am. B 17, 433 (2000).
17. A. V. Maslov, D. S. Citrin, Phys. Rev. B 62, 16686 (2000).
18. See supporting data on Science Online.
19. All calculations were performed for a 150 Å QW with
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Dating the Growth of Oceanic
Crust at a Slow-Spreading Ridge

Joshua J. Schwartz,1* Barbara E. John,1 Michael J. Cheadle,1

Elena A. Miranda,1 Craig B. Grimes,1 Joseph L. Wooden,2

Henry J. B. Dick3

Nineteen uranium-lead zircon ages of lower crustal gabbros from Atlantis Bank,
Southwest Indian Ridge, constrain the growth and construction of oceanic crust at
this slow-spreading midocean ridge. Approximately 75% of the gabbros accreted
within error of the predicted seafloor magnetic age, whereas È25% are
significantly older. These anomalously old samples suggest either spatially
varying stochastic intrusion at the ridge axis or, more likely, crystallization of
older gabbros at depths of È5 to 18 kilometers below the base of crust in the
cold, axial lithosphere, which were uplifted and intruded by shallow-level magmas
during the creation of Atlantis Bank.

Slow- and ultraslow-spreading ridges with

spreading rates of G55 mm/year (1) constitute

nearly 60% of the total length of midocean

ridges. Results from a variety of studies (2–7)

indicate that slow- and ultraslow-spreading

oceanic crust is dominantly created by the

emplacement of small magma bodies of up

to 500 m in thickness (7) into zones of par-

tially solidified crystal mush (2, 3). Conven-

tionally, these magma bodies are thought to

be emplaced episodically over a short period

of time beneath the axial ridge valley; how-

ever, there have been few attempts (5) to date

the timing or rate of their emplacement. Pre-

vious U-Pb geochronologic studies of oceanic

crust have either focused on dating continen-

tal breakup (8) or identifying much older,

inherited components (9). Here, we provide

U-Pb age determinations using sensitive high-

resolution ion microprobe reverse geometry

(SHRIMP-RG) of lower oceanic crust exposed

at the tectonically denuded Atlantis Bank oce-

anic core complex (57-E) on the Southwest

Indian Ridge (SWIR).

The SWIR separates the Antarctic and

African plates (Fig. 1, inset). Atlantis Bank

lies È100 km south of the SWIR rift valley,

where the seafloor spreading half rate is

È8.5 mm/year for the Antarctic plate (10, 11).

Our samples are from the footwall of a dis-

sected, long-lived detachment fault system

(12). Sea-surface magnetic anomalies sug-

gest that oceanic crust at Atlantis Bank formed

over a period of È3.0 million years (My)

(table S1). Atlantis Bank consists of variably

deformed and denuded lower oceanic crust

and upper mantle (7, 10, 12–16). Rocks from

Ocean Drilling Program (ODP) Hole 735B

and from submersible dives at Atlantis Bank

include olivine gabbro, olivine gabbronorite,

and oxide gabbro with minor felsic veins (7).

Fractionated rocks, including oxide gabbro,

comprise È25% of Atlantis Bank and com-

monly host trace minerals (e.g., zircon) suit-

able for U-Pb isotopic dating (17). Pb/U zircon

ages from ODP Hole 735B range from 11.3

million years ago (Ma) (18) to 11.93 T 0.14

Ma (17).

We selected 17 zircon-bearing samples of

lower oceanic crust (tables S1 and S2) for U-Pb

SHRIMP analysis, and these samples yielded

19 Pb/U ages (including one older core age).

Samples were collected by both manned

submersible and remotely operated vehicles

(76%) and dredge (24%). Zircon is concen-

trated in the more evolved rock types, but was

found in olivine to oxide gabbro and in felsic

veins. Weighted average 206Pb/238U ages of

the samples range from 10.6 to 13.9 Ma, with

errors of 0.1 to 0.6 My (0.9% to 4%). In

general, Pb/U ages young to the north and are

consistent with magnetic isochrons over At-

lantis Bank (10, 11, 19). However, four sam-

ples (648-20, 467-8, JR31 12-68, and JR31

29-2) record significantly older zircon ages

(0.7 to 2.5 My), relative to their predicted

magnetic age, and one sample (645-17) has

zircons with inherited cores as much as 1.5

My older than their corresponding rims. There

is no observed correlation between age and

rock type (table S1), and the anomalously

old samples are not from any specific part of

Atlantis Bank; they appear to be randomly

distributed among the nonanomalous age

samples and come from different structural

depths (Fig. 1). Of the anomalously old

samples, JR31 12-68 and 467-8 are two of

the northernmost samples, and the differ-

ences between the Pb/U and the predicted

magnetic ages are dependent on the location

of the relatively long-lived C5n magnetic

polarity epoch (19). Even accounting for er-

rors associated with the location of this chron,

samples JR31 12-68 and 647-8 are still sig-

nificantly older than their predicted mag-

netic age.

Zircons in sample 645-17 have inheritance

in the form of statistically older cores with

ages of 12.7 to 13.6 Ma. These cores typically

have higher U concentrations and Th/U ratios

than their corresponding rims, indicating that

crystallization of cores and rims occurred in

different chemical environments. The oldest

core ages (È13.6 Ma) are interpreted to re-

flect the true age of the igneous precursor, and

the slightly younger core ages (È12.7 to 12.9

Ma) (Fig. 2) are an artifact of the primary ion

beam overlapping older and younger compo-

nents during spot analysis. This overlap was

confirmed by detailed backscattered-electron

imaging of the zircon pits after ion probe

analysis (fig. S2). The inherited zircon cores

are 1.5 My older than the predicted magnetic

age for this portion of Atlantis Bank (19). In

contrast, the weighted-average age of the four

rims (12.12 T 0.29 Ma) is consistent with the

magnetic age and is interpreted to reflect

the timing of crustal accretion at È12.0 Ma.

The observed inheritance likely represents

magmatic assimilation during the primary

crust-forming event.
To determine whether differences in min-

eral chemistry exist between the samples with

inherited zircon and those without, we made

electron microprobe traverses across clino-

pyroxene and plagioclase crystals (core to

rim). The sample with inheritance (645-17)

exhibits a wider range in composition for

both plagioclase (An
26-50

) and clinopyrox-

ene (Mg
54-72

) than do samples without in-

heritance (467-8 and 460-15) (table S3). X-ray

mapping and microprobe analyses of pla-

gioclase crystals in sample 645-17 (fig. S4)

reveal multiple irregularly shaped, rounded,

and embayed cores (An
42-50

) surrounded by

compositionally uniform mantles (An
35-37

).

The transition from core to mantle is marked

by a sharp boundary È30 mm in width. These

complex zoning patterns are not observed

in plagioclase crystals from samples 467-8

and 460-15. One possible explanation for

these zoning patterns is that the cores are

relict grains that were resorbed during infil-

tration of new melt. This interpretation is con-

sistent with the inheritance recognized in this

sample.

The Pb/U zircon ages reported here, to-

gether with the age reported in (17), allow us

to place absolute constraints on the time

scale for crustal growth at Atlantis Bank. In

all, at least 15 (75%) of these 20 ages plot

within error of their expected magnetic age

(Fig. 3). However, 5 (25%) of our samples

are significantly older (up to 2.5 My), indi-

cating that construction of any given piece of

slow-spreading oceanic crust may take as

long as 2.5 My. This time for the growth of

slow-spreading oceanic crust is an order of mag-

nitude greater than expected in conventional

1Department of Geology and Geophysics, University of
Wyoming, Laramie, WY 82071, USA. 2U.S. Geological
Survey, 345 Middlefield Road, Menlo Park, CA 94025,
USA. 3Woods Hole Oceanographic Institution, Woods
Hole, MA 02543, USA.
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models for crustal accretion at midocean ridges

(È100,000 to 200,000 years) (5).

The existence of both significantly older

zircon-bearing rocks and inherited zircon cores

as much as 1.5 My older than their corre-

sponding rims (Figs. 2 and 3) requires a

mechanism to incorporate older gabbroic

material into lower oceanic crust and provides

evidence that assimilation of preexisting

gabbroic rocks took place during accretion

of Atlantis Bank. One possibility is that the

locus of magmatism/tectonism shifted (i.e.,

ridge jump), resulting in the intrusion of new

gabbro into preexisting material. Along the

Mid-Atlantic Ridge, documented ridge jumps

involving migration of the spreading axis are

characterized by derelict features including

anomalous seafloor bathymetry and fossil rift

valleys (20), neither of which has been rec-

ognized in the vicinity of the Atlantis Bank.

It is also difficult to explain the random spa-

tial distribution of anomalously older ages

by a ridge-jump model. The observation that

È25% of the material is older further argues that

assimilation occurred on a relatively small

scale, in contrast to what might be expected

from a jump of the spreading ridge beneath

older, preexisting crust.

A second possibility is that magmatism

varied stochastically in space and time over

the full width of the rift valley, resulting in the

entrapment of portions of older lower crust by

subsequent intrusions. Thus, the older ages

that we observe could be from remnants of

earlier intrusive bodies, which were tempo-

rarily trapped beneath the rift valley before

being transported away as part of the heter-

ogeneous crust that forms Atlantis Bank. Al-

though this process may account for some of

the younger anomalously old ages, it is dif-

ficult to envision portions of the lower crust

being trapped for 2.5 My (the oldest anoma-

lous age recorded by our samples).

Uplift and assimilation of previously crys-

tallized gabbroic rocks in the lithospheric upper

mantle beneath the axial valley is another

mechanism to incorporate older material into a

younger crust (Fig. 4). Assuming that the

present-day mean, half-spreading rate at the

SWIR (7.0 mm/year) roughly corresponds to

mantle upwelling rates, a zircon-bearing rock

that crystallized at a depth of È18 km in the

mantle beneath the ridge axis would take È2.5

My to reach the base of the crust. If this rock

were assimilated by a shallow-level magma at

11.4 Ma, original zircons would record an age

of È13.9 Ma, corresponding to the oldest age

recorded by our samples. Thus, if the spread-

ing rate were constant during the formation of

Atlantis Bank, the difference in time between

the U-Pb zircon crystallization age and the

magnetic age is a proxy for the depth at

which zircon crystallized. The age range of

our anomalously old samples (0.7 to 2.5 myr)

would therefore record crystallization over

depths of È5 to 18 km below the base of the

crust. The deduction that crystallization may

occur over a range of depths below the ridge

axis requires that the proportion of entrapped

gabbros increases upward toward the base of

the crust as the axial lithospheric mantle is

uplifted (Fig. 4).

The above argument assumes that the am-

bient temperature of the uppermost È18 km of

mantle was less than the nominal zircon closure

temperature (21, 22). Although cooling rates for

lithospheric mantle below midocean ridges

are poorly constrained, calculated and pre-

dicted cooling rates for lower oceanic crust

close to the Moho are È104 -C/My (23, 24).

Cooling rates in the lithospheric mantle are

likely less than 104 -C/My; nonetheless, a

100-mm zircon with a cooling rate of 103 to

104 -C/My would have a closure temperature

in excess of 1000-C, consistent with thermal

and rheological models of thick lithosphere

at slow- and ultraslow-spreading ridges (25).

Thus, zircon crystallized at shallow depths in

an ascending portion of the lithospheric man-

tle is likely to record original crystallization

ages without substantial Pb loss.

Crystallization of ephemeral melt intrusions

may be a common feature within the axial

lithosphere of slow- and ultraslow-spreading

midocean ridges (26). Although there is little

data on their size, evolved gabbroic bodies

(meters to several hundred meters in thick-

ness) are present in the upper mantle beneath

the Mid-Atlantic Ridge at 15-N, having equil-

Fig. 1. Bathymetric map of Atlantis Bank depicting location of dive tracks (solid blue lines), sample
locations (white and orange circles), and ODP Hole 735B (yellow star). Anomalously old Pb/U ages are
indicated by orange circles. SWIR, SEIR, and CIR refer to Southwest Indian Ridge, Southeast Indian Ridge
and Central Indian Ridge.
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ibrated at depths of 15 to 20 km (27). Trapped

gabbroic bodies have been argued to form a

considerable portion of the upper mantle be-

neath slow-spreading oceanic crust, where melt

extraction is inhibited by reduced spreading

rates (28, 29).

These observations are corroborated by the

absence of primitive lower crustal rocks sam-

pled near the crust-mantle transition along the

western flank of Atlantis Bank (e.g., sample

651-1) (15, 16). The presence of disequilib-

rium plagioclase (sample 645-17) and augite

(30) in gabbroic rocks from Atlantis Bank

is also consistent with early crystallization

of preexisting gabbroic rocks within the up-

per mantle, which subsequently underwent

melt-rock interaction and dissolution by later

crust-forming magmas. If gabbroic rocks are

emplaced within the axial region of upwelling

mantle at slow- and ultraslow-spreading ridges,

incorporation of these gabbroic bodies is an

important process in the growth of oceanic

crust.
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Fig. 2. Weighted 206Pb/238U ages
of four zircon grains from 645-
17. Core ages are statistically
older than their corresponding
rims, indicating a second period
of growth at 12.1 Ma. The age of
the cores is interpreted to be
È13.6 My, with slightly younger
core ages reflecting sampling of
older and younger components
during spot analysis. A represent-
ative cathodoluminescence image
is shown with the location of
spot analyses. C, core; R, rim.

Fig. 4. Schematic cross
section drawn at È1:1
scale through axial litho-
sphere ata slow-spreading
midocean ridge. Old gab-
broic bodies (white) crys-
tallize in cold lithospheric
mantle, are uplifted, and
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assimilated into the low-
er crust by shallow-level
crust-forming magmas.
These older gabbroic
bodies constitute up to
25% of lower oceanic
crust and likely form a
major component of the
lithospheric mantle in
slow-spreading environ-
ments.

R E P O R T S

28 OCTOBER 2005 VOL 310 SCIENCE www.sciencemag.org656



28. D. Lizarralde, J. B. Gaherty, J. A. Collins, G. Hirth, S. D.
Kim, Nature 432, 744 (2004).

29. L. A. Coogan et al., Chem. Geol. 178, 1 (2001).
30. A. Kvassnes, thesis, Woods Hole Oceanographic Institu-

tion and Massachusetts Institute of Technology (2004).
31. We thank G. Baines and D. Shillington for discussion;

B. Ito for support; F. Mazdab and S. Swapp for sam-
ple preparation; JAMSTEC, captain, crew, and science

party of MODE ‘98 and 2000; and F. Oberli, L. Coogan,
and an anonymous reviewer for constructive reviews.
This work was supported by NSF grant 0352054 to
M.J.C. and B.E.J., NASA Space Grant and W.C. Hayes
Fellowship to J.J.S., and NASA Space Grant to E.A.M.

Supporting Online Material
www.sciencemag.org/cgi/content/full/310/5748/654/

DC1
Materials and Methods
Figs. S1 to S4
Tables S1 to S3
References

20 June 2005; accepted 23 September 2005
10.1126/science.1116349

Role of Land-Surface Changes in
Arctic Summer Warming
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A major challenge in predicting Earth’s future climate state is to understand
feedbacks that alter greenhouse-gas forcing. Here we synthesize field data
from arctic Alaska, showing that terrestrial changes in summer albedo contribute
substantially to recent high-latitude warming trends. Pronounced terrestrial
summer warming in arctic Alaska correlates with a lengthening of the snow-
free season that has increased atmospheric heating locally by about 3 watts per
square meter per decade (similar in magnitude to the regional heating expected
over multiple decades from a doubling of atmospheric CO2). The continuation
of current trends in shrub and tree expansion could further amplify this atmo-
spheric heating by two to seven times.

The Arctic provides a test bed to understand

and evaluate the consequences of threshold

changes in regional system dynamics. Over the

past several decades, the Arctic has warmed

strongly in winter (1). However, many Arctic

thresholds relate to abrupt physical and eco-

logical changes that occur near the freezing

point of water. Paleoclimate evidence, which

is mostly indicative of summer conditions,

shows that the Arctic in summer is now

warmer than at any time in at least the past

400 years (2). This warming should have a

large impact on the rates of water-dependent

processes. We assembled a wide range of

independent data sets (surface temperature

records, satellite-based estimates of cloud cov-

er and energy exchange, ground-based mea-

surements of albedo and energy exchange, and

field observations of changes in snow cover

and vegetation) to estimate recent and po-

tential future changes in atmospheric heat-

ing in arctic Alaska. We argue that recent

changes in the length of the snow-free sea-

son have triggered a set of interlinked feed-

backs that will amplify future rates of summer

warming.

Summer warming in arctic Alaska and

western Canada has accelerated from about

0.15- to 0.17-C decade–1 (1961–1990 and

1966–1995) (1, 3) to about 0.3- to 0.4-C
decade–1 (1961–2004; Fig. 1). There has also

been a shift from summer cooling to warm-

ing in Greenland and Scandinavia, more pro-

nounced warming in Siberia, and continued

summer warming in the European Russian

Arctic.

The pronounced summer warming in Alas-

ka cannot be readily understood from changes

in atmospheric circulation, sea ice, or cloud

cover. Changes in the North Atlantic Oscil-

lation and Arctic Oscillation are linked to

winter warming over Eurasia. Variations in

the Pacific North American Teleconnection,

Fig. 1. (A) Spatial pattern of high-latitude surface summer (June to August)
warming (in -C over 44 years, 1961 to 2004) and (B) the temporal air
temperature anomaly (deviation from the long-term mean) in Alaska. The
spatial pattern of temperature increase was estimated from monthly
anomalies of surface air temperature from land and sea stations throughout
the Northern Hemisphere (42), updated from Chapman and Walsh (3). The
temporal pattern of temperature is specifically for the Alaskan domain from
1930 to 2004.
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the Pacific Decadal Oscillation, and El NiDo–

Southern Oscillation have strong impacts

on Alaskan winter temperatures, but their

influences on summer temperatures are com-

paratively weak (4–6). There has been a

pronounced decline in the extent of summer

sea ice, especially north of Alaska and Si-

beria (1). This implies that solar energy is

increasingly augmenting the sensible heat

content of the ocean, some of which can

then heat the atmosphere over the ocean

and adjacent coast (Fig. 2). However, this

mechanism fails to explain strong summer

warming over interior Alaska (Fig. 1) (7).

Further, regional warming trends associated

with declining summer sea ice should be

more clearly expressed in autumn and win-

ter (8), when much of the additional ocean

heat gained in summer will be released back

to the atmosphere. The satellite record shows

increased summer cloud cover in Alaska

(Figs. 2 and 3), similar to patterns de-

scribed for the circumpolar Arctic (9). The

surface cloud radiative forcing in summer

over the low-albedo Alaskan land surface

tends to be negative, meaning that the de-

crease in downwelling shortwave radiation

to the surface exceeds the increase in the

downwelling longwave flux. The consequent

reduction in surface net radiation (Fig. 3)

would tend to dampen warming resulting from

other causes (9).

The summer warming in Alaska is best

explained by a lengthening of the snow-

free season, causing sensible heating of the

lower atmosphere to begin earlier (Fig. 2).

Snowmelt has advanced 1.3 days decade–1

at Barrow (coastal), Alaska (10); 2.3 days

decade–1 averaged over several (mainly

Fig. 3. Satellite record of
temporal changes in (A)
mean summer (June to Au-
gust) cloud fraction [slope
(S) 0 0.0068, P 0 0.11] and
optical depth (S 0 0.0201,
P 0 0.5); (B) mean summer
cloud radiative forcing [net
(S 0 –2.71, P 0 0.001), long-
wave (S 0 1.02, P 0 0.05), and
shortwave (S 0 –3.73, P 0
0.004)]; and (C) clear-sky
summer broadband albedo
(S 0 –0.0002; P 0 0.6) and
surface temperature (S 0
0.050, P 0 0.6) in arctic
tundra on the North Slope
of Alaska. Data for the
Alaskan domain are drawn
from the panarctic data set
of Wang and Key (9, 42).
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coastal) stations (10); 3.6 days decade–1 in

the northern foothills of the Brooks Range

(11); 9.1 days decade–1 for the entire

Alaskan North Slope Ecalculated from the

satellite data set of Dye et al. (12)^; and 3 to

5 days decade–1 for the region north of 45-N
(12). Similarly, spring soil thaw has ad-

vanced 2.0 to 3.3 days decade–1 over North

American and Eurasian tundra (microwave

satellite) (13) and leaf-out date has advanced

by 2.7 days decade–1 in Alaska (model

estimate) (14) and by 4.3 days decade–1 in

North America above 40-N (satellite record)

(15). We calculate that the observed snow-

melt advance of about 2.5 (1.5 to 3.5) days

decade–1 in the Alaskan Arctic increases

the energy absorbed and transferred to the

atmosphere per decade by about 26 MJ m–2

year–1 E3.3 W m–2 (Table 1)^. This regional

decadal change is comparable (per unit of

area) to the global atmospheric heating as-

sociated with a doubling of atmospheric CO
2
,

which is projected to occur over multiple

decades.

Since 1950, the cover of tall shrubs

within Alaska_s North Slope tundra has in-

creased 1.2% decade–1 (from 14 to 20%

cover) (16, 17). The widespread nature of

shrub expansion is supported by indigenous

observations (18) and satellite-derived veg-

etation indices (15, 19, 20). A meta-analysis

of field warming experiments at 11 arctic

sites showed that increasing summer tem-

perature by 1- to 2-C Ewhich is the mag-

nitude observed in Alaska in the past 20 to

30 years (Fig. 1B)^ generally triggers in-

creased shrub growth within a decade (21),

which is consistent with (i) observations of

recent shrub expansion (16), (ii) the paleo-

record of Holocene shrub expansion during

warm intervals (22), and (iii) greater shrub

abundance at the warm end of latitudinal

gradients (23). Although shrubs increase the

amount of absorbed radiation and atmo-

spheric heating, we estimate that they ac-

count for only about 2% of the recent

warming caused by land-surface change, be-

cause of the small area over which docu-

mented shrub expansion has occurred to date

(Tables 1 and 2).

At the arctic treeline, white spruce (Picea

glauca) has both expanded into tundra and

increased in density within forest tundra

regions of western Alaska (24). Although

the treeline is stable in some areas of Alas-

ka, the majority of studied sites show a

treeline advance (25). Climate warming pro-

motes forest expansion by creating disturbed

sites for seedling establishment in ice-rich

permafrost (26) and promoting the growth

of seedlings (27) and (in general) mature

trees (28). We calculate that 11,600 km2

(2.3% of the treeless area) has been con-

verted from tundra to forest in the past 50

years, based on extrapolation of observed

rates of forest expansion E2.55 km in low-

lands and 0.1 km at the treeline in the past

50 years^ (25) to the entire forest-tundra

transition zone in Alaska. Although con-

version to forest increases absorbed radia-

tion and atmospheric heating 4.7-fold just

before snowmelt and by 25% in mid-

summer, we estimate that this vegetation

change accounts for only about 3% of the

total warming caused by land-surface change,

because of the small areal extent (0.5%

decade–1) of the vegetation change (Tables

1 and 2). On cloud-free summer days, sat-

ellites detect only a weak trend toward re-

duced broadband albedo and increased

surface (skin) temperature over arctic Alas-

ka (Fig. 3), which is consistent with our

conclusion that recent vegetation change

has caused relatively little regional summer

heating.

Although the increased length of the snow-

free season is the main cause of summer

warming observed to date, the increasing

abundance of shrubs and trees is likely to

contribute disproportionately to future sum-

mer warming. The change in atmospheric

heating from before to after snowmelt is

much larger in low-statured tundra vege-

tation than in shrub and forest vegetation

that masks the snow surface (Table 1). Our

calculations show that if vegetation changes

become more widespread, the effects of veg-

etation would increase substantially, while

those of season length would proportion-

ately diminish (Table 1) (29). How likely

are these vegetation changes to occur? The

conversion of arctic tundra to spruce forest

never occurred during previous Holocene

warm intervals (22) and is unlikely to be

extensive in the current century because of

time lags associated with migration (30).

Shrub expansion could occur quickly, however,

because small shrubs are already present in

most tundra areas (23).

Shrubs trigger several feedback loops that

influence their expansion rate. Shrub growth

is stimulated by nitrogen (N) supply (31, 32),

so shrub expansion would be accelerated if

N cycling rates increased through either in-

creased N concentrations in litter (33) or

winter soil warming due to snow accumula-

tion beneath shrubs (34, 35). Given observed

winter temperature dependence (Q
10

) (36),

the 3- to 10-C warmer winter temperatures

observed beneath shrubs should enhance N

mineralization by about 170 mg of N m–2

year –1, a 25% increase in annual N miner-

alization, which could support an increase in

plant production of about 15 g m–2 year –1

(37). Alternatively, the shrub expansion rate

would decline if the increased C:N ratio of

the more woody litter (38) or soil cooling

due to summer shading (39) reduced N cy-

cling rates. N addition triggers shrub domi-

nance (31) and soil carbon (C) loss (32), and

shrub dominance correlates with higher win-

ter respiration (40) and smaller soil C pools

(41), suggesting that the positive (stimula-

tory) biogeochemical feedback loop predom-

inates (32).

We have shown that summer warming in

the Alaskan sector is occurring primarily on

Table 1. Observed changes per decade in summer atmospheric (atmos.) heating (by latent plus sensible
heat flux) in Alaskan tundra and potential future changes if arctic tundra were completely converted to
shrub tundra or spruce forest. The observed changes are subdivided into changes due to the longer snow-
free season and those due to the increased areal extent of shrublands and forest. Also shown is the
change in heating associated with a doubling of atmospheric CO2.

Cause of change
Atmos. heating

(MJ m–2 year –1)* (% of total) (W m–2)y

Observed change in atmos.
heating over tundra (per decade)

Due to snowmelt advancez 25.53 95 3.28
Due to vegetation change

Shrub expansion 0.59 2 0.08
Forest expansion 0.88 3 0.11

Total change 27.00 100 3.47
Maximum potential change in

atmos. heating over tundra
Due to complete conversion

to shrubland
Effect of snowmelt advancez 19.48 28 2.51
Effect of shrub expansion 49.50 72 6.37
Total change 68.98 100 8.88

Due to complete conversion to forest
Effect of snowmelt advancez 10.60 5 1.36
Effect of forest expansion 190.80 95 24.54
Total change 201.40 100 25.90

Atmos. heating change caused by
doubling of atmos. CO2` 4.4

*Data are from Table 2. .Heating averaged over a 90-day snow-free season. -Due to an observed advance in
the date of snowmelt of 2.5 days decade–1. `(43).
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land, where a longer snow-free season has

contributed more strongly to atmospheric heat-

ing than have vegetation changes. This heat-

ing more than offsets the cooling caused by

increased cloudiness. However, the high tem-

perature sensitivity of several feedback loops,

particularly those associated with shrub ex-

pansion, suggests that terrestrial amplifi-

cation of high-latitude warming will likely

become more pronounced in the future. Im-

proved understanding of the controls over

rates of shrub expansion would reduce the

likelihood of unexpected surprises regarding

the magnitude of high-latitude amplification

of summer warming.
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Table 2. Changes from pre-snowmelt to midsummer in the energy budget of tundra, shrubland, and
forest in arctic Alaska. Also shown is the observed change in energy budget (per decade) and the po-
tential future change if arctic tundra were completely converted from tundra to shrubland or forest (42).
Rs, incoming shortwave radiation; Rn, net radiation.

Energy budget
parameter

Vegetation type

Tundra Shrub Forest

Pre-snowmelt (June)
Albedo 0.8* 0.6* 0.20y
Rn (% of Rs) 27* 39* 59y
Atmos. heating

(% of Rn)z 38* 61* 82y
(MJ m–2 day–1)` 2.46 5.71 11.61

Post-snowmelt (June)
Albedo¬ 0.17 0.15 0.11
Net radiation (% of Rs)¬ 64.4 63.9 71.8
Atmos. heating

(% of Rn)¬ 82 88 92
(MJ m–2 day–1)` 12.67 13.50 15.85

Summer (July)
AlbedoP 0.17 T 0.01 (5) 0.15 T 0.002 (7) 0.11 T 0.004 (10)
Net radiation (% of Rs)P 64.4 T 0.6 (8) 63.9 T 0.9 (6) 71.8 T 4.2 (8)
Atmos. heating

(% of Rn)P 82 T 3 (11) 88 T 2 (7) 92 T 2 (18)
(MJ m–2 day–1)L 8.45 9.00 10.57

Observed change in atmos.
heating over tundra (per decade)

Due to snowmelt advance
Atmos. heating (MJ m–2 year–1)** 25.53 19.48 10.60

Due to vegetation change
Change in area

(% of original area).. –1.66 1.20 0.46
Atmos. heating (MJ m–2 year–1)-- 0 0.59 0.88

Potential future change in atmos.
heating over tundra due to complete
vegetation conversion

Due to snowmelt advance
Atmos. heating (MJ m–2 year–1)** – 19.48 10.60

Due to vegetation change
Change in area

(% of original area)`` – 100 100
Atmos. heating (MJ m–2 year–1)-- – 49.50 190.80

*(44, 45). .(46, 47). -Measured sensible (H) plus latent heat (LE) fluxes (% of Rn). `Calculated as Rs �
(Rn/Rs) � (H þ LE)/Rn, assuming average Rs at snowmelt at Barrow, Alaska (24 MJ m–2 day–1) (44). ¬Assume values
after snowmelt are the same as those measured in midsummer. P(46–48) (number of sites is shown in
parentheses). LCalculated as Rs � (Rn/Rs) � (H þ LE)/Rn, assuming summer average Rs at Toolik Lake, Alaska
(16 MJ m–2 day–1) (49). **Change in daily atmospheric heating (MJ m–2 day–1) (post-snowmelt – pre-snowmelt) �
2.5 days of snowmelt advance per decade. ..Change per decade in observed areal extent of each vegetation
type. --Change in daily heating due to vegetation change (new vegetation – original vegetation) � 90-day season �
change in areal extent. ``Assume 100% conversion to the new vegetation type.
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Ordered Liquid Aluminum at the
Interface with Sapphire

S. H. Oh,1* Y. Kauffmann,2* C. Scheu,1,3 W. D. Kaplan,2. M. Rühle1

Understanding the nature of solid-liquid interfaces is important for many pro-
cesses of technological interest, such as solidification, liquid-phase epitaxial
growth, wetting, liquid-phase joining, crystal growth, and lubrication. Recent
studies have reported on indirect evidence of density fluctuations at solid-liquid
interfaces on the basis of x-ray scattering methods that have been complemented
by atomistic simulations. We provide evidence for ordering of liquid atoms
adjacent to an interface with a crystal, based on real-time high-temperature
observations of alumina-aluminum solid-liquid interfaces at the atomic-length
scale. In addition, crystal growth of alumina into liquid aluminum, facilitated by
interfacial transport of oxygen from the microscope column, was observed in situ
with the use of high-resolution transmission electron microscopy.

Evidence of density fluctuations at solid-liquid

interfaces based on x-ray scattering methods

(1–5) and atomistic simulations (6–11) has

promoted interest in fundamental studies of

the structure of solid-liquid interfaces. A lim-

ited number of studies have been conducted

by high-resolution transmission electron mi-

croscopy (HRTEM) (12–16) because of the

need for suitable microscopes and material

systems that facilitate the study of such ex-

perimentally challenging systems. In principle,

a liquid metal in contact with a solid ceramic

substrate could serve as a model system for in

situ HRTEM of solid-liquid interfaces. Earlier

work on electron irradiation damage of ceramics

has shown that damage processes occurring in

alumina (Al
2
O

3
) during transmission electron

microscopy (TEM) studies induce the appear-

ance of metallic aluminum (Al) in the form of

interstitial dislocation loops, precipitates, or

crystallites, as a result of electronic transition

and/or ballistic knock-on displacement mecha-

nisms (17, 18). During irradiation with a high-

voltage electron microscope (HVEM), the

different threshold displacement energies of

Al and oxygen mainly account for the selective

displacement of Al ions (19, 20). In situ heat-

ing in HVEM further accelerates the irradiation

damage of alumina, resulting in the formation

of liquid Al drops (21).

In this study, in situ heating TEM exper-

iments were performed in the Max-Planck-

Institut–Stuttgart high-voltage atomic resolution

TEM (JEM-ARM 1250, Japanese Electron Op-

tics Laboratory, Inc.) operating at 1.25 MeV.

This 0.12-nm-point resolution microscope

(22) is equipped with a hot-stage and a drift

compensator, enabling highly stable working

conditions at elevated temperatures up to

1000-C, and an electron energy loss spec-

troscopy (EELS) detector EGatan Image Fil-

ter (23)^ for analytical characterization. All

experimental work done for this study was

conducted between 660- and 800-C (the melting

point of Al is È660-C) and recorded on neg-

atives or on a real-time (25 frames per second)

charge-coupled device video camera. Experi-

mental observations were obtained from pure

single crystalline alumina (a-Al
2
O

3
, sapphire)

specimens with different crystalline orienta-

tions, prepared by conventional dimpling and

Ar ion thinning methods (24).

During the examination of the specimens

by HVEM and at two temperatures above the

melting point of Al, two parallel processes

were observed. In some regions, dissociation of

the alumina was observed, and in other areas

liquid aluminum droplets formed on the alu-

mina specimen (Fig. 1A).

The dissociation of the alumina is probably

due to knock-on displacement damage processes

that cause oxygen atoms to be knocked out of

the alumina into the microscope column, leaving

the aluminum atoms behind (19, 20). Above the

melting point of Al, the unoxidized Al atoms

rapidly diffuse to the free surface and form

liquid Al droplets on the alumina specimen.

The liquid drops at the edge of the Al
2
O

3

crystal can form different interface morpholo-

gies, such as those presented schematically in

Fig. 1B. All of these interface morphologies

were observed. However, only the configura-

tion schematically shown in panel 1 of Fig. 1B

provides an interface that can be interpreted by

HRTEM, and only data from such interface

morphologies are presented here. This was

carefully checked during the experiments and

subsequently confirmed by HRTEM image

simulations.

Electron diffraction patterns of the droplets

showed the existence of diffuse scattering

rings, typical for short-range order in a liquid

phase. Careful analysis of the chemical com-

position of the liquid droplets in situ, with the

use of EELS at 800-C (fig. S1), and ex situ

analysis of the solid droplets with a dedicated

scanning transmission electron microscope

(STEM) (VG HB-501-UX) equipped with an

EELS EUHV Enfina (23)^, confirmed that these

droplets are in fact pure aluminum, and no

oxygen or other elements were detected within

the detection limits (È1.0 atomic %). The chem-

ical state was further probed ex situ by EELS

plasmon mapping (fig. S2). The plasmon peaks

of Al and a-Al
2
O

3
appear at 15 and 26 eV,

respectively, and provide information on the

oxidation state of Al. The metallic Al state

was detected in the droplets, and only a thin

native oxide skin was detected at the surface

of the droplets.
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Stuttgart, Germany. 2Department of Materials Engi-
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Haifa 32000, Israel. 3Now Department of Physical
Metallurgy and Materials Testing, University of
Leoben, A-8700 Leoben, Austria.
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Fig. 1. Formation of an aluminum liquid droplet
on an alumina TEM specimen. (A) Experimental
HRTEM image of an aluminum liquid droplet
formed on an alumina TEM specimen at
È660-C. The thickness of the crystal is estimated
to be È20 nm (which is approximately the
diameter of the droplet). (B) Schematic repre-
sentation of some of the possible interface
morphologies formed at the liquid-crystal con-
tact area: (1) Flat edge-on interface. The drop is
attached to the substrate at the edge of the
crystal, on the facet parallel to the z axis. (2)
Buried interface inside the liquid. The drop covers
the crystal from all directions so the interface of
interest is buried inside the drop. (3) Ledge
formation. Because of surface roughness and/or
different rates of crystal growth, ledges are
formed at the interface. (4) An inclined interface.
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The occurrence of these pure liquid alumi-

num droplets on the crystalline alumina pro-

vides a unique opportunity to probe wetting

dynamics at the atomistic level and makes this

system suitable for the study of interesting

structural phenomena occurring at solid-liquid

interfaces. We addressed an intriguing ques-

tion: What is happening immediately at the

interface between the crystal and the liquid

at the atomic level? Real-time movies

recorded during the in situ heating exper-

iments show a dynamical evolution of the

interface. Image analysis of two successive

movie images demonstrates layer-by-layer

crystal growth into the liquid through ledge

migration (Fig. 2). The velocity of the ledge

is estimated to be not less than 4 � 10j5 cm/s

at 750-C (within the time resolution of the

video system, 0.04 s).

In addition, along the solid-liquid interface,

periodic contrast perturbations are evident (Fig.

3) both perpendicular and parallel to the in-

terface. These contrast perturbations were ob-

served repeatedly (in different specimens and

different crystallographic orientations) and

under different imaging conditions (objective

lens defocus), showing the reproducibility of

such observations. The most important ques-

tion is whether these contrast perturbations are

due to ordering in the liquid or caused by im-

aging artifacts such as delocalization, objec-

tive lens defocus, and/or interface inclination.

Delocalization is an imaging artifact that

can be notable in high-resolution images,

which means that image details are displaced

from their true locations in the specimen (25).

For example, if we look at a line scan across a

simulated HRTEM image of an alumina-

vacuum interface calculated with the multi-

slice method (26) and for the same imaging

conditions as the experimental data (the black

line in Fig. 4), we observe contrast perturba-

tions in the vacuum which are caused by the

delocalization effect. However, inspection of

the periodicity of the delocalization fringes

and the ones observed in the experimental

micrographs (red dots in Fig. 4 and fig. S3, A

and B) shows that the periodicities are totally

different. To rule out the possibility that this

contrast could be generated by delocalization

when a Bperfect[ (completely disordered)

Fig. 2. Frame-by-frame HRTEM images of the
solid-liquid interface illustrating the ledge migra-
tion motion. The frame images (A) and (B) were
captured from the real-time movie (movie S1)
recorded at È750-C in a time sequence of 0.04 s.
Any specimen drift contribution to the motion
of the image was completely canceled out by
the drift compensator device attached to the
microscope. (C) Difference image obtained by
subtracting image (A) from image (B).

Fig. 3. Magnified area
from a movie image
acquired at È750-C
showing the contrast
perturbations in the
liquid parallel to the
(0006) planes in alumi-
na. The atom positions
in the Al2O3 (red for
oxygen and yellow for
aluminum) were de-
termined by contrast
matching between sim-
ulated and experimen-
tal images at different
objective lens defocus
and specimen thick-
ness values. The first
layer of liquid atoms
is shown schematical-
ly. The white line is
an average-intensity
line scan perpendicu-
lar to the interface.
The numbers indicate

the minima in intensity, which for the negative numbers correlate to the columns of atoms in the
sapphire and for the positive numbers correlate to the intensity perturbations in the Al. The two
black points at 1 and 2 indicate identified layers of ordered liquid Al.

Fig. 4. Comparisons
between the (normal-
ized) intensity line
scans from the solid-
liquid experimental im-
age (red squares), a
solid-vacuum simulated
image (black curve),
and an artificial solid-
liquid simulated inter-
face which contains no
ordering at all (blue
curve) (fig. S3, C and
D). All images were
simulated with imaging
parameters matching
the experimental con-
ditions (including ther-
mal vibrations due to
the high temperature),
which were determined
by iteratively matching
simulated images with

the experimental image of alumina (away from the interface). The vertical black line indicates the position
of the interface between the crystal and the vapor/liquid.
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liquid is present, a HRTEM micrograph of the

interface was simulated using atomic coordi-

nates of a perfect alumina crystal adjacent to

liquid aluminum generated from molecular dy-

namics simulations (27) at a temperature of

927-C. The line scan across this interface is

represented by the blue line in Fig. 4 (see also

fig. S3, C and D) and shows a similar pe-

riodicity to that of the solid-vacuum interface.

These comparisons show that the contrast per-

turbations observed in the experimental micro-

graphs are not due only to delocalization but

rather a convolution of this effect (which is

always present) with ordering in the liquid.

Another reasonable possibility is that these

contrast perturbations are due to interface in-

clination or ledge growth (as shown schemat-

ically in panels 3 and 4 of Fig. 1B). However,

detailed image simulations showed that for in-

clined interfaces or interfaces containing ledges,

a gradual decrease in contrast near the interface

would be seen, with a contrast very different

from that generated by an interface between a

crystal and a partially ordered liquid.

Measurements of the spacing between the

last layer of the crystal (marked as –1) and the

first contrast perturbation in the liquid (marked

as 1), from the image shown in Fig. 3, result in

a distance (TSD) of È3.5 T 0.25 ). The next

spacing between the contrast perturbations

(marked as 1 and 2) is 2.85 T 0.25 ). Sub-

sequent spacings in the liquid further decrease

until they reach the spacing of (0006) planes

in alumina (È2.17 )), within the error range

of the measurement (determined by the pixel

size). The large change in spacing right at the

interface may be caused by delocalization and/

or the formation of a transient phase caused by

oxygen transport along the interface (28, 29).

This can be determined only by deconvoluting

the influence of delocalization from the image

contrast.

The results presented here provide evidence

that crystals can induce ordering in liquids,

even in high-temperature metal-ceramic sys-

tems. For the specific system in case, oxygen

from the microscope column permeates the or-

dered liquid along the interface, and then is

deposited as Al
2
O

3
by epitaxial growth,

facilitated by the motion of interfacial steps.

This indicates that crystal-induced ordering of

liquids may play an important role in liquid

phase epitaxial growth, as well as high tem-

perature wetting. Although ordering in the

form of layers of Al atoms parallel to the

interface with the crystal was clearly detected,

the time-averaged positions of the liquid

atoms require further advanced TEM imaging

techniques and comparison with computer

simulations. Of particular interest is the

degree of in-plane order (11) and comparison

of the local atomistic structure in the liquid

with the solidified interface and with Al-

Al
2
O

3
interfaces formed by other processing

methods (30).
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Stem-Cell Homeostasis and Growth
Dynamics Can Be Uncoupled in the

Arabidopsis Shoot Apex
G. Venugopala Reddy and Elliot M. Meyerowitz*

The shoot apical meristem (SAM) is a collection of stem cells that resides at
the tip of each shoot and provides the cells of the shoot. It is divided into
functional regions. The central zone (CZ) at the tip of the meristem is the
domain of expression of the CLAVATA3 (CLV3) gene, encoding a putative
ligand for a transmembrane receptor kinase, CLAVATA1, active in cells of the
rib meristem (RM), located just below the CZ. We show here that CLV3
restricts its own domain of expression (the CZ) by preventing differentiation
of peripheral zone cells (PZ), which surround the CZ, into CZ cells and restricts
overall SAM size by a separate, long-range effect on cell division rate.

Pattern formation in the SAM is a dynamic

process that results from active orchestration of

spatial and temporal patterns of gene expression

and of cellular behavior, by cell-cell communi-

cation. In Arabidopsis thaliana, the SAM

consists of several hundred cells divided into

functional domains that are characterized by

different cellular behaviors and by different

patterns of gene expression (1, 2). Progeny of

CZ cells enter into differentiation pathways

when they enter the surrounding meristematic

regions: the flanking PZ, where leaf and flower

primordia are formed, and the RM beneath the

CZ, where cells of the stem form. The func-

tional domains of the SAM, CZ, PZ, and RM

are established in embryonic development and

maintain their relative proportions throughout

postembryonic life, even though cells are

continually diverted to differentiation path-

ways. The cells of the CZ signal to the RM

by producing the product of the CLV3 gene, a

small extracellular protein thought to be the

ligand for the CLAVATA1 receptor kinase,

expressed in some RM cells (3, 4). CLV1 acts,

at least in part, by down-regulating the activity

of the homeodomain protein WUSCHEL

(WUS), also expressed in some RM cells

(5, 6). WUS acts, in turn, to up-regulate CLV3

expression in the overlying CZ by means of

an unknown diffusible signal (7). CLV3 thus
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regulates its own expression through a feed-

back network involving CLV3-expressing cells

in the CZ and the cells of the RM (8). Loss-of-

function clv3 (or clv1) mutants (9, 10) or gain-of-

function wus mutants (7) have a greatly enlarged

SAM, which has an enormous CZ and an

enlarged RM as well. Nevertheless, how the

mutant phenotype results from alteration of the

communication between CZ and RM is not

known. It has been speculated that the enlarged

meristem seen in clv loss-of-function mutants

results from increased rates of cell division in

the meristem, but also that it results from a

decreased rate of departure of cells from the

meristem to form differentiated tissues (9–11).

Fig. 1. Dex-inducible clv3 phenotypes.
(A) SAM of 30-day-old wild-type
plant. (B) SAM of 30-day-old plant
harboring constructs capable of
silencing endogenous CLV3 treated
with Dex starting from germination.
(C) A three-dimensional (3D) recon-
structed view of L1 layer of 18-day-
old mock-treated SAMs labeled with
FM4-64 (red) and pCLV3::mGFP5-ER
(green) marking the CZ. Primordia at
different stages of development are
marked. (D) A 3D reconstructed view
of the L1 layer of 18-day-old Dex-
treated plant harboring constructs
capable of inducing CLV3 silencing,
marked with FM4-64 (red) and
pCLV3::mGFP5-ER (green). Note both
the expansion of the CZ and in-
creased SAM size. Primordial out-
growths are marked as P. (E) The
reconstructed side view of (C), de-
picting pCLV3::mGFP5-ER (green) ex-
pression in different clonal layers
(arrows) and the CZ and the PZ
(arrow). (F) The reconstructed side
view of (D) depicting expanded CZ
(green) and the PZ (arrow). (G) and
(H) Longitudinal sections showing the
GFP RNA expression domain of
pCLV3::mGFP5-ER in SAMs either
mock-treated (G) or treated with
Dex (H) for a period of 7 days after
bolting. (I) and (J) Longitudinal
sections showing the WUS RNA expression domain in SAMs mock-treated
or exposed to Dex, respectively, for a period of 7 days after bolting. (K)
Ethidium bromide–stained agarose gel showing RT-PCR products amplified

with CLV3-specific (arrow) and LIPASE-specific (arrowhead) primers from
mock-treated SAMs or those treated with Dex for 6 days. Scale bar in (C) and
(D), 20 mM.

Fig. 2. Increase in SAM
and the CZ is not due to
a reduced rate of differ-
entiation. (A to D) and
(I to N) are the time
series of mock- and
Dex-treated SAMs, re-
spectively. Total time
elapsed, post treat-
ment, is indicated on in-
dividual panels. The 3D
views of the L1 layer are
labeled with 35S::YFP
29-1 (plasma membrane
localized YFP, red) and
p C L V 3 : : m G F P 5 - E R
(green). Primordia at dif-
ferent stages are marked
and the individual pri-
mordia are color-coded
to track the same pri-
mordia over time. (E to
H) The 3D side views of
the SAMs in (A to D),
respectively. (O to T)
The 3D side views of
the SAMs in (I to N),
respectively. (I to N) Note gradual expansion of the pCLV3::mGFP5-ER
domain and increase in SAM size upon Dex treatment, while primordial
morphogenesis continues unperturbed. Increase in SAM height is evident

(O to T). Also note that the radial expansion of the CZ precedes the
increase in SAM size (compare I to K with L to N). Arrows point to the
CZ. Scale bar, 30 mM.
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There are at least three possibilities for the

mechanism of enlargement of the CZ in clv

mutants. The cells of the CZ could divide more

rapidly in the mutants, while the transition of

CZ daughters into PZ pattern of gene expression

proceeds unperturbed; the cells on the boundary

of the CZ and PZ could remain CZ cells after

division, rather than transitioning to a PZ pattern

of gene expression when pushed out of the CZ;

or cells of the PZ could be respecified to

become CZ cells. Which of these possibilities is

correct is not known, nor is the relation between

control of CZ size and control of meristem size

in clv mutants.

Ordinary analysis of the mutants gives clues

to the network of interactions but is not adequate

to define the function of individual genes in the

network of interacting cells. This is because loss

or gain of function of one component affects the

entire network, so that the ultimate mutant

phenotype, assessed long after the initial effects

of the mutation, is the result of a series of events

that affects the expression of many genes. To

understand the function of the CLV3 gene, we

have developed new methods for turning it off

in a living, wild-type meristem and then for

following in real time the changes in the

organization of the SAM and in the rates and

patterns of cell division in it. By doing this, we

can see the immediate effect of loss of CLV3

function, rather than the eventual effect, and

have started to answer the questions of how

loss of CLV3 function leads to an enlarged CZ

and to an enlarged meristem.

In order to test the immediate effects of

perturbation in CLV signaling, transgenic plants

capable of conditional CLV3 silencing were

generated. The gene construct introduced has a

transcribed region that is capable of silencing

CLV3 by double-stranded RNA interference

(dsRNAi); this coding region, which makes a

foldback CLV3 RNA, has already been de-

scribed (12). Conditional induction of the

foldback RNA was achieved by use of a two-

component transcription activation system with

a glucocorticoid-activated artificial transcrip-

tion factor, GR-LhG4, which is capable of

binding to and activating genes adjacent to a

multimerized LhG4 binding sequence, 6xOP

(13). Plants transgenic for the GR-LhG4

gene attached to a strong constitutive pro-

moter (the cauliflower mosaic virus 35S coat

protein gene promoter), p35S::GR-LhG4-N,

were crossed to plants transformed with a

p6xOPW::CLV3dsRNAi construct, and doubly

transgenic F
1

plants were selected. These F
1

plants were treated with 10 mM dexamethasone

(Dex) from the time of germination until

flowering and then were analyzed for SAM

defects. Four out of 35 independent RNAi lines

examined showed the clv3 mutant phenotype,

massive overgrowth of the SAM (Fig. 1, A and

B). Progeny of these lines inherited the ability

to suppress CLV3 activity and were used in

further analyses. Inducible silencing of the

CLV3 gene was confirmed using reverse tran-

scription polymerase chain reaction (RT-PCR)

to show loss of CLV3 transcripts after Dex

treatment (Fig. 1K).

P35S::GR-LhG4-N; p6xOPW::CLV3dsRNAi

plants were crossed to plants transgenic for a

CZ reporter construct, pCLV3::mGFP5-ER,

which express a green fluorescent protein

(GFP) from the CLV3 promoter, localized to

the endoplasmic reticulum (ER). In untreated or

mock-treated plants, GFP-ER fluorescence

reflects the expected CZ domain of expression,

with fluorescence restricted to the central tip of

the SAM, extending from the epidermal to the

fourth layer of cells (Fig. 1, C and E). Dex-

treated plants, for a period of 16 to 18 days

starting from germination, displayed an ex-

panded fluorescence domain (Fig. 1, D and F),

concordant with the expanded domain of

CLV3 expression observed by in situ hybrid-

ization in clv mutants (3). RNA in situ hy-

bridization revealed an expanded domain of

GFP RNA, which ruled out the possibility

that the expanded fluorescence domain is due

to GFP protein movement or to protein sta-

bility, which would cause the GFP to persist

through cell divisions (Fig. 1, G and H).

Plants that were Dex treated for a period of

7 days also displayed an expanded domain

of WUS expression (Fig. 1, I and J), and the

WUS expression domain appeared patchy, as

it consisted of cells with variable levels of

expression (fig. S2, A to D).

A fourth transgene was added to the lines to

enable the detection of all of the plasma

membranes in the SAM and, therefore, all of

the cell expansions and divisions that occur

during observation. This was accomplished by

crossing a triply transgenic plant to a plant

bearing a p35S::YFP 29-1 transgene, which

expresses a plasma membrane–localized yel-

low fluorescent protein (YFP) in all of the

cells of the SAM (14). Inflorescence meri-

stems of plants carrying all four constructs were

treated with either Dex or a control solution

and then imaged at 12- or 24-hour intervals in

different experiments. Within 24 hours of Dex

treatment, a moderate increase in pCLV3

Fig. 3. Expansion of the CZ is due to the respecification of PZ cell identity. (A to C) and (G to I)
Reconstructed views of the L1 layer of SAMs either mock-treated or treated with Dex, respectively,
and followed for a period of 48 hours. Total time elapsed, post treatment, is indicated. The CZ
behavior (pCLV3::mGFP5-ER, green) is followed, along with a ubiquitously expressed cell
membrane marker (35S::YFP29-1, red). (A to C) Note only subtle changes to the CZ with time
in mock-treated SAM (arrows point to the same cells in images acquired at successive intervals).
(G to I) Dex-treated SAM showing both increased expression of pCLV3 expression within the native
domain and also a radial expansion over time (arrows point to the same cells in images acquired at
successive intervals). Note the expansion of CZ identity in the first 40 hours without a noticeable
effect on the SAM size. (D to F) and (J to L) Side views of SAMs represented in (A to C) and (G to I),
respectively, and the arrows in each panel indicate outer limits of the CZ. Scale bar, 20 mM.
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promoter activity was observed within the

native domain, and its expression intensified

by 48 hours, coupled with the radial expansion

of the pCLV3::mGFP5-ER expression domain

(Fig. 2, I to K). In the following 24-hour

window, the expansion of pCLV3 promoter

activity continued, but with a dramatic in-

crease in SAM size, both in height and width

(n 0 10) (Fig. 2, L and R). Expansion of the

CZ and the increase in SAM size continued for

the next 2 days, the duration for which live

imaging was performed (Fig. 2, M, N, S, and

T). Mock-treated plants (n 0 10) and Dex-

treated plants lacking the CLV3dsRNAi con-

struct (n 0 8) served as controls and did not

show consistent changes in SAM size, or in

the CLV3 expression domain, with time (Fig.

2, A to H; fig. S1, A to D). During the course

of the expansion of the CLV3 expression

domain and the increase in SAM size, the

process of flower primordium formation

continued unperturbed as monitored by the

appearance of primordial outgrowths (Fig. 2, I

to N), in comparison with mock-treated SAMs

(Fig. 2, A to D). Primordial initiation always

occurred outside the perimeter of the expand-

ing CLV3 expression domain (and therefore in

the PZ), which demonstrated the functional

expansion of the CZ (Fig. 2, L to N). The

expansion of the CZ was detected earlier than

the increase in overall SAM size, whereas the

process of organ primordium initiation con-

tinued unchanged, which showed that meri-

stem reorganization precedes excess meristem

growth and that increased SAM size is not

merely due to a reduction in the rate of PZ

cells entering differentiation pathways.

We next tested which of the three hypothe-

ses for the expansion of the CZ after reduction

of CLV3 activity is correct—increased rate of

cell division in the CZ, decreased transition of

CZ cells to PZ cells at the CZ boundary, or

switching of PZ cells to a CZ pattern of gene

expression—the opposite of the normal differ-

entiation pathway. We did this by monitoring

the expansion of the CZ and, meanwhile, using

the plasma membrane marker to follow cell

division in CZ and PZ cells (Fig. 3, A to C and

G to I). Images were acquired about every 12

hours for a 48-hour period after Dex treat-

ment and reconstructed in three dimensions to

allow the same sets of cells to be tracked over

time. Within 24 hours of Dex treatment,

preexisting CZ cells began to express the

pCLV3 marker at an elevated level, and at the

same time, some preexisting PZ cells that had

not divided after Dex treatment began to

show pCLV3 activity (Fig. 3, G and H, arrows

point to the same cells at different times). The

radial expansion of the CLV3 domain was

readily visible by 40 hours of treatment, with

larger numbers of former PZ cells starting to

express pCLV3 (Fig. 3, G and I). Cell di-

visions were monitored by the appearance of

new cross walls and were not correlated with

expansion of the CZ. Similar expansion of the

CZ was also noticeable in layers below the

epidermal, L1, layer (Fig. 3, J to L). Mock-

treated plants showed subtle and slow changes

in the pCLV3 expression levels and domain,

with fluctuations in the level of fluorescence

in individual CZ cells located at the periphery

(fig. S1, A to D, arrows) and with a limited

expansion of the pCLV3 domain (Fig. 3, A

and B, arrows). However, they did not show a

consistent radial expansion as seen in Dex-

treated SAMs. This analysis revealed that the

gradual expansion of the CZ after reduction

in CLV3 activity results from respecification

of PZ cells to CZ fate in a way that is un-

coupled from growth, as assayed by CLV3

expression. The fluctuations of pCLV3 ex-

pression in mock-treated plants may indicate

that PZ cell respecification normally occurs at

the edge of the CZ and that the size of the CZ

in wild type is regulated by maintenance of a

dynamic balance between CZ and PZ cells.

To better understand the expansion of the

SAM that follows CZ reorganization, we an-

alyzed cell division patterns in the period

between 60 and 108 hours after Dex treatment.

During this period, maximal SAM growth and

continued expansion of the CZ occurs (Fig. 4, F

Fig. 4. A long-range
effect of CLV3 activity
on cell division rates.
(A to E) and (F to J)
Reconstructed views
of the L1 layer of the
SAMs mock-treated or
treated with Dex, re-
spectively, starting 60
hours after treatment.
Total time elapsed,
post treatment, is
shown. The CZ behavior
(pCLV3 : :mGFP5-ER ,
green) is followed with
a cell division marker
(35S::YFP29-1, red). (F
to J) Expansion of the
CZ continues as more
of the PZ cells begin to
acquire CZ identity
(arrows point to the
same cells in images
acquired at successive
intervals) along with an
increase in SAM size.
(M) The images from
the same SAM were
used to score for cell
division events to recon-
struct lineages within
the 48-hour period (60
to 108 hours after treat-
ment) and expressed as
size of the individual lineages against mean number of lineages per SAM.
Error bars represent standard deviation. (K) and (L) The spatial distribution
of lineages represented in (M) in control and Dex-treated SAMs, respectively;
CZ size is shown in green. The individual lineages are color-coded. The same

color has been assigned to more than one lineage as long as they do not
abut each other. White arrows in (K) point to three-celled lineages. White
arrows in (L) point to five-celled lineages and the yellow arrows indicate
four-celled lineages. Scale bar for (A to J), 20 mM.
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to J). Lineage reconstruction was performed for

all of the cells of the outermost layer of the

SAM, the L1 layer, of Dex-treated plants (n 0
3), based on images acquired at 12-hour

intervals. Mock-treated plants (n 0 3) and

Dex-treated plants that did not carry the RNAi

construct (n 0 2) served as controls. As these

two control genotypes showed no significant

differences, the control data were pooled. Cell

division activity was expressed as the size of

individual lineages Ethe number of progeny

cells at 108 hours that descended from a single

cell present at 60 hours (Fig. 4M)^. Cells of

Dex-treated plants had larger lineages com-

pared with the controls, which demonstrated an

increase in cell division after compromise of

CLV3 function. The lineage data were rep-

resented by superimposing each lineage on a

reconstruction of the L1 at the 108-hour time

point (Fig. 4, K and L). This revealed that the

increase in cell division rate is observed distant

from the meristematic center (Fig. 4L) and,

therefore, represents a long-distance effect of

events that started in the CZ.

This study provides evidence that CLV3

signaling in meristems mediates both cell fate

specification and growth control through inhi-

bition of cell division rate, as well as that the

processes can be temporally uncoupled. The

gradual radial expansion of the CZ that follows

reduction in CLV3 activity indicates a process

of PZ cell respecification that either spreads

from the CZ with time or reflects a gradient of

response to a CZ-promoting activity. If the

signal does spread with time, it could do so

either by diffusion or by stepwise communica-

tion between adjoining cells. The presently

proposed function of CLV3 is to confine the

expression of the transcription factor WUS to a

limited set of cells as a result of CLV1 ac-

tivation, and this is consistent with the WUS in

situ hybridization results. A real-time analysis

of WUS levels and the WUS-expression domain

in the reorganizing meristems of CLV3-RNAi

plants should yield further insights into the

relation between cell-cell communication in

the SAM and its organization and growth, as

should manipulations of WUS activity during

live imaging. It is not yet known whether the

long-range effect of CLV3 in repressing cell

division is mediated through its effect on WUS

activity. Earlier studies have proposed that

WUS is required for CZ specification and that

SHOOTMERISTEMLESS (STM), a homeo-

domain protein, is required for division of PZ

cells (15). Such a model would predict that

CLV-mediated growth inhibition should im-

pinge on STM and its regulatory cascades. It

will be illuminating to test the function of STM

and its regulation by the CLV-WUS network

in real-time experiments such as those intro-

duced here. However, it is also possible that

the increased cell division rates that follow

CLV3 removal could be an indirect conse-

quence of the influence exerted by the expand-

ing CZ on adjacent PZ cells. Meristems with

alterations in WUS and STM activity, like the

experiments related here in which CLV3 ac-

tivity has been manipulated, should allow the

dissection of the influence of signaling be-

tween cells on cell-fate specification, organi-

zation, and growth in SAMs, despite their

being highly coupled in space and in time in

wild-type plants.
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Antagonistic Actions of Ecdysone
and Insulins Determine Final Size

in Drosophila
Julien Colombani,1*. Laurence Bianchini,1* Sophie Layalle,1*

Emilie Pondeville,2 Chantal Dauphin-Villemant,2

Christophe Antoniewski,3 Clément Carré,3 Stéphane Noselli,1

Pierre Léopold1-

All animals coordinate growth and maturation to reach their final size and
shape. In insects, insulin family molecules control growth and metabolism,
whereas pulses of the steroid 20-hydroxyecdysone (20E) initiate major de-
velopmental transitions. We show that 20E signaling also negatively controls
animal growth rates by impeding general insulin signaling involving localization
of the transcription factor dFOXO and transcription of the translation inhibitor
4E-BP. We also demonstrate that the larval fat body, equivalent to the ver-
tebrate liver, is a key relay element for ecdysone-dependent growth inhibition.
Hence, ecdysone counteracts the growth-promoting action of insulins, thus
forming a humoral regulatory loop that determines organismal size.

In metazoans, the insulin/IGF (insulin growth

factor) signaling pathway (IIS) plays a key role

in regulating growth and metabolism. In

Drosophila, a family of insulin-like molecules

called Dilps activates a unique insulin receptor

(InR) and a conserved downstream kinase cas-

cade that includes phosphatidylinositol 3-kinase

(PI3K) and the serine-threonine protein kinase

Akt Ealso called protein kinase B (PKB)^ (1).

Recent genetic experiments have established

that this pathway integrates extrinsic signals

such as nutrition with the control of tissue

growth during larval stages (2, 3). The larval

period is critical for the control of animal

growth, as it establishes the size at which mat-

uration occurs and, consequently, the final adult

size. Maturation is itself a complex process that

is controlled by the steroid 20-hydroxyecdysone

(20E). Peaks of 20E determine the timing of

all developmental transitions, from embryo

to larva, larva to pupa, and pupa to adult (4).

Ecdysteroids are mainly produced by the pro-

thoracic gland (PG), part of a composite en-

docrine tissue called the ring gland (fig. S1A).

Final adult size thus mainly depends on two

parameters: the speed of growth (or growth
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rate), which is primarily controlled by IIS, and

the overall duration of the growth period,

which is limited by the onset of the larval-

pupal transition and is timed by peaks of

ecdysone secretion (5). Little is known about

the mechanisms that coordinate these two

parameters during larval development (6).

To investigate the function of ecdysone in

controlling organismal growth, we developed a

genetic approach that allowed us to modulate

basal levels of ecdysteroids in Drosophila. Our

initial rationale was to modify the mass of the

ring gland in order to change the level of

ecdysteroid production. In pursuit of this goal,

we manipulated the levels of PI3K activity in

the PG by crossing P0206-Gal4 (P02069), a

line with specific Gal4 expression in the PG

and corpora allata (CA) (7, 8), with flies car-

rying UAS constructs that allowed expression

of either wild-type PI3K or dominant-negative

PI3K (PI3KDN). As expected, these crosses

produced striking autonomous growth effects

in the ring gland, and particularly in the PG:

Tissue size was increased upon PI3K activa-

tion and decreased upon inhibition (Fig. 1A).

Surprisingly, the changes in ring gland growth

were accompanied by opposite effects at the

organismal level. P02069PI3K animals (with

large ring glands) showed reduced growth at all

stages of development and produced emerging

adults with reduced size and body weight (78%

of wild type; Fig. 1, A and B). Conversely, re-

ducing PI3K activity in the ring gland of

P02069PI3KDN animals led to increased growth

and produced adults with 17% greater weight on

average (Fig. 1, A and B). Adult size increase

was attributable to an increase in cell number in

the wing and the eye. Adult size reduction was

accompanied by a decrease in cell number in

the wing and in cell size in the eye (Fig. 1B).

The timing of embryonic and larval devel-

opment of these animals was comparable to

that in controls. Both the L2 to L3 transition

and the cessation of feeding (wandering) oc-

curred at identical times (Fig. 1C). Moreover,

animals entered pupal development at the

same time, except for P02069PI3KDN, which

showed a 1- to 2-hour delay intrinsic to the

UAS-PI3KDN line itself. The duration of pupal

development was slightly modified, however:

Adult emergence was delayed in P02069PI3K

and advanced in P02069PI3KDN, albeit by less

than 4 hours after 10 days of development (9).

In contrast, the speed of larval growth was

found to be increased in P02069PI3KDN ani-

mals and decreased in the P02069PI3K back-

ground at the earliest stage that we could

measure (early L2 instar) (Fig. 1D). Because

none of these effects were observed when PI3K

levels were modified specifically in the CA

with the use of the Aug21-Gal4 driver (fig. S1,

B and C), we can conclude that the observed

phenotypes are solely due to PI3K modula-

tion in the PG. Together, these results dem-

onstrate that manipulating PI3K levels in

the PG induces nonautonomous changes in

the speed of larval growth (growth rate ef-

fects) without changing the timing of larval

development.

To investigate whether these effects could

be attributed to changes in 20E levels, we first

measured ecdysteroid titers in third-instar

larvae of the different genotypes. Early after

ecdysis into third instar E74 hours after egg

deposition (AED)^, ecdysteroids are present at

basal level; they accumulate to an intermediate

plateau around 90 hours AED and reach peak

levels before pupariation (120 hours AED)

(10). Because early L3 levels are below the

detection limit of our enzyme immunoassay,

we measured ecdysteroid titers at the inter-

mediate plateau (90 hours AED). In these

conditions, we observed a very modest in-

crease of ecdysteroids in P02069PI3K lar-

vae and a small but significant decrease in

P02069PI3KDN animals (Fig. 2A). This was

further confirmed by measuring the tran-

script levels of a direct target of 20E, E74B,

which responds to low and moderate levels

of 20E (11) (Fig. 2B). However, in early L3

larvae with basal ecdysteroid levels (74

hours AED), differences in E74B transcripts

were clearly visible, with a factor of 1.9

increase seen for P02069PI3K and a factor

of 1.7 decrease for P02069PI3KDN. These

findings establish that basal circulating

levels of 20E are modified in response to

our manipulation of PI3K levels in the PG,

and they also suggest that the observed

differences in basal 20E levels equalize with

the strong global increase of ecdysteroids in

mid- to late L3.

Several related lines of evidence strengthen

these results. First, the increase in growth rate

and size observed in P02069PI3KDN animals

could be efficiently reversed by adding 20E to

their food (Figs. 1D and 2C). Second, feeding

wild-type larvae 20E recapitulated the effects

observed in P02069PI3K animals (Fig. 2C).

Third, ubiquitous silencing of the nuclear

receptor EcR by means of an inducible EcR

RNA interference (RNAi) construct (fig. S2)

resulted in a growth increase similar to that

observed in P02069PI3KDN larvae (Fig. 2C).

Finally, the phantom (phm) and disembodied

(dib) genes, which are specifically expressed

in the PG and encode hydroxylases required

Fig. 1. Levels of PI3K signaling in the prothoracic gland control final size by changing the larval
growth rate. (A) The P0206-Gal4 line (P02069) expresses Gal4 in the PG and the CA. Varying
levels of PI3K in the ring gland produce autonomous growth effects (green, GFP; blue, anti-Elav
neuronal marker; red, propidium iodide). Reverse nonautonomous growth effects are observed in
pupae and adults. (B) Effects on body, tissue, and cell size (for weight measurement, n 0 90; for
ommatidial size, n 0 30; for wing measurement, n 0 20; nb, number; *P G 0.05). (C) Timing of larval
development. Transition timing (horizontal bars) is determined when 50% of the animals have passed
a given transition (n 9 40). (D) Measurement of larval growth rates (25-C, n 0 30; a.u., arbitrary
units). Error bars denote SD.
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for ecdysteroid biosynthesis (10, 12, 13),

showed increased expression (by factors of

1.65 and 2.2, respectively) upon PI3K ac-

tivation in the ring gland (Fig. 2D). These

results support the notion that 20E biosyn-

thesis is mildly induced in these experimental

conditions. In line with our previous results,

neither 20E treatment nor EcR silencing had

any effect on developmental timing (Fig. 1C).

Overall, our results indicate that manipulation

of basal levels of 20E signaling in various

ways modifies the larval growth rate without

affecting the timing of the larval transitions.

Variations in ecdysone levels in animals

with different-sized ring glands could be due to

changes in the PG tissue mass or, alternatively,

to a specific effect of PI3K signaling in the

secreting tissue. To distinguish between these

two possibilities, we induced extra growth in

the PG by treatment with either Drosophila

Myc (dMyc) or cyclin D/Cdk4, two potent

growth inducers in Drosophila (14, 15). Al-

though the size of the larval ring gland was

markedly increased under these conditions (fig.

S1D), no effect on pupal or adult size was

observed (9), which implies that the size of the

ring gland is not the critical factor in control

of body size. Instead, it is likely that the InR-

PI3K signaling pathway can specifically ac-

tivate ecdysone production from the PG.

We next examined the possibility that

ecdysone signaling could oppose the growth-

promoting effects of IIS in the larva. To test

this idea, we fed larvae 20E and assessed

PI3K activity in vivo with the use of a green

fluorescent protein (GFP) fused to a pleckstrin

homology (PH) domain (tGPH) as a marker

(2). Membrane tGPH localization showed a

marked decrease in the fat body of 20E-fed

animals, and this effect could be reversed by

specifically silencing EcR in the fat body (Fig.

3A). This indicates that ecdysone-induced

growth inhibition correlates with decreased

IIS and is mediated through EcR. Conversely,

larvae with PI3KDN expression in the PG

showed a factor of 4.2 increase in the global

levels of Akt activity, as measured by phos-

phorylation levels of Ser505 (Fig. 3B). In

Drosophila cells (as in other metazoan cells),

high levels of PI3K and Akt activity cause the

transcription factor dFOXO to be retained in

the cytoplasm, whereas low levels of PI3K

and Akt activity allow dFOXO to enter the

nucleus where it promotes 4E-BP transcrip-

tion (16, 17). In larvae with ectopic PI3K

expression in the PG, we observed a strong

increase in nuclear dFOXO in fat body cells.

Similar results were obtained by feeding lar-

vae with 20E (Fig. 3C). Conversely, inacti-

vation of EcR signaling in fat body cells was

accomplished by clonal overexpression of a

Fig. 2. 20E controls larval growth rates and
final adult size. (A) Ecdysteroid titers in
mid-L3 larvae from different genotypes
(90 hours AED, *P G 0.05). (B) Measure-
ment of larval E74B transcripts by quanti-
tative reverse transcription polymerase
chain reaction (RT-PCR). Fold changes are
relative to control (dissection at 74 hours
AED or otherwise indicated). (C) Effects of
feeding 20E and general EcR silencing
(arm9EcR-RNAi) on larval body weight (*P G
0.05, **P G 0.01). (D and E) Measurement
of larval dib, phm, and 4E-BP transcripts by
quantitative RT-PCR. Fold changes are rel-
ative to control (dissection at 74 hours AED).
(F) Growth defects seen in P02069PI3K
animals are suppressed in a dFOXO21 homo-
zygous background (n 9 90, except for
P02069PI3K; dFOXO21: n 0 60).

Fig. 3. Ecdysone sig-
naling affects growth by
modulating IIS. (A) Levels
of PI3K activity in the fat
body as visualized with
tGPH (green) (dissection
at 74 hours AED). (B)
Global levels of activated
Akt in early L3 larvae of
different genotypes, de-
tected with antibodies to Ser505-phosphorylated
Akt. Relative chemiluminescence is indicated after
normalization. arm9PI3K serves as a control for
increased Akt activation. (C) Increased ecdysone
signaling in P02069PI3K or 20E-fed larvae causes
nuclear localization of dFOXO in fat body cells
(dissection at 74 hours AED; red, anti-dFOXO; blue,
DAPI). (D) Inactivation of EcR signaling reduces
nuclear localization of dFOXO. Clones of fat body
cells expressing a dominant-negative form of EcR
(EcRF645A) labeled in green (GFP); red, anti-dFOXO;
blue, DAPI (dissection at 90 hours AED).
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dominant-negative form of EcR (EcRF645A)

(18). In these conditions, we observed a re-

duced accumulation of dFOXO in the nuclei

of EcRF645A-expressing cells (Fig. 3D). As

an expected consequence, global accumula-

tion of 4E-BP transcripts was consistently

higher in P02069PI3K as well as in 20E-fed

early L3 larvae relative to control animals,

and was reduced upon general EcR silencing

(arm9EcR-RNAi) (Fig. 2E). Together, these re-

sults indicate that ecdysone-dependent inhibi-

tion of larval growth correlates with a general

alteration of insulin/IGF signaling and a relo-

calization of dFOXO into the cell nuclei. To

more directly test the role of dFOXO in the

growth-inhibitory function of ecdysone sig-

naling, we examined the effects of increasing

ecdysone levels in a dFOXO mutant genetic

background. Although homozygous dFOXO21

animals do not display a detectable growth phe-

notype (Fig. 2F) (16), introducing the dFOXO21

mutation was sufficient to totally reverse the

growth defects of P02069PI3K animals, either

homozygous (Fig. 2F) or heterozygous (9).

These data establish that dFOXO is required for

20E-mediated growth inhibition.

The endocrine activities of the brain and the

fat body have previously been implicated in

the humoral control of larval growth (19, 20).

To test for possible roles of these two organs

in mediating the systemic growth effects of

ecdysone, we silenced EcR expression spe-

cifically in the brain_s insulin-producing

cells (IPCs) or in the fat body. Whereas spe-

cific expression of EcR RNAi in the IPCs

failed to reproduce the overgrowth observed

in armGal49EcR-RNAi animals (9), EcR si-

lencing in the fat body elicited an accelera-

tion of larval growth and a remarkable

increase in pupal size (Fig. 4, A and B). More-

over, no detectable delay was observed in the

larval timing of these animals (Fig. 1C). Thus,

specifically reducing 20E signaling in the fat

body is sufficient to recapitulate the systemic

effects of global EcR silencing. Hence, the

fat body is a major target for ecdysone, and

this tissue can act to relay the 20E growth-

inhibitory signal to all larval tissues.

Our results establish an additional role for

20E in modulating animal growth rates. This

function is mediated by an antagonistic inter-

action with IIS that ultimately targets dFOXO

function (fig. S2E). A similar antagonistic in-

teraction between 20E and insulin signaling

was recently shown to control developmentally

regulated autophagy in Drosophila larva (21).

Although we do not rule out a direct effect

of ecdysone on the cellular growth rate of all

larval tissues, our experiments reveal a key

role for the fat body in relaying ecdysone-

dependent growth control signals. Together

with previous work (3), these data suggest that

various inputs such as nutrition and ecdysone

converge on this important regulatory organ,

which then controls the general IIS to modu-

late organismal growth (fig. S2E). How, then,

is growth connected to developmental timing?

Our finding that 20E can modulate growth

rates in addition to developmental transitions

places this hormone in a central position for

coordinating these two key processes and con-

trolling organismal size.
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Small-Molecule Inhibitor of
Vibrio cholerae Virulence and

Intestinal Colonization
Deborah T. Hung,* Elizabeth A. Shakhnovich,

Emily Pierson, John J. Mekalanos

Increasing antibiotic resistance requires the development of new approaches to
combating infection. Virulence gene expression in vivo represents a target for
antibiotic discovery that has not yet been explored. A high-throughput, phenotypic
screen was used to identify a small molecule 4-[N-(1,8-naphthalimide)]-n-
butyric acid, virstatin, that inhibits virulence regulation in Vibrio cholerae. By
inhibiting the transcriptional regulator ToxT, virstatin prevents expression of
two critical V. cholerae virulence factors, cholera toxin and the toxin coregulated
pilus. Orogastric administration of virstatin protects infant mice from intestinal
colonization by V. cholerae.

We are entering a challenging era where mi-

crobial resistance to antibiotics will complicate

the treatment of nearly all common bacterial

infections. The development of antimicrobials

has lagged behind the development of antibi-

otic resistance for many life-threatening bac-

terial species. Current antimicrobials, for the

most part, target a relatively small number of

essential gene functions, such as inhibition

of cell wall synthesis, DNA replication, RNA

Fig. 4. The larval fat body relays the 20E-
dependent growth inhibitory signal to larval
tissues. The ppl-Gal4 driver (ppl9) allows spe-
cific expression of EcR-RNAi constructs in the
larval fat body. (A) Measurement of larval vol-
umes (n 0 10 per time point). (B) Size differ-
ence between control and pplGal49EcR-RNAi
prepupae (120 hours AED).
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transcription, protein synthesis, and folate syn-

thesis. What development there has been has

been largely limited to improving existing an-

tibiotics through chemical modification and

developing synergistic drugs that augment the

efficacy of existing antibiotics. Nevertheless,

a recent report identifying a new antitubercu-

losis drug suggests it is still possible to iden-

tify entirely new classes of antibiotics (1).

Targeting the regulation of virulence fac-

tors of specific pathogens represents one

approach to identifying antibiotics. Here we

report the identification of a small molecule

inhibitor of Vibrio cholerae virulence regula-

tion and demonstrate its ability to inhibit bac-

terial colonization in an animal model of cholera.

Cholera is caused by the Gram-negative bac-

terium V. cholerae, which elaborates two major

virulence factors, cholera toxin (CT) and the

toxin coregulated pilus (TCP) (2). CT is an aden-

osine diphosphate–ribosylating toxin encoded in

the genome of the filamentous, lysogenic

CTXF phage. Secretion of CT into the intesti-

nal lumen results in elevated cyclic adenosine

monophosphate levels in intestinal epithelial

cells and the subsequent secretory diarrhea that

is the hallmark of the disease. TCP is thought to

play a role in early attachment to intestinal epi-

thelium and is required for intestinal coloniza-

tion in an infant mouse model of cholera (2).

The regulation of CT and TCP expression has

been studied extensively (2), but the mecha-

nisms by which environmental signals stimulate

virulence expression in vivo are not clear.

We performed a high-throughput screen of a

50,000-compound small molecule library from

Chembridge Research Laboratories (Microfor-

mats) to identify inhibitors of V. cholerae vir-

ulence factor expression. We constructed a

screening strain of the classical biotype strain

O395 that carries a chromosomally integrated

tetracycline resistance gene (tetA) controlled by

the cholera toxin (ctx) promoter. In a 384-well

format, the strain was treated with 10 mg/mL

samples from the library to identify compounds

that conferred tetracycline sensitivity when the

strain was grown under in vitro conditions that

would normally induce CT expression. We iden-

tified 109 compounds as inhibitors of ctx pro-

moter activation by their ability to prevent tetA

expression in the reporter strain. Fifteen of these

compounds were notable for their inhibitory

effects with minimal bacterial toxicity.

One of these 15 compounds, 4-EN-(1,8-

naphthalimide)^-n-butyric acid (virstatin)

(Fig. 1A) was selected for further study and

was subsequently synthesized in gram quantities

(3). We generated growth curves for two

different V. cholerae biotype strains, O395 and

C6706, and showed that virstatin did not inhibit

growth (50 mM) (Fig. 1B). Minimal bacterio-

cidal concentrations (MBC) of 600 and 1200

mM were determined for the two strains, respec-

tively. We confirmed that under in vitro

virulence-inducing conditions for these strains,

CT production was undetectable in the presence

of virstatin (50 mM), as assayed by CT-enzyme-

linked immunosorbent assay (CT-ELISA) (Fig.

1C). The minimal inhibitory concentrations

for CT expression were 3 mM and 40 mM for

O395 and C6706, respectively.

Because TCP is coregulated with CT, we

examined virstatin_s ability to inhibit the ex-

pression and function of TCP. Western blot

analysis showed that the major subunit of TCP

(TcpA) was not expressed under virulence-

inducing conditions when either O395 or

C6706 was treated with virstatin (Fig. 1C).

Virstatin prevented the assembly of a functional

pilus (TCP) in O395, as determined by its abil-

ity to prevent transduction of a bacteriophage

(CTX-KmF) that uses TCP as its receptor (Fig.

1D) (4). CTX-KmF encodes kanamycin re-

sistance and thus confers resistance when

transduced into V. cholerae. Although 2.6 �
106 kanamycin-resistant colonies were obtained

from phage transduction of O395 grown under

virulence-inducing conditions, no kanamycin-

resistant colonies were obtained when O395

was grown in the presence of virstatin, sug-

gesting the absence of TCP on these cells.

We next examined whether virstatin affects

known regulators of CT and TCP expression.

In the canonical model for V. cholerae viru-

lence regulation, environmental signals stimu-

late virulence by activating a cascading series

of transcriptional regulators that ultimately

induce transcription of the ctx and tcp genes

(Fig. 2A) (5). The major role of regulators

ToxRS and TcpPH is to activate transcription

of toxT, which encodes an AraC-like transcrip-

tional activator (6). ToxT activates multiple

virulence genes (including ctxAB, acfA, and the

tcp genes) and is autoregulated, presumably by

self-inducing read-through transcription from

the upstream tcpA promoter (7).

We investigated the effect of virstatin on

these known virulence regulators by exam-

ining the transcription of toxRS, tcpPH, and

toxT using transcriptional fusion reporters (Fig.

2B). In the presence of virstatin, the transcript

levels of toxRS, tcpPH, and the most down-

stream gene, toxT, were all relatively unaffected,

as determined by measuring b-galactosidase or

b-glucuronidase activity. As expected, ctx tran-

scription was notably decreased. Thus, virstatin

blocks ctx transcription downstream of toxT

transcription.

We also examined the effect of 50 mM

virstatin on V. cholerae global transcription pat-

terns by using a genomic microarray (8). Eleven

of 15 genes in O395 and 21 out of 22 genes in

C6706 significantly repressed by virstatin (to
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Fig. 1. Virstatin inhibits virulence expression in V. cholerae. (A) Chemical structure of virstatin. (B)
Growth curves in LB at 37-C for O395 (dotted line) and C6706 (solid line). Dimethyl sulfoxide
(DMSO) control, blue; virstatin, pink; OD600, optical density measured at 600 nm. (C) CT and TcpA
expression in the presence or absence of virstatin. Top: CT expression was measured by ELISA from
O395 and C6706 in the presence of DMSO control or virstatin (50 mM) after overnight growth under
standard virulence-inducing conditions. Error bars represent the standard deviations from samples
performed in triplicate. n.d., not detected. Bottom: TcpA expression was detected by Western blot
with an a-TcpA antibody. (D) CTX-KmF transduction of O395 in the absence and presence of
virstatin. Functional TCP was assayed by growing O395 to mid-log phase under virulence-inducing
conditions (LB at pH 6.5 and 30-C) in the presence of DMSO control or virstatin (50 mM). After 30
min incubation with phage, cultures were plated on LB-Kanamycin plates to enumerate transduction
events. Total cells and kanamycin-resistant (KanR) cells were counted to reflect transduction
efficiency. In the presence of virstatin, no transduction events were measured, which is a 6-log
reduction compared to DMSO control.
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levels less than one-third of control levels) are

within the tcp or ctx loci (3). These findings are

consistent with the results obtained with tran-

scriptional reporters, with ToxT regulating most

genes that are down-regulated by virstatin.

Moreover, in accordance with the established

model for CT and TCP regulation, virstatin ap-

pears to inhibit ToxT post-transcriptionally.

Virstatin inhibited ToxT activity when ToxT

was expressed under the control of a heter-

ologous pBAD promoter, induced by arabinose,

in V. cholerae strain O395DtoxT (Fig. 3A). To

confirm that virstatin has no effect on ToxT

expression, we constructed a toxT variant con-

taining a C-terminal Myc
5

tag that both is

active (albeit slightly less active than wild-

type) and can be inhibited by virstatin (Fig.

3A) (3). Western blot analysis showed com-

parable levels of ToxT-Myc
5

expression in

the presence and absence of virstatin, confirm-

ing that the inhibition is post-translational.

Virstatin also inhibited ToxT induction of

ctx-lacZ in Escherichia coli reporter strain

DTH3060 free of all other V. cholerae factors

that might otherwise affect ctx induction

(Fig. 3B) (9, 10). When ToxT was expressed

constitutively from plasmid pEP99.1 (3),

b-galactosidase activity was induced 6 to 10

times more than in strain DTH3060 without

and with control plasmid pJB658 (11). With

virstatin present, this induction was suppressed

to baseline levels. We obtained similar results

using ToxT-Myc
5

(pEP99.2) and performed

Western blot analysis to confirm that ToxT

expression was not altered by virstatin.

A virstatin-resistant mutant of ToxT was

isolated from a library of ToxT mutants by

propagating pBADtoxT in the E. coli mutator

strain XL1-Red (Stratagene), transforming the

resulting plasmid library into the reporter strain

DTH3060, and screening the resulting colonies

on LB agar containing virstatin, arabinose, Xgal,

ampicillin, tetracycline, and kanamycin. One in-

tensely blue colony was isolated from È20,000

colonies screened, indicating a clone that ex-

pressed a ToxT mutant capable of inducing

ctx-lacZ in the presence of virstatin. Sequencing

of the toxT gene revealed a single point mu-

tation, L113P, that occurs in the N-terminal,

putative dimerization domain based on its se-

quence homology to other AraC-like proteins.

ToxT
L113P

was resistant to virstatin when ex-

pressed in O395DtoxT with equivalent amounts

of CT produced in the absence or presence of

virstatin (50 mM) (Fig. 3A). A similar phenom-

enon was observed in the heterologous E. coli

strain DTH3060, with no inhibition of ToxTL113P

by increasing concentrations of virstatin (until 60

mM), in stark contrast to the inhibition observed

of wild-type ToxT (Fig. 3C). These data dem-

onstrate that ToxT carrying a mutation in the N-

terminal domain displays relative resistance to

virstatin. Because the N-terminal domain of

ToxT is its putative dimerization domain,

virstatin may alter the dimerization state of

ToxT, thus inactivating it.

In order to determine if the inhibition of

virulence observed in vitro could affect in

vivo infection, we tested the ability of virstatin

to inhibit V. cholerae infection in an animal

model. It has previously been shown that de-

letion of toxT attenuates TCP-dependent colo-

nization of the small intestine of infant mice

by V. cholerae (12).

We examined the effect of virstatin on the

colonization of infant mice by V. cholerae

strains that colonize in a TCP-dependent versus

-independent manner. V. cholerae El Tor

biotype strain C6706 was used as the TCP-

dependent strain, because of its similar growth

Fig. 2. Virstatin inhibits ToxT post-transcriptionally. (A) Cascade
model for CT and TCP regulation. Environmental signals are
transduced by AphAB, TcpPH, and ToxRS, of which the latter two

transcriptionally activate toxT. ToxT then activates ctx and tcp transcription. (B) Virstatin inhibits ctx
but not toxR, tcpP, or toxT transcription. Transcriptional reporter strains (O395) were grown overnight
under virulence-inducing conditions (pH 6.5 and 30-C) in the presence of DMSO control or virstatin
(50 mM). Transcriptional fusions of toxR, toxT, and ctxA with lacZ were assayed for b-galactosidase
activity. A transcriptional fusion of tcpP with uidA was assayed for b-glucuronidase activity. Data are
presented as the percentage of reporter activity in the presence of virstatin compared to the DMSO
control. Error bars represent the standard deviation for samples performed in triplicate.

Fig. 3. Virstatin inhibits ToxT. (A) Top: Virstatin inhibits CT expression in
O395 when ToxT is expressed under pBAD promoter control. O395DtoxT,
O395DtoxT with pBAD24, pBAD24-toxT, pBAD24-toxT-myc5, or pBAD24-
toxTL113P were induced (with 0.001% arabinose) in the presence of DMSO or
virstatin (50 mM). Virstatin inhibited CT expression in cells expressing wild-
type and Myc-tagged ToxT but not ToxTL113P. DMSO, black; virstatin, white.
Bottom: Western blot with a-Myc demonstrates that virstatin does not alter
ToxT-Myc5 expression. (B) Top: Virstatin inhibits ctx transcription in E. coli
reporter strain DTH3060 carrying ctx-lacZ, as measured by b-galactosidase
activity. Constitutive ToxT (pEP99.1) and ToxT-Myc5 (pEP99.2) expression

under tet promoter control resulted in 6 to 10 times more than in induction
over control strain DTH3060 without or with control plasmid (pJB658).
Virstatin repressed induction to control levels. DMSO, black; virstatin, white.
Bottom: Western blot with a-Myc demonstrates that virstatin does not alter
ToxT-Myc5 expression. (C) Virstatin, at increasing concentrations, inhibited
b-galactosidase activity in DTH3060 when wild-type ToxT but not ToxTL113P
was expressed (under pBAD promoter control; induced with 0.1% arabinose).
Activity is presented as percentage of reporter activity in the presence of
varying concentrations of virstatin compared to no virstatin. ToxT, solid line;
ToxTL113P, dotted line.
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kinetics in the presence and absence of

virstatin to TCP-independent V. cholerae strain

S533. S533 is a non-O1 non-O139 clinical iso-

late that lacks the toxT, tcp, and ctxAB genes but

is nevertheless able to colonize infant mice (13).

To validate comparison of the two strains,

we examined their competitive capacity in

vitro, in the presence and absence of virstatin,

by growing S533 and C6706 together. The com-

petitive index (CI) (14) of S533 versus C6706

was close to 1 in the presence and absence of

virstatin (3).

Inoculation with single strains into the in-

fant mouse in the presence of virstatin dem-

onstrated a marked reduction in colonization of

C6706 but not S533. Infant mice (5 to 6 days

old) were orogastrically inoculated as previ-

ously described with V. cholerae strain C6706

or S533 (15) in the presence or absence of

virstatin and killed at 18 to 24 hours (3). Small

intestine homogenate from each mouse was

plated on LB-agar containing streptomycin for

enumeration of live bacterial counts. Under

optimized conditions, S533 colonization was

not affected by the presence of virstatin. How-

ever, C6706 colonization dropped by four log-

arithms in the presence of virstatin (Fig. 4A).

Competition experiments comparing the rel-

ative ratios of C6706 and S533 recovered after

co-inoculation into the infant mouse showed

the same selective effect of virstatin on C6706

but not S533 as the single-inoculation studies. A

mixture of S533 and C6706 in the presence or

absence of virstatin was orogastrically inocu-

lated into infant mice. In the absence of virstatin,

each mouse was colonized by both strains

(CI 0.3 to 35). In contrast, in the presence of

virstatin, very few C6706 colonies could be re-

covered. The CI of S533/C6706 increased over

four logarithms (Fig. 4B). Thus, virstatin is able

to significantly attenuate the TCP-dependent

infection of C6706 relative to S533, a strain

whose colonization is independent of ToxT

and insensitive to the activity of virstatin.

Because virstatin_s inhibition of ToxT and

subsequent TCP expression is the likely cause of

attenuation in C6706 colonization, we examined

the ability of a C6706DtcpA strain to compete

with the wild type in the presence of virstatin

(Fig. 4C). Mice were orogastrically inoculated

with or without virstatin and boosted again at 3

and 6.5 hours post-inoculation. Mice were killed

at 2, 4.5, 7.5, and 24 hours post-inoculation. In

the absence of virstatin, we observed the pre-

viously described, severely attenuated phenotype

of the DtcpA strain (16) and were unable to

recover any C6706DtcpA bacteria at 24 hours,

whereas C6706 wild-type colonized efficiently

(Fig. 4C). However, in the presence of virstatin,

recovery of wild-type C6706 was significantly

diminished, and nearly equivalent numbers of

DtcpA and wild-type bacteria were recovered at

all time points (Fig. 4D). Thus, virstatin is able to

eliminate wild-type C6706_s competitive advan-

tage over C6706DtcpA during in vivo infection.

In vivo studies with C6706toxT
L113P

, a mu-

tant of wild-type C6706 carrying the mutation

in the chromosome at the native toxT locus,

confirmed that the differences in colonization

are due to the effect of virstatin on ToxT. When

inoculated alone, C6706toxT
L113P

colonization

was unaffected by the presence of virstatin (Fig.

4A). When inoculated together in the presence

of virstatin, C6706toxT
L113P

was able to colo-

nize better than wild-type C6706 with a CI of

50 (Fig. 4B) Ein vitro CI È 1, (3)^. Together,

these data demonstrate that virstatin inhibits

intestinal colonization specifically by blocking

the activity of ToxT in vivo.

Finally, we examined whether virstatin could

affect long-term infection if administered after

colonization has already been established in the

infant mouse model. This effect would be

analogous to treatment of cholera patients with

antibacterials such as tetracycline after the

onset of diarrhea, which can reduce the du-

ration of symptoms (17). We found that de-

layed administration of virstatin 12 hours after

inoculation with C6706 still reduced the re-

covery of C6706 by over three logarithms

relative to C6706 recovered from untreated

infant mice (Fig. 4D). These data complement

prior observations on the requirement of early in

vivo virulence expression (18) and suggest that

ongoing, late expression of ToxT-dependent

genes is also necessary for optimal colonization

in this animal model. This result also demon-

strates that drugs such as virstatin, like con-

ventional antibacterials, could have utility even

after disease has been diagnosed.

Other small molecule inhibitors of viru-

lence regulation have been reported, including

inhibitors of a two-component regulator of

alginate synthesis in Pseudomonas aeruginosa

(19) and inhibitors of quorum sensing in

Staphylococcus aureus (20) and P. aeruginosa

(21). Inhibitors of virulence factors have also

been explored, including compounds that block

type III secretion in Yersinia (22) or anthrax

toxin protease activity (23). Here we show that

even in the absence of any chemical or target

structural information, a high-throughput phe-

notypic screen can be used to identify small

molecule virulence inhibitors that exhibit in

vivo efficacy against bacterial infection after

Fig. 4. Virstatin inhibits ToxT-dependent colonization of infant mice. (A) When inoculated alone, C6706
wildtype (C6706wt) colonization was reduced 4 logs in the presence of virstatin under conditions that
do not affect S533 or C6706toxTL113P (C6706mut) colonization. Bacteria were recovered from mice 18 to
24 hours post-orogastric inoculation and plated for enumeration. Each data point represents the output
from a single animal and the bar represents the log of the geometric mean of data obtained from
individual mice. Control buffer inoculum, no boost, blue; control buffer inoculum, control buffer boost,
green; virstatin in both inoculum and boost, pink. CFU, colony-forming units. (B) When strains were co-
inoculated, virstatin increased the CI of S533 versus C6706wt by 4.5 logs, and the CI of C6706mut versus
C6706wt by 1.5 logs. No virstatin, blue; virstatin, pink. (C) When C6706wt and C6706DtcpA were co-
inoculated, virstatin decreased recovery of C6706wt by 3 logs, down to the levels of C6706DtcpA.
Recovery of the two strains in the presence of virstatin at 24 hours was nearly 1:1, whereas no
C6706DtcpA was recovered from a competition experiment in the absence of virstatin. C6706wt, solid;
C6706DtcpA, dotted; buffer, blue; virstatin, pink. (D) When C6706wt infection was allowed to establish
for 12 hours and mice then were treated with virstatin, colonization was reduced 3 logs in comparison
to control buffer–treated mice. Control boost, blue; virstatin, pink.
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simple orogastric administration. Thus, identi-

fication of inhibitors of virulence represents a

path to anti-infective discovery that is quite dif-

ferent from conventional approaches that target

only bacterial processes that are essential both in

vivo and in vitro. We further predict that drugs

such as virstatin may act synergistically with

conventional antibiotics, because they act

through independent mechanisms to block in

vivo bacterial replication or survival.
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The V-Antigen of Yersinia Forms a
Distinct Structure at the Tip of

Injectisome Needles
Catherine A. Mueller,1* Petr Broz,1* Shirley A. Müller,1,2

Philippe Ringler,1,2 Françoise Erne-Brand,1,2 Isabel Sorg,1

Marina Kuhn,1 Andreas Engel,1,2 Guy R. Cornelis1.

Many pathogenic bacteria use injectisomes to deliver effector proteins into
host cells through type III secretion. Injectisomes consist of a basal body
embedded in the bacterial membranes and a needle. In Yersinia, translocation
of effectors requires the YopB and YopD proteins, which form a pore in the
target cell membrane, and the LcrV protein, which assists the assembly of
the pore. Here we report that LcrV forms a distinct structure at the tip of the
needle, the tip complex. This unique localization of LcrV may explain its crucial
role in the translocation process and its efficacy as the main protective antigen
against plague.

Type III secretion (T3S) is commonly used by

Gram-negative pathogenic bacteria to intro-

duce effector proteins into target host cells (1).

Yersinia pestis and Y. enterocolitica, causing

bubonic plague and gastroenteritis respec-

tively, share the same T3S system consisting

of the Ysc (Yop secretion) injectisome, or

Bneedle complex,[ and the secreted Yop

(Yersinia outer protein) effector proteins.

Three translocator proteins, YopB, YopD, and

LcrV, are necessary to deliver the effectors

across the target cell membrane (2–5). LcrV is

required for the correct assembly of the

translocation pore formed by YopB and YopD

in the membrane of the target cell (2, 6). LcrV

(also known as V antigen) is a soluble protein

important for virulence (7) and is a protective

antigen against plague (8). Antibodies against

LcrV prevent the formation of the translocation

pore (6) and block the delivery of the effector

Yops (9). The injectisome is composed of a

basal body resembling that of the flagellum

and a needle (10). The needle has a helical

structure (11) and in Yersinia is formed by

the 9.5-kD protein YscF (12, 13).

Transmission electron micrographs of the

surface of Y. enterocolitica E40 bacteria sug-

gested that the injectisome needle ends with a

well-defined structure (fig. S1). To characterize

this structure, we purified needles from multi-

effector knockout bacteria (strain DHOPEMT)

that had been incubated under either secretion-

permissive or -nonpermissive conditions (14),

then analyzed them by scanning transmission

electron microscopy (STEM). A distinct Btip

complex[ was observed for the wild-type

needles, comprising a head, a neck, and a base

(Fig. 1A, arrow, and fig. S2A). The tip structure

was the same in both cases, but more needles

were produced under secretion-permissive

conditions (15). The purified needle fraction

from secreting bacteria was analyzed to deter-

mine the components of the tip complex (fig.

S3A). LcrV, YopD, and the needle subunit

YscF were found. Other proteins included

flagellins, which are usual contaminants of

needle preparations (13). Upon cross-linking of

purified needles, products formed between YscF

and LcrV, suggesting that the latter is a struc-

tural component of the needle (fig. S3B).

The tip complex observed for wild-type

needles was absent from needles prepared from

bacteria deprived of LcrV (DHOPEMNVQ)

(table S1) (16). Instead, this end of the needle

was distinctly pointed (Fig. 1B, asterisk, and fig.

S2B). The tip complex was restored after the

mutation was complemented in trans with lcrVþ

(Fig. 1B, right, and fig. S2B). Needles from

single yopN or yopQ knockout bacteria were

analyzed as controls and displayed the same tip

complex as the wild-type needles (fig. S4).

Thus, the formation of the tip complex involved

LcrV but not YopN or YopQ.

Needles from a yopBD double mutant (15)

were analyzed to exclude the possibility that

YopD and, although not detected on the gels,

the third translocator protein YopB were tip

complex components. The appearance of the

tip complex was unchanged (fig. S4).

When wild-type needles were incubated

with affinity-purified polyclonal antibodies to

LcrV, the latter specifically bound to the tip
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complex, and we observed many examples of

two needles joined tip to tip by a single anti-

body (Fig. 2). No antibodies to LcrV attached

to needles purified from the lcrV mutant strain

(DHOPEMNVQ). Furthermore, antibodies di-

rected against YopB or YopD did not bind to

wild-type needles (17). In contrast, affinity-

purified polyclonal antibodies against YscF

bound to the needle end opposite the tip com-

plex (fig. S5). Together, these results clearly indi-

cate that LcrV forms the observed tip complex.

Pseudomonas aeruginosa and Aeromonas

salmonicida possess an injectisome closely re-

lated to that of Yersinia. Their respective LcrV

orthologs, PcrV (32.3 kD) and AcrV (40.2 kD),

are different in size to LcrV (37.2 kD). The

pcrVþ and acrVþ genes were used to comple-

ment the lcrV deletion in Y. enterocolitica E40

(DHOPEMNVQ). The recombinant bacteria

could assemble translocation pores. Their needles

contained proteins with the size of PcrV and

AcrV (fig. S6) and exhibited distinct tip com-

plexes (Fig. 3). The head and neck domains of

the tip complex formed by PcrV (Fig. 3A, cen-

ter) were similar to those formed by LcrV, but

the base was narrower (fig. S7). The tip com-

plex formed by AcrV was larger (Fig. 3A, right,

and fig. S7), more variable in shape, and more

fragile, being absent or altered for many

needles. This is reflected by the lower resolution

of the AcrV average. In all three cases, a central

channel seemed to permeate both the needle

and the tip complex (Fig. 3B and fig. S7).

That the needle has a defined tip structure

at its distal end, comprising LcrV, is in agree-

ment with previous reports showing that LcrV

is surface-exposed (3, 4) and essential for the

assembly of a functional translocation pore

(6). LcrV may act as an assembly platform for

this pore (fig. S8) (6). The IpaD protein from

Shigella may function in an analogous fashion

(18), although it has no clear sequence homol-

ogy to LcrV. LcrV can also be compared to

the EspA filament of enteropathogenic Esch-

erichia coli, which forms a physical bridge

between the needle and the host cell (19). The

EspA homolog, SseB of Salmonella SPI-2,

forms an undefined sheathlike structure on the

distal end of the T3S needle (20).

The localization of LcrV at the tip of the

needle and its role in the assembly of the pore

may explain the protective action of anti-

bodies to LcrV. Possibly, the antibodies in-

terfere with the function of the tip complex,

impairing the translocation process.
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Bats Are Natural Reservoirs of
SARS-Like Coronaviruses
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Severe acute respiratory syndrome (SARS) emerged in 2002 to 2003 in southern
China. The origin of its etiological agent, the SARS coronavirus (SARS-CoV),
remains elusive. Here we report that species of bats are a natural host of
coronaviruses closely related to those responsible for the SARS outbreak. These
viruses, termed SARS-like coronaviruses (SL-CoVs), display greater genetic
variation than SARS-CoV isolated from humans or from civets. The human and
civet isolates of SARS-CoV nestle phylogenetically within the spectrum of SL-
CoVs, indicating that the virus responsible for the SARS outbreak was a member
of this coronavirus group.

Severe acute respiratory syndrome (SARS)

was caused by a newly emerged coronavirus,

now known as SARS coronavirus (SARS-CoV)

(1, 2). In spite of the early success of etio-

logical studies and molecular characterization

of this virus (3, 4), efforts to identify the ori-

gin of SARS-CoV have been less successful.

Without knowledge of the reservoir host dis-

tribution and transmission routes of SARS-

CoV, it will be difficult to prevent and control

future outbreaks of SARS.

Studies conducted previously on animals

sampled from live animal markets in Guang-

dong, China, indicated that masked palm civets

(Paguma larvata) and two other species had

been infected by SARS-CoV (5). This led to

a large-scale culling of civets to prevent fur-

ther SARS outbreaks. However, subsequent

studies have revealed no widespread infection

in wild or farmed civets (6, 7). Experimental

infection of civets with two different human

isolates of SARS-CoV resulted in overt clin-

ical symptoms, rendering them unlikely to be

the natural reservoir hosts (8). These data sug-

gest that although P. larvata may have been

the source of the human infection that pre-

cipitated the SARS outbreak, infection in this

and other common species in animal markets

was more likely a reflection of an Bartificial[
market cycle in naBve species than an indi-

cation of the natural reservoir of the virus.

Bats are reservoir hosts of several zoonotic

viruses, including the Hendra and Nipah viruses,

which have recently emerged in Australia and

East Asia, respectively (9–11). Bats may be

persistently infected with many viruses but rarely

display clinical symptoms (12). These charac-

teristics and the increasing presence of bats and

bat products in food and traditional medicine

markets in southern China and elsewhere in

Asia (13) led us to survey bats in the search

for the natural reservoir of SARS-CoV.

In this study, conducted from March to

December of 2004, we sampled 408 bats

representing nine species, six genera, and

three families from four locations in China

(Guangdong, Guangxi, Hubei, and Tianjin) af-

ter trapping them in their native habitat (Table

1). Blood, fecal, and throat swabs were col-

lected; serum samples and cDNA from fecal

or throat samples were independently analyzed,

double-blind, with different methods in our

laboratories in Wuhan and Geelong (14).

Among six genera of bat species surveyed

(Rousettus, Cynopterus, Myotis, Rhinolophus,

Nyctalus, and Miniopterus), three communal,

cave-dwelling species from the genus Rhinolo-

phus (horseshoe bats) in the family Rhino-

lophidae demonstrated a high SARS-CoV

antibody prevalence: 13 out of 46 bats (28%)

in R. pearsoni from Guangxi, 2 out of 6 bats

(33%) in R. pussilus from Guangxi, and 5 out

of 7 bats (71%) in R. macrotis from Hubei.

The high seroprevalence and wide distribution

of seropositive bats is expected for a wildlife

reservoir host for a pathogen (15).

The serological findings were corroborated

by poylmerase chain reaction (PCR) analyses

with primer pairs derived from the nucleocapsid

(N) and polymerase (P) genes (table S1). Five

fecal samples tested positive, all of them from

the genus Rhinolophus: three in R. pearsoni

from Guangxi and one each in R. macrotis and

R. ferrumequinum, respectively, from Hubei.

No virus was isolated from an inoculation of

Vero E6 cells with fecal swabs of PCR-positive

samples.

A complete genome sequence was deter-

mined directly from PCR products from one of

the fecal samples (sample Rp3) that contained

relatively high levels of genetic material. The

genome organization of this virus (Fig. 1), ten-

tatively named SARS-like coronavirus isolate

Rp3 (SL-CoV Rp3), was essentially identical to

that of SARS-CoV, with the exception of three

regions (Fig. 1, shaded boxes). The overall

nucleotide sequence identity between SL-CoV

Rp3 and SARS-CoV Tor2 was 92% and in-

creased to È94% when the three variable re-

gions were excluded. The variable regions are

located at the 5¶ end of the S gene (equivalent to

the S1 coding region of coronavirus S protein)

and the region immediately upstream of the

N gene. These regions have been identified

as Bhigh mutation[ regions among different

SARS-CoVs (5, 16, 17). The region upstream

of the N gene is known to be prone to de-

letions of various sizes (5, 16, 18).

Predicted protein products from each gene

or putative open reading frame (ORF) of SL-

CoV Rp3 and SARS-CoV Tor2 were com-

1Institute of Zoology, Chinese Academy of Sciences
(CAS), Beijing, China. 2State Key Laboratory of
Virology, Wuhan Institute of Virology, CAS, Wuhan,
China. 3Commonwealth Scientific and Industrial
Research Organization (CSIRO) Livestock Industries,
Australian Animal Health Laboratory, Geelong, Aus-
tralia. 4Department of Primary Industries and Fish-
eries, Queensland, Australia. 5The Consortium for
Conservation Medicine, New York, USA. 6Guangzhou
Institute of Biomedicine and Health, Guangzhou,
China.

*To whom correspondence should be addressed.
E-mail: zlshi@wh.iov.cn (Z.S.); zhangsy@ioz.ac.cn (S.Z.);
linfa.wang@csiro.au (L.-F.W.)

R E P O R T S

28 OCTOBER 2005 VOL 310 SCIENCE www.sciencemag.org676



pared (table S2). The P, S, E, M, and N pro-

teins, which are present in all coronaviruses,

were similarly sized in the two viruses, with

sequence identities ranging from 96% to

100%. The only exception was the S1 domain

of the S protein, where sequence identity fell to

64%. The S1 domain is involved in receptor

binding, whereas the S2 domain is responsible

for the fusion of virus and host cell membranes

(19). The sequence divergence in the S1 do-

main corroborated our serum neutralization

studies, which indicated that although bat sera

have a high level of cross-reactive antibodies

(with enzyme-linked immunosorbent assay

titers ranging from 1:100 to 1:6400), they

failed to neutralize SARS-CoV when tested on

Vero E6 cells. This finding suggests that S1 is

the main target for antibody-mediated neutral-

ization of this group of viruses, which is con-

sistent with previous reports indicating that

major SARS-CoV neutralization epitopes are

located in the S1 region (20, 21).

In addition to the five genes present in all

coronavirus genomes, coronaviruses also have

several ORFs between the P gene and the 3¶

end of the genome that code for nonstructural

proteins. The function of these nonstructural

proteins is largely unknown. The location and

sequence of ORFs are group- or virus-specific

and hence can serve as important molecular

markers for studying virus evolution and clas-

sification (19, 22). SARS-CoV has a unique

set of ORFs not shared by any of the known

coronaviruses (3, 4). Most of these ORFs

were also present in SL-CoV, confirming the

extremely close genetic relationship between

SARS-CoV and SL-CoV (Fig. 1 and table S2).

Coronaviruses produce subgenomic mRNAs

through a discontinuous transcription process

not fully characterized (19). Conserved nucle-

otide sequences functioning as transcription

regulatory sequences (TRSs) are required for

the production of the subgenomic mRNAs. In

SARS-CoV, such TRSs were identified at

each of the predicted gene start sites (3, 4).

All of these TRSs were absolutely conserved

between SARS-CoV Tor2 and SL-CoV Rp3

(table S3), further demonstrating that these

two viruses are very closely related.

SL-CoV is completely different from a

bat coronavirus (bat-CoV) recently identified

by Poon et al. (7) from species of bats in the

genus Miniopterus during a wildlife surveil-

lance study in Hong Kong (Fig. 2). Because

the complete genome sequence was not

available for bat-CoV, only the trees covering

the common sequences (i.e., parts of the P1b

and S2 proteins) are shown. The phylogenetic

analysis demonstrated that SL-CoV Rp3 and

SARS-CoVs are clustered together but that

bat-CoV is placed among the relatively dis-

tant group 1 viruses. Hereafter, SARS-CoVs

and SL-CoVs will be collectively called the

SARS cluster of coronaviruses.

In addition to the complete genome se-

quence of SL-CoV Rp3, partial genome se-

quences for the other four PCR-positive bat

samples were also determined. Phylogenetic

analysis based on the N protein sequences

(Fig. 3A) revealed that the genetic variation

among the SL-CoV sequences was much greater

than that exhibited by SARS-CoVs (for sim-

plicity, only three human and civet SARS-CoV

isolates were used; the remainder are almost

identical to those shown). This was especially

obvious when SL-CoVs isolated from different

bat species were compared. Moreover, the re-

sults suggested that SARS-CoVs nestle phylo-

genetically within the spectrum of SL-CoVs.

We also compared the Bhigh mutation[ re-

gions in samples Rf1, Rm1, and Rp3. For the

region upstream of the N gene, SL-CoVs from

all three bat species contained a single ORF

(ORF10¶), similar to that found in SARS-CoV

isolates from civets (5) and patients in the

early phase of the outbreaks (16, 18) but dif-

ferent from that in most human isolates, which

Table 1. Detection of antibodies to SARS-CoV and PCR amplification of N and P gene fragments with
SARS-CoV–specific primers. ND, not determined because of poor sample quality or unavailability of
specimens from individual animals.

Sampling

Bat species
Antibody test:

positive/total (%)

PCR analysis:
positive/total (%)

Time Location
Fecal
swabs

Respiratory
swabs

Mar 04 Nanning, Guangxi Rousettus leschenaulti 1/84 (1.2%) 0/110 ND
Maoming, Guangdong Rousettus leschenaulti 0/42 0/45 ND

Cynopterus sphinx 0/17 0/27 ND
July 04 Nanning, Guangxi Rousettus leschenaulti ND 0/55 0/55

Tianjin Myotis ricketti ND 0/21 0/21
Nov 04 Yichang, Hubei Rhinolophus pusillus ND 0/15 ND

Rhinolophus ferrumequinum 0/4 1/8 (12.5%)* ND
Rhinolophus macrotis 5/7 (71%) 1/8 (12.5%)y 0/3

Nyctalus plancyi 0/1 0/1 ND
Miniopterus schreibersi 0/1 0/1 ND

Myotis altarium 0/1 0/1 ND
Dec 04 Nanning, Guangxi Rousettus leschenaulti 1/58 (1.8) ND ND

Rhinolophus pearsoni 13/46 (28.3%) 3/30 (10%)z 0/11
Rhinolophus pussilus 2/6 (33.3%) 0/6 0/2

*Positive fecal sample designated Rf1 .Positive fecal sample designated Rm1 -Positive fecal samples
designated Rp1, Rp2, and Rp3, respectively.

Fig. 1. Genome organization of, and comparison between, SL-CoV and SARS-CoV. (A) Overall
genome organization of SL-CoV Rp3. (B) Expanded diagram of the 3¶ region of the genome in
comparison with SARS-CoV strains Tor2 and SZ3, following the same nomenclature used by Marra
et al. (4). The genes (named by letters P, S, E, M, and N) present in all coronaviruses are shown in
dark-colored arrows, whereas the SARS-CoV–specific ORFs are numbered and illustrated in light-
colored arrows. ORF10¶ follows the nomenclature by Guan et al. (5) to indicate that the single ORF
present between ORF9 and N in SL-CoV is equivalent to the fusion of ORF10 and ORF11 in the
same region in SARS-CoV Tor2. The shaded boxes mark the only three regions displaying
significant sequence difference between the two viruses (table S2).
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have a 29-nucleotide deletion in this region

(3, 4, 16). ORF10¶ in Rf1 codes for a protein

having the same size (122 amino acids) as and

more than 80% sequence identity to ORF10¶

proteins of SARS-CoVs, but those in Rm1

and Rp3 code for a 121–amino acid protein

with only 35% sequence identity (Fig. 3B and

fig. S2). By contrast, analysis of the S1 pro-

tein regions (Fig. 3C and fig. S3) indicated

that Rf1 was more closely related to SL-CoVs

from two other bat species than to SARS-

CoVs, suggesting that the SARS cluster of

coronaviruses could recombine to increase

genetic diversity and fitness, as is well doc-

umented for other coronaviruses (19). We

were unable to sequence these regions for Rp1

or Rp2, owing to the poor quality of the fecal

materials from these two animals. The limited

amount of cDNA available was used up for N

gene analysis and in initial sequencing trials

with SARS-CoV–derived primers, which

were largely unsuccessful. Judging from the

close relationship of the N genes between

Rp1, Rp2, and Rp3 (fig. S1), it is unlikely that

Rp1 or Rp2 will have major sequence differ-

ences from Rp3 in the S1 or ORF10¶ regions.

This is not unexpected, considering that these

three positive samples were obtained from the

same bat species in the same location.

The genetic diversity of bat-derived se-

quences supports the notion that bats are a

natural reservoir host of the SARS cluster of

coronaviruses. A similar observation has been

made for henipaviruses, another important group

of emerging zoonotic viruses of bat origin,

which show greater genetic diversity in bats

than was observed among viruses isolated

during the initial Nipah outbreaks in Malaysia

(23–26). The overall nucleotide sequence iden-

tity of 92% between SL-CoVs and SARS-

CoVs is very similar to that observed between

Nipah viruses isolated from Malaysia and

Bangladesh in 1999 and 2004, respectively

(25) (fig. S4). SL-CoVs present a new chal-

lenge to the diagnosis and treatment of future

disease outbreaks. The current tests and ther-

apeutic strategies may not work effectively

against all viruses in this group, owing to

their great genetic variability in the S1 do-

main region of the S gene.

The genus Rhinolophus contains 69 species

and has a wide distribution from Australia to

Europe (27). They roost primarily in caves and

feed mainly on moths and beetles. However,

notwithstanding the predominant Rhinolophus

findings in this study, it is highly likely that

there are more SARS-related coronaviruses to

be discovered in bats. Indeed, our positive

serological findings in the cave-dwelling fruit

bat Rousettus leschenaulti indicate that infec-

tion by a related virus could occur in fruit bats

as well, albeit at a much lower frequency. A

plausible mechanism for emergence from a

natural bat reservoir can be readily envisaged.

Fruit bats including R. leschenaulti, and less

frequently insectivorous bats, are found in mar-

kets in southern China. An infectious consign-

ment of bats serendipitously juxtaposed with a

susceptible amplifying species, such as P.

larvata, at some point in the wildlife supply

chain could result in spillover and establish-

ment of a market cycle while susceptible ani-

mals are available to maintain infection. Further

studies in field epidemiology, laboratory infec-

tion, and receptor distribution and usage are

being conducted to assess potential roles played

by different bat species in SARS emergence.

These findings on coronaviruses, together

with data on henipaviruses (23–25, 28), sug-

gest that genetic diversity exists among zoo-

notic viruses in bats, increasing the possibility

of variants crossing the species barrier and

causing outbreaks of disease in human popula-

tions. It is therefore essential that we en-

hance our knowledge and understanding of

reservoir host distribution, animal-animal and

human-animal interaction (particularly within

the wet-market system), and the genetic diversity

of bat-borne viruses to prevent future outbreaks.
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Fig. 2. Phylogenetic
trees. (A) and (B) are
trees based on de-
duced amino acid se-
quences of the same
regions in P1b and S,
respectively, as used by
Poon et al. (7) for bat-
CoV. Tor2 and SZ3,
SARS-CoV strains Tor2
and SZ3; Rp3, SL-CoV
Rp3; HCoV, human co-
ronavirus; MHV, mouse
hepatitis virus; PEDV,
porcine epidemic diar-
rhea virus; IBV, avian in-
fectious bronchitis virus.

Fig. 3. Phylogenetic trees based on deduced ami-
no acid sequences of (A) N, (B) ORF10¶, and (C)
S1 proteins. Tor2, SZ3, and GD01, different SARS-
CoV strains; Rf1, Rm1, and Rp1-3, different SL-
CoV sequences. The genetic distance scale shown
for (A) is different from those for (B) and (C).
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Neurogenesis in the
Hypothalamus of Adult Mice:

Potential Role in Energy Balance
Maia V. Kokoeva, Huali Yin, Jeffrey S. Flier*

Ciliary neurotrophic factor (CNTF) induces weight loss in obese rodents and
humans, and for reasons that are not understood, its effects persist after the
cessation of treatment. Here we demonstrate that centrally administered CNTF
induces cell proliferation in feeding centers of the murine hypothalamus. Many
of the newborn cells express neuronal markers and show functional phenotypes
relevant for energy-balance control, including a capacity for leptin-induced phos-
phorylation of signal transducer and activator of transcription 3 (STAT3). Co-
administration of the mitotic blocker cytosine-b-D-arabinofuranoside (Ara-C)
eliminates the proliferation of neural cells and abrogates the long-term, but not
the short-term, effect of CNTF on body weight. These findings link the sustained
effect of CNTF on energy balance to hypothalamic neurogenesis and suggest that
regulated hypothalamic neurogenesis in adult mice may play a previously
unappreciated role in physiology and disease.

The obesity epidemic has prompted major ef-

forts to develop safe and effective therapies

(1, 2). However, approved drugs for obesity

have limited efficacy and act only acutely,

with patients rapidly regaining weight after

terminating treatment (3). Only the neuro-

cytokine ciliary neurotrophic factor (CNTF)

and Axokine, an analog of CNTF developed

as a drug candidate for the treatment of obe-

sity, appear to deviate from this paradigm.

Rodents and patients treated with Axokine

were reported to maintain lowered body

weights weeks to months after the cessation

of treatment (4, 5). This feature of Axokine/

CNTF action is unexplained and suggests that

CNTF induces long-lasting changes in one or

more elements of the energy-balance circuitry.

In rodents, CNTF is most potent when

administered directly into the cerebrospinal

fluid (6) and activates signaling cascades in

hypothalamic nuclei involved in feeding

control (5, 7, 8). For instance, CNTF acti-

vates phosphorylation of signal transducer

and activator of transcription 3 (STAT3) in a

population of hypothalamic neurons that

substantially overlaps with those activated

by leptin (5). However, in contrast to CNTF,

leptin-treated animals do not maintain their

lowered body weight after the cessation of

treatment. We thus sought a CNTF-specific

mechanism to explain this long-term effect.

CNTF supports the survival of neurons in

vitro and in vivo (9) and has also been impli-

cated in the maintenance of adult neural stem

cells (10). Furthermore, other trophic factors,

such as epidermal growth factor and fibroblast

growth factor 2, are known to act as mitogens

on adult neuronal progenitors (11, 12), and they

promote the functional regeneration of hippo-

campal pyramidal neurons (13). Neurogenesis

in the adult brain is most clearly defined in the

subventricular zone (SVZ) of the lateral ven-

tricles and the subgranular zone (SGZ) of the

hippocampal formation (14). However, recent

reports indicate that the neuroproliferative

potency in the adult extends to other brain

structures, including the hypothalamus (15–17).

On the basis of these findings, we hypothesized

that the long-term effect of CNTF on body-

weight regulation might involve neurogenesis

in the hypothalamus, which is the brain region

most relevant for energy-balance regulation.

To assess the mitogenic potency of CNTF

in the adult nervous system in vivo, we

delivered the cell-proliferation marker bromo-

deoxyuridine (BrdU) alone (vehicle treatment)

or together with CNTF directly into the

cerebrospinal fluid of mouse brains (18).

CNTF and BrdU were continuously infused

for 7 days into the right lateral ventricle using

osmotic minipumps. Mice were switched to a

high-fat diet two months before surgery and

were kept on this diet throughout the experi-

ments. In accordance with previous results (5),

CNTF-treated mice showed a marked reduc-

tion in body weights (Fig. 1A), which persisted

after termination of CNTF delivery. Mice were

killed 22 days after surgery, and brain sections

were immunostained with an antibody against

BrdU. Because BrdU incorporates into DNA of

dividing cells, BrdU-positive (BrdUþ) cells are

thought to represent newborn cells. Figure 1B

shows coronal sections of vehicle- and CNTF-

infused animals at the level of the arcuate,

ventromedial, and dorsomedial nuclei, well-

known hypothalamic centers for energy-balance

regulation (19). In vehicle-infused animals, few

BrdUþ cells were detected in the parenchyma

surrounding the third ventricle (Fig. 1B, left).

Administration with CNTF led to a dramatic

increase of BrdUþ cells (Fig. 1B, right). Note

the higher density of BrdUþ cells at the base

of the third ventricle, which is part of the ar-

cuate nucleus/median eminence.

The pattern of CNTF receptor (CNTFR)

mRNA expression is consistent with this ob-

servation. In situ hybridization using a ribo-

probe against CNTFR mRNA revealed strong

staining in the walls of the basal third ventricle

and surrounding arcuate nucleus parenchyma

(Fig. 1C). Because this section originated from

an animal treated with both CNTF and BrdU,

we colabeled with antibodies to BrdU. Many

BrdUþ cells were positive for CNTFR ex-

pression, indicating that CNTF, at least in part,

directly promotes cell division by binding to

CNTFR on putative neural progenitor cells

(Fig. 1D, inset). By counting all newly gener-

ated cells in the caudal hypothalamus, CNTF

treatment led to a marked increase of BrdUþ

cells over vehicle-infused animals (Fig. 1E).

The total number of BrdUþ cells in CNTF-

treated animals remained constant for at least

2 weeks after the infusion period. Subsequent-

ly, the numbers decreased but plateaued at a

high level. Vehicle-infused animals showed a

similar fractional decrease over time. Thus it

appears that the majority of hypothalamic

BrdUþ cells do not die or migrate to distant

areas as reported for newborn neurons of the

SVZ, which follow the rostral migratory stream

toward the olfactory bulb (20).

To investigate the origin of adult-born cells

in the hypothalamus, we examined CNTF and

vehicle-infused brains every 12 hours starting

48 hours after surgery, a time when the in-

fused CNTF/BrdU should just reach the ven-

tricular system (18). Hypothalamic BrdU

incorporation was first detected 60 to 72 hours
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after surgery (fig. S1). Even at these early time

points, BrdUþ cells were found scattered

within the parenchyma, suggesting that at least

a fraction of the newly generated cells, en-

dogenous and CNTF-induced, arise within

hypothalamic parenchyma distant from the

ependymal lining. Also at these early time

points, BrdUþ cells were often observed as

close contacting pairs, suggestive of recently

divided daughter cells (fig. S1B, insets).

We next explored the phenotype of hypo-

thalamic BrdUþ cells by using immunofluores-

cence double staining combined with confocal

microscopy on hypothalamic sections of CNTF-

infused animals. Double labeling with an

antibody against Hu, which is a marker for im-

mature and mature neurons that labels nuclei

and perikarya (21), indicates that a substantial

number of hypothalamic BrdUþ cells take on a

neuronal fate (Fig. 2A). Three-dimensional (3D)

reconstruction using multiple confocal images

clearly demonstrates that BrdUþ cells express

Hu (Fig. 2B). Based on confocal analysis of

brain sections from CNTF-infused animals 42

days after surgery, 42.7% (T8.8) of the BrdUþ

cells in the caudal hypothalamus expressed Hu.

Vehicle-infused animals had 20.7% (T9.6) co-

labeled cells. Colabeling with an antibody against

b-tubulin type III (TuJ1) (22), another marker

for immature and mature neurons, confirmed

these results (fig. S2, A and B). Another popu-

lation of newborn cells could be assigned to a

glial phenotype of the oligodendrocyte lineage

(Fig. 2, C and D). Confocal analysis of CNTF-

infused brains 42 days after surgery revealed

that 22.9% (T6.0) of hypothalamic BrdUþ cells

expressed the oligodendrocyte marker adenoma-

tosis polyposis coli (APC) (23). The percentage

of colabeled cells was not substantially different

in vehicle-infused animals (31.7 T 12.1%). In

contrast, we detected few if any BrdUþ cells

expressing the astrocytic marker glial fibrillary

acidic protein (GFAP) (fig. S2C).

We also tested hypothalamic BrdUþ cells

for the expression of doublecortin (Dcx), a

transient marker for early postmitotic neurons

(24). In contrast to Hu and TuJ1, Dcx is ex-

pressed in migrating and differentiating neu-

rons but not in mature neurons. Because Dcx

is a microtubule-associated protein present in

Fig. 1. CNTF reduces body weights long term and induces cell proliferation in the hypothalamus.
(A) Mice were icv infused for 7 days with BrdU (12 mg/day) in artificial cerebrospinal fluid alone or
together with CNTF (0.75 mg/day) at a flow rate of 12 ml/day. Body weight (BW) is shown as
percentage difference from initial body weight. All data are mean T SEM (n 0 5 animals per group).
(B) BrdU-labeled cells in coronal sections of the hypothalamus on the level of the arcuate nucleus.
(C) In situ hybridization with a digoxygenin-labeled probe directed against CNTFR mRNA. Blue
precipitate indicates staining. (D) Fluorescence image of the same section reveals BrdUþ cells
(red). (Insets) High-power magnification of BrdUþ cells that express CNTFR (arrowheads). (E) Total
number of BrdUþ cells detected in the caudal hypothalamus of vehicle- and CNTF-infused
animals. Brains were inspected at the indicated times after surgery. Error bars represent mean T
SEM (n 0 3 animals per group). 3V, third ventricle; Arc, arcuate nucleus; Me, median eminence.
Scale bars, 100 mm

Fig. 2. Newborn hypothalamic cells exhibit neuronal and glial phenotypes.
Brains were perfused 42 days (A to D) or 9 days (E and F) after icv surgery
and immunolabeled sections of the caudal hypothalamus were inspected by
laser-scanning confocal microscopy. (A) Numerous BrdUþ cells (red) express
the neuronal marker Hu (green, arrowheads). (B) Confocal 3D reconstruction

of area boxed in (A). Top, x-z plane; right, y-z plane. (C) BrdUþ cells
expressing APC (arrowheads). (D) 3D reconstruction of area boxed in (C). (E)
BrdUþ (red) cells expressing the Dcx (green, arrowheads). (F) 3D re-
construction of the area boxed in (E). VMH, ventromedial hypothalamus.
Scale bars in (A), (C), and (E), 50 mm; in (B), (D), and (F), 10 mm.
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projections, antibodies to Dcx allow the vi-

sualization of dendritic arborization in imma-

ture neurons. Immunohistochemical inspection

of hypothalamic brain sections from CNTF-

treated animals revealed a large number of

BrdUþ cells expressing Dcx 9 days after

surgery (Fig. 2E, arrowheads), estimated to

match the number of BrdUþ/Huþ cells. Some

BrdUþ/Dcxþ cells exhibited fusiform shapes

with a single process extending from their

somata (Fig. 2E, arrow). Others displayed more

complex morphologies with many often-arborized

projections (Fig. 2F), which is a possible in-

dication that these cells functionally integrate

into the hypothalamic circuitry.

To determine whether newborn hypo-

thalamic cells exhibit a critical functional phe-

notype relevant to energy-balance regulation,

we used an antibody to phosphorylated (p)

STAT3, a component of the leptin-activated

signaling cascade in leptin receptor–containing

cells of the hypothalamus (25). This cascade is

a key signaling circuit for energy-balance reg-

ulation in hypothalamic feeding centers (26).

Injection of leptin intraperitoneally (ip) in-

duces STAT3 phosphorylation specifically in

the arcuate, ventromedial, and dorsomedial

nuclei of the hypothalamus (27, 28). To in-

duce STAT3 phosphorylation, we injected

mice ip with leptin after overnight fasting,

and 45 min later, we perfused them for im-

munohistochemical analysis. Labeling with

antibody to pSTAT3 revealed strong nuclear

staining throughout the arcuate, ventrome-

dial, and dorsomedial nuclei in leptin-treated

animals (fig. S3A). In contrast, the signal

was virtually absent in saline-treated mice,

confirming the specificity of the antibody to

pSTAT3 (fig. S3B). We next applied this treat-

ment to CNTF-infused mice 42 days after

surgery. In these animals, many of the hypo-

thalamic BrdUþ cells were pSTAT3þ after

leptin treatment, indicating that these newborn

cells acquired responsiveness to leptin (Fig. 3,

A and B). 26.3% (T6.4) of all newly born cells

confined to the arcuate, ventromedial, and dor-

somedial nuclei were pSTAT3þ. A similar

fraction of colabeled cells, 21.5% (T7.1), could

be detected in vehicle-infused animals, indi-

cating that CNTF-treatment substantially in-

creases the absolute number of leptin-sensitive

pSTAT3þ cells.

If leptin-responsive STAT3 phosphoryl-

ation within newborn hypothalamic neurons

is critical for the sustained weight-loss effect

of CNTF, then mice lacking leptin signaling

should show an altered CNTF response. To

test this hypothesis, we intracerebroventric-

ularly (icv) infused ob/ob mice, which lack

endogenous leptin (29), with CNTF or leptin

(Fig. 3C). CNTF enhanced cell proliferation

in the hypothalami of ob/ob mice (fig. S4)

similarly to mice with diet-induced obesity

(DIO). However, in contrast to DIO mice,

ob/ob mice did not maintain lowered body

weights resulting from CNTF treatment. In-

stead, they regained weight shortly after drug

cessation, similar to leptin-treated animals (Fig.

3C). For comparison, wild-type mice with DIO

treated with an equal dose of CNTF displayed

weight loss that was sustained well beyond

treatment cessation (Fig. 3C). Consistent with

our data, db/db mice lacking leptin receptors

rapidly regained body weight after termination

of peripheral CNTF treatment (30).

Neuropeptide Y (NPY) and pro-opiomelano-

cortin (POMC)–expressing neurons in the

arcuate nucleus play crucial antagonistic roles

in the regulation of energy balance (19). To

assess whether BrdUþ cells in the arcuate

nucleus express either of these markers, we

combined anti-BrdU immunolabeling and in

situ hybridization using digoxigenin-labeled

riboprobes against NPY or POMC mRNAs. In

CNTF-infused animals 42 days after surgery,

we identified several BrdUþ cells per brain

section expressing NPY or POMC (Fig. 4).

Although the role of these specific neurons in

the sustained CNTF effect is unknown, it is

clear that CNTF can induce neurogenesis

within neurocircuitry that is critical to energy

balance in the adult mouse hypothalamus.

To investigate whether the stimulatory

effect of CNTF on neurogenesis/cell prolifer-

ation underlies its ability to induce long-term

weight loss, we used the antimitotic drug Ara-C

(cytosine-b-D-arabinofuranoside), which pre-

vents neural progenitor cells of the adult SVZ

from dividing when centrally administered

(31). Mice kept for 2 months on a high-fat diet

were infused with Ara-C and/or CNTF into the

lateral ventricle for 7 days. Inspection of brains

9 days after surgery revealed that, as before,

CNTF treatment markedly increased the num-

ber of newborn cells (Fig. 5A). In contrast, we

detected few if any BrdUþ cells throughout the

brain parenchyma of animals exposed to Ara-C

(Fig. 5A). Thus, Ara-C efficiently blocks cell

proliferation in the adult mouse brain, including

the hypothalamus.

We next explored energy-balance regula-

tion in the Ara-C–treated animals. As before,

mice receiving CNTF alone had reduced body

weights compared with animals infused with

vehicle only or Ara-C only, and this was

Fig. 3. (A) Newborn hypothalamic cells respond to leptin. Many BrdUþ (red) cells of CNTF-treated
mice were also positive for pSTAT3 (green) after ip leptin injection. (B) 3D confocal reconstruction
of area boxed in (A). (C) Groups of DIO or ob/ob mice (n 0 5) were icv infused for 7 days with
CNTF (0.75 mg/day) or leptin (0.60 mg/day). For all animals, BrdU (12 mg/day) was coadministered.
To induce DIO, mice were placed on a high-fat diet for 5 months. Body weight is shown as
percentage difference from initial body weight. All data are mean T SEM. Scale bars in (A), 50 mm;
in (B), 10 mm.

Fig. 4. In situ hybridization
combined with anti-BrdU
immunohistochemistry re-
veals newborn cells ex-
pressing NPY and POMC.
Coronal sections at the
level of the arcuate nucleus
of a CNTF-treated mouse
42 days after surgery. (A)
Brain section after hybrid-
ization to a digoxigenin-
labeled probe for POMC.
Inset left: High-power mag-
nification of a POMC ex-
pressing cell (arrow). Inset right: Fluorescence image of the same cell demonstrating colocalization with
BrdU. (B) Brain section hybridized to a NPY probe. The NPY-expressing cell marked by an arrow is also
positive for BrdU (Insets). Scale bars: 100 mm.
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maintained beyond cessation of the drug (Fig.

5B). In contrast, the time course of body-

weight changes of mice treated with both

CNTF and Ara-C (CNTFþAra-C) showed a

distinct pattern. First, the acute CNTF-induced

weight loss during the infusion period (days 0

to 9) was unaffected by Ara-C. However, after

cessation of treatment, CNTFþAra-C–infused

animals rapidly regained weight, reaching body

weights of vehicle-treated animals at about

20 days after treatment. In accordance with

previous results (5, 30), CNTF-induced weight

loss was associated with reduced food in-

take, whereas Ara-C–dependent body-weight

rebound after treatment cessation was paral-

leled by increased food intake (fig. S5).

Although Ara-C specifically inhibits mitosis,

it has been reported that this mitotic blocker

can also act as a cytotoxin, triggering apoptotic

degradation of postmitotic neurons (32). To

address this potential concern, we inspected

Ara-C–treated brains using the sensitive cell-

death marker Fluoro-Jade (33). We observed

no signs of cell degeneration throughout the

brain parenchyma after treatment (fig. S6A).

As positive controls, we used mice treated with

gold thioglucose, which induces cell death in

the ventromedial hypothalamus (fig. S6B).

To determine whether Ara-C interferes

with acute CNTF signaling and action, we ex-

amined the CNTF-dependent induction of

hypothalamic STAT3 phosphorylation (5).

STAT3 phosphorylation, which is acutely trig-

gered during CNTF exposure, was unaffected

by Ara-C (fig. S7A). Also, the CNTF-induced

activation of astrocytes (34) appears unper-

turbed by Ara-C. The up-regulation of GFAP

expression associated with glial activation is

equally evident in mice treated with CNTF or

CNTFþAra-C, but not in vehicle-infused animals

(fig. S7B). Thus, at the dose used in our ex-

periments, Ara-C blocked the cell proliferation/

neurogenesis effect of CNTF without detect-

able toxicity, or inhibition of its acute actions.

We show that CNTF robustly induces cell

proliferation in the hypothalamus with many

of the newborn cells taking on a neuronal

fate. In the past, research on adult neuro-

genesis has mainly focused on the following

two brain regions: the SVZ, which gives rise

to neuronal precursors that migrate to the

olfactory bulb, and the SGZ, which fuels the

granular layer of the dentate gyrus with new

neurons (14). In contrast, adult neurogenesis in

the hypothalamus has received little attention

(17, 35). This may be attributable to the strong

proliferative potency of the SVZ or the SGZ

and the relative insensitivity of the methods

used to reveal newborn cells in other brain

regions (36). In our study, instead of injecting

BrdU ip, the route commonly used to mark

newborn cells, we administered BrdU central-

ly. This approach allowed the detection of new-

born hypothalamic cells in response to CNTF

and might be generally suitable to detect neuro-

genesis in brain regions with a proliferative po-

tency lower than that in the SVZ or SGZ. The

origin of newborn hypothalamic cells is pres-

ently unclear. It appears that rather than being

exclusively restricted to the ependymal lining of

the third ventricle, neural progenitors also reside

within the hypothalamic parenchyma.

Many of the newborn hypothalamic cells in-

duced by CNTF exhibit phenotypes important

for energy-balance regulation, including neu-

ropeptide expression and capacity for leptin-

induced activation of STAT3. Mitotic blockade

of CNTF-stimulated cell proliferation does not

alter the acute CNTF-dependent weight loss but

abrogates the long-term effect on body-weight

regulation. These observations support a model

in which the short-term effects of CNTF result

from acute signaling in existing neurons, where-

as the long-term effects on body weights of

CNTF-treated animals require functional neuro-

genesis in hypothalamic structures that subserve

energy homeostasis. Because CNTF stimulates

hypothalamic cell proliferation yet does not

cause a sustained weight loss in ob/ob mice, it is

plausible that a leptin-sensitive component of

the newborn cell population is central to the sus-

tained antiobesity effect of CNTF, possibly by

enhancing the satiety response of the leptin sig-

naling circuitry. The precise identity and function

of the responsive cells remain to be determined.

Because CNTF also induces cell prolifera-

tion/neurogenesis in the SVZ of the lateral

ventricles (37) and because Ara-C blocks cell

proliferation throughout the ventricular system,

these studies cannot exclude a role for extra-

hypothalamic neurogenesis in the long-term

effect of CNTF on energy balance. This

possibility seems unlikely, however, because

CNTFR expression is exceptionally strong in

the parenchyma surrounding the third ventricle

at the level of the arcuate, ventromedial, and

dorsomedial nuclei, all of which are key struc-

tures involved in energy homeostasis (Fig. 1C).

We also observe a particularly dense popula-

tion of newborn cells at the bottom of the third

ventricle after CNTF administration (Fig. 1B).

Furthermore, there are no structures adjacent

to the walls of the lateral ventricles known to

be involved in the control of energy balance.

Thus, cell proliferation within the hypothala-

mus is likely to be responsible for the CNTF-

induced sustained effects on energy balance.

Hypothalamic plasticity has recently been

proposed to play a role in energy-balance reg-

ulation (38). It was shown that leptin can in-

fluence the number and types of synaptic inputs

to POMC and NPY neurons in the adult ar-

cuate nucleus (39) and that perinatal leptin

adminstration to leptin-deficient mice increases

the density of certain projections emanating

from the arcuate nucleus (40). Our observation

that CNTF-induced neurogenesis occurs within

hypothalamic feeding centers represents anoth-

er type of plastic change, with the capacity to

reset the energy-balance set point.

Axokine appears capable of lowering body

weights in obese humans, but the development

of neutralizing antibodies has limited the de-

velopment of this drug (4). Given that CNTF

induces hypothalamic neurogenesis, which

contributes to the sustained weight-loss effect

of this neurocytokine, further investigation

into the potential role of hypothalamic neuro-

genesis in the pathophysiology and treatment

of obesity is warranted.
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NPY/AgRP Neurons Are Essential
for Feeding in Adult Mice but Can

Be Ablated in Neonates
Serge Luquet, Francisco A. Perez, Thomas S. Hnasko,

Richard D. Palmiter*

Hypothalamic neurons that express neuropeptide Y (NPY) and agouti-related
protein (AgRP) are thought to be critical regulators of feeding behavior and body
weight. To determine whether NPY/AgRP neurons are essential in mice, we
targeted the human diphtheria toxin receptor to the Agrp locus, which allows
temporally controlled ablation of NPY/AgRP neurons to occur after an injection
of diphtheria toxin. Neonatal ablation of NPY/AgRP neurons had minimal ef-
fects on feeding, whereas their ablation in adults caused rapid starvation. These
results suggest that network-based compensatory mechanisms can develop
after the ablation of NPY/AgRP neurons in neonates but do not readily occur
when these neurons become essential in adults.

The arcuate nucleus (ARC) of the hypothal-

amus is a site of convergence of central and

peripheral signals of energy stores, and it con-

tains at least two distinct populations of neurons

that are critically involved in the regulation of

body weight (1–3). Orexigenic neuropeptide

Y/agouti-related protein (NPY/AgRP) neurons

and anorexigenic pro-opiomelanocortin (POMC)

neurons respond to circulating satiety and

hunger signals, including glucose, leptin, in-

sulin, ghrelin, and peptide YY (4, 5). Both

populations exert an inhibitory tone onto each

other, and they also send dense projections to

other hypothalamic areas, including the para-

ventricular nucleus (PVN), zona incerta,

perifornical area, and lateral hypothalamic

area (6, 7). POMC neurons reduce food intake

and increase energy expenditure by releasing a-

melanocyte-stimulating hormone (aMSH), a

product of POMC processing, which activates

melanocortin-4 receptors (MC4R). NPY/AgRP

neurons have the opposite effects, inhibiting

POMC neurons and antagonizing the action of

aMSH on MC4R-bearing cells via the release of

AgRP (a natural antagonist of aMSH) (8).

Despite the fact that intracranial injection of

either NPY or AgRP stimulates robust feeding in

rodents (1–3), mutations that prevent the ex-

pression of AgRP, NPY, or various receptors

for NPY have little impact on feeding behavior

(3, 9–11). In contrast, mutations that prevent

production of leptin, leptin receptor, POMC, or

MC4R lead to obesity in mice and other

species (12–17). These observations raise the

question of whether signaling by NPY, AgRP,

or any other transmitter made by these cells is

important for the regulation of body weight.

To assess whether NPY/AgRP neurons are

essential for feeding, we adopted a Btoxin

receptor–mediated cell knockout[ strategy (18)

to specifically ablate these neurons in a tem-

porally controlled manner (19). Because Agrp

gene expression is restricted to NPY/AgRP neu-

rons in the brain (20, 21), we targeted the ex-

pression of the human diphtheria toxin receptor

cDNA (DTR) to the Agrp locus in embryonic

stem cells and generated AgrpDTR/þ mice that

express the human DTR in NPY/AgRP neurons

(fig. S1). In situ hybridization revealed that hu-

man DTR mRNA was expressed in the ARC of

AgrpDTR/þ mice but not in controls (fig. S2).

Neonatal ablation of NPY/AgRP neurons was

performed by injecting 1-day-old AgrpDTR/þ and

control Agrpþ/þ pups (genotype unknown at

time of injection) with diphtheria toxin (DT)

at 50 mg of DT per kg mouse (mg/kg) (subcu-

taneous), a dose tolerated by controls (18, 21).

After 9 weeks, all mice were fasted for 2 days

to increase NPY and AgRP expression before

they were killed (22). Brains were fixed, sec-

tioned, and analyzed for NPY expression by

immunohistochemistry. DT injection reduced

the number of NPY-positive cells in the ARC

by È85% (AgrpDTR/þ mice had 9.7 T 0.9 neu-

rons per section, n 0 5 mice; controls had 78 T
2 neurons per section, n 0 3, P G 0.001) (Fig. 1,

A to D). There was a concomitant reduction of

NPY fibers in the PVN (Fig. 1, E and F), but

NPY-expressing cells outside the ARC were

spared (fig. S3). AgRP staining in the ARC

and PVN was also reduced after DT treatment

in AgrpDTR/þ mice (fig. S3). The integrity of

POMC neurons was demonstrated by using anti-

bodies to adrenocorticotropic hormone (ACTH),

another peptide product of POMC (Fig. 1, G

and H). The loss of NPY/AgRP cells and the

retention of POMC cells in the ARC was

also documented by semiquantitative reverse

transcriptase polymerase chain reaction (RT-

PCR) of Agrp and Pomc mRNA (Fig. 1I).

If NPY/AgRP neurons are critical regula-

tors of energy balance, then their ablation

should negatively affect food intake and body

weight. However, when newborn pups gener-

ated from a cross of AgrpDTR/þ and Agrpþ/þ

mice were injected with DT and their body

weights recorded starting at weaning, there
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was only a slight (È11%) reduction in the

body weight of AgrpDTR/þ mice compared

with controls (fig. S4). Food consumption by

9-week-old littermates was monitored using

Blickometer[ cages that dispensed water and

liquid food. The number of licks and total food

consumption were the same for both groups of

mice, either before or after a 12-hour fast (Fig.

2A). At the end of each experiment, the de-

pletion of NPY immunoreactivity in the ARC

was verified. Similar results were obtained when

either AgrpDTR/þ or AgrpDTR/DTR neonatal mice

(up to 8 days old) were injected either once or

twice with DT at 50 mg/kg (i.e., the survival of

DT-injected mice to adulthood was independent

of genotype, n 9 100). These results indicate

that the majority (approaching 100% in some

cases) (fig. S3) of NPY/AgRP cells in the ARC

can be ablated in neonatal mice with little im-

pact on food consumption or body weight.

We also examined the effects of admin-

istering DT to adult Agrpþ/þ, AgrpDTR/þ, or

AgrpDTR/DTR mice (table S1). Adult mice

were allowed to acclimate to lickometer cages

for several days and then two intraperitoneal

(ip) injections of DT (50 mg/kg, 3 days apart)

were administered. There was an irreversible

arrest of feeding after the second injection of

DT into AgrpDTR/DTR mice but not into con-

trols (Fig. 2B). All AgrpDTR/DTR mice treated

this way lost È20% of their body weight

within 2 days of the second injection and were

killed for immunohistochemical detection of

NPY/AgRP neurons, which were always

depleted by 980%. Injection of adult hetero-

zygous AgrpDTR/þ mice with DT (either once

or twice) also terminated feeding (table S1).

The loss of AgRP-producing cells was also

measured by semiquantitative RT-PCR in

AgrpDTR/þ mice, which revealed a compara-

ble loss of AgRP transcripts in neonatal and

adult mice treated with DT. Occasionally,

control mice also succumbed from this treat-

ment, probably because of nonspecific tox-

icity associated with ip administration of DT.

Intramuscular (im) injection of DT in adult

mice produced more reliable responses com-

pared with ip injection (18). Littermates

(Agrpþ/þ or AgrpDTR/DTR) received either one

injection of DT (50 mg/kg, im), or two injec-

tions, 2 days apart. The consumption of liquid

food by DT-treated AgrpDTR/DTR mice fell

below 20% of normal 7 days after a single in-

jection of DT or within 5 days with two in-

jections (Fig. 3, A and C, and fig. S5). At these

time points, all AgrpDTR/DTR mice lost È20%

of their body weight and had to be euthanized,

whereas control mice maintained body weight

and survived (Fig. 3, B and D, and table S1).

Water consumption increased in AgrpDTR/DTR

mice after DT injections, demonstrating that

the reduction in food intake was not due to an

inability to reach the feeding tubes or to lick.

Hand feeding via oral gavage with liquid food

could sustain DT-treated mice, confirming

that the lack of feeding was responsible for

their loss of body weight. NPY immunostain-

ing of sections through the ARC confirmed

that most NPY/AgRP cell bodies were ablated

from the ARC of AgrpDTR/DTR mice (Fig. 3, E

and F). The number of NPY fibers in the PVN

was also reduced in AgrpDTR/DTR mice com-

pared with controls (Fig. 3, I to L). The

number of POMC neurons was normal, but the

ACTH staining appeared to be more robust in

the AgrpDTR/DTR mice treated with DT (Fig. 3,

G and H), which is consistent with the loss of

NPY/AgRP inhibitory input onto POMC cells.

To demonstrate that loss of feeding is the

consequence of central action of DT, the toxin

was delivered to the third ventricle of AgrpDTR/DTR

mice. All injected AgrpDTR/DTR mice stopped

eating, whereas controls were unaffected

(table S1).

AgrpDTR/þ or AgrpDTR/DTR neonates sur-

vived all of the DT treatments that led to star-

vation in adults, despite comparable ablation

of NPY/AgRP neurons, which suggests that

some form of compensation occurs in neo-

nates. Perhaps residual neonatal NPY/AgRP

neurons can enhance their signaling better

than can adult neurons, or DTR-expressing

cells may continue to be born after neonatal

DT injection, allowing survival. These expla-

nations predict that mice treated neonatally with

DT would be susceptible to DT exposure as

adults. However, most (5 of 7) mice injected

with DT as neonates survived when DT was

injected in the third ventricle as adults (fig. S6).

Ventricular injection of DT was used to min-

imize potential immune responses to prior DT

exposure; however, in agreement with others

(23), neonatal exposure to DT generates mini-

mal neutralizing antibody (fig. S7). In another

experiment, most (5 of 8) neonatally treated

AgrpDTR/DTR mice survived im injection of DT

(50 mg/kg) as adults. The fractional survival of

doubly exposed AgrpDTR/DTR mice suggests

alternate modes of compensation (24).

The ablation of NPY/AgRP neurons in

neonates is not only tolerated but produces

compensatory changes that allow almost

normal growth and feeding in the adult. Never-

theless, we predict that hormonal or metabolic

signals that depend on NPY/AgRP neurons,

e.g., ghrelin (25), may be compromised. The

melanocortin signaling pathway, which is

important for body-weight regulation in adults,

may not be critical for feeding by neonates.

Thus, ablating NPY/AgRP neurons before the

POMC cells become critical may allow devel-

opment of a network-based compensatory

mechanism. Changes in synapses within the

ARC after restoration of leptin to young Lepob/ob

mice illustrate one form of plasticity that can

occur in the hypothalamus (26, 27). Presum-

ably, the loss of signaling molecules made by

NPY/AgRP neurons initiates the compensatory

adaptations in neonates, but the nature of those

signals and the identity of the cells that respond

remain to be discovered. This adaptation could

explain why conventional inactivation of Npy

and/or Agrp genes has little effect on body-

weight regulation (10, 11).

The NPY/AgRP neurons in the ARC be-

come a critical component of the feeding neuro-

circuitry sometime between 8 and 45 days after

birth. By this time, the melanocortin signal-

ing pathway is established; hence, ablation of

NPY/AgRP neurons may remove a critical in-

hibitory tone, leading to excessive melanocortin

signaling and starvation. However, NPY/AgRP

neurons project widely (19), so their ablation in

the adult may perturb other critical signaling

pathways, resulting in starvation.

Note added in proof: Two related papers

(28, 29) were published online while this Report

Fig. 1. DT injection in neonates ablates NPY
neurons in the arcuate nucleus. Both control and
AgrpDTR/þ mice were injected as pups with DT
(50 mg/kg). After 9 weeks, animals were fasted
for 2 days to increase NPY signal and killed for
brain immunohistochemistry. (A and B) Repre-
sentative NPY immunostaining of ARC neurons
of control (A) and AgrpDTR/þ mice (B). (C and D)
Higher magnifications of ARC region. (E and F)
NPY immunostaining of PVN from control (E)
and AgrpDTR/þ mice (F). (G and H) ACTH im-
munostaining of the ARC from controls (G) and
AgrpDTR/þ mice (H). White arrowheads point to
POMC cell bodies. The asterisks indicate third
ventricle. Scale bar, 100 mm. (I) Semi-quantitative
RT-PCR for Agrp, Pomc mRNA, and Arbp mRNA,
as control.
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was under review. In both cases, the authors

report that partial ablation of NPY/AgRP

neurons results in smaller mice that eat less

than controls do. The partial ablation is prob-

ably the consequence of gradual ablation or

partial penetrance of transgene expression.

Neither paper describes the starvation phe-

notype nor the neonatal compensation re-

ported here.
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Fig. 3. DT injection induces a dose-dependent arrest of
feeding in adult AgrpDTR/DTR mice. (A and B) Body weight
(A) and food intake (B) of adult control (black, n 0 6) and
AgrpDTR/DTR mice (red, n 0 6) injected once (arrow) with DT
(50 mg/kg, im). (C and D) Body weight (C) and food intake
(D) of adult control (black, n 0 4) and AgrpDTR/DTR mice
(red, n 0 4) injected twice (arrows) with DT (50 mg/kg, im).
Error bars represent SEM. (E and F) Representative NPY
immunostaining of control (E) and AgrpDTR/DTR (F) mouse.
(G and H) ACTH immunostaining of ARC neurons in
control (G) and AgrpDTR/DTR mouse (H) that were injected
as adults with DT. Brains were collected for histology when
the mice had lost È20% of body weight; controls were
fasted to comparable weight loss. Arrowheads, POMC cell
bodies; asterisk, third ventricle. (I and J) NPY-fiber immu-
nostaining in the PVN of the same control (I) and AgrpDTR/DTR mice (J) as above. (K and L) Higher magnification of boxed areas in (I) and (J),
respectively. Scale bar, 100 mm.

Fig. 2. Ablation of NPY/AgRP neurons in neonatal or adult mice
differentially alters feeding behavior. (A) Licking pattern of control (wild
type, WT) (black, n 0 4) and AgrpDTR/þ mice (red, n 0 4) that were
injected with DT (50 mg/kg) as neonates and tested at 9 weeks. The
graph illustrates 3 days of baseline feeding, followed by a 12-hour fast,

and refeeding response. The total number of licks in 2-hour bins is
plotted. (B) Representative licking pattern of an individual control and
AgrpDTR/þ mouse (left panel, 12 weeks old; right panel, 7 weeks old) in
response to two injections (arrows) of DT (50 mg/kg, ip). Shaded areas
represent the dark phase. Error bars represent SEM.
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Digital Inverted Research Microscopes
Two new digital inverted research microscopes, DMI3000 B and
DMI4000 B, join the well-received DMI6000 B to provide solu-
tions ranging from simple micromanipulation to advanced
live cell fluorescence imaging. The fully manual DMI3000 B is
tailored for micromanipulation. The DMI4000 B provides a

flexible, modular platform for
adding automation based on
experimental  needs. Even
manually operated compo-
nents are encoded so that the
microscope can guide the user
to proper operation. Through
improved optics and reduced
stray light, these units achieve
especially bril l iant fluores-
cence. The fluorescence turret
is equipped with up to six filter
cubes that can be moved into
posit ion quickly, without
vibration, at the touch of a
button. The fluorescence axis
also features a fast internal

filter wheel that supports changing the excitation of fluo-
rochromes in less than 20 ms. The Fluorescence Intensity
Manager reduces light stress for living cells and the bleaching of
fluorochromes—the intensity of the excitation light can be
reduced in a reproducible manner while the quality of the fluo-
rescence is improved. The motorized Excitation Manager bal-
ances a variety of emission intensities when simultaneously
observing multiple fluorochromes.
Leica  For information 800-248-0123 www.leica-microsystems.com

Low Cell Binding Plates
The Nunc low cell binding (LCB) surface presents a phosphoryl-
choline moiety to cells, mimick-
ing the surface of a cell mem-
brane. This plate surface is bio-
logically inert, biocompatible,
and can be used even with
implants.Typical applications for
these LCB plates are cultures of
cells in suspension or non-adher-
ent cell clusters (spheroids) and
measurements of soluble cell
products, such as proteins. For
embryoid body formation, it is
necessary that the plate surface
not induce monolayer forma-
tion. Nunc LCB surface plates
eliminate using the laborious hanging drop method, and permit
easy microscopy and transfer.
Nunc  For information 800-446-2543 www.nuncbrand.com

Spectroscopy Platform
SpectraSuite is modular, Java-based spectroscopy software that
operates on Windows, Macintosh, and Linux operating systems.
The software can be used to control any Ocean Optics USB spec-
trometer and device as well as any other manufacturer’s USB
instrumentation using the appropriate drivers.With SpectraSuite,

a user can combine data from multiple USB spectrometers in
applications that include upwelling/downwelling measurements,
dual-beam referencing, and process monitoring. Original equip-
ment manufacturers will find SpectraSuite’s modularity beneficial
as all visual and computational aspects of the program’s interface
can be changed to create a fully branded application. Every func-
tion in the software can be altered or replaced. For example, the
data acquisition functions, the scheduling functions, the data pro-
cessing functions, and the rendering functions are all separate
modules. A user can add or delete modules to create a proprietary
user interface or functionality, create modules to perform calcula-
tions, automate experiment routines, and more.
Ocean Optics  For information 727-733-2447 www.OceanOptics.com

Automated Cell Culture System
The CompacT SelecT automated laboratory cell culture system is
designed for reproducible generation of assay-ready plates.With a
footprint slightly larger than a standard Class II safety cabinet, it
automates manual cell culture processes via a small six-axis
anthropomorphic robotic arm that automatically manipulates
standard T-175 flasks under negative pressure laminar airflow,
thereby preventing any contamination. The system also operates
with full bar code tracking to ensure a complete audit trail. The
CompacT SelecT has 10 separate pumps dispensing a range of
media for simultaneous culture of multiple cell lines.The cells pro-
duced can be either harvested or automatically plated into 96-
and 384-well plates ready for use in cellular assays.
The Automation Partnership  For information +44 (0) 11763 227200

www.automationpartnership.com

Proteomics Software
DeCyder Extended Data Analysis (EDA) version 1.0 is advanced
software for the proteomics research market that enables com-
bined analysis of different data sets and facilitates interpretation
of results through public and local database retrieval. EDA v1.0 is

two-dimensional (2D) difference gel elec-
trophoresis (DIGE) software that offers
advanced statistical analysis in an easy-to-
use format. It is expected to contribute to a
better understanding of regulatory path-
ways and help proteomics researchers more
rapidly and accurately identify proteins to
discriminate between healthy and diseased
tissue samples and different disease states
and tumor types. DeCyder EDA features
multivariate analysis and sophisticated clus-
tering methods to uncover patterns in pro-
tein expression data derived from 2D DIGE.
The software makes use of a data set as the
basis for 2-D gel analysis. Defined as a group

of spots with matched protein spots, each data set can be dis-
played in different ways depending on the goals of the experiment.
GE Healthcare  For information 732-457-8149 www.gehealthcare.com
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