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Need More Information? Give Us A Call:

Stratagene USA and Canada
Order: (800) 424-5444 x3
Technical Services: (800) 894-1304

Stratagene Japan K.K.
Order: 03-5159-2060
Technical Services: 03-5159-2070
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Stratagene Europe
Order: 00800-7000-7000
Technical Services: 00800-7400-7400

High-performance features come standard.
The best real-time PCR system just got better.

Stratagene’s Mx3005P™ Real-Time PCR System sets the next 

benchmark in real-time PCR with new high-performance features, increased

flexibility to support more applications and chemistries, and affordable 

pricing for the individual researcher (€29,900 list price*).Real-time PCR

systems starting at €24,950 list price*.

• The only instrument with five (5) color 
multiplex capability and user-selected filters

• Novel custom filter path selection for FRET 
probe chemistries

• Includes Beacon Designer™ oligo design software

Practice of the patented polymerase chain reaction (PCR) process requires a license. 
The Mx3005P™ real-time PCR system is an Authorized Thermal Cycler and may be used with PCR
licenses available from Applied Biosystems. Its use with Authorized Reagents also 
provides a limited PCR license in accordance with the label rights accompanying such reagents.

Beacon Designer™ is a trademark of PREMIER Biosoft International

*Pricing only available in Benelux, France, Germany, Austria, and Switzerland. 

http://www.Stratagene.com


The procedure is well-established: Put everything on hold until further notice. As a scientist you understand

that personal sacrifice is often the cost of discovery. At USB, we understand that too. So we’re committed

to providing you with the products and support to help you make the most of your time in the lab. We’re

responsive. Reachable. And ready to help with a team of experts who are just as passionate about your

research as you. To learn more, call 800-321-9322 or visit us at www.usbweb.com.

After all, isn’t it time your reagent supplier worked as hard as you?

Protocol for

biomolecular research: 

824 experiments (repeatable) 

153 skipped lunches

47 I can’t talk now honeys

29 missed episodes of 
“Celebrity Poker”

PCR Tools

|
Molecular Biology Reagents

|
Mutation Discovery

|
Nucleotides

|
Biochemicals

http://www.usbweb.com
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Ni Sepharose™ products from GE Healthcare give you the highest binding 

capacity available for histidine-tagged protein purification. With up to four times

the binding capacity, it’s no longer pure imagination to dramatically increase your

yield, while saving time and costs. Maximum target protein activity is assured,

thanks to tolerance of a wide range of additives and negligible nickel ion leakage.

The flexibility to use a variety of protocols ensures the highest possible purity. 

Ni Sepharose 6 FF is excellent for manual procedures such as gravity/batch and

easy scale-up, while the HP version is designed for high-performance in automated

purification systems – both are available in different formats, including prepacked

columns. Outstanding performance has never been easier to achieve.

www.amershambiosciences.com/his

4x greater binding capacity 
in histidine-tagged 
protein purification

GE Healthcare

© 2005 General Electric Company - All rights reserved. 
Amersham Biosciences AB, a General Electric company 
going to market as GE Healthcare.

GE10-05

http://www.amershambiosciences.com/his
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The last thing you want when you’re processing recombinant protein therapeutics is a

surprise. By taking advantage of exoproteolytic processing offered by TAGZyme™ enzymes

and minimal nickel leaching provided by Ni-NTA, you can be sure of getting the product you

want, free from unwanted amino acids and contaminants.

TAGZyme enzymes and Ni-NTA resins offer:

� GMP-grade recombinant enzymes in bulk quantities — proven performance in production

of protein therapeutics

� Minimal nickel leaching and highly specific separation — for purer preparations and

minimal downstream processing

� Comprehensive performance data — for support with regulatory issues

Trademarks: QIAGEN®, TAGZyme™ (QIAGEN Group). TAGZyme technology is licensed under U.S. Patent No. 5,691,169, U.S. Patent No. 5,783,413, and E.U.
Patent No. 00759931B1. Hoffmann-La Roche owns patents and patent applications pertaining to the application of Ni-NTA resin (Patent series: RAN 4100/63: USP
4.877.830, USP 5.047.513, EP 253 303 B1), and to 6xHis-coding vectors and His-labeled proteins (Patent series: USP 5.284.933, USP 5.130.663, EP 282 042 B1).
All purification of recombinant proteins by Ni NTA chromatography for commercial purposes, and the commercial use of proteins so purified, require a license from
Hoffmann-La Roche.   PROTTAG0805S1WW © 2005 QIAGEN, all rights reserved.

Systems Biology — Pharmaceutical Recombinant Proteins

TAGZyme and Ni-NTA — the key to

homogenous proteins in bulk quantities

W W W . Q I A G E N . C O M

To find out how to streamline production of your recombinant
pharmaceutical proteins visit www.qiagen.com/TAGZyme !

Efficient removal of affinity tags

Ni-NTA matrices offer highly specific
and selective binding of 6xHis-tagged
proteins

http://www.qiagen.com/TAGZyme
http://www.QIAGEN.com/
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SCIENCE EXPRESS www.sciencexpress.org

EPIDEMIOLOGY: Containing Pandemic Influenza at the Source

I. M. Longini Jr., A. Nizam, S. Xu, K. Ungchusak, W. Hanshaoworakul, D. A. T. Cummings, M. E. Halloran

A model of a southeast Asian population predicts that a hypothetical emergent flu strain may be containable
with antiviral agents, quarantine, and prevaccination. related News story page 870

BIOCHEMISTRY: Accurate Multiplex Polony Sequencing of an Evolved Bacterial Genome

J. Shendure, G. J. Porreca, N. B. Reppas, X. Lin, J. P. McCutcheon, A. M. Rosenbaum, M. D. Wang,
K. Zhang, R. D. Mitra, G. M. Church

DNA can be sequenced routinely at about one-tenth the cost of conventional sequencing with off-the-shelf
instruments and reagents. related News story page 862

MOLECULAR BIOLOGY: Inhibition of Translational Initiation by let-7 MicroRNA in Human Cells 

R. S Pillai, S. N. Bhattacharyya, C. G. Artus, T. Zoller, N. Cougot, E. Basyuk, E. Bertrand, W. Filipowicz

A human microRNA regulates gene expression by inhibiting translation initiation, probably by binding to the
cap structure at the 5′ end of the targeted messenger RNA.

CHEMISTRY: Ultrafast Dynamics of Solute-Solvent Complexation Observed at Thermal
Equilibrium in Real Time

J. Zheng, K. Kwak, J. Asbury, X. Chen, I. R. Piletic, M. D. Fayer

Vibrational echo correlation spectroscopy can image the association and dissociation of phenol-benzene
complexes over a few picoseconds, a time regime that has been inaccessible to NMR spectroscopy.

BREVIA
896 OCEAN SCIENCE: Extreme Waves Under Hurricane Ivan 

D. W. Wang, D. A. Mitchell, W. J. Teague, E. Jarosz, M. S. Hulbert 

Tide gauges in the Gulf of Mexico show that in 2004 Hurricane Ivan generated waves over the
continental shelf with crest-to-trough heights that may have exceeded 40 meters.

RESEARCH ARTICLES
NEUROSCIENCE

897 Crystal Structure of a Mammalian Voltage-Dependent Shaker Family K+ Channel
S. B. Long, E. B. Campbell, R. MacKinnon

903 Voltage Sensor of Kv1.2: Structural Basis of Electromechanical Coupling 
S. B. Long, E. B. Campbell, R. MacKinnon 

An x-ray crystal structure of a eukaryotic voltage-gated potassium channel, probably in its native
confirmation, reveals how movement of the voltage sensor triggers opening of the pore. related

News story page 867

REPORTS
909 MATERIALS SCIENCE: Triangular and Fibonacci Number Patterns Driven by Stress on 

Core/Shell Microstructures 

C. Li, X. Zhang, Z. Cao

When stressed by cooling, a silica coating on silver nanoparticles forms complex, organized patterns similar
to those seen in flowers and seeds.

911 MATERIALS SCIENCE: A Crossover in the Mechanical Response of Nanocrystalline Ceramics 

I. Szlufarska, A. Nakano, P. Vashishta

Simulations show that silicon carbide with nanometer-sized grains deforms first by cooperative slip along
soft grain boundaries and then by loss of crystallinity.

914 CHEMISTRY: Characterization of Excess Electrons in Water-Cluster Anions by Quantum Simulations

L. Turi, W.-S. Sheu, P. J. Rossky

Simulations suggest that in anionic water clusters of fewer than 200 molecules, the excess electron resides
on the surface of the cluster rather than inside it.

917 CHEMISTRY: Probing the Ultrafast Charge Translocation of Photoexcited Retinal in Bacteriorhodopsin

S. Schenkl, F. van Mourik, G. van der Zwan, S. Haacke, M. Chergui 

Photoexcitation of the light-sensitive pigment retinal in bacteriorhodopsin increases the dipole moment
within 200 femtoseconds, probably driving the subsequent isomerization.

920 FLUID DYNAMICS: An Experimental Approach to the Percolation of Sticky Nanotubes 

B. Vigolo, C. Coulon, M. Maugey, C. Zakri, P. Poulin

Nanorods in solution can form a coherent, connected network at much lower concentrations when an
added surfactant ensures only weak interactions between them.

914
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C�MPLETE is a trademark of Roche.

Other brands or product names are trademarks of their respective holders. 
© 2005 Roche Diagnostics GmbH. All rights reserved. 

Roche Diagnostics GmbH 
Roche Applied Science
68298 Mannheim 
Germany

Roche Applied Science 

c�mplete Protease Inhibitor
Cocktail Tablets

c�mplete protection... 
c�mplete convenience
Maximize the convenience of protease inhibition with c�mplete
Protease Inhibitor Cocktail Tablets.

■ Nothing to measure. Nothing to mix. Nothing to fear.

■ Simply drop a tablet into your lysis buffer and eliminate the cumber-
some job of weighing small amounts of different protease inhibitors.

■ Deliver a stable, consistent dose of inhibitor every time.

■ Inhibit serine, cysteine, and metalloprotease activity in extracts from
animal and plant tissues or cells, yeast, and bacteria.

■ Use our non-toxic inhibitors without risk to you or those around you.

■ Choose a tablet for either 10 ml or 50 ml of lysate, with or without EDTA.

For more information on our products for protease inhibition, visit
www.roche-applied-science.com/proteaseinhibitor

Product Cat. No. Pack Size
c�mplete 11 697 498 001 20 tablets

11 836 145 001 3 x 20 tablets

c�mplete, Mini 11 836 153 001 25 tablets

c�mplete, EDTA-free 11 873 580 001 20 tablets

c�mplete Mini, EDTA-free 11 836 170 001 25 tablets

http://www.roche-applied-science.com/proteaseinhibitor
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923 GEOCHEMISTRY: The Pyrite-Type High-Pressure Form of Silica 

Y. Kuwayama, K. Hirose, N. Sata, Y. Ohishi

Experiments confirm that silica can exist in a dense, high-pressure phase in which each silicon atom is
coordinated to six nearby oxygens and two more distant ones.

925 CLIMATE CHANGE: Ice Sheet and Solid Earth Influences on Far-Field Sea-Level Histories 

S. E. Bassett, G. A. Milne, J. X. Mitrovica, P. U. Clark

A model with a stiff lower mantle and rapid melting of Antarctic ice sheets matches well the rise in sea level
after the last glacial maximum observed at tropical Pacific sites.

929 PLANT SCIENCE: Antagonistic Control of Disease Resistance Protein Stability in the Plant
Immune System 

B. F. Holt III, Y. Belkhadir, J. L. Dangl

Two plant proteins thought to trigger protective pathways upon pathogen attack actually form a regulatory
system that keeps defense proteins available for rapid deployment.

933 DEVELOPMENTAL BIOLOGY: Stem Cell Depletion Through Epidermal Deletion of Rac1 

S. A. Benitah, M. Frye, M. Glogauer, F. M. Watt

A small GTP-binding regulatory protein is required for maintaining stem cells in the skin and preventing their
differentiation into other epidermal cell types. related Perspective page 890

936 MICROBIOLOGY: Protein Structures Forming the Shell of Primitive Bacterial Organelles 

C. A. Kerfeld, M. R. Sawaya, S. Tanaka, C. V. Nguyen, M. Phillips, M. Beeby, T. O. Yeates

The carboxysome, a CO2-fixing microcompartment in certain bacteria, resembles a viral capsid of hexameric,
protein building blocks, with pores that may regulate metabolite flow.

938 MOLECULAR BIOLOGY: Rewiring of the Yeast Transcriptional Network Through the Evolution 
of Motif Usage 

J. Ihmels, S. Bergmann, M. Gerami-Nejad, I. Yanai, M. McClellan, J. Berman, N. Barkai

Yeast species that grow aerobically have a common sequence in the promoters of mitochondrial ribosomal
proteins, apparently acquired by a common ancestor.

941 MICROBIOLOGY: Export-Mediated Assembly of Mycobacterial Glycoproteins Parallels
Eukaryotic Pathways 

B. C. VanderVen, J. D. Harder, D. C. Crick, J. T. Belisle 

In bacteria, sugar residues are added to proteins during export by a mechanism similar to that used
by eukaryotes.

943 MEDICINE: Regulation of Blood Glucose by Hypothalamic Pyruvate Metabolism 

T. K. T. Lam, R. Gutierrez-Juarez, A. Pocai, L. Rossetti

A region at the base of the brain functions as the body’s glucose monitor, instructing the liver to shut
down glucose production when blood glucose levels get too high.

948 NEUROSCIENCE: Hemodynamic Signals Correlate Tightly with Synchronized Gamma Oscillations

J. Niessing, B. Ebisch, K. E. Schmidt, M. Niessing, W. Singer, R. A. W. Galuske

In cat visual cortex, brain imaging signals correlate more closely with synchronous synaptic activity than
with the rate of action potential firing.

951 NEUROSCIENCE: Coupling Between Neuronal Firing, Field Potentials, and fMRI in Human
Auditory Cortex 

R. Mukamel, H. Gelbard, A. Arieli, U. Hasson, I. Fried, R. Malach

When a subject is viewing and listening to a movie, brain imaging of the auditory cortex provides a good
indication of the underlying neuronal activity.
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Protein Standards

Visit us on the Web at discover.bio-rad.com
Call toll free at 1-800-4BIORAD (1-800-424-6723);
outside the US, contact your local sales office.

Precision Plus Protein™

Standards Family

Setting New Heights
Elevate your research with Bio-Rad’s wide range of high-quality protein standards
for electrophoresis and blotting applications.

� Recombinant protein standards offer 10 sharp, nonshifting bands for 
MW determination on gels and blots

� Natural protein standards are available in high, low, and broad ranges to
monitor transfer efficiency and for MW estimation on gels and blots

� IEF standards allow reproducible, dependable pI calibration in native
polyacrylamide and agarose IEF gels

� 2-D SDS-PAGE standards provide calibrated references for the pI and 
MW of proteins in 2-D SDS-PAGE applications

For more information on our wide selection of standards, visit us on the Web 
at www.bio-rad.com/ad/proteinstandards/

ANNOUNCEMENTS 

http://discover.bio-rad.com
http://www.bio-rad.com/ad/proteinstandards/
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sciencenow www.sciencenow.org DAILY NEWS COVERAGE

Humans Drove Giant Sloths to Extinction
New study argues climate had little to do with great North American mammal die-off.

Pollen Packs a Powerful Punch
Newly discovered component of pollen grains is critical for allergic reactions.

An e-Tag for Every Bag 
New modifications may someday make electronic chips as ubiquitous as bar codes.

science’s next wave www.nextwave.org CAREER RESOURCES FOR YOUNG SCIENTISTS

CANADA: Tapping into Freshwater Science A. Fazekas
Next Wave explores the opportunities that exist to work on freshwater issues.

MISCINET: Fulfilling the Expectation of Excellence C. Parks
The Meyerhoff Scholarship Program at the University of Maryland, Baltimore County, has attracted 
top minority students.

MISCINET: Serving the Native American Community E. Francisco
Alexander Red Eagle hopes to help his community by becoming a biomedical researcher and physician.

POSTDOC NETWORK: Making It Great for Everybody B. Benderly
Efforts to improve conditions for postdocs at the departmental level can make a big difference.

GRANTSNET: August 2005 Funding News Edited by S. Martin
Get the latest index of research funding, scholarships, fellowships, and internships.

science’s sage ke www.sageke.org SCIENCE OF AGING KNOWLEDGE ENVIRONMENT

PERSPECTIVE: From Bedside to Bench—Research Agenda for Frailty L. P. Fried, E. C. Hadley,

J. D. Walston, A. Newman, J. M. Guralnik, S. Studenski, T. B. Harris, W. B. Ershler, L. Ferrucci
Conference aims for a better understanding of the physiology and etiology of this condition.

NEWS FOCUS: Not a Chip Off the Old Block M. Leslie
Study identifies unexpected function for mammalian version of yeast longevity protein.

NEWS FOCUS: Detour to Death R. J. Davenport
Protein kills cells by diverting electrons and crafting free radicals.

science’s stke www.stke.org SIGNAL TRANSDUCTION KNOWLEDGE ENVIRONMENT

REVIEW: 14-3-3 Proteins—A Number of Functions for a Numbered Protein D. Bridges and 

G. B. G. Moorhead
14-3-3 proteins can initiate conformational changes in their targets, occlude structural features,
or serve as scaffolding.

REVIEW: Histone Deacetylases as Transcriptional Activators? Role Reversal in Inducible
Gene Regulation I. Nusinzon and C. M. Horvath

Histone deacetylases modify chromatin and transcription factors to activate as well as repress 
gene transcription.

O2

Complex III

Cytochrome c

p66shc Complex IV

H2O

H2O2

Structural insight into 14-3-3.

Making poisons instead 
of power.

Opportunities for research 
in fresh water.

GrantsNet
www.grantsnet.org

RESEARCH FUNDING DATABASE

AIDScience
www.aidscience.com

HIV PREVENTION & VACCINE RESEARCH

Functional Genomics
www.sciencegenomics.org
NEWS, RESEARCH, RESOURCES

Members Only!
www.AAASMember.org

AAAS ONLINE COMMUNITY

www.scienceonline.org

Separate individual or institutional subscriptions to these products may be required for full-text access.
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Optimize the way you design and perform real-time qPCR assays with the
powerful combination of innovative Universal ProbeLibrary Probes and
FastStart TaqMan® Probe Master, our new master mix for all thermal
block-based real-time PCR instruments! Instead of waiting weeks for an
assay or custom probe, simply design your assay in seconds today, and then
obtain specific and sensitive qPCR results tomorrow! 
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A Forensic Analysis 
The legal system frequently faces situations in which scientifical-
ly valid data would help determine the outcome of the case. Saks
and Koehler (p. 892) review the state of forensic science and find
it to be in transition. Some areas, such as DNA fingerprinting, are
increasingly well grounded in scientific principles, whereas other
areas are more subjective. The authors discuss the various
sources of error and offer some proposals for improving the rigor
of forensic science.

Flex and Rise 
Earth models that have attempted to simulate the sea-level rise
from ice sheet melting after the Last Glacial Maximum have
failed to reproduce the changes recorded at the so-called
“far-field” sites, such as Tahiti
and the Sunda Shelf. Bassett
et al. (p. 925, published online
23 June 2005) have used a
model that combines a high-
viscosity lower mantle and a
significant contribution from
the Antarctic ice sheet to
meltwater formation. The re-
constructed record and the
data agree well, and these re-
sults also provide another
line of evidence that Antarc-
tic ice was responsible for
more of the deglacial sea-
level rise than was thought
until recently.

Softer at the Edges
Metals become harder as grain sizes decrease, but at some point
the grains become so small that the deformation mechanisms
change. Nanostructured ceramics also show enhanced properties
relative to their coarser-grained counterparts, but do similar
changes in deformation mechanisms occur in these more brittle
materials? Szlufarska et al. (p. 911) show that these ceramics can
be thought of as composites of hard nanoscale grains bounded by
softer, amorphous-like grain boundaries. A massive molecular dy-
namics simulation shows that nanoindentation of a nano-
structured silicon carbide goes through four deformation regimes.
The deformation changes from cooperative grain sliding to a
process dominated by amorphization of the crystalline grains.

Patterns of Stress
During the fabrication of nanoparticles consisting of a silver core
surrounded by a silica shell, Li et al. (p. 909) found that control-
ling the cooling rate
could induce stress-
es in the silica that
cause it to form a
dimpled pattern on
the core sphere.
The sil ica bumps
take on either a tri-

angular or Fibonacci sequence pattern that minimizes the total
strain energy. These patterns are highly reminiscent of those
seen in the development of flowers and plants.

A Little Light Work
Light-driven structural changes in proteins that are required for
function are likely the result of photoexcitation processes redis-
tributing charges. However, measuring changes in charge distri-

bution on the time scale of the struc-
tural changes is challenging. Schenkl et

al. (p. 917) have used Trp residues that
are close to the retinal-binding pocket

in bacteriorhodopsin to probe elec-
tric field changes. From the ob-
served changes in Trp ab-
sorbance, they calculate that
the retinal dipole moment in-
creases during the first 200
femtoseconds after excita-
tion. This change in charge

distribution precedes, and likely
drives, isomerization.

Eukaryotic Potassium 
Channel Structure 
Voltage-gated K+ channels open in re-
sponse to cell depolarization, reacting to
the change in potential by movement of
four charged Arg residues, which opens
the pore and allows only K+ ions to exit
the cell. X-ray crystallographic structures

of bacterial channels have revealed the basis of the K+ selectivity.
Forming crystals of the larger, multisubunit eukaryotic K+ chan-
nels has been more challenging, but Long et al. (pp. 897 and 903,
published online 7 July 2005; see the cover and the news story by
Service) now present in two papers a 2.9-angstrom−resolution
crystal structure and a mechanistic analysis for eukaryotic Kv1.2
channels from the Shaker family. The crystals, which were formed
by adding lipids during crystallization, include the oxido-reduc-
tase β subunit and are probably in a native, open state. The β
subunits are positioned directly below the intracellular opening
to the pore but far enough away to allow the K+ ions access to
the pore through four large side portals. The voltage-sensor do-
mains act as almost independent regions positioned within the
membrane beside the cylindrical pore, with at least one of the
charge-sensing arginines in direct contact with lipid. Movement
of the voltage sensor causes pore opening through the S4-S5
linker helix, which constricts and dilates the S6 “inner” helices
around the pore. This structure explains many apparently contra-
dictory results reported to date on K+ channel structure and
function.

Avoiding Too Much of a Good Thing 
Certain plants carry resistance (R) genes variants that match a
particular pathogen’s virulence factor. However, too much or too
little of the R protein can send the plant’s immune response hay-
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Squeezed Silica
The existence of a high-pres-
sure form of silica with the
pyrite structure has long been spec-
ulated. Kuwayama et al. (p. 923) re-
port experimental evidence of a new
high-pressure polymorph of SiO2

with a structure that matches the
theoretical predictions. Although it is un-
likely that this polymorph plays a role in the core of
the Earth, this structure has implications for the ex-
istence of SiO2 in the deep planetary interiors of gas
giants such as Uranus and Neptune.

edited by Stella Hurtley and Phil Szuromi
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wire. Holt et al. (p. 929, published online 23 June 2005) now provide a genetic analysis
of some of the factors that keep the immune response in Arabidopsis primed for a rap-
id deployment but not running rampant. One component, RAR1, somehow promotes
the accumulation of the R proteins, and another, SGT1, interacts with RAR1, antagoniz-
ing its activity. SGT1 does double duty in infected plants by regulating the cell death
response that limits the damage done by some pathogens.

Differentiation on the Rac
Rac1, a member of the Rho family of guanosine triphosphatases (GTPases), is a
pleiotropic regulator of many cellular processes, including the cell cycle, cell-cell adhe-
sion, and motility, as well as a key regulator of epithelial differentiation. Aznar Benitah
et al. (p. 933; see the Perspective by Dotto and Cotsarelis) show that Rac1 is expressed

in the pro-liferative compartment of 
mammalian epidermis. In mice,

conditional deletion of Rac1
produces a rapid transient pro-
liferation of cells, followed by
the depletion of epidermal
stem cells and by a correspon-

ding increase in cell differentia-
tion. For its effect on the stem cell

compartment, Rac1 acts through negative regulation of c-Myc. Thus, as Rac1 is down-
regulated, cells can no longer adhere tightly to the substratum, which leads to an inef-
ficient relay of signals from the stem cell niche and subsequent cell differentiation.

Sweet Relations 
Bacteria can glycosylate proteins, but the mechanisms and spatial localization of gly-
cosylation are poorly understood relative to those of eukaryotes. VanderVen et al. (p.
941) now describe a direct link between prokaryote protein glycosylation and the Sec
translocation system, the primary protein export mechanism in bacteria. The associa-
tion of protein O-mannosylation and Sec-translocation along with other known as-
pects of protein glycosylation in Mycobacterium tuberculosis present parallels with the
O-mannosylation system of eukaryotes, in particular the well-studied protein manno-
syltransferase system found in budding yeast. Thus, primitive prokaryotes have sys-
tems for O-protein glycosylation that are analogous to those present in eukaryotes.

The Ultimate Glucose Monitor
The brain, and in particular, the hypothalamus, controls liver glucose production, but
the cellular and molecular mechanisms by which the brain senses glucose levels have
been unclear. Lam et al. (p. 943) now show that, in rats, this process requires the con-
version of glucose in the hypothalamus to lactate, which in turn stimulates pyruvate
metabolism and adenosine triphosphate (ATP) production. Alterations in ATP levels
control neuronal excitability through effects on ATP-sensitive potassium channels,
which have been implicated in glucose output by the liver.

Neuronal Oscillations and Brain Imaging

Brain-imaging methods detect neuronal activity indirectly by measuring blood oxy-
genation level−dependent (BOLD) signals. Niessing et al. (p. 948) investigated the he-
modynamic responses recorded by optical imaging and compared them to neuronal
activity recorded with microelectrodes in anesthetized cats. The BOLD response was
well correlated with the gamma-frequency components of the local field potential, but
only weakly correlated with firing rate. Mukamel et al. (p. 951) compared electrophysi-
ological measurements obtained from the auditory cortex of neurosurgical patients
with functional magnetic resonance imaging (fMRI) signals obtained from the con-
scious human brains under identical sensory stimulation. A long-lasting coupling was
observed between fMRI measurements and single unit activity. Thus, the fMRI signal
reflects the firing rate of human cortical neurons during complex natural stimulation.
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NIH Funding Reform
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rogram officers at the U.S. National Institutes of Health (NIH) have been informing applicants either that
their grants will not be funded or that their budgets will be slashed to keep paylines from sinking further.
Everyone hoped for a “soft landing” after the NIH budget doubled (from 1999 to 2003), but it is clear that
the landing more closely resembles a controlled crash. NIH was responsive to Congress in creating new
initiatives during that time, but those initiatives were rarely supported by additional appropriations. Ongoing
commitments to those programs leave most NIH institutes with little room to refresh research portfolios,

shaking the confidence of the extramural research community. Add to this the NIH reauthorization legislation now under
discussion, which contains provisions for sweeping change that could cause further chaos, depending on its final
configuration. There is already concern that the proposed restructuring of the agency may lead to reallocation of funds
that could threaten programs that target specific diseases as well as basic research.

Change is necessary and can be good, but there must be consideration of the collateral damage it can cause. A case
in point being the many young physicians emerging from training to do translational research, part of the NIH
“roadmap” for biomedical research in the 21st century. They are meant to rebuild
the human capital that was decimated in the late 1980s and early 1990s when
funding difficulties drove many out of research. The current cadre of physician
scholars will emerge, after up to 5 years of training, to find research grants
scarce. If they abandon research, an investment of half a million dollars per career
development award, in addition to money allocated for a federal loan repayment
program, will have been wasted. Universities and medical centers that have
leveraged their finances to build infrastructure will also suffer. And NIH itself will
be another victim, because extramural investigators must deal with drastic budget
cuts that will impair productivity. The ultimate victim will be the U.S. public, who
will not realize the full potential of their tax dollar investment. 

The hard landing was inevitable and should not have surprised anyone. The
roller-coaster nature of appropriations to NIH and the need to expend allocations
fully in a given fiscal year were bound to expose flaws in the way that the government
sponsors research. The planning process used by NIH institutes in awarding grants,
including the way it handles the bolus of amended proposals accumulating in the
pipeline, contributes to the seriousness of the problem. The concomitant increase in the number of grant applications
submitted and the reorganization of the review groups that assess them, have compounded the problem. 

The key issues facing the biomedical research community, NIH, Congress, and the public are how to repair
the immediate damage and prevent poorly conceived reactionary change before it gets out of hand. Congress, in
considering NIH reauthorization, should recognize that long-term appropriations for NIH, or flexibility in carrying
forward uncommitted funds into a national research trust, would provide much-needed stability. Fortunately, NIH is
contemplating funding plans that are based on the appropriation horizon and maintain leeway for opportunistic
investment. Critical periodic review of long-standing programs and strategies to synchronize training programs
with the future availability of research funds are essential. Requests for grant applications should be limited.
And temporarily suspending annual cost-of-living increases for funded grants could instantaneously free up dollars
without a great impact on the progress of the science. 

Congress should avoid burdening NIH with unfunded mandates. Although several are worthy initiatives, they are
potential sinkholes that draw funds away from mission-oriented programs. NIH should push back if special-interest
proponents are not willing to put up money, and scientists need to inform advocacy organizations that the system may be
damaged as a whole if appropriations do not accompany authorization. The positive message is that those who raise
money outside the federal system now have a unique opportunity to influence the national research agenda. 

As for reauthorizing NIH, with a proposed $29.4 billion budget in 2006, Congress would be wise to carefully
draft legislation that coordinates research efforts in a manner that maintains a steady infusion of grants to medical schools
and research institutes who have already adjusted their programs in response to the NIH research portfolio. A critical
opportunity is at hand to create conditions that allow the full potential of NIH research to be realized.

Jerome F. Strauss III
Jerome F. Strauss III is professor and associate chair of the Department of Obstetrics and Gynecology and director of the Center for Research
on Reproduction and Women’s Health at the University of Pennsylvania Medical Center, Philadelphia, PA.

10.1126/science.1111874
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G E N E T I C S

Luck of the Draw

Genetically identical organ-
isms that have been raised 
in identical environments age
at different rates, suggesting
that in addition to genes and
environment, chance physio-
logical phenomena can influ-
ence life span. Rea et al. report
that the stress response system
of Caenorhabditis elegans is
subject to an underlying 
physiological randomness
that affects how it copes 
with environmental insults.
They placed the gene encoding
green fluorescent protein
(GFP) under the control of 
the regulatory region from
the gene encoding a heat
shock protein, creating an
easily scored biomarker. Upon
exposure to heat, isogenic
worms exhibited considerable
variation in fluorescence, and
those expressing the highest
amount of GFP tolerated heat

the best and lived the longest.
The physiological state
indexed by GFP expression
level was not heritable, and
the authors suggest that 
stochastic variation in molec-
ular and biochemical reactions
could account for the variation
in individual robustness and
longevity. — LDC 

Nat. Genet. 10.1038/ng1608 (2005).

C L I M AT E  S C I E N C E

Black Carbon

Global climate models are
often used for detection and
attribution experiments that
assign cause to observed 
variations in climate.These
studies have shown that most
of the global warming that 
has occurred over the past
100 years has been caused 
by increasing concentrations
of atmospheric greenhouse
gases, and that warming has
been moderated by the cooling
effect of sulfate aerosols

(which reflect sunlight back
into space). However, black
carbon aerosols have not 
been included explicitly in
these simulations, despite 
suspicions that they could have
a significant effect on the
global radiative energy balance,
perhaps even outweighing that
of sulfate aerosols, because
black carbon, unlike sulfate,
absorbs solar radiation
and causes atmos-
pheric heating.

Jones et al. report
results from a detec-
tion and attribution
analysis that includes
black carbon aerosols,
as well as sulfate aerosols 
and greenhouse gases. They
find that black carbon is not
as important as sulfate and
that its inclusion does not
change the conclusion that
20th-century warming is due
mostly to the positive forcing
of greenhouse gas variations.
Nevertheless, the magnitude

of the effect of black 
carbon aerosols cannot be
evaluated precisely, and
black carbon can influence
the radiative properties of
Earth in other ways, such 
as by decreasing the albedo
of snow. — HJS 

Geophys. Res. Lett. 32,
10.1029/2005GL023370 (2005).

B I O C H E M I S T RY

Who’s the Most
Proficient of All?
It might seem a straight-
forward matter to determine
how much the enzyme 
urease accelerates the rate 
of decomposition of urea,
which, after all, contains only
four nonhydrogen atoms.
The problem, however, is
that in the nonenzymatic
pathway, the elimination 
of ammonia precedes the
addition of water, whereas
the enzyme promotes the
nucleophilic attack of
water, yielding a tetrahedral
intermediate and a different

reaction pathway to the 
same products.

Previously, Estiu and Merz
carried out a computational
analysis of the uncatalyzed
reaction, relying both on earlier
studies with small dinickel
molecules and on structural
analysis of the dinickel cluster
at the urease active site.
They found that the catalytic

proficiency of the enzyme,
calculated by dividing the 
biochemical quantity kcat/Km

by the rate constant of the
noncatalyzed reaction (knon),
is many orders of magnitude
greater than that of the reigning

H I G H L I G H T S O F T H E R E C E N T L I T E R A T U R E
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The hydrolysis and elimination
pathways of urea decomposition.

C H E M I S T RY

Turn On,Tune In, Drop Out

In a liquid crystal display, the brightness or color of a pixel is controlled by the orientation of
the molecules and can be changed by turning on an electric field. In order to ensure uniform
alignment within a domain, the glass surface is treated to make it grooved or otherwise
anisotropic, which lowers the overall surface energy between the liquid crystal molecules
and the glass.

Having shown previously that an oligosiloxane compound deposited onto glass covered
with indium tin oxide (ITO) spontaneously forms rigid oligomers that amplify the grooves in
the ITO coating, Hoogboom et al. use a pyridine-functionalized siloxane that forms an alignment
layer capable of binding to the dye zinc phthalocyanine (ZnPc). The ZnPc molecules form
epitaxial stacks whose height can be controlled by varying the immersion time, thus providing
an opportunity to tune the sizes of domains. After liquid crystal molecules are deposited, it is
generally difficult to alter the strength of the surface interactions or to correct defects.
However, in this system, adding nitrogen-containing compounds partially dissolves the ZnPc
stacks, which drop out and hence provide a second chance to tune the device. — MSL

J. Am. Chem. Soc. 10.1021/ja051865l (2005).

spontaneous hydrolysis of urea  t1/2 = 650 years

elimination of ammonia  t1/2 = 33 years
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champion, ornithine 5’-monophosphate
decarboxylase. In contrast, Callahan 
et al. have measured the hydrolysis of 
substituted ureas, which cannot undergo
elimination, and extrapolated from these
data to arrive at a much faster non-
catalyzed hydrolysis rate—one that 
confirms urease as a proficient, but not
record-setting, catalyst. — GJC
J. Am. Chem. Soc. 126, 6932; 10.1021/ja0525399 (2005).

C E L L  B I O L O G Y

Surf’s Up

In order to infect
a target cell,
enveloped 
animal viruses
must gain
access to the
cell’s interior.
The early
stage of virus
infection
involves attach-
ment to the cell
surface and is 
frequently followed
by endocytosis.
Often, viruses are
seen to bind to 
cellular extensions such as microvilli or
filopodia. Lehmann et al. asked whether
such binding is a productive interaction
for the virus, which needs to access the
cell body (which can be far away) for 
successful infection. In vivo imaging 
studies revealed that after viruses bind to
filopodia, they travel in a surfing type of
movement along the cell surface toward
the cell body, where they then can enter
the cell. Filopodia are filled with actin
microfilaments, and it is these filaments,
in conjunction with cellular myosin II,
that promote virus surfing. Disruption 
of surfing can reduce the efficiency of
viral infection. — SMH

J. Cell Biol. 170, 317 (2005).

I M M U N O L O G Y

A Matter of Choice

Thymocytes develop into two principal 
lineages: CD4+ or CD8+ T cells. In arriving
at either fate, these cells first pass through
a double-positive stage in which both 
CD4 and CD8 co-receptors are expressed,
with one or the other later becoming 
permanently turned off.

To explain how this is regulated, Sarafova
et al. extend their kinetic signaling model
in which cell fate is determined by the
context of T cell receptor (TCR) signals
during the initial CD8 down-regulation

that takes place in all double-positive
thymocytes.The model predicts that con-
tinued signaling in these cells (facilitated
through TCR and CD4) would maintain
CD4 transcription. However, if signaling
were not sustained (as would be the case
for TCR signals that depend on CD8
receptors), then CD4 expression would
stop and CD8 transcription would
resume.To test this, thymocytes from
CD4-deficient mice were engineered to
express a CD4 transgene under the control
of immature CD8 transcriptional elements.

In response to CD4-dependent TCR
activation, these cells down-regulated

the CD4 transgene (as they also 
did for endogenous CD8), but 
subsequently re-started CD8
gene transcription to become
functional CD8+ T cells.This 
supports the idea that regardless
of TCR and co-receptor specificity,

the fate of thymocytes is dictated
by the presence or absence of a 

sustained T cell signal that mediates
transcriptional cross-regulation of co-

receptor expression. — SJS
Immunity 23, 75 (2005).

C H E M I S T RY

Esters with Ease

Organic esters are widely used as 
fragrances and in the synthesis of 
pharmaceutical compounds. Among 
the many synthetic routes to esters,
the oxidative dimerization of alcohols 
is direct and involves the endothermic
liberation of a dihydrogen equivalent
from each alcohol; efficient reactivity
therefore requires another component,
a stoichiometric H2 acceptor.

Zhang et al. have developed a 
homogeneous ruthenium catalyst to
couple primary alcohols into esters in
the absence of any extra reagents. The
reaction occurs in toluene (115ºC) at 
0.1 mole % catalyst loading; continuous
purging of H2 from the system drives the
equilibrium to >90% yield of the ester
for butanol, hexanol, and benzyl alcohol.
The key component of the catalyst is a
tridentate ligand, consisting of diethyl-
amino and di-tert-butylphosphino
coordinating groups appended to a 
pyridine ring, and the low kinetic barrier
may be due to lability of the diethylamino
arm at the Ru center. Preliminary studies
of the mechanism support the initial 
oxidation of one alcohol to the aldehyde,
followed by addition of the second 
alcohol to form a hemiacetal, which in
turn loses H2 to give the ester. — JSY 

J. Am. Chem. Soc. 10.1021/ja052862b (2005).
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GE Healthcare helps predict, diagnose, inform and treat so that 
every individual can live life to the fullest. GE Healthcare employs
more than 42,500 people in more than 100 countries and is one of
the world’s leading suppliers of transformational medical technologies. 
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As well as publishing the journal Science, AAAS is an international
non-profit organization dedicated to advancing science around the
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DISEASE:
A 20-YEAR RIDDLE

YOUR OPPORTUNITY TO WIN IS NOW
The Young Scientist Award was established in 1995,
and is presented by Science/AAAS and GE Healthcare.
The aim of the prize is to recognize outstanding most
recent Ph.D.s  from around the world and reward their
research in the field of molecular biology.

This is your chance to gain international acclaim and
recognition for yourself and your faculty. If you were
awarded your Ph.D. in molecular biology* during 2004,
describe your work in a 1,000-word essay. Then submit
it for the 2005 Young Scientist Award. Your essay will 
be reviewed by a panel of distinguished scientists who
will select one grand prize winner and up to seven
regional winners. The grand prize winner will get his or
her essay published in Science, receive US$25,000, 
and be flown to the awards ceremony in St. Louis,
Missouri (USA). Entries should be received by
September 30, 2005.

Go to www.aaas.org/youngscientistaward to find the
entry form. We wish continued success to Dr. Valadkhan.
And to you. 

Read Dr. Saba Valadkhan’s latest findings in RNA.
2003 Jul, 9 (7): 892-904.

Well that’s just what one young scientist did when she unlocked 

the secrets of the spliceosome, a crucial molecular machine within 

the cell. Dr. Saba Valadkhan’s breakthrough discovery won her the

2004 Young Scientist Award. 

The spliceosome plays a key role in human health. Errors in its

function are thought to cause up to 50% of all genetic disease – the

tiniest mistake can result in retinal degeneration or neurological

disease. A clear understanding of how this large and complex 

structure works had evaded scientists despite two decades of 

research. But Dr. Valadkhan has changed that with the successful 

development of a novel, minimal spliceosome stripped down to the

core elements. This is now shedding light on how spliceosome errors

translate into mistakes in gene expression. 

Dr. Valadkhan won the grand prize in the 2004 Young Scientist Award

competition with an essay based on her research in this area. She is

now an assistant professor at the Center for RNA Molecular Biology 

at Case Western Reserve University in Cleveland, Ohio (USA).

She says: “The prize has been very beneficial to my career. It has 

given me valuable new connections, and a great deal of recognition 

in the scientific community. It has also helped me see my work in 

a wider context, and understand what science is really all about.”

* For the purpose of this prize, molecular biology is defined as “that part of biology which attempts to interpret biological events in terms of the physico-chemical properties of molecules in a cell”
(McGraw-Hill Dictionary of Scientific and Technical Terms, 4th Edition).

Established and presented by:

http://www.aaas.org/youngscientistaward


5 AUGUST 2005 VOL 309 SCIENCE www.sciencemag.org856

John I. Brauman, Chair, Stanford Univ.
Richard Losick, Harvard Univ.
Robert May, Univ. of Oxford
Marcia McNutt, Monterey Bay Aquarium Research Inst.
Linda Partridge, Univ. College London 
Vera C. Rubin, Carnegie Institution of Washington
Christopher R. Somerville, Carnegie Institution

R. McNeill Alexander, Leeds Univ.
Richard Amasino, Univ. of Wisconsin, Madison
Kristi S. Anseth, Univ. of Colorado
Cornelia I. Bargmann, Rockefeller Univ.
Brenda Bass, Univ. of Utah
Ray H. Baughman, Univ. of Texas, Dallas 
Stephen J. Benkovic, Pennsylvania St. Univ.
Michael J. Bevan, Univ. of Washington 
Ton Bisseling, Wageningen Univ.
Mina Bissell, Lawrence Berkeley National Lab
Peer Bork, EMBL
Dennis Bray, Univ. of Cambridge 
Stephen Buratowski, Harvard Medical School
Jillian M. Buriak, Univ. of Alberta
Joseph A. Burns, Cornell Univ.
William P. Butz, Population Reference Bureau 
Doreen Cantrell, Univ. of Dundee 
Peter Carmeliet, Univ. of Leuven
Gerbrand Ceder, MIT
Mildred Cho, Stanford Univ.
David Clapham, Children’s Hospital, Boston 
David Clary, Oxford University 
J. M. Claverie, CNRS, Marseille 
Jonathan D. Cohen, Princeton Univ.
Robert Colwell, Univ. of Connecticut 
Peter Crane, Royal Botanic Gardens, Kew 

F. Fleming Crim, Univ. of Wisconsin 
William Cumberland, UCLA
Caroline Dean, John Innes Centre
Judy DeLoache, Univ. of Virginia
Edward DeLong, MIT
Robert Desimone, MIT
John Diffley, Cancer Research UK 
Dennis Discher, Univ. of Pennsylvania 
Julian Downward, Cancer Research UK 
Denis Duboule, Univ. of Geneva 
Christopher Dye, WHO
Richard Ellis, Cal Tech 
Gerhard Ertl, Fritz-Haber-Institut, Berlin 
Douglas H. Erwin, Smithsonian Institution 
Barry Everitt, Univ. of Cambridge 
Paul G. Falkowski, Rutgers Univ.
Ernst Fehr, Univ. of Zurich
Tom Fenchel, Univ. of Copenhagen 
Barbara Finlayson-Pitts, Univ. of California, Irvine 
Jeffrey S. Flier, Harvard Medical School 
Chris D. Frith, Univ. College London 
R. Gadagkar, Indian Inst. of Science 
Mary E. Galvin, Univ. of Delaware 
Don Ganem, Univ. of California, SF 
John Gearhart, Johns Hopkins Univ.
Jennifer M. Graves, Australian National Univ.
Christian Haass, Ludwig Maximilians Univ.
Dennis L. Hartmann, Univ. of Washington 
Chris Hawkesworth, Univ. of Bristol
Martin Heimann, Max Planck Inst., Jena 
James A. Hendler, Univ. of Maryland
Ary A. Hoffmann, La Trobe Univ.
Evelyn L. Hu, Univ. of California, SB 
Meyer B. Jackson, Univ. of Wisconsin Med. School 
Stephen Jackson, Univ. of Cambridge 
Daniel Kahne, Harvard Univ.
Bernhard Keimer, Max Planck Inst., Stuttgart 

Alan B. Krueger, Princeton Univ.
Antonio Lanzavecchia, Inst. of Res. in Biomedicine 
Anthony J. Leggett, Univ. of Illinois, Urbana-Champaign 
Michael J. Lenardo, NIAID, NIH 
Norman L. Letvin, Beth Israel Deaconess Medical Center
Richard Losick, Harvard Univ.
Andrew P. MacKenzie, Univ. of St. Andrews 
Raul Madariaga, École Normale Supérieure, Paris 
Rick Maizels, Univ. of Edinburgh 
Eve Marder, Brandeis Univ.
George M. Martin, Univ. of Washington 
William McGinnis, Univ. of California, San Diego
Virginia Miller, Washington Univ.
Edvard Moser, Norwegian Univ. of Science and Technology
Andrew Murray, Harvard Univ.
Naoto Nagaosa, Univ. of Tokyo 
James Nelson, Stanford Univ. School of Med.
Roeland Nolte, Univ. of Nijmegen 
Helga Nowotny, European Research Advisory Board
Eric N. Olson, Univ. of Texas, SW
Erin O’Shea, Univ. of California, SF
Malcolm Parker, Imperial College
John Pendry, Imperial College 
Philippe Poulin, CNRS
David J. Read, Univ. of Sheffield
Colin Renfrew, Univ. of Cambridge
Trevor Robbins, Univ. of Cambridge 
Nancy Ross, Virginia Tech
Edward M. Rubin, Lawrence Berkeley National Labs
David G. Russell, Cornell Univ.
Gary Ruvkun, Mass. General Hospital
J. Roy Sambles, Univ. of Exeter
Philippe Sansonetti, Institut Pasteur 
Dan Schrag, Harvard Univ.
Georg Schulz, Albert-Ludwigs-Universität 
Paul Schulze-Lefert, Max Planck Inst., Cologne 
Terrence J. Sejnowski, The Salk Institute 

George Somero, Stanford Univ.
Christopher R. Somerville, Carnegie Institution
Joan Steitz, Yale Univ.
Edward I. Stiefel, Princeton Univ.
Thomas Stocker, Univ. of Bern 
Jerome Strauss, Univ. of Pennsylvania Med. Center
Tomoyuki Takahashi, Univ. of Tokyo 
Glenn Telling, Univ. of Kentucky 
Marc Tessier-Lavigne, Genentech 
Craig B. Thompson, Univ. of Pennsylvania
Michiel van der Klis, Astronomical Inst. of Amsterdam 
Derek van der Kooy, Univ. of Toronto 
Bert Vogelstein, Johns Hopkins 
Christopher A. Walsh, Harvard Medical School 
Christopher T. Walsh, Harvard Medical School 
Graham Warren, Yale Univ. School of Med.
Fiona Watt, Imperial Cancer Research Fund
Julia R. Weertman, Northwestern Univ.
Daniel M. Wegner, Harvard University
Ellen D. Williams, Univ. of Maryland 
R. Sanders Williams, Duke University 
Ian A. Wilson, The Scripps Res. Inst.
Jerry Workman, Stowers Inst. for Medical Research
John R. Yates III,The Scripps Res. Inst.
Martin Zatz, NIMH, NIH 
Walter Zieglgänsberger, Max Planck Inst., Munich 
Huda Zoghbi, Baylor College of Medicine 
Maria Zuber, MIT

David Bloom, Harvard Univ.

Londa Schiebinger, Stanford Univ.

Richard Shweder, Univ. of Chicago

Robert Solow, MIT

Ed Wasserman, DuPont

Lewis Wolpert, Univ. College, London

EDITOR-IN-CHIEF Donald Kennedy
EXECUTIVE EDITOR Monica M. Bradford

DEPUTY EDITORS NEWS EDITOR

R. Brooks Hanson, Katrina L. Kelner Colin Norman

EDITORIAL SUPERVISORY SENIOR EDITORS Barbara Jasny, Phillip D. Szuromi;
SENIOR EDITOR/PERSPECTIVES Lisa D. Chong; SENIOR EDITORS Gilbert J. Chin,
Pamela J. Hines, Paula A. Kiberstis (Boston), Beverly A. Purnell, L. Bryan
Ray,Guy Riddihough (Manila),H. Jesse Smith,Valda Vinson,David Voss;
ASSOCIATE EDITORS Marc S. Lavine, Jake S. Yeston; ONLINE EDITOR Stewart
Wills; CONTRIBUTING EDITOR Ivan Amato; ASSOCIATE ONLINE EDITOR Tara S.
Marathe; BOOK REVIEW EDITOR Sherman J. Suter; ASSOCIATE LETTERS EDITOR Etta
Kavanagh; INFORMATION SPECIALIST Janet Kegg; EDITORIAL MANAGER Cara Tate;
SENIOR COPY EDITORS Jeffrey E. Cook, Harry Jach, Barbara P. Ordway; COPY

EDITORS Cynthia Howe, Alexis Wynne Mogul, Sabrah M. n’haRaven,
Jennifer Sills, Trista Wagoner; EDITORIAL COORDINATORS Carolyn Kyle,
Beverly Shields; PUBLICATION ASSISTANTS Chris Filiatreau, Joi S. Granger,
Jeffrey Hearn, Lisa Johnson, Scott Miller, Jerry Richardson, Brian White,
Anita Wynn; EDITORIAL ASSISTANTS Ramatoulaye Diop, E. Annie Hall,
Patricia M. Moore, Brendan Nardozzi, Michael Rodewald; EXECUTIVE

ASSISTANT Sylvia S. Kihara; ADMINISTRATIVE SUPPORT Patricia F. Fisher
NEWS SENIOR CORRESPONDENT Jean Marx; DEPUTY NEWS EDITORS Robert
Coontz, Jeffrey Mervis, Leslie Roberts, John Travis; CONTRIBUTING EDITORS

Elizabeth Culotta, Polly Shulman; NEWS WRITERS Yudhijit Bhattacharjee,
Adrian Cho, Jennifer Couzin, David Grimm,Constance Holden, Jocelyn
Kaiser, Richard A. Kerr, Eli Kintisch,Andrew Lawler (New England), Greg
Miller, Elizabeth Pennisi, Robert F. Service (Pacific NW), Erik Stokstad;
Carolyn Gramling, Genevra Ornelas, Cathy Tran (interns); CONTRIBUTING

CORRESPONDENTS Marcia Barinaga (Berkeley, CA), Barry A. Cipra, Jon
Cohen (San Diego, CA), Daniel Ferber,Ann Gibbons, Robert Irion, Mitch
Leslie (NetWatch),Charles C.Mann,Evelyn Strauss,Gary Taubes, Ingrid
Wickelgren; COPY EDITORS Linda B. Felaco, Rachel Curran, Sean
Richardson; ADMINISTRATIVE SUPPORT Scherraine Mack, Fannie Groom
BUREAUS: Berkeley, CA: 510-652-0302, FAX 510-652-1867, New
England: 207-549-7755, San Diego, CA: 760-942-3252, FAX 760-
942-4979, Pacific Northwest: 503-963-1940
PRODUCTION DIRECTOR James Landry; SENIOR MANAGER Wendy K. Shank;
ASSISTANT MANAGER Rebecca Doshi; SENIOR SPECIALISTs Vicki J. Jorgensen,
Jessica K. Moshell; SPECIALISTS Jay R. Covert, Stacey Ferebee;
PREFLIGHT DIRECTOR David M. Tompkins; MANAGER Marcus Spiegler;
SPECIALIST Jessie Mudjitaba;

ART DIRECTOR Joshua Moglia; ASSOCIATE ART DIRECTOR Kelly Buckheit;
ILLUSTRATOR Katharine Sutliff; SENIOR ART ASSOCIATES Holly Bishop,
Laura Creveling, Preston Huey, Julie White; ASSOCIATE Nayomi
Kevitiyagala; PHOTO RESEARCHER Leslie Blizard

SCIENCE INTERNATIONAL

EUROPE (science@science-int.co.uk) EDITORIAL: INTERNATIONAL MANAGING

EDITOR Andrew M. Sugden; SENIOR EDITOR/PERSPECTIVES Julia Fahrenkamp-
Uppenbrink;SENIOR EDITORS Caroline Ash (Geneva:+41 (0) 222 346 3106),
Stella M. Hurtley, Ian S. Osborne, Stephen J. Simpson, Peter Stern;
EDITORIAL SUPPORT Emma Westgate; Deborah Dennison ADMINISTRATIVE

SUPPORT Janet Clements, Phil Marlow, Jill White; NEWS: INTERNATIONAL

NEWS EDITOR Eliot Marshall DEPUTY NEWS EDITOR Daniel Clery;
CORRESPONDENT Gretchen Vogel (Berlin: +49 (0) 30 2809 3902, FAX
+49 (0) 30 2809 8365); CONTRIBUTING CORRESPONDENTS Michael Balter
(Paris), Martin Enserink (Amsterdam and Paris); INTERN Mason Inman
ASIA Japan Office: Asca Corporation, Eiko Ishioka, Fusako Tamura,
1-8-13, Hirano-cho, Chuo-ku, Osaka-shi, Osaka, 541-0046 Japan;
+81 (0) 6 6202 6272, FAX +81 (0) 6 6202 6271; asca@os.gulf.or.jp
JAPAN NEWS BUREAU: Dennis Normile (contributing correspondent, +81
(0) 3 3391 0630, FAX 81 (0) 3 5936 3531; dnormile@gol.com); CHINA

REPRESENTATIVE Hao Xin, + 86 (0) 10 6307 4439 or 6307 3676, FAX +86
(0) 10 6307 4358;haoxin@earthlink.net; SOUTH ASIA Pallava Bagla (con-
tributing correspondent +91 (0) 11 2271 2896; pbagla@vsnl.com);
ASIA Richard Stone (rstone@aaas.org)

EXECUTIVE PUBLISHER Alan I. Leshner

PUBLISHER Beth Rosner

FULFILLMENT & MEMBERSHIP SERVICES (membership@aaas.org) DIRECTOR

Marlene Zendell; MANAGER Waylon Butler; SYSTEMS SPECIALIST Andrew
Vargo SPECIALISTS Pat Butler; Laurie Baker, Tamara Alfson, Karena
Smith,Vicki Linton

BUSINESS OPERATIONS AND ADMINISTRATION DIRECTOR Deborah Rivera-
Wienhold; BUSINESS MANAGER Randy Yi; SENIOR BUSINESS ANALYST Lisa
Donovan; BUSINESS  ANALYST Jessica Tierney; FINANCIAL ANALYST Michael
LoBue, Farida Yeasmin; RIGHTS AND PERMISSIONS: ADMINISTRATOR Emilie
David; ASSOCIATE Elizabeth Sandler; MARKETING: DIRECTOR John Meyers;
MARKETING MANAGERS Darryl Walter, Allison Pritchard; MARKETING

ASSOCIATES Julianne Wielga, Mary Ellen Crowley, Amanda Donathen,
Catherine Featherston; DIRECTOR OF INTERNATIONAL MARKETING AND

RECRUITMENT ADVERTISING Deborah Harris; INTERNATIONAL MARKETING

MANAGER Wendy Sturley; MARKETING/MEMBER SERVICES EXECUTIVE: Linda
Rusk; JAPAN SALES AND MARKETING MANAGER Jason Hannaford; SITE LICENSE

SALES: DIRECTOR Tom Ryan; SALES AND CUSTOMER SERVICE Mehan Dossani,
Catherine Holland, Wendy Wise; ELECTRONIC MEDIA: PRODUCTION MANAGER

Lizabeth Harman; ASSISTANT PRODUCTION MANAGER Wendy Stengel;
PRODUCTION ASSOCIATES Sheila Mackall, Amanda K. Skelton, Lisa
Stanford, Nichele Johnston; APPLICATIONS DEVELOPER Carl Saffell

ADVERTISING DIRECTOR WORLDWIDE AD SALES Bill Moran 
PRODUCT (science_advertising@aaas.org); MIDWEST Rick Bongiovanni:
330-405-7080, FAX 330-405-7081 • WEST COAST/W. CANADA B. Neil
Boylan (Associate Director): 650-964-2266, FAX 650-964-2267 •
EAST COAST/E. CANADA Christopher Breslin: 443-512-0330, FAX 443-
512-0331 • UK/SCANDINAVIA/FRANCE/ITALY/BELGIUM/NETHERLANDS Andrew
Davies (Associate Director): +44 (0)1782 750111, FAX +44 (0) 1782
751999 • GERMANY/SWITZERLAND/AUSTRIA Tracey Peers (Associate
Director): +44 (0) 1782 752530, FAX +44 (0) 1782 752531 JAPAN

Mashy Yoshikawa: +81 (0) 33235 5961, FAX +81 (0) 33235 5852
ISRAEL Jessica Nachlas +9723 5449123 • TRAFFIC MANAGER Carol
Maddox; SALES COORDINATOR Deiandra Simms
CLASSIFIED (advertise@sciencecareers.org); U.S.: SALES DIRECTOR

Gabrielle Boguslawski: 718-491-1607, FAX 202-289-6742; INTER-

NET SALES MANAGER Beth Dwyer: 202-326-6534; INSIDE SALES MANAGER

Daryl Anderson: 202-326-6543; WEST COAST/MIDWEST Kristine von
Zedlitz: 415-956-2531; EAST COAST Jill Downing: 631-580-2445;
CANADA, MEETINGS AND ANNOUNCEMENTS Kathleen Clark: 510-271-8349;
LINE AD SALES Emnet Tesfaye: 202-326-6740; SALES COORDINATORS Erika
Bryant; Rohan Edmonson Christopher Normile, Joyce Scott,
Shirley Young; INTERNATIONAL: SALES MANAGER Tracy Holmes: +44 (0)
1223 326525, FAX +44 (0) 1223 326532; SALES Christina Harrison,
Svitlana Barnes; SALES ASSISTANT Helen Moroney; JAPAN: Jason
Hannaford: +81 (0) 52 789 1860, FAX +81 (0) 52 789 1861; PRO-

DUCTION: MANAGER Jennifer Rankin; ASSISTANT MANAGER Deborah
Tompkins; ASSOCIATES Christine Hall; Amy Hardcastle; PUBLICATIONS

ASSISTANTS Robert Buck; Natasha Pinol

AAAS BOARD OF DIRECTORS RETIRING PRESIDENT, CHAIR Shirley Ann
Jackson; PRESIDENT Gilbert S. Omenn; PRESIDENT-ELECT John P. Holdren;
TREASURER David E. Shaw; CHIEF EXECUTIVE OFFICER Alan I. Leshner;
BOARD Rosina M. Bierbaum; John E. Burris; John E. Dowling; Lynn
W. Enquist; Susan M. Fitzpatrick; Richard A. Meserve; Norine E.
Noonan; Peter J. Stang; Kathryn D. Sullivan

www.sciencemag.org

1200 New York Avenue, NW 
Washington, DC 20005

Editorial: 202-326-6550, FAX 202-289-7562

News: 202-326-6500, FAX 202-371-9227

Bateman House, 82-88 Hills Road
Cambridge, UK CB2 1LQ

+44 (0) 1223 326500, FAX +44 (0) 1223 326501

SUBSCRIPTION SERVICES For change of address, missing issues, new
orders and renewals, and payment questions: 800-731-4939 or
202-326-6417, FAX 202-842-1065. Mailing addresses: AAAS,
P.O. Box 1811, Danbury, CT 06813 or AAAS Member Services,
1200 New York Avenue, NW, Washington, DC 20005

INSTITUTIONAL SITE LICENCES please call 202-326-6755 for any
questions or information

REPRINTS: Author Inquiries 800-635-7181

Commercial Inquiries 803-359-4578

Corrections 202-326-6501

PERMISSIONS 202-326-7074, FAX 202-682-0816

MEMBER BENEFITS Bookstore:AAAS/BarnesandNoble.com bookstore
www.aaas.org/bn; Car purchase discount: Subaru VIP Program
202-326-6417; Credit Card: MBNA 800-847-7378; Car Rentals:
Hertz 800-654-2200 CDP#343457, Dollar 800-800-4000
#AA1115; AAAS Travels: Betchart Expeditions 800-252-4910;
Life Insurance: Seabury & Smith 800-424-9883; Other Benefits:
AAAS Member Services 202-326-6417 or www.aaasmember.org.

science_editors@aaas.org (for general editorial queries)

science_letters@aaas.org (for queries about letters)

science_reviews@aaas.org (for returning manuscript reviews)

science_bookrevs@aaas.org (for book review queries)

Published by the American Association for the Advancement of
Science (AAAS), Science serves its readers as a forum for the
presentation and discussion of important issues related to the
advancement of science, including the presentation of minority or
conflicting points of view, rather than by publishing only material
on which a consensus has been reached. Accordingly, all articles
published in Science—including editorials, news and comment,
and book reviews—are signed and reflect the individual views of
the authors and not official points of view adopted by the AAAS
or the institutions with which the authors are affiliated.

AAAS was founded in 1848 and incorporated in 1874. Its mission is
to advance science and innovation throughout the world for the
benefit of all people. The goals of the association are to: foster
communication among scientists, engineers and the public;
enhance international cooperation in science and its applications;
promote the responsible conduct and use of science and technology;
foster education in science and technology for everyone; enhance
the science and technology workforce and infrastructure; increase
public understanding and appreciation of science and technology;
and strengthen support for the science and technology enterprise.

INFORMATION FOR CONTRIBUTORS

See pages 135 and 136 of the 7 January 2005 issue or access
www.sciencemag.org/feature/contribinfo/home.shtml

SENIOR EDITORIAL BOARD

BOARD OF REVIEWING EDITORS

BOOK REVIEW BOARD

http://www.sciencemag.org
mailto:science@science-int.co.uk
mailto:asca@os.gulf.or.jp
mailto:dnormile@gol.com
mailto:haoxin@earthlink.net
mailto:pbagla@vsnl.com
mailto:rstone@aaas.org
mailto:membership@aaas.org
mailto:science_advertising@aaas.org
mailto:advertise@sciencecareers.org
http://www.sciencemag.org
http://www.aaas.org/bn
http://www.aaasmember.org
mailto:science_editors@aaas.org
mailto:science_letters@aaas.org
mailto:science_reviews@aaas.org
mailto:science_bookrevs@aaas.org
http://sciencemag.org/feature/contribinfo/home.shtml


www.sciencemag.org SCIENCE VOL 309 5 AUGUST 2005 857

E D U C AT I O N

Trapped Forever
Paleontologists prize amber because it serves as a
sticky time capsule, entombing organisms from up
to 300 million years ago. Archaeologists can use the
fossilized tree resin to uncover ancient trade routes.
You’ll find a cache of amber lore at this site from
librarian Susan Ward Aber of Emporia State University
in Kansas. Amber forms when organic molecules
oozed by trees react with oxygen and polymerize.The
site covers topics such as where amber is found
today—the Baltic area of Russia and the Dominican
Republic are hot spots—and how to identify it. Real
amber floats in saltwater, whereas plastic or glass
imitations sink. Links at the Life in Amber section
create a virtual gallery of animal and plant remains,
from a 30-million-year-old grasshopper to the tiny
flower of an extinct oak tree.

www.emporia.edu/earthsci/amber/amber.htm

T O O L S

Deconstructing

Viruses
If you’re hunting for tools to
analyze virus genomes and
proteins, drop by The Viral
Bioinformatics Research Cen-
ter, created by Chris Upton of
the University of Victoria in
Canada. The site
holds sequences
for hundreds of
viruses in 11 fam-
ilies, such as the
Filoviridae, which
includes the noto-
rious Ebola virus
(right). You can
parse the data
using 10 Java tools;
for example, the

Base by Base program lets
users compare viral genome
sequences one nucleotide
at a time. The site also
offers background on the
different families, describing
their structures, life cycles,
and how they hijack cellular
activities. To learn more about some viral
illnesses, download chapters from an
infectious disease text.

athena.bioc.uvic.ca

NETWATCH
edited by Mitch Leslie
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Atlas of Other Worlds
They range from gas behemoths that dwarf Jupiter to a dainty body only about six times
bulkier than Earth. Since the first one was detected a decade ago, the number of confirmed
planets outside our solar system has climbed to more than 160, according to this
database from Jean Schneider of the Paris Observatory in France. The Extrasolar Planets
Encyclopaedia compiles vital statistics for each world, including mass and orbital axis,
along with data for its parent star, such as spectral type and distance from Earth.
The reports come from papers or preprints, conferences, and other planet-tallying sites.
Visitors can also peruse a separate rundown of unconfirmed and retracted objects.

www.obspm.fr/planets

E D U C AT I O N

Cells Gone Wild
Hungry tumor cells send out
for dinner, releasing molecules
that spur blood vessels to grow
toward them (right). Learn more
about the insidious ability—
known as angiogenesis—and
other aspects of cancer biology at this tutorial from lecturer Gregg Orloff
of Emory University in Atlanta, Georgia, and contributors.The site is aimed
mainly at cancer patients and health care workers but includes plenty of
information for students.With an abundance of animations and diagrams,
CancerQuest’s 13 chapters plumb subjects such as the control of cell
division and how defective genes bollix the delicate process. Visitors can
also read up on clinical trials and experimental therapies, such as poisons
that target only brain cancer cells carrying a particular surface receptor.
Orloff is overhauling the site and will soon add new graphics and a timeline
of cancer discoveries.

www.cancerquest.org

R E S O U R C E S

Britain’s Birds 
BirdFacts, a new guide from the
British Trust for Ornithology,
profiles 258 species that fre-
quent or breed in the British
Isles, such as the European coot
(Fulica atra; right). The species
accounts are crammed with
ecological, anatomical, and con-
servation data.You’ll find results
from recent surveys of British
and European populations and
summaries of long-term trends
in the species’ numbers. The European coot, for instance, has been slowly increasing in Britain.
Distribution maps compare censuses from the 1970s and 1990s and highlight range changes.
Although it focuses on Britain, BirdFacts will prove useful for non–U.K. users because many of the
species also inhabit Europe and North America.

www.bto.org/birdfacts

Send site suggestions to netwatch@aaas.org.Archive: www.sciencemag.org/netwatch
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A dog and
its clone

Cheaper
sequencing

Th is  We e k

Advocates of stem cell research are ecstatic
about their new friend, Senator Bill Frist
(R–TN). After failing all month to hold a
promised vote on stem cell legislation, the
Senate majority leader dropped a bombshell
on 29 July, the last day before a 5-week recess:
He announced that he supports expanding
the number of embryonic stem (ES) cell
lines eligible for federal funding. That puts
Frist at odds with the policy laid down by
President George W. Bush in August 2001
and on the side of
those who hope the
Senate will throw its
weight  behind a
measure similar to
one passed by the
House of Representa-
tives in May.

Scientists and
even National Insti-
tutes of Health (NIH)
officials have increas-
ingly been chafing against Bush’s
policy as it has become clear that
only 22 of the 78 cell lines he
originally named are actually
available for federally funded
research. Many of these lines are
aging and developing genetic
abnormalities; all were derived
with the aid of mouse feeder cells,
which makes their clinical use
problematic. A flurry of bills are
vying for attention as senators who
oppose the use of human embryos
to derive stem cells offer alterna-
tive proposals to show that they’re
on the stem cell bandwagon. Now
sponsors of S. 471, the Senate version of H.R.
810 that passed the House, are expressing
confidence that the measure will sweep the
Senate when it reconvenes in September—
and possibly even garner the 67 votes neces-
sary to override a presidential veto.

In a Senate speech, Frist said “the limita-
tions put in place in 2001 will, over time, slow
our ability to bring potential new treatments
for certain diseases. Therefore, I believe the
president’s policy should be modified”—that
is, federally funded scientists should be

allowed to work with ES cells derived after
the presidential cutoff date of 9 August 2001.
Frist added that ES cells “meet … medical
needs that simply cannot be met today by
adult stem cells.”

His changed stance delighted stem cell
supporters. “We had no idea he was going
to make the switch,” said Representative
Mike Castle (R–DE), a sponsor of the
House bill (Science, 3 June, p. 1388). Senator
Arlen Specter (R–PA), a dogged promoter

of the Senate version, called Frist’s
action a political “earthquake.” Now
others who follow his lead have “cover”
and are far less likely to suffer political
repercussions, Specter noted at a 29 July
press conference.

In his remarks, Frist said that he’s not

entirely happy with H.R. 810. Although the
bill is “fundamentally consistent” with prin-
ciples he laid down 4 years ago, he said it
lacks adequate ethical safeguards—in partic-
ular, the need to prohibit giving financial
incentives to fertility clinics that could influ-
ence couples’ decisions to donate “spare”
embryos. A Frist spokesperson confirmed,
however, that he is ready to support the bill in
its present form. Senator Tom Harkin (D–IA)
said that Frist’s objections can be addressed
in regulations that the Department of Health

and Human Services (HHS) would issue
after the bill is signed into law. 

Scientists showered Frist with praise after
his speech. “He is to be applauded,” says Stan-
ford University stem cell researcher Irving
Weissman, who says he had a phone conver-
sation with Frist 2 days before the announce-
ment in which the senator quizzed him exten-
sively about stem cells. Weissman pushed
hard on the need to allow research cloning, or
somatic cell nuclear transfer experiments,
before the two “agreed there were some areas
where we’d always disagree.”

Much remains to be settled before S. 471
comes to a vote. Opponents of the bill have
come up with at least six other measures
that senators may be asked to vote on at the
same time:

• S. 681, a bill already passed by the
House, would authorize funding for a national
cord blood stem cell network.

• S. 1557, introduced on 29 July by Senator
Tom Coburn (R–OK), mirrors a House bill
that would give NIH $15 million to fund
research on “alternative” ways of deriving

pluripotent (ES-cell-like) cells.
• Senator Kay Bailey Hutchi-

son (R–TX) plans to introduce a
compromise of sorts between
Bush’s policy and S. 471. The
measure would allow federally
funded research on additional
stem cell lines, but only those
derived from frozen embryos cur-
rently held at fertility clinics.

• Senator Sam Brownback
(R–KS) wants votes on two bills.
One, S. 658, is a ban on all cloning,
including research cloning—a
measure that the House has
already passed twice. The other
bill (S. 1373) would ban the cre-
ation of what Brownback calls
human-animal “chimeras.”

• Senator Dianne Feinstein
(D–CA) on 27 July introduced a

bill (S. 1520) aimed at banning just reproduc-
tive human cloning. 

Frist has said he will introduce all the
stem cell bills for up-or-down votes—that is,
no amendments—but has not specified the
timing. If Specter and Harkin don’t get a
clean vote on S. 471, they are prepared to
play hardball by inserting the measure into
the HHS 2006 appropriations bill, which
Specter will be managing as chair of the rele-
vant subcommittee. –CONSTANCE HOLDEN

With reporting by Jocelyn Kaiser.

Frist’s Support Raises Odds for
Passage of Stem Cell Bill

S T E M  C E L L  P O L I T I C S

Brothers in arms. Frist (inset) is ready to support a bill backed by senators
Orrin Hatch (R–UT) (right) and Harkin (behind Hatch).
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Since the Voyager flybys of the
saturnian system in the early
1980s, planetary scientists
have known there was some-
thing weird about the ice-
covered moon Enceladus.
Now, with Cassini’s close flyby
on 14 July, they understand the
weirdness better. They can see
places where the surface has
recently been cracked and con-
torted. Some of those fractures
near the south pole are so hot,
by saturnian standards, that
water vapor is spewing off the
surface to form a tenuous
atmosphere. However, the
close-up encounter has only
deepened the mystery of how a
body as small as Enceladus can
come up with enough energy for such an active 
geologic life.

Cassini unveiled the icy hot spot by bring-
ing most of its instruments to bear on Ence-
ladus during an exceptionally close 175-kilo-
meter pass. The camera captured the most
detailed images yet of the surface, revealing a
network of cracks that look fresh enough to
have formed in the geologically recent past.

The infrared mapping
spectrometer found a
broad “hot” spot near the south pole that regis-
tered 85 K and reaches 110 K or above in
places. “That’s pretty spectacular for a body
that should have temperatures of 60 K to 70 K,”
says Cassini science team member Torrence
Johnson of the Jet Propulsion Laboratory in
Pasadena, California. The infrared spectrome-

ter placed at least one tiny hot spot right on one
of the cracks that the camera found near the
south pole (see figure, left).

The hot spots of Enceladus are giving off
more than heat. Three instruments independ-
ently detected an invisible plume of gas above
the polar hot spot. The mass spectrometer
detected water as Cassini passed the moon. The
magnetometer found Saturn’s magnetic field
draped over an obstacle above the surface, pre-

sumably  ionized
water. And when a star
passed behind Ence-
ladus, the ultraviolet
imaging spectrometer
detected the absorp-
tion of its light by
water. All three found
the most water over
the warm spot, not
evenly distributed
around the moon.

“The presumption is that we’re looking at
icy hot spots” near the south pole, says John-
son. Strictly speaking, Enceladus is not vol-
canically active, he notes. There’s no sign of ice
lavas having flowed across the surface or even
of geysers spewing the water. But somehow
cracks are being opened and heated enough

Cassini Catches Mysterious Hot Spot on Icy-Cold Enceladus
P L A N E TA RY  S C I E N C E

Newfound ‘Tenth Planet’ Puts Pluto Behind the Eight Ball
The discovery of a distant object larger than
Pluto orbiting the sun seems secure enough.
How to pigeonhole it, though, is completely
up in the air. Is it the 10th planet, the first one
discovered since Pluto in 1930? Or is it, with
Pluto, just another Kuiper belt object (KBO),
one of the thousands of icy chunks of debris
left from the solar system’s formation?

Three astronomers—Michael Brown of
the California Institute of Technology in
Pasadena, Chadwick Trujillo of the Gemini
Observatory in Hilo, Hawaii, and David
Rabinowitz of Yale University—first pho-
tographed the cosmic bone of contention
almost 2 years ago. This January, they noticed
that the object, temporarily designated 
2003 UB313, was moving against back-
ground stars. They calculate that it is at the
most distant point of its orbit—97 times as far
from the sun as Earth is on average (97 astro-

nomical units, or AU)—and that its steeply
inclined 650-year orbit will carry it as close as
36 AU from the sun. Pluto also follows an
inclined orbit, between 30 and 50 AU.

The new object is so bright that it must
be larger than 2390-kilometer-wide Pluto,
the group reports. Because the orbiting
infrared Spitzer Space Telescope cannot
detect the new object, it must be smaller
than 3200 kilometers.

Brown and colleagues are calling 
2003 UB313 “the 10th planet.” Some
astronomers agree. “If it’s larger than Pluto,”
says minor-planet astronomer David Tholen
of the University of Hawaii, Manoa, “I’d call
it the 10th planet, because Pluto is the ninth
planet by historical precedent.”

But theoretical astrophysicist Alan Boss
of the Carnegie Institution of Washington’s
Department of Terrestrial Magnetism thinks

that would be a bad move. When the first
asteroid, 946-kilometer Ceres, was discov-
ered in 1801, he notes, astronomers called it a
planet, too. But they demoted it to minor-
planet status after other asteroids started
showing up between Mars and Jupiter. The
new object, Pluto, and several slightly smaller
KBOs discovered recently “are all part of one
population of objects,” Boss argues—no one
of which has enough mass and gravity to
dominate its region of space the way the first
eight planets do.

The International Astronomical Union in
Paris, France, has been studying Pluto’s status
for 6 months, with no resolution in sight.
Brown, who expects a few more larger-than-
Pluto objects to turn up, is rooting for Pluto.
“People love Pluto,” he says. “Saying Pluto is
not a planet will never be popular.”

–RICHARD A. KERR
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Uncool moon.Warmth (yellow) appears
in kilometer-wide fractures (above)
near Enceladus’s south pole (right).
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from below—perhaps by rising slush
“magma”—that water molecules can escape to
space from the relatively warm surface. 
Contrary to expectations (Science, 14 January, 
p. 202), this geologic activity seems to have
nothing to do with creating the diffuse E ring of
Saturn. (Cassini’s dust detector did find a
cloud of dust around Enceladus, presumably
chipped off the moon by micrometeorite

impacts, which might feed the E ring.)
Why Enceladus should be driving off its

water from a south-pole hot spot remains a
mystery. Neither of the usual sources of plane-
tary heat—lingering decay of radioactive ele-
ments in deep rock, or tidal kneading by orbital
interaction with Saturn and other moons—
seems great enough, says planetary physicist
David Stevenson of the California Institute of

Technology in Pasadena. Tidal heating is the
more promising explanation, he says, but it
heats other moons at least as much as Ence-
ladus with no sign of a hot spot. So, appealing
to tidal heating would require that “Enceladus
is somehow special,” says Stevenson. “That’s
uncomfortable.” Theoreticians will have to
redouble their efforts to hammer out a moon
they can live with. –RICHARD A.KERR

A study in South Africa has shown for the
first time that circumcising adult men can
dramatically lower their risk of becoming
infected by HIV through heterosexual sex. “It
is a major advance in HIV-prevention stud-
ies,” said Catherine Hankins, an associate
director at the Joint United Nations Pro-
gramme on HIV/AIDS (UNAIDS).

For nearly 20 years, observational studies
have suggested that circumcision protects men
from HIV infection, but until now, there was no
prospective evidence to support that conclu-
sion. The new study, led by clinician Bertran
Auvert of the University of Versailles in Saint-
Quentin, France, began in August 2003 with
more than 3000 uncircumcised men between
18 and 24 years old from the Orange Farm
Township near Johannesburg. Half the partici-
pants were circumcised at the trial’s outset. As
Auvert reported last week at an international
AIDS meeting in Rio de Janeiro, the study was
stopped early, in November 2004, after an
interim analysis showed that “the protection
effect of male circumcision was so
high that it would have been uneth-
ical to continue.” 

The study, performed in col-
laboration with Adrian Puren of
South Africa’s National Institute
for Communicable Diseases and
funded by France’s Agence
Nationale de Recherches sur le
SIDA (ANRS), suggests that cir-
cumcision can offer 65% protec-
tion from infection. Only 18 men
in the circumcised group acquired
new HIV infections, as opposed to
51 in the uncircumcised group.
Further bolstering the results, men
in the circumcised group reported
18% more sexual contacts than
controls. “It’s extremely exciting,”
says King Holmes, an expert in
sexually transmitted diseases at
the University of Washington,
Seattle. “It’s essentially an
anatomic vaccine for life.”  

Circumcision could profoundly
curtail the spread of HIV in sub-
Saharan Africa. Circumcision

practices vary greatly from country to country,
and studies have shown that the regions with
the worst AIDS epidemics have the lowest cir-
cumcision rates. But Auvert cautioned against
rushing to integrate circumcision into public
health policies. Not only are results from one
location difficult to generalize, he said at the
meeting, but the Orange Farm study also did
not address whether circumcision reduces the
ability of HIV-infected men to transmit the
virus. That question is being explored in a
Ugandan trial—one of three adult circumci-
sion studies now under way. 

Charles Gilks, who directs the HIV pre-
vention and treatment program for the World
Health Organization, emphasized another
caveat. Adult circumcision carries serious
risks, especially when performed by tradi-
tional healers who do not have proper train-
ing. And because circumcision does not pro-
vide complete protection, it could backfire if
it encouraged men to have more unprotected
sex—which would also greatly raise risks for

women. “We do need to make sure that we’re
not hurting more than we’re helping,” said
UNAIDS’s Hankins. 

Even so, Helene Gayle, president of the
International AIDS Society, which spon-
sored the conference, stressed that circumci-
sion could be an important part of a compre-
hensive prevention strategy. “Obviously,
there is no magic bullet,” says Gayle, who
directs the HIV program at the Bill and
Melinda Gates Foundation. “Prevention
really is a combination approach where we
need to put together all the things that we
know can make a difference.”

Although the results from the new
study have been eagerly awaited by AIDS
researchers, The Lancet rejected a paper
describing them for “reasons unrelated to
the data and scientific content,” The Wall
Street Journal reported last month. At issue,
Auvert and Puren told Science, is an ethical
disagreement that involves how partici-
pants learned their HIV status and the
counseling they received. The Lancet’s
rejection stunned the researchers. “We were
taken aback,” says Puren.

The U.S. Public Health Service requires that
when research it supports involves testing peo-
ple for HIV, the participants must be informed of
their results. Other funders, including ANRS, do
not have this requirement. The Orange Farm
study, which was approved by the ethics com-
mittee of South Africa’s Medical Research
Council, provided counseling and also advised
everyone to learn their status and receive more
intensive counseling, but on a voluntary basis. 

Auvert and Puren strongly defend the
study. The researchers made these conditions
voluntary because of concerns about the
intense stigma that HIV-infected people often
face in South Africa. “Many of these people
prefer to be dead than rejected by their com-
munity,” says Auvert. 

Lancet Editor Richard Horton declined to
comment. But Ronald Gray, a reproductive
epidemiologist at Johns Hopkins University in
Baltimore, Maryland, thinks the journal
reacted too harshly. “If there was an ethical
lapse, I don’t think it was so egregious,”
he says. –JON COHEN

Male Circumcision Thwarts HIV Infection
A I D S  R E S E A R C H

A F R I C A
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A t l a n t i c

O c e a n

Circumcision

Trials

New HIV Infections

Months 0–3 4–12 13–21   Total

INTERVENTION 

(circumcised) 2 7 9 18

CONTROL 
(uncircumcised) 9 15 27 51

TOTAL 11 22 36 69

First cut. Before circumcision becomes a prevention tool, the
Orange Farm study’s positive results (above) must be 
confirmed by other trials now under way.
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Bush Backs Teaching 
Intelligent Design
Echoing comments made about creation-
ism when he was governor of Texas, U.S.
President George W. Bush told a group of
Texas reporters this week that he sup-
ports the teaching of intelligent design
(ID) in schools. “Part of education is to
expose people to different schools of
thought,” said Bush, without elaborating.

In February, John Marburger, the presi-
dent’s science adviser, stated that ID is “not
a scientific theory.” But Marburger says
that he and Bush are not at odds over
whether ID should be discussed in schools.
“To ignore [ID] in the classroom is a mis-
take,” said Marburger in an interview with
Science, although he added that ID should
not be taught “as an alternative” to evolu-
tion. Marburger wouldn’t say whether he’d
discussed the issue with Bush.

If Bush wants ID “to be a substitute or
alternative [to evolution], … that would be a
terrible mistake,” says Leonard Krishtalka,
director of the Biodiversity Research Center
at the University of Kansas in Lawrence.
However, he notes, it’s reasonable for the
president to support teaching ID as part of
the history of biology. ID proponent William
Dembski of Baylor University in Waco,
Texas, welcomed the support but said that
he hoped Bush would support teaching ID in
biology classes.

–JENNIFER COUZIN

Bird Flu Hits Russia
In a worrisome leap for the H5N1 avian
influenza strain, Russian authorities have
reported the first outbreak of the virus on
their soil.The outbreak has killed thou-
sands of chickens and wild birds around
the Siberian capital of Novosibirsk; it
appears to have started on 19 July at a lake
in a village called Suzdalka where the two
kinds of birds mingle, Russia’s chief sani-
tary physician Gennady Onishchenko said
at a press conference this week.A World
Health Organization spokesperson says
Russia should send samples from the out-
break to a lab outside the country to con-
firm the presence of the virus.

With many chickens in backyard pens,
bird trading at markets, and poor infrastruc-
ture in rural Russia, it’s unlikely that the
country can contain the westward spread
of the virus, which means it could reach
Europe, says Ilaria Capua, a flu researcher at
the Istituto Zooprofilattico Sperimentale
della Venezie in Italy.“It’s going to be very,
very, very hard to stop it,” she says.

–ANDREY ALLAKHVERDOV AND

MARTIN ENSERINK

ScienceScope

In an about-face, the U.S. government has
sided with scientists fighting a proposal that
would make it harder for them to investigate
ancient human remains like those of Ken-
newick Man. At the same time, some scien-
tific groups are supporting Native Americans
in pushing for the proposal. 

At a Senate hearing last week, Interior
Department official Paul Hoffman spoke
against a proposed broadening of the definition
of “Native American” in the Native American
Graves Protection and Repatriation Act 
(NAGPRA). The amendment,
sponsored by Senator John
McCain (R–AZ), would enable
tribes to claim ancient human
remains even if no genetic or
cultural connections with living
groups could be established.
Native American groups began
lobbying for the new definition
after the 9th U.S. Circuit Court
of Appeals in San Francisco,
California, ruled in February
that the 9400-year-old Ken-
newick bones, discovered in
1996, aren’t covered by NAG-
PRA because they show no con-
nection with any existing
human group.

NAGPRA defines Native
American as “of, or relating to,
a tribe, people, or culture that is
indigenous to the United
States” (indigenous meaning
pre-Columbus). Indians and
their supporters want to add the
words “or was” after “is.” The
seemingly small change would label bones
such as those of Kennewick Man as “Native
American” and might enable tribes to rebury
them without allowing scientists to examine
them. Last week’s hearing came after scientists
complained that the Senate Committee on
Indian Affairs endorsed McCain’s amendment,
part of a package of changes to Indian-related
laws (S. 536), without any public input.

The Bush Administration inherited the
Kennewick case, in which the government,
as the defendant in a case brought by a
group of scientists, argued that the remains
were covered by NAGPRA. But Hoffman
indicated that the department, after 8 years
of siding with the Indians, had changed its
mind. “We believe that NAGPRA should
protect the sensibilities of currently existing
tribes … while balancing the need to learn
about past cultures,” he testified. “[W]here
remains are not significantly related to any

existing tribe, … they should be available
for … scientific analysis.”

Hoffman later told Science that “we
thought [the appeals court] made a good argu-
ment.” In addition to making the bones avail-
able to scientists, the appellate court ordered
the NAGPRA grants program to pay the plain-
tiffs $680,000 in attorneys’fees, Hoffman said.

Some scientists who testified at the hearing
were sympathetic to the proposed word
change. Keith W. Kintigh of the Society for
American Archaeology in Washington, D.C.,

said that requiring a
demonstration of ties
only to existing tribes
is “inconsistent with a
commonsense under-
standing” of the term
Native American and
might exclude “histor-
ically documented
Indian tribes that have
no present-day descen-
dants.” Patricia M.
Lambert of the Ameri-
can Association of
Physical Anthropolo-
gists agreed with
Kintigh that every-
one who inhabited 
America prior to the
advent of Europeans
should be treated as a
“Native American.”

In contrast, Port-
land, Oregon, lawyer
Paula Barran, speaing
for the Kennewick

plaintiffs, cautioned that the proposed 
language would “stamp people from ancient
cultures all as Native American as we know
them.” Any newly found human remains, she
warned, would be “automatically turned over …
only to people calling themselves Native 
Americans.” Such handovers have already been
made under the current law, notes Douglas
Owsley, a forensic anthropologist at the 
Smithsonian Institution, citing a set of 
7800-year-old bones that the Minnesota 
Science Museum yielded up for reburial 
in 1994.

Owsley says that the vast majority of what
are called “unidentifiable remains” are obvi-
ously Native American. But a few, like Ken-
newick Man, are what he calls “paleoameri-
cans,” far older than and racially distinct from
Native Americans. “Many critically important
skeletons will be forever lost if this bill becomes
law,” says Barran. –CONSTANCE HOLDEN

U.S. Government Shifts Stance on
Claims to Ancient Remains

PA L E O A N T H R O P O L O G Y

Mystery ancestor. This reconstruction
of the 10,600-year-old, partially 
mummified body found in 1940 is the
kind of discovery that could be lost to
the rest of the world if it’s handed over
to an Indian tribe, say scientists.
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Given the exorbitant cost of
deciphering genomes, most
labs have given up sequenc-
ing and left that job to the big
sequencing centers. But 
now, two groups have pub-
lished methods that may be
much cheaper and faster,
promising small labs a
chance to do more of their
own sequencing. “These are
the first described techniques
having the potential of
replacing conventional
[approaches],” says Mostafa
Ronaghi, a biochemist at
Stanford University in Palo
Alto, California. And more
are in the works, he adds.

In a paper published online by Science
this week (www.sciencemag.org/cgi/
content/abstract/1117389), George Church,
a computational biochemical engineer at
Harvard Medical School in Boston, and his
colleagues introduce a do-it-yourself
sequencer that uses a microscope and other
off-the-shelf equipment. With this technol-
ogy, his team sequenced a strain of
Escherichia coli and was able to detect easy-
to-miss single-base-pair changes from an
almost identical E. coli genome. The
approach reduces sequencing costs by
90%, Church says. Jonathan Rothberg,
founder of 454 Life Sciences Corp. in Bran-
ford, Connecticut, has demonstrated the
power of another cost-cutting technology he
calls “454.” He describes 454’s success in
sequencing Mycoplasma genitalium online
in Nature this week.

Researchers all over the world still depend
on a sequencing method introduced decades
ago by Fred Sanger of the Laboratory of Mol-
ecular Biology in Cambridge, U.K. It uses
bacteria to amplify the DNA and expensive
reagents to label bases for identification. The
cost has dropped since the mid-1990s from
more than $1 to less than a 10th of a cent per
base. But it’s still high for many projects,
including medical uses such as checking the
genomes of individuals.

Both groups save money by eliminating
the need for bacteria and miniaturizing the
process wherever possible. In lieu of bacte-
ria, they attach DNA to aqueous beads
encased in oil where chemical reactions
copy the DNA to make the necessary
amount. That change alone could reduce by
two-thirds the costs associated with space
and personnel, says Edward Rubin, director
of the U.S. Department of Energy Joint
Genome Institute in Walnut Creek, Califor-

nia. Moreover, both perform many thou-
sands of these sequencing reactions at once
in miniature “reactors,” decreasing the need
for pricey chemicals.

Once the DNA is ready, the two tech-
nologies diverge: The 454 technique puts
the beads on a f iber-optic chip and uses
flashes of white light to identify the bases.
Rothberg washes the chip surface with one
base at a time, creating four light patterns
that a computer puts together as a sequence.
Church’s technique uses bursts of different

fluorescent colors, one each to a particular
base, to distinguish the bases. Both use
high-speed charge-coupled device cameras
to record the labeled bases.

Neither method is up to speed yet. The
accuracy of both “should be improved by at
least one order of magnitude,” says Ronaghi.
Also, to sequence mammalian genomes, the
length of sequence generated, the “read,”
should be about 700 bases, but reads reported
from these new approaches are hovering
between 26 and 110 bases. 

Rothberg’s company has sold its $500,000
machines to a dozen sequencing centers.
Church’s technology costs $140,000 and is in
use at three of those centers. However, says
Rubin, there are still kinks in the build-it-
yourself version. But, he adds, in time, it
“may improve efficiencies and throughput
even further [than the 454].”

Whatever their limitations, the two reports
signal the dawn of a new era in genome
sequencing and detecting changes in individ-
ual genomes. Last year, the U.S. National
Human Genome Research Institute in
Bethesda, Maryland, began a program aimed
at decreasing the cost of sequencing mam-
malian genomes to $100,000 in 5 years and to
$1000 5 years later. That’s what many think it
will take for sequencing to become affordable
in small labs. –ELIZABETH PENNISI

Cut-Rate Genomes on the Horizon?
B I O C H E M I S T RY

Modern art, sequencing style. The color of each bead indicates
the next identified base in a sequence.White beads have no DNA.

The Perfect Pedigree
Afghan hound Snuppy (right) is the world’s first
canine clone, carrying the same DNA as his
older twin Tai (left). Dogs have been difficult to
clone, but Woo Suk Hwang of Seoul National
University and his colleagues report in the 
4 August issue of Nature that a new method of
collecting oocytes—and persistence—paid off.

Hwang and his colleagues removed the
DNA from more than 1000 canine ooctyes,
fused each with a skin cell from Tai’s ear, and
prompted the fused cells to begin dividing.
They implanted 1095 resulting embryos into
123 surrogate mothers but detected only
three pregnancies. One fetus miscarried, and
two full-term puppies were born by cae-
sarean section.The second dog died of aspi-
ration pneumonia after being tube fed,
Hwang says.

Although Hwang says Tai was chosen in
part because of his “gentle and docile pedi-
gree,” he isn’t interested in cloning friendly
pets. Cloned dogs might help researchers
find genes involved in hypertension or
breast cancer, he says. And if scientists
could grow embryonic stem cells from
cloned canine embryos, the animals could
serve as models for therapeutic cloning, in
which genetically matched ES cells would
be used to develop cells to replace those
damaged by disease or injury.

–GRETCHEN VOGEL

C L O N I N G
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DeLay Hits Pay Dirt
Several science policy experts are criticiz-
ing a $550 million program for oil studies
created as part of the energy bill passed
last week (see story on this page).Three-
quarters of the funds in the 11-year pro-
gram—whose research mission includes
drilling, exploration, and other petroleum
technology—are to be managed by a
“corporation that is a consortium” chosen
by the Department of Energy. But Repre-
sentative Henry Waxman (D–CA) says the
language is tailor-made for the Research
Partnership to Secure Energy for America,
an industry group located in the district
of House Majority Leader Tom DeLay
(R–TX), who supported the measure.

The Bush Administration has sought to
cut oil and gas research, but the program
will bypass congressional appropriators,
drawing its funds directly from oil-lease
income the government collects until the
money runs out. Economist James
Sweeney of Stanford University called the
new program “pork” whose funding mech-
anism could set a harmful precedent for
other energy research efforts.

–ELI KINTISCH

Beyond Kyoto
Last week in Vientiane, Laos, the United
States signed a climate technology–
sharing pact with China, India, and 
Australia.The agreement, which seeks to
“complement the Kyoto Protocol,” brings
together for the first time major carbon
emitters with top developing nations to
share research from coal technology to
geothermal energy.

The agreement will promote technolo-
gies to provide “clean, affordable, and
secure” energy, the U.S. said in a state-
ment, and Intergovernmental Panel on
Climate Change chair Rajendra K.
Pachauri welcomed the news. But critics
attacked the agreement, also signed by
Japan and South Korea, as toothless and
undercutting Kyoto.

–PALLAVA BAGLA

Drop Tests, Congress Tells EPA
Congress has forbidden the Environmen-
tal Protection Agency from accepting any
toxicity studies in which people were
intentionally exposed to pesticides until
EPA issues a final rule spelling out its poli-
cies.The legislators said draft rules
released by EPA last month (Science,
8 July, p. 232) didn’t offer enough protec-
tion to research subjects. The restriction
was part of a spending bill finalized 
last week.

–ERIK STOKSTAD

After a 4-year effort, Congress passed a
landmark energy bill last week, setting out
goals and incentives that could shape fed-
eral energy policy for the next decade.

The 1724-page bill includes $14.6 bil-
lion in tax breaks—mostly to encourage
domestic energy production from conven-
tional sources—new efficiency standards
for appliances, and renewed legal protec-
tions for nuclear power plant operators. It
also contains provisions that aim to bolster
federal spending on basic research, includ-
ing an increase in the budget of the Depart-
ment of Energy’s (DOE’s) Office of Science
from $3.6 billion in 2005 to $5.3 billion by
2009; backs applied research efforts aimed
at burning fossil fuel more cleanly; and calls
for studies on combustion and carbon
sequestration. But these commitments are
far from assured: The bill simply authorizes
spending that must later be approved by
spending committees.

“The bill largely codifies
the existing energy research
programs,” says a spokes-
person for House Science
Committee Chair Sherwood
Boehlert (R–NY). While
Boehlert helped craft the
research provisions of the bill,
he voted against it because it
lacks government mandates
that would boost energy pro-
duction from renewables—
such as wind and solar
power—and raise fuel effi-
ciency for automobiles. 

For research, the bill lays
out ambitious funding goals. If appropria-
tions committees follow its lead—a big if—
by 2009, fossil fuel research would rise by
23% and funding for renewables would more
than double. The bill also sets a 2008 date for
the construction of the Rare Isotope Acceler-
ator, long sought by nuclear physicists to
study exotic nuclei. Calling the R&D provi-
sions “pretty good,” William Fulkerson, for-
mer energy manager at Oak Ridge National
Laboratory in Tennessee, says research proj-
ects on advanced coal plants and a plan to
build a hydrogen-producing nuclear plant in
Idaho should eventually help cut carbon
emissions. President George W. Bush is
expected to sign it shortly.

But critics say the bill fails to address basic
questions about the direction of U.S. energy
research. “The entire energy [bill] is really
based on wishful thinking, that if you throw
enough money at different technologies, one

of them will one day take over the market and
solve our problems,” says Joseph Romm,
director of the Center for Energy and Climate
Solutions in Arlington, Virginia. He argues
that only mandates will force companies to
develop better energy technology. New York
University physicist Martin Hoffert, while
praising the proposed increases, says the bill
“lacks focus” and calls for a national debate
on which energy research areas most deserve
federal investment. Judy Biggert (R–IL),
chair of the House Science Committee’s
energy subcommittee, defends the bill’s
multifaceted vision. “We can’t rely on just
one area of research,” she says. 

The bill’s generous tax incentives repre-
sent a signif icant victory for the energy
industries, although the final legislation did
not keep protections sought by producers
of gasoline additive methyl ter tiary-
butyl ether—contested provisions that

caused previous versions of the gargantuan
legislation to fail. But utilities succeeded at
keeping out a requirement that they draw
10% of their power from renewables. Jason
Grumet of the National Commission on
Energy Policy in Washington, D.C., says he
fears that the only way to pay for the bill’s
hefty research increases is to generate
income-producing measures such as auc-
tioned carbon credits associated with a cap-
and-trade system—a provision success-
fully blocked by energy firms.

Although environmentalists have railed
against the bill, science lobbyists are cheer-
ing the creation of a new Under Secretary of
Science position at DOE on the same level
as the existing undersecretaries for defense
and nondefense energy work, which should
give researchers more influence in tough
budget times. 

–ELI KINTISCH

U.S. Energy Bill Promises 
Some Boosts for Research

E N E R G Y  P O L I C Y

Current Spending vs. Projected Energy R&D
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Promises, promises. The energy bill would give the biggest
increase to renewables, but the money still has to be appropriated.
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A sweating man feverishly pumping an exer-
cise bicycle may not seem to have much in
common with a chess player coolly contem-
plating her next move. Yet both may be pro-
tecting their brains from the ravages of
Alzheimer’s disease. Recent results, some
from epidemiological studies and others from
investigations of animal models of
Alzheimer’s disease, suggest that exercise—
both physical and mental—can help the brain
combat the pathological changes that cause
the illness.

If so, then people who engage in physical
exercise and intellectual activities such as
reading, solving crossword puzzles, and play-
ing cards or chess may be able to slow down
the development of Alzheimer’s disease, per-
haps delaying it long enough that incapacitat-
ing symptoms won’t appear during a person’s
lifetime. “The brain is an organ that, like any
other organ, ages depending on how it’s
used,” says neurologist Robert Friedland of
Case Western Reserve University School of
Medicine in Cleveland, Ohio.

Yet parts of the story may not be that sim-
ple. Researchers are debating, for example,
whether intellectual activities are actually
protective or whether people who participate
in them are more resistant to Alzheimer’s
disease, possibly because of the way their
brains developed. 

Building a cognitive reserve

Parents who warn their children that they will
regret not going to college could be correct—
but in an unexpected way. Over the years, sev-
eral studies have shown that formal education
seems to protect against Alzheimer’s disease.
For example, a 1997 study of 642 elderly 
people, conducted by Denis Evans of Rush 
Presbyterian–St. Luke’s Medical Center in
Chicago and his colleagues, found that each
year of education reduces a person’s risk of
Alzheimer’s disease by 17%.

As suggested in the late 1980s by Robert
Katzman of the University of California, San
Diego (UCSD), education might protect
against Alzheimer’s disease by increasing the
number and strength of neuronal connections
in the brain, thus improving an individual’s

so-called cognitive reserve. According to this
theory, later in life when Alzheimer’s pathol-
ogy begins to eat away at the brain’s neurons,
people with larger reserves would be better
able to cope with the onslaught.

One recent study supporting Katzman’s idea
came 2 years ago from a Rush Presbyterian–

St. Luke’s team led by David Bennett and
Robert Wilson. Since the mid-1990s, these
researchers have been following a group of
older Catholic priests, nuns, and brothers
who had agreed to donate their brains after
they died.

Analysis of the brains available in 2003,
130 in all, showed no correlation between
education and the formation of plaques and
tangles, the abnormal brain deposits that
characterize Alzheimer’s disease. But a bat-
tery of 19 tests performed periodically in the
years before the donors died revealed that
people with high levels of education better
maintained their cognitive abilities. Wilson
says that the highly educated participants 

didn’t develop Alzheimer’s disease until they
had about five times as many plaques and tan-
gles as the less educated participants. “This
suggests that education or cognitive activities
achieve their effects by helping the brain tol-
erate the pathology,” he says.

Not everyone finds support for the cogni-
tive reserve theory, however. The so-called
Nun Study points to a different conclusion:
Early variations in how the brain develops
makes some brains more resistant to develop-
ing Alzheimer’s pathology than others. 

David Snowdon started the Nun Study
more than 15 years ago, when he was at the
University of Minnesota, St. Paul. It origi-
nally included 678 members of the School
Sisters of Notre Dame, all of whom were born
before 1917. Snowdon, now at the University
of Kentucky in Lexington, reasoned that
studying nuns would help him identify fac-
tors that influence Alzheimer’s development
because they all have similar lifestyles and
medical care. This eliminates some variables,
such as smoking, that might skew the results.

As in other studies, Snowdon and his
colleagues found that high education levels
seem to protect against Alzheimer’s disease.
The researchers originally thought that this
supported the idea that more education
leads to a higher cognitive reserve. But
analysis of biographical essays the sisters
had written when they entered the convent,
usually in their early 20s, pointed in a 
different direction. The early writings, 
Snowdon says, were an even better predic-
tor of who would get Alzheimer’s disease
than education level. “Those who had the
lowest linguistic skills at age 22 had a very
high risk of Alzheimer’s,” Snowdon says.
Indeed, most of the cases occurred in the
nuns whose essays put them in the bottom
third on the linguistic ability scale.

When Snowdon, neuropathologist William
Markesbery, also at the University of Ken-
tucky, and their colleagues examined the
brains of nuns who had died, they found that
those of lower linguistic ability were also
much more likely to have signs of Alz-
heimer’s disease such as brain shrinkage and
tangles, although not plaques. That finding C
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Recent research suggests that keeping mentally and physically active when young
and middle-aged can help stave off the brain degeneration of Alzheimer’s

Preventing Alzheimer’s:
A Lifelong Commitment?

News Focus

Healthy bodies, healthy minds? Some studies
show that exercise can slow cognitive decline.

Recent research suggests that keeping mentally and physically active when young
and middle-aged can help stave off the brain degeneration of Alzheimer’s

Preventing Alzheimer’s:
A Lifelong Commitment?

http://www.sciencemag.org


took Snowdon by surprise. He points out that
if the lower risk of Alzheimer’s disease in the
high-linguistic-ability group was solely due
to their having a better cognitive reserve, the
pathology ought to be similar in all the nuns.
Instead, it appeared as if the brains of the sis-
ters with higher linguistic ability were some-
how more resistant to developing the pathol-
ogy in the first place. This, Snowdon sug-
gests, might reflect differences in how the
brain develops before birth and in early life.
“Ultimately, it gets down to brain wiring and
the biological mechanisms that defend the
brain from disease,” he says.

That doesn’t mean, however, that there’s
nothing we can do to decrease our likelihood
of getting Alzheimer’s disease. “Genes are the
driving force, but it’s highly likely that diet
and lifestyle influence Alzheimer’s risk,”
Snowdon says. One indication of this comes
from Margaret Gatz of the University of
Southern California in Los Angeles.

In work she described at the International
Conference on Prevention of Dementia held
2 months ago in Washington, D.C., she and
her colleagues identified 109 pairs of identi-
cal twins in the Swedish Twin Registry in
which one had been diagnosed with demen-
tia and the other had not. “We do find that
there is a difference in education. The twin
with dementia had significantly less,” Gatz
says. So even in these genetically identical
individuals, education apparently pays off in
lowered Alzheimer’s risk.

Several additional studies by teams
including Friedland’s, the Rush Presbyter-
ian group, and Herman Buschke and his
colleagues at the Albert Einstein College of
Medicine in New York City suggest that a
lifelong commitment to intellectual activi-
ties may aid in—indeed, may even be neces-
sary for—maintaining any protection
against Alzheimer’s disease accrued in early
life. “All forms of leisure activities requir-
ing mental activity—reading, puzzles,
cards, board games, crafts—are protective,”
Friedland says. “I believe they all involve
learning in some way.”

Conversely, Friedland and his colleagues
found that one leisure activity that is
arguably not intellectually demanding—
watching television—was associated with
an increased likelihood of developing
Alzheimer’s disease. Using questionnaires,
they surveyed 331 normal controls and also
the close associates, primarily spouses and
children, of 135 Alzheimer’s patients to find
out what activities they participated in dur-
ing midlife. As reported in the July issue of
Brain and Cognition, the patients had
watched more television; each additional
hour of watching per day increased the
Alzheimer’s risk by a factor of 1.3. That
doesn’t necessarily mean that heavy televi-
sion watching rots the brain. Rather, Fried-

land says, it may be a marker for an intellec-
tually inactive lifestyle.

These epidemiological studies all suffer
from the same complicating factor, however:
Much evidence—including the Nun Study
and a meta-analysis of 47 studies reported in
the 31 July issue of Neuropsychology by a
team led by Lars Bäckman of the Karolinska

Institute in Stockholm, Sweden—indicates
that Alzheimer’s disease develops slowly over
many years before failing memory and other
symptoms become apparent. Although
researchers have conducted long-term
prospective studies that try to exclude people
already showing Alzheimer’s symptoms, it is
hard to eliminate the possibility that low par-
ticipation in cognitively demanding activities
may be an early symptom of the disease
rather than a cause.

More reason to exercise

Pursuing an intellectual life may not be the
only tack that people can take to ward off
Alzheimer’s disease. Some recent research
indicates that physical exercise can be as
good for the mind as for the body, although
the literature on this issue has been mixed,
with not every study showing a benefit. 

A few years ago, Arthur Kramer of the
University of Illinois, Urbana-Champaign
(UIUC), and his colleagues performed a
meta-analysis of 18 trials involving adults
between the ages of 55 and 80 that explored
the effects of physical exercise on perform-
ance of various cognitive tasks. They con-
cluded that the answer to the question, “Does
aerobic exercise enhance cognition?” was an
“unequivocal yes.”

Since then, additional studies have borne
out that conclusion. These include two large
prospective epidemiological studies that
focused on women. In one, Kristine Yaffe
and her colleagues at UC San Francisco,
followed for 6 to 8 years nearly 6000
women over age 65 who did not show signs
of Alzheimer’s disease at the time they were

recruited into the trial. The other trial comes
from Francine Grodstine of the Harvard
School of Public Health and her colleagues,
whose study group included 18,766 women
aged 70 to 81 from the Nurses’ Health
Study. Both studies reached the same con-
clusion: Women who got the most exercise,
mainly walking, showed less cognitive
decline over the years than women at the
low end of the activity scale.

Varying one’s exercise routine may also
have mental benefits beyond relieving bore-
dom. Constantine Lyketsos of the Johns
Hopkins Medical Institutions in Baltimore,
Maryland, and his colleagues have looked at
the effects of physical activity on mental
abilities in more than 3000 men and women
in the Cardiovascular Health Cognition
Study. “What mattered wasn’t the absolute
energy expenditure but the number of activ-
ities,” Lyketsos says.

As reported in the April issue of the Amer-
ican Journal of Epidemiology, study mem-
bers who engaged in four or more physical
activities, which could be anything from gar-
dening to jogging or biking, had about half
the risk of dementia as that of participants
who engaged in one or none. The effect was
primarily seen, however, in persons who did
not carry a gene variant called ApoE4 that’s
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Mind matters. A study of nuns suggests that high linguistic ability early in life correlates with lower
Alzheimer’s risk;engaging in lifelong mental activities, including crafts,may also help stave off the disease.
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known to increase Alzheimer’s risk. In the
ApoE4-endowed population at least, genetics
seems to trump activity.

The exercise studies all have the same
potential downfall as the ones focusing on
education and mental activities:
the possibility that low activity
levels are an early sign of Alz-
heimer’s disease rather than a
cause. But the exercise conclu-
sions receive additional support
both from imaging studies of
human brains and from investiga-
tion of animal models of Alz-
heimer’s disease.

Neurobiologists have known
for some time that the human brain
shrinks with age. Between ages 
30 and 90, the losses range from
15% to 25% of brain matter, with
the shrinkage particularly severe
in areas such as the frontal and
temporal cortex that are involved
in memory and learning. About 
2 years ago, Kramer and his col-
leagues confirmed such cortical
shrinkage by using magnetic reso-
nance imaging (MRI) to observe the brains of
55 older adults. But they also found that those
losses were much reduced in the most physi-
cally fit individuals (assessed by performance
on a treadmill).

In a second set of experiments, Kramer
and his colleagues used functional MRI to
assess brain activity in subjects performing a
cognitive task. The more physically fit indi-
viduals not only performed better on the task
than the less fit participants, but their brains
also showed higher activity in the areas asso-
ciated with the task. “Fitness training
improves neuronal efficiency and perform-
ance,” Kramer says. “Older brains are a lot
more flexible and plastic than we have been
led to believe.”

Lessons from rodents

How physical exercise enhances brain main-
tenance and function is unclear, but work
with rodents points to several possibilities.
One is that it improves cerebral blood flow,
thus providing better nourishment to the neu-
rons. For example, William Greenough and
colleagues at UIUC have shown that exercise
increases blood flow to rat brains, at least
partly by stimulating the growth of the capil-
lary vessels feeding the cortex.

Another possibility is that exercise turns
up production of proteins that stimulate
neuronal growth. About 10 years ago, Carl
Cotman’s team at UC Irvine, found that the
brains of rats who ran voluntarily on a
wheel show increases in one such factor,
BDNF (for brain-derived neurotrophic fac-
tor). The increase was particularly strong 
in the hippocampus, an area involved in

learning and memory that’s hard-hit by
Alzheimer’s disease.

Consistent with that finding, researchers
including Greenough and Fred Gage at
UCSD, have shown that exercise or so-called

enriched environments in which animals live
in cages equipped with exercise wheels and
other toys can increase formation of brain
neurons and lead to other changes that should
strengthen neuronal connections.

For example, the numbers of dendrites,
the tiny projections of nerve cells that receive
incoming signals, normally decline with age.
But Greenough’s team found that keeping rats
in an enriched environment could counteract
that decline. All but the oldest animals kept in
such an environment showed increases in
dendrite numbers, and even those very old
rats maintained their dendrites better than
control rats kept in standard lab cages
equipped with nothing more than food, water,
and bedding. “At the younger ages, use it [the
brain] and gain,” Greenough says. “And at the
older ages, use it or lose it.”

Exercise may even prevent formation of
the amyloid typical of Alzheimer’s disease,
although the evidence, derived from animal
models, is far from clear. Sam Sisodia’s team
at the University of Chicago in Illinois has
been studying mice genetically modified to
overproduce a protein called β amyloid, a
major plaque constituent. As the researchers
report in the 11 March issue of Cell, mice
kept in an enriched environment produced
much less of the protein and had fewer
plaques than did animals kept in standard
cages (also see Science, 11 March, p. 1547).
The effect was especially pronounced in
those animals who spent the most time on the
running wheels, Sisodia says.

The Sisodia team didn’t determine
whether the enriched environment improved
the animals’ learning abilities, but in a similar

experiment, Cotman and his colleagues did.
The Irvine group found that voluntary exer-
cise, again running on a wheel, not only
decreased the number of plaques in the hippo-
campus and cortex of mouse brains but also

improved a rodent’s performance
on a cognitive task, learning to
find a hidden platform in a water
maze. (The results appeared in the
4 May Journal of Neuroscience.)

But not everyone has found
that an enriched environment
results in decreased plaque for-
mation in Alzheimer’s mice. In
2003, Joanna Jankowsky of the
California Institute of Technol-
ogy in Pasadena, David Borchelt
of Johns Hopkins University
School of Medicine in Balti-
more, and their colleagues
reported just the opposite: that it
can lead to increased plaque for-
mation. That experiment has
been criticized on the basis that
the animals were under stress.
Jankowsky disputes that, noting
that her team has since done

additional experiments with a different
genetically altered mouse strain. Again, they
found that β-amyloid and plaque deposition
increased when compared to control animals
kept in standard cages. “Not only have we
found the same result, but we found it in
another strain of mice,” Jankowsky says.

Even so, the experiment sounds a hopeful
note about the effects of enrichment. All the
animals kept in the enriched environment
showed improved performance on three dif-
ferent cognitive tests, although the mice with
high β-amyloid production fared less well
than animals with lower levels.

The reason for the discrepancy between
the various groups’ plaque f indings are
unclear, although it might be due to differ-
ences in the strains of mice used. Still, 
Cotman describes the recent results as
“cool.” He points out that, taken together,
they indicate that it may be possible to pre-
vent or slow the mental decline of
Alzheimer’s disease with or without
decreases in plaque formation.

Researchers warn, though, that people
need to act before they get old. “If you’re
going to do something to ward off Alz-
heimer’s, you have to do it before memory
problems develop,” Snowdon says. On the
bright side, the interventions to prevent
Alzheimer’s disease are looking pretty much
like the same ones recommended to prevent
obesity and cardiovascular disease. Yaffe,
who runs a memory clinic, notes that she
tells her patients that exercise is “inexpen-
sive, has very few side effects, and if worst
comes to worst, it’s good for your body.”

–JEAN MARX
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Brain preservation. The brain images at left show the areas of gray matter
(top) and white matter (bottom) that shrink with age. As indicated by the
images at right, cardiovascular fitness can help preserve those brain regions.
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Two years ago, Roderick MacKinnon and
colleagues at Rockefeller University in New
York City unveiled an atomic map of an ion-
channel protein that rocked the small commu-
nity of researchers working to unravel the
details of how nerves and other cells conduct
electrical impulses. Solving that structure
was a tour de force of chemistry. It required
getting copies of the protein, which is nor-
mally embedded in the bacterial cell mem-
brane, to arrange in an ordered crystal. But
the map showed parts of the molecule to be in
positions that were not what other experts
had come to expect. Now, in a pair of papers
on pages 897 and 903, MacKinnon and col-
leagues reveal the structure of a closely
related eukaryotic ion channel protein that
has other experts breathing much easier.
“This is a terrific structure,” says Richard
Horn, a physiologist at Jefferson Medical
College in Philadelphia, Pennsylvania.

Both the new and earlier structures offer
close-ups of proteins called potassium voltage
gated ion channels. When a neuron fires,
potassium ions build up inside the cell. These
positively charged ions create an electrical
voltage across the cell membrane that triggers
the potassium channel to open, allowing the
excess potassium ions to spill out and restor-
ing the cell to its resting state, ready to fire
again. Virtually all potassium channels consist
of four identical subunits, each made up of six
linked helical segments. Two of those helical
segments from each subunit assemble to form
the central pore through which ions flow,
while the other segments form a cloverleaf
pattern of four voltage sensors that detect volt-
age changes across the cell membrane and
move like a lever to open and close the pore.

Getting structures of such complex pro-
teins is no simple task. Researchers must
first coax billions of copies of a protein to
stack in a perfectly ordered crystal. They
then fire a tight beam of x-rays at the crystal
and track how those x-rays ricochet off the
atoms in the crystal to work out the precise
positions of each atom. That task is espe-
cially challenging with potassium ion chan-
nels, MacKinnon says, as the voltage sen-
sors are barely connected to the pore regions
and therefore are floppy and diff icult to 
stabilize in a crystal. Two years ago, 
MacKinnon’s group attached antibody frag-
ments to copies of the bacterial protein to

help stabilize it. But when the structure was
published in Nature in 2003, the voltage
sensors looked to many experts to be tilted
on their sides from what they expected 
(Science, 27 June 2003, p. 2020). Many of
the measurements that had been done on 
the channels over the years didn’t seem to
mesh with the new structure, Horn says.
MacKinnon and colleagues themselves
noted in the Nature paper that portions of
the protein were in unexpected positions,
possibly as a result of the technique used to
crystallize the protein.

For their new structure, MacKinnon’s
team was able to do away with the antibodies.
The eukaryotic channels are nearly identical
to those in bacteria, but there’s a key differ-
ence: Eukaryotic potassium channels contain
an additional protein domain, known as T1,
and another associated protein, known as β,
that sit outside the cell membrane in the cyto-
plasm. With the help of some novel crystal-
lization techniques that used lipids to crystal-
lize the entire complex, MacKinnon’s team
found that T1 and β helped stabilize the chan-
nel protein during crystallization without
requiring support from antibodies. Whether

or not getting rid of the antibody fragments
made the difference, the voltage sensors in the
new structure are rotated upright, where other
lines of evidence suggested they should be.
“It was comforting to see [the position of the
voltage sensors] was much more like every-
one thought,” says Francisco Bezanilla, an ion
channel researcher at the University of Cali-
fornia, Los Angeles (UCLA).

Like its predecessor, the new structure
offers fresh insights into how the channel
works. For one, Horn says, helices that form
each subunit’s voltage sensor aren’t adjacent
to those that help make up the pore. Rather,
those domains from the different subunits
interlace around one another. Gary Yellen, a
neuroscientist at Harvard University adds that
the new structure shows for the first time how
the voltage sensor links to the pore, which, he
says, “is a pretty neat thing to see.”

Controversies remain. For example, ion-
channel experts have long known that four
positively charged arginine amino acids sit
atop each of the voltage sensors that sur-
round the pore. These charged arginines
move in response to changes in the voltage
across the cell membrane, pressing up and
down on the lever that opens and closes the
pore. But just how this movement takes
place remains at issue.

MacKinnon’s team has suggested that
two of the helices that help make up the
voltage sensor are part of a “paddle” that
moves through the membrane and pushes
on the lever. That view, he suggests, was
supported by a study 2 years ago that
showed that positively charged arginine
amino acids that are part of this paddle
move a considerable distance—15 or so
angstroms—through the membrane, from
the extracellular to the intracellular portion,
as the pore moves from its open to its closed
configuration. David Clapham of Harvard
University says the new structure is consis-
tent with this model. But not everyone is
convinced. Bezanilla points out that two
1999 studies, by his group and Ehud
Isacoff ’s group at UC Berkeley, used fluo-
rescence tracking techniques to show that a
key helix in the sensor that presses on the
lever, known as S4, does not change its depth
in the membrane by more than 3 angstroms. 

MacKinnon points out that this debate
can’t be settled by the new crystal structure
because it’s a static view of the potassium
channel in the open position. He says he
and his colleagues are already working to
get a structure for the protein in its closed
form, which together with the current
structure should reveal how the protein
moves. In solving this debate, MacKinnon
says, “there is nothing like data.”

–ROBERT F. SERVICE

A New Portrait Puts Potassium
Pore in a Fresh Light
An atomic structure of a potassium channel, which is central to the firing of neurons,
may settle some debates over how this critical protein operates

P rote in  Structure

Hot shot. Potassium channel (red) is seen together
with T1 and β domains (blue) for the first time.
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Mid–6th century B.C.E. was a dark time for
the empire of Babylonia. Persians and Medes
were threatening in the east, and the king
mysteriously abandoned his famed capital of
Babylon for a remote oasis in the western

Arabian desert. Contemporary texts portray
King Nabonidus as mentally unstable and
complain that he forsook the prime Babylon-
ian deity, virile Marduk, for the mystical cult
of the moon god Sin, often portrayed as an old
man with a long beard.

Those texts, written by Nabonidus’s cleri-
cal enemies, have been the only evidence of
his claimed exile. Now archaeologists have
found the first concrete signs that Nabonidus
indeed lived in the oasis of Tayma, more than
1000 kilometers to the west of today’s Iraq,
and they hope also to uncover why this
obscure oasis played such a pivotal role in his-
tory. Academics familiar with the Middle
East say that the Tayma dig itself, in sparsely
settled northwestern Saudi Arabia, is a tri-
umph of science over politics, given the diffi-
culty of winning permits from the Saudi gov-
ernment for excavations by foreign teams.

Three years ago, Saudi researchers work-
ing near Tayma found rock inscriptions that
mention an army of Nabonidus that battled
local Bedouin. Then in December, a joint
Saudi-German team found a piece of badly
weathered stele, a stone slab inscribed with
writing, which closely resembles other slabs
associated with Nabonidus’s reign.

The slab originally would have stood for
passersby to read, but the team’s fragment—

60 centimeters (cm) wide, 50 cm high, and 
11 cm thick—was later reused in building a
wall. Only about a dozen lines of the stele are
legible, but they indicate that Nabonidus
made offerings to Babylonian deities—

including Marduk—in the form
of carnelian, lapis lazuli, and
censers of gold, according to a
translation by Assyriologist
Hanspeter Schaudig of the Uni-
versity of Heidelberg in Ger-
many. The find “is very valuable
for our knowledge of history,”
says philologist David Weisberg
of Hebrew Union College in
Cincinnati, Ohio. But he adds
that the inscription “is quite dam-
aged, and many lines are illegi-
ble,” so it will require more study.

The f ind is part of a larger
effort to understand the complex
trade routes that linked the
ancient Middle East. Tayma lies
at a critical juncture of the frank-
incense trade flowing north from
Yemen and other routes to the

Persian Gulf and Mesopotamia, and for
millennia it offered travelers a respite from
the desert. At the time of Nabonidus, the
oasis included a city with a vast wall some
14 kilometers in circumference and a well
18 meters across, one of the largest on the
notoriously dry Arabian Peninsula. The
team, led by Ricardo Eichmann of Berlin’s
German Archaeological Institute and 
Said al-Said, a professor at King Fahd Uni-
versity, has found 13 successive layers of
occupation from the mid–3rd millennium
to the early centuries of the modern era,
showing a surprising continuity in urban
desert life. 

Although Babylonian texts mention that
Nabonidus built a palace at the site, Eich-
mann says none has yet been found, but the
team will keep looking when it returns to
Saudi Arabia in November. Textual evidence
found elsewhere indicates that Nabonidus
was ill when he left Babylon and recovered
during his decade in the desert. But German
excavation director Arnulf Hausleiter specu-
lates that his real motives could have been
economic: By asserting control over an
important trade city, Nabonidus may have
been attempting to bolster Babylon’s flag-
ging treasury. If so, the gambit failed. The
texts say that the king returned to Babylon in

542 B.C.E. after a decade in exile, only to be
overthrown by the Persian King Cyrus the
Great 3 years later. Thus Mesopotamians lost
control over their own rich territory—a 
control that was not fully regained until 2500
years later in the 20th century.

One of the most spectacular archaeological
discoveries in history was Leonard Woolley’s
excavation of the royal tombs of Ur in the late
1920s. The 16 graves included a “death pit”
with sacrificed retainers and animals. Woolley
believed the tombs were those of kings and
their consorts, including the famous Queen

Puabi, buried with a magnificent
crown and other jewelry.

But one grave, tomb 1054,
left Woolley perplexed. In the
shaft 4 meters above the stone
burial chamber was a cylinder
seal inscribed with the word
“lugal,” Sumerian for “king” or
“ruler,” along with a name read as
Meskalamdug and traditionally
translated as “hero of the land.” In
the stone chamber itself were a

host of weapons, including a
dagger at the side of the princi-
pal occupant. But there was

one hitch: Woolley determined
that the remains were of a
woman. Scholars had long held
that ancient Mesopotamian
rulers, unlike their Egyptian
neighbors, were always men.
“That seal cannot be hers,”
Woolley concluded in a 
1934 publication. 

The puzzle has obsessed two
generations of researchers, who
have come up with a variety of
theories to explain it .  Now
Kathleen McCaffrey, a graduate
student at the University of Cal-

ifornia, Berke-
ley, says that
the most logi-
cal answer is
the simplest:
The seal and
weapons did

Alas, Babylon:Tracing the 
Last King’s Desert Exile 

CHICAGO, ILLINOIS—More than 300 Mesopo-
tamian scholars gathered at the University of
Chicago’s Oriental Institute from 17 to 23 July.

Ur’s Xena:A Warrior
Princess for Sumeria?

Meeting   Rencontre  Assyrio logique Internat ionale

King’s record. Ricardo Eichmann studies the stele that
records Nabonidus’s exile.
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Fit for a prin-
cess?The myste-
rious occupant of
tomb 1054 wore
this gold dagger
at her side.
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indeed belong to the buried skeleton,
which may have been that of a female
Sumerian ruler. That claim has sparked
fierce debate, however, especially because
Woolley disposed of the bones shortly
after discovering them.

Woolley himself suggested that the seal
and weapons were gifts from the woman’s
husband. Another theory is that the true
owner of the seal, a male, was buried in a
mud-brick shaft above the stone tomb. But
McCaffrey notes that the materials in that
shaft are low quality and lack weapons, and
that no other royal tomb is constructed of
mud brick. In fact, the remains in the mud-
brick shaft, identified by Woolley as male,
were wrapped in women’s clothing with
feminine jewelry. Unfortunately, those
bones also were discarded.

The principal occupant of 1054 herself
reveals some curious gender anomalies,
notes McCaffrey. Her skeleton was found
wearing a hair ribbon, two golden wreaths,
and a gold dress pin, all typical for high-
status Sumerian women of the day. But she
was not adorned with the usual earrings or
elaborate choker, and there were no floral
combs or cosmetic containers. And a gold
headpiece and a dagger and whetstone at
her waist were typical for Sumerian men; a
gold headdress near the skeleton has a brim,
a style that Woolley believed was worn
mostly by men. 

Also in the stone chamber were a bronze
ax, dagger, and hatchet—very atypical for a
woman’s tomb. Other researchers attribute
those weapons to the male attendants in the
room, but McCaffrey notes that the atten-
dants lack rings, weapons on their bodies, or
any other sign of elite materials, suggesting
that they were servants.

McCaffrey maintains that the root of the
problem is translation: Sumerian grammar
does not include gender distinctions, but
“lugal” has always been translated as “king”
rather than simply “ruler.” In the case of
tomb 1054, she concludes that the woman
was in fact a lugal.

But other scholars hotly disagree. Uni-
versity of Chicago archaeologist McGuire
Gibson argues that the seal’s location above
the stone chamber makes it difficult to tie it
to the elite occupant below. He adds that
most of the bones had deteriorated so much
that identifying gender was difficult. “Wool-
ley couldn’t tell the difference between a
man, a woman, or a monkey,” he says.
McCaffrey counters that Woolley was
competent enough to identify correctly the
genders of the dozen skeletons that still
exist. Philologists, meanwhile, note that
although “lugal” is technically a gender-free
term, there is the counterpart term “eresh,”
which traditionally is translated as female
consort to a male ruler.

Without a skeleton, scholars may never
definitively sort out the mysteries of tomb
1054. But the women of ancient Ur may have
more to say in the near future: Researchers
are now examining Queen Puabi’s remains
for clues to her genetic identity.

Few societies before our own were as
obsessed with recording data as ancient
Mesopotamia. After inventing the f irst
script in the 4th millennium B.C.E., the
Sumerian scribes used clay tablets to keep
track of the most minute economic trans-
actions as well as great myths such as The
Epic of Gilgamesh that stir readers even

today. The tablets have proved invaluable in
understanding the hearts and minds of that
lost world.

But the artifacts also have attracted collec-
tors and antiquities dealers. Today, as many as
100,000 tablets a year are being ripped out of
archaeological sites in war-torn Iraq and put
on the international market, according to U.S.
government estimates. By comparison, only
some 300,000 to 400,000 likely existed in
libraries and private collections prior to 1990,
say scholars. So far, the number of stolen
tablets confiscated or returned is minuscule:
An FBI official said at the conference that
fewer than 400 had been recovered recently
by U.S. agents. 

Should academics publish texts from
cuneiform tablets that may have been looted?
This thorny ethical question sparked the

fiercest debate at the meeting and revealed a
bitter split within the community. Some
philologists say that given the scale of the
looting, they are eager to salvage what data
they can by translating and publishing texts.
“You have an obligation to your science, to
your data,” says Jerrold Cooper, a philologist
at Johns Hopkins University in Baltimore,
Maryland, who says he would work with col-
lectors who own tablets. “It makes no sense at
all to condemn all publication” of potentially
looted items. 

But many archaeologists see the wide-
spread looting in Iraq as an unalloyed night-
mare and any involvement with potentially
stolen tablets as aiding and abetting the
destruction. At the meeting, a faction led by
Michael Mueller-Karpe, a specialist in
ancient metals at the Roman-German Central
Museum of Mainz, Germany, proposed a res-

olution opposing scholarly
involvement with tablets that may
have been looted. “Scholars ... are
urged to refrain from providing
expertise to the antiquities market
and to private collectors, unless
the artifacts in question can be
proved to be neither excavated
illegally nor exported without
permission,” states the resolution,
which was signed by 130 academ-
ics at a meeting after the confer-
ence officially ended. A number
of scholars, primarily philologists
like Cooper, refused to sign.

The different opinions do not
always track disciplinary lines.
Robert Adams, a retired archae-
ologist and former head of the
Smithsonian Institution, sur-
prised many participants at the
opening session by allowing that
no discipline should be expected
to ignore vast amounts of new
data, however it might have been
obtained. (After taking fire from

colleagues, Adams later clarified that he did
not mean to condone the publishing of
looted material but wanted to emphasize the
complexity of the problem.)

Meanwhile, several philologists draw a
distinction between working on existing col-
lections and trafficking with dealers seeking
to boost the value of tablets. Cooper, for
example, says he would “not be comfortable”
examining tablets owned by dealers.

But a few at the meeting do read recently
acquired tablets for dealers, for free or for
pay—an act that archaeologists maintain
can boost the tablets’ value and reinforce
the cycle of looting. Cooper says he hopes
participants at the next conference will
come up with a common ethical stance to
guide scholarly actions.

–ANDREW LAWLER
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Looted Tablets Pose
Scholar’s Dilemma

Stolen. Looted cuneiform tablets, like these recovered in
Jordan, are pouring out of Iraq.
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It might just work. With military-style plan-
ning, a big stash of pills, and a lot of luck, the
world might be able to stop a nascent
influenza pandemic dead in its tracks, two
new modeling studies conclude.

The models, published online this week in
Nature and Science (www.sciencemag.org/
cgi/content/abstract/1115717), are the first
attempts to estimate the power of the antiviral
drug oseltamivir to quash a pandemic—an
unprecedented and auda-
cious idea. If large num-
bers of people in the
region first hit by a pan-
demic virus take the drug
prophylactically and
comply with some quite
draconian measures to
limit their movements and
contacts, millions of lives
might be saved, the authors
of both papers say—and
medical history would be
rewritten in the process.

But just how likely is that scenario to suc-
ceed? As experts point out, the models, both of
which chose Thailand as the presumptive
ground zero, are based on several untested
assumptions: that the runaway virus isn’t highly
infectious, for instance, and that large quantities
of drugs can be distributed rapidly to the right
people, even in remote villages. “The models
make sense, and we should seriously consider
this approach,” says Harvard epidemiologist
Marc Lipsitch, “but the take-home message is
there’s no way we can count on this.”

The researchers—one team led by Ira
Longini of Emory University in Atlanta, Geor-
gia, the other by Neil Ferguson of Imperial Col-
lege London—hope their work will lead to con-

crete actions because until now, there’s been lit-
tle if any official commitment to such a plan.
The World Health Organization (WHO), which
the researchers say would have to lead the
effort, is “interested,” says the agency’s pan-
demic chief, Margaret Chan. Rich countries are
stockpiling oseltamivir to protect their own
populations, but they have no plans yet for ship-
ping it to the cradle of a pandemic. Nor are 

the Asian countries
affected by H5N1—
the avian influenza
strain most feared as
the potential source
of the next pan-
demic—on board
or necessarily up 
to the logistics,
although they were
slated to discuss
the idea at a meet-

ing in Bangkok ear-
lier this week.

Given influenza’s
history, most experts
peg the chance that
the world will be hit

by another pandemic at 100%. The question is
when it will occur and how bad it will be;
there’s widespread agreement that the death
toll could be in the tens of millions. Vaccines
offer by far the best chance to avert that dan-
ger—at least in countries that can afford
them—but these would take months to pro-
duce after a pandemic begins (Science,
15 October 2004, p. 394).

A bold new idea is to use oseltamivir to bat-
tle a potentially pandemic virus at the source,
before it becomes a global threat, using an inter-
nationally run stockpile. The strategy might be

the only way to prevent disaster in the majority
of countries unable to afford vaccines or drugs
at all, notes Arnold Monto of the University of
Michigan, Ann Arbor. Oseltamivir would make
those who get the flu less infectious to others,
but by far its most important task would be to
prevent infection in those exposed to the virus.

Now, that idea has been put to the test.
Longini and his colleagues simulated an
imaginary population of 500,000 people who
live, work, and move about in rural Southeast
Asia. Meanwhile, Ferguson and his col-
leagues built a model based on the 85 million
people living in Thailand and a 100-kilometer-
wide border zone in neighboring countries.
Both then introduced a pandemic virus and
looked at how well different containment
strategies performed.

The cornerstone in each model was giving
a 10-day prophylactic course of oseltamivir to
the contacts of every suspected flu patient—
either by treating everyone in their household,
school, or workplace, or by simply giving it to
anyone living within a certain radius. In both
models, the drug regimens were supplemented
by measures such as closing schools, “home
quarantine,” or “area quarantine,” in which
travel into and out of the hot zone is restricted.

And in both models, the more such
measures were deployed, the higher the
chances were that the pandemic petered out,
with thousands or even millions of people
taking an oseltamivir course, but only a few
hundred actual flu cases. But success
depended critically on a few factors. 

One is the infectiousness of the pandemic
virus. Epidemiologists characterize infectious
agents by a factor called R0, which denotes the
number of secondary infections caused by a
primary case. In both studies, viruses with an
R0 between 1.0 and 1.8 could usually be con-
tained, depending on the exact set of meas-
ures; with an R0 well above 2.0, the outbreak
often spiraled out of control. Estimates for R0
during past pandemics have varied; in a paper
published in December, Lipsitch concluded
that it was between 2 and 4 in the United States
during the 1918–19 pandemic. But Ferguson
estimates it was about 1.8.

Drugs, Quarantine Might Stop 
A Pandemic Before It Starts
Thirty-six years after the last influenza pandemic, researchers wonder whether they can
make these global disasters a thing of the past

Ep idemiology

Drug of the day. A
global stockpile of up
to 3 million treatment
courses of oseltamivir
might be needed.

Stop right there.A computer model shows how a new pandemic might spread in Thailand.
With massive prophylaxis, the outbreak might end after just a few hundred cases.
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Another key condition in both models is
that the operation starts within a couple of
weeks of the first cases. Chances of contain-
ment drop dramatically if it takes more than
2 days to reach new patients’ contacts. Both
conditions may be challenges, to say the least,
in rural areas with poor health care.

Some infectious-disease experts put little
stock in models like these. “In 30 years in pub-
lic health, I’ve never seen any statistical mod-
eling that had any impact on public health.And
this is no exception,” says Michael Osterholm,
director of the Center for Infectious Disease
Research and Policy at the University of Min-
nesota,Twin Cities.A single SARS patient in a
Hong Kong hotel triggered a worldwide out-
break in 2003, he notes; no model could have
predicted that turn of events.

But to Anthony Fauci, director of the U.S.
National Institute of Allergy and Infectious
Diseases, the studies provide an “interesting

blueprint” of what might be possible. “Even if
there’s only a 20% or 30% chance of success,
it’s worthy of the effort,” adds Frederick
Hayden, an antiviral expert at the University
of Virginia, Charlottesville, “given the enor-
mous impact that a pandemic would have.”

It wouldn’t be all that expensive, Hayden
notes. The amount of oseltamivir needed—
some 3 million courses in Ferguson’s most
unfavorable scenario—isn’t very much; the
United Kingdom alone has ordered almost 
15 million 5-day courses for its own citizens.
WHO already has more than 100,000 treat-
ment courses, donated by Roche, sitting in a
stockpile. And Roche may soon make
another, much larger donation to WHO, says
David Reddy, the company’s influenza pan-
demic task force leader.

But although WHO welcomes any
oseltamivir it can get its hands on, more stud-
ies, as well as discussions with the affected

countries, are needed to find out whether the
snuffing-out scenario is feasible, Chan says.
The Thai government, for its part, is inter-
ested in exploring the option, says Supamit
Chunsuttiwat, a senior expert for communi-
cable diseases at the Ministry of Public
Health. The two papers, he says, “give us
some hope that we might be able to do this.”

But Osterholm worries that the two
papers might calm fears prematurely. Even
if the scheme envisioned by Ferguson and
Longini were successful once, he said, it
would need to be repeated as long as H5N1
is rampant in the bird population. Longini
agrees. But who knows, he says, researchers
might get better at it after the first time. And
in any case, only a small region would be
affected in every budding pandemic. “It’s
not like we’re exposing the entire world to a
fire drill every time,” Longini says.

–MARTIN ENSERINK
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A Drug Makes It Big—But Can It Deliver?

The worldwide fears triggered by theAsian outbreak of H5N1 have cre-
ated one clear winner:oseltamivir, the drug that, from a quartet of can-
didates, is considered the best one to fight a pandemic. More than
two dozen governments have placed orders for a stockpile with the
producer, Roche in Switzerland; 2005 sales are expected to exceed
$700 million—up from just $110 million 
3 years ago—and seem poised to grow fur-
ther, says Bret Holley, an analyst at CIBC
World Markets in NewYork City.

The procurement orders may be lucrative,
but it remains to be seen just how effective
oseltamivir, known commercially as Tamiflu,
will be during an influenza pandemic. Nor is
there agreement about how big a national
stockpile should be,or who should receive the
drugs to maximize their impact. And in the
worst-case scenario, resistance in the flu virus
might render stockpiles worthless.

As a remedy against nonpandemic flu,
oseltamivir has certainly failed to win many
supporters since its launch in 1999.The drug,
which blocks a viral enzyme called neu-
raminidase, can make a bout with influenza
more bearable and shorten the duration of
symptoms by a day or more; it has also been shown to prevent com-
plications and hospitalizations—but not mortality.The problem is that
it needs to be given within 48 hours of infection to be fully effective.
And even for patients who meet that deadline, most doctors don’t
think the benefits warrant the $65 cost of a prescription. (Japan, where
sales have soared, is the exception.)

How well oseltamivir will perform against human infection with
H5N1 is unclear. It has shown anti-H5N1 activity in test-tube and
animal studies, but human cases have been so rare that experience
is extremely limited.

Who should get treatment is also in question.Pandemics may sicken
between 25% and 50% of the population in 3 months,but many people
with milder cases can probably recover by themselves. Still, countries
such as France, the United Kingdom, and Finland are amassing enough
oseltamivir to treat 20% to 30% of their populations; the United States,

on the other hand, currently has only 2.3 million doses for almost
300 million people.The BushAdministration was expected to announce a
new order shortly—although nowhere near the 67 million to 124 million
treatments that the Infectious Diseases Society ofAmerica has urged.

Recently,anotherpotential role of oseltamivir has garneredagreatdeal
of attention: that of preventing illness rather than treating it. Studies have
shown that oseltamivir can reduce the risk of infection in people exposed

to the virus by around 80%.That benefit is
key in global plans to stamp out a pan-
demic early on (see main text);once a virus
is on its worldwide rampage, national gov-
ernments could similarly attempt to slow
its spread within their own borders.

Last year, a study by Ira Longini’s
team at Emory University in Atlanta,
Georgia, showed that using oseltamivir
preventively could contain an outbreak
in the United States, and a paper pub-
lished this month by Ran Balicer of Ben
Gurion University of the Negev in Be’er
Sheva, Israel, suggests that stockpiling
drugs for this purpose should be cost-
effective if pandemics occur more often
than once every 80 years.That may seem
like a fairly safe bet, but it would require
reserves for much more than 25% of the

population—an amount few countries are considering at the moment.
For now, a more feasible and widely discussed approach may be to

restrict prophylactic use to certain groups, such as health care workers,
people performing “essential” jobs, or the elderly—although picking
the beneficiaries might create wrenching ethical dilemmas.

Another worry is that once tens of millions of people start tak-
ing Tamiflu, the virus will become resistant. So far, resistance
appears to be rare in other flu strains; during the 2003–04 flu sea-
son, when a whopping 6 million treatment courses were prescribed
in Japan, only 4 of 1180 virus isolates tested there showed resist-
ance, a group reported inApril. And fortunately, mutations that con-
fer resistance also appear to slow the virus’s growth.

Tamiflu may soon face some competition, as other drugs are in the
pipeline. And many researchers say they’d feel a lot better if the bullish
market for flu drugs were split between a couple of rivals. –M.E.

Oseltamivir Global Sales 

Projected total 

for 2005:

$750 million
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Plague of Toads 
Down Under
Cane toads, brought to Queensland from
South America in the 1930s to tackle 
sugarcane beetles, have become Australia’s
latest big alien menace.The toads have
been gradually spreading across tropical
northern Australia, and citizens of Darwin
are bracing for an invasion when the next
wet season starts in December.

The highly fecund cane toads (Bufo
marinus) are a threat to native wildlife
because of a poisonous sac at the base 

of the head that can kill any 
predators, from crocodiles

to cattle, that take a nip
at them.They have
been implicated in
the recent drastic
decline of quolls,
cat-sized marsupials.

Authorities worry that
they will cut a swath

through native frogs,
snakes, and goanna lizards in the

Northern Territory’s famous Kakadu Park.
Trapping, monitoring, and public 

education activities are now in high gear.
Zoologist Gordon Grigg of the University 
of Queensland in Brisbane and others 
are looking for “toad-specific” solutions,
including scents and sounds that will draw

the animals to traps, pheromones that
might be used to disrupt breeding cycles,
and toxins special to the cane toad. In the
long run, government scientists hope that
genetic engineering will allow them to
throw a wrench into tadpole development.

That solution is still far away, says 
Adelaide University zoologist Michael Tyler.
Amphibians are rarely invasive species, he
notes, so scientists still know little about

the toad and its potential Achilles’ heel.
That is why, he says,“everything we’ve 
tried so far has been unsuccessful.”

Burning Boats for 
Animal Rights
Last month, animal-rights activists again
attacked Oxford University over an animal
research facility it is building, this time 
setting fire to a boathouse.

A year ago, activists used threats and
property damage to force the main con-
tractor to withdraw from the $33 million
project (Science, 23 July 2004, p. 463).
Now the Animal Liberation Front (ALF) 
has claimed responsibility for the 4 July
fire, which destroyed 24 shells and caused
almost $1 million in damage. No arrests
have yet been made.

ALF has threatened the university and its
suppliers with further attacks.“[N]othing …
is off limits until the project is scrapped,”
it wrote on its Bite Back Magazine Web site.
A university spokesperson says it is still
determined to resume work on the lab,
designed mainly to house rodents.

Some animal-rights protesters say
their tactics are a response to stiffer 
laws against economic sabotage.A new
law allows up to 5 years’ imprisonment 
of anyone who harasses businesses 
supplying research organizations (Science,
4 February, p. 659).
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Edited by Constance Holden

Adieu,Antibiotics
In the latest step to wean its citizens of their
antibiotic habit, France has banned 12 popular
sore throat remedies that contain “topical anti-
biotics.” The drugs—lozenges, mouthwashes, and
sprays—haven’t been shown to do any good,
the French Health Products Safety Agency has
concluded. Most throat infections are impervious
to antibiotics because they are caused by viruses,
they note.And the drugs, all but one available over
the counter, could foster the development of
drug-resistant microbes.

Since 2001, the French government has cam-
paigned to drive down the country’s use of antibiotics, among the highest in Europe,
which has resulted in high rates of treatment resistance in pneumonia and hospital-
acquired infections.The government prohibited the use of several medically important
antibiotics in sore throat remedies in 2003. The latest ban affects four others whose
overuse posed a much smaller risk to public health, says infectious diseases specialist
Stephan Harbarth of the University of Geneva in Switzerland. Still, he adds, the move
signals to doctors and patients “that France is getting tougher.”

Mal de gorge. It’s time for
Frenchmen to tough it out.

After a 4-year absence from the Bradbury Science Museum at Los Alamos National
Laboratory, the Little Boy nuclear bomb has returned—sort of.

Shortly after the 11 September 2001 terrorist attacks, the museum and its counterpart
at Sandia National Laboratories removed their Little Boy bombs, 4500-kilogram cousins
of the device that killed more than 70,000 people at Hiroshima, Japan, 60 years
ago tomorrow. Although the bombs lacked nuclear or explosive material, says
Bradbury director John
Wheaton, the government
worried that their “ana-
tomically correct” innards
might interest terrorists.
“These old, crude, brute-
force World War II devices
[had] suddenly become
an issue,” he says. (The
museum’s Fat Man, a copy
of the one used at Nagasaki,
is only a bomb case.)

Wheaton says Sandia carried out “surgery” on the private parts of its Little Boy. (Sandia
would not confirm this.) But he says Bradbury’s bomb was transferred to a well-guarded
facility while modelmakers in Texas built the replica of its casing now on display.

Bombs Away … and Back

Little Boy now just a toy.

http://www.sciencemag.org
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Stanford bound. Four
decades of research and

admini-
stration at
Los Alamos
National
Laboratory
(LANL)
has taught
Siegfried
Hecker a
thing or 
two about
nuclear
weapons
and prolifer-

ation. Now the 61-year-old
metallurgist will get to 
share that knowledge with
students at Stanford University
in California.

Hecker, who served as
LANL’s director until 1997 and
stayed on as a scientist before
retiring from the lab last
month, is going to Stanford’s
Center for International 
Security and Cooperation 
this fall as a visiting professor.
There, he’ll continue his work
on curbing proliferation and
nuclear terrorism and teach
courses on science and nuclear
security. Hecker says the
looming new LANL contract
clinched his decision to leave

the New Mexico lab.
“I got waylaid,” he says,

about an academic post he
turned down in 1968 to join
Los Alamos, where he became
an authority on plutonium.
“And now, 37 years later,
I’m finally doing it.” Center
Director Scott Sagan says it’s
going to be “very exciting”
to have him around.

Hard labor. Scientists made 
“a huge mistake” this spring by
sitting out the Kansas school
board hearings on intelligent
design, says science
historian Niall
Shanks, who has
battled creationism
in debates and 
writings. But he 
says his decision to
join the philosophy
department at
Wichita State 
University (WSU) in
Kansas, ground zero for the
creationism movement, has
little to do with that fight. It’s
“not really what I’m interested
in,” says British-born Shanks,
calling the defense of evolution
“dirty work [that] someone’s
got to do.”

It’s an endowed position at
Wichita that lured him from his

current post at East Tennessee
State University, says Shanks,
who may extend his work from
the study of biological self-
organization and complexity

into the philosophy
of medicine.WSU
philosophy depart-
ment chair David
Soles says Shanks’s
teaching ability and
academic achieve-
ment won him the
job, not his activism,
although he says he’s
“gearing up for some

flak” from the appointment.
University of Kansas science
education professor Steve Case
takes umbrage at the criticism
of the community’s strategy 
by his new ally.“But otherwise
I’m thrilled,”he said.

A smoking gun. British 
epidemiologist Richard Doll,
who helped save millions of
lives by showing a causal link
between smoking and lung
cancer, died
last week in
Oxford,
U.K., at the
age of 92.

Working
with Austin
Bradford
Hill, Doll
began 
asking
British 
doctors in
1951 what
they smoked
and docu-
menting
what they died from.The work
confirmed that smokers were
much more likely than non-
smokers to die of lung cancer.

In 1969, Doll became a
professor of medicine at
Oxford University, where he
teamed up with Richard Peto
and showed that smoking
could also cause other types
of cancer, as well as heart 
disease and respiratory disease.
Doll’s research “has done as
much to save lives as the 
discovery of penicillin or the
development of the polio 
vaccine,” says neuroscientist
Colin Blakemore, chief execu-
tive of the Medical Research
Council in London. “The pro-
found implications for health
policy resonate to this day.”
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Edited by Yudhijit Bhattacharjee

Magic lessons. Call it “Harry Potter Meets
the Teacher of Science.” Christine Redman
of the University of Melbourne in Australia
has been using the wildly popular series
to harness students’ interest in science
and mathematics. Her Potter-centric
curriculum employs flying broomsticks to
reveal fundamentals of mechanical engi-
neering and Dementor-curing chocolate
to illustrate brain biochemistry and social
behavior. Redman has trained more than
600 chemistry school teachers in the past
4 years, and the state of Victoria offers her
material to all its schools. Redman says
she plans to create more lessons based on
the latest volume, a 672-page spellbinder,
once she finishes reading it.

A W A R D S

Sounds good. Masakazu Konishi and his former postdoctoral
researcher, Eric Knudsen, will share the $200,000 Neuroscience
Prize from the Peter Gruber Foundation. Konishi, a professor
at the California Institute of Technology in Pasadena, and
Knudsen, a professor at Stanford University in California,
receive the honor for their research on the neural circuits and
mechanisms that underlie sound localization in barn owls.
The prize will be awarded at the Society for Neuroscience’s
meeting in November.

I N  T H E  N E W S

Got any tips for this page? E-mail
people@aaas.org

http://www.sciencemag.org
mailto:people@aaas.org
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Scrapie in

Ancient China?

SCRAPIE, THE TRANSMISSIBLE SPONGIFORM

encephalopathy found in sheep, is generally
traced back to the early 18th century, based
on records in the UK, France, and Germany
(1). However, I believe philological evidence
suggests that the disease may have existed up
to 2000 years earlier.

Chinese characters are often composed
of two parts. One component may hint at
meaning, while the other gives the sound, or
both may contribute to the meaning. Since
these characters were developed from 3000 to
2000 years ago, “original intent” can only
be inferred. One character for “pruritis” or
“itchy” is composed of three parts, an outer
wrapper meaning “disease” and inner parts
meaning “hand” and “insect”:

itchy   disease   hand    insect

Another character for “itchy” combines
“disease” and “sheep”:

itchy,   disease   sheep
pruritis

The English name “scrapie” arose because
afflicted sheep suffer pruritis and wind up
scraping off much of their coats. I propose
that this dramatic symptom was known in
ancient China and hence the combination of
“disease” and “sheep” to make “pruritis.” The
importance of sheep at that time in China is
suggested by the character for nutrition, ,
which combines , to eat, with , sheep.

Chinese characters evolved over time, but
this one has likely been unchanged for at least
the past 1000 to 1500 years. A.D. 500 to 1000 is
the era during which Japan adapted Chinese
characters to the grammatically very different
Japanese language. The character for “itchy”
(kayui) in Japanese is identical to that used in
traditional Chinese, indicating an ancient
origin for this form of the character. Both 
and are pronounced “yang” in Mandarin
Chinese and “yo–” in Japanese, so it is possible
that is giving the sound. However, many
disease-related characters seem to get both
meaning and sound from the enclosed part: 

(to know, “chih”) 
(stupid, “chih”) 
(a packet, “pao”) 

(blister, “pao”)
(old, “ku”) 
(chronic complaint, “ku”)
(bean, “tou”) 
(smallpox, “tou”).

The prion model for scrapie suggests
that it should occur spontaneously at some
low frequency in all sufficiently large herds.
The remarkable stability of the scrapie
agent suggests that infectivity may even be
detectable in remains of ancient sheep.

REED B.WICKNER

Laboratory of Biochemistry & Genetics, National

Institute of Diabetes and Digestive and Kidney

Diseases, NIH, 8 Center Drive, MSC0830, Bethesda,

MD 20892–0830, USA. E-mail: wickner@helix.nih.gov
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Co-Funding in Canada:

Another View

THE LETTER “PROBLEMS WITH CO-FUNDING

in Canada” by M. Tyers et al. (24 June, p. 1867)
gives a misleading and inaccurate picture of
recent increases in federal research funding.
The Letter leaves the distinct impression that
Canadian scientific excel-
lence is being compro-
mised by an overemphasis
on short-term industrial
and commercial interests.
Statements such as “[m]uch
of this renewed commit-
ment to research… is in the
form of “co-funded” pro-
grams…” and “co-funding
is often biased against fun-
damental research…” not
only belie the facts but do a
tremendous disservice to a range of innovative
Canadian programs that have changed the
face of the research environment in Canadian
universities over the last 7 years and have
reaped a “brain gain” of exceptional young
and established stars from other countries.
Federal allocations to university R&D have
increased by $13 billion Canadian since
1997–98, giving Canada the highest expendi-
tures on higher education R&D per capita
among G8 countries. For 2003–04 and
2004–05, only 22% of total expenditures
from all federal granting bodies required co-
funding. The authors fail to mention the dou-
bling of the federal granting council budgets;
the creation of the 2000 Canada Research
Chairs; Millennium and Canada Graduate
Scholarships; permanent funding for the

Networks of Centres of Excellence; and the
funding of indirect costs of research.

Although co-funding programs represent a
relatively small portion of the total federal
investment, they are an important element in a
range of funding vehicles designed to foster a
world-class research enterprise in Canada. The
largest programs with co-funding require-
ments are the Canada Foundation for
Innovation (CFI) and Genome Canada (GC).
To date, CFI, through its 60% matching
requirement, has generated $4.3 billion in co-
funding for university infrastructure from $2.7
billion in federal investments. For the much
smaller GC program (which enables Canada
to compete internationally in large-scale
genomics research projects), co-funding has
leveraged an additional $470 million for
genomics researchers from a $375 million
federal investment. Genomics programs in the
Netherlands and Spain have been modeled
after GC. Similar programs in Sweden, UK,
and the United States use a co-funding model.

For both the CFI and GC programs,
provincial governments and not industry have
provided most of the co-funding, a fact not
mentioned by the Letter writers. Co-funding
is an important component of funding in
many countries, particularly for very large
projects, to harness resources that would not

otherwise be accessible to researchers.
Another major point made in the Letter is

that “[by] eschewing scientific excellence as
the primary consideration, co-funded pro-
grams imperil scientific credibility...,” imply-
ing that co-funded proposals fail to meet the
highest standards of excellence set by interna-
tional peer review. This is demonstrably not the
case: For both CFI and GC competitions,
review panels have been made up of individu-
als with impeccable scientific credentials.
Publicly funded research in Canada is subject
to rigorous peer review, and scientific excel-
lence is not compromised. However, scientific
merit is not necessarily the sole determinant of
success. For projects involving multimillion
dollar investments of public money, funders
have a responsibility to ensure that grantees are

LETTERS

[C]o-funding programs…are
an important element in a

range of funding vehicles
designed to foster a world-class
research enterprise in Canada.”

–CARTY

“
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accountable for the use of funds through sound
financial and management practices. 

In conclusion, I believe the facts show that
Canada and Canadian researchers have bene-
fited enormously not only from the massive
federal investments, but also from the addi-
tional $5 billion that has been leveraged via
co-funding mostly from provincial govern-
ments over the past 7 years and from the
broader engagement of the R&D community.
However, a portion of publicly funded research
is subject to a double test of peer-reviewed
excellence and the ability to attract co-funding
partners from the public and private sectors.
The result is more support for science and a
stronger underpinning for the science and
technology enterprise in Canada.

ARTHUR J. CARTY

National Science Advisor to the Prime Minister,

Government of Canada, Blackburn Building, Room

728,85 Sparks Street,Ottawa,ON K1A 0A3,Canada.

E-mail: acarty@pco-bcp.gc.ca

Update on the Closure

of a Chilean Institute

IN REFERENCE TO THE LETTER “THE END OF A

Chilean institute” (L. Barbeito et al., 6 May,
p. 792), we conf irm that the Board of

Directors of the Chilean Millennium Science
Initiative Program (MSI) unanimously
resolved to discontinue funding for a second
5-year period for one of its three science insti-
tutes, the Institute for Studies in Cell Biology
and Biotechnology (CBB). This decision was
based on the recommendation of the MSI
Programme Committee, composed of eight
prestigious foreign scientists (five of whom
are members of the U.S. National Academy of
Sciences) who are entrusted with the selection
and evaluation of the MSI Centers of
Excellence (www.mideplan.cl/milenio). The
basis for the decision was a deep split between
the Director and the six lead scientists of the
institute, caused by differences in research
objectives, approaches, and internal proce-
dures. Although acknowledging CBB’s scien-
tific achievements, the MSI seeks and expects
responsible, professional, and eff icient
management of its resources and personnel.

The MSI Board of Directors decided to
continue supporting students and postdoc-
toral fellows previously attached to the
CBB. At the same time, a call for proposals
to create a new institute to replace the gap
left by CBB was announced on 17 April
2005 and is open to interested groups of
scientists in all scientific fields, including
previous CBB scientists.

In the last 5 years, the government of
Chile and the National Commission for
Scientific and Technological Research have
increased investment in science and tech-
nology by ~60% and the number of doctoral
grants by fivefold. With its three Institutes
and 15 Science Nuclei, the Chilean MSI
will continue its mission of signif icant
contributions to scientific and technological
development, education of young people, and
international cooperation. 

YASNA PROVOSTE1 AND ERIC GOLES2

1Chilean Minister of Planning, Chairwoman Board of

Directors Millennium Science Initiative, Ministerio

de Planificación, Ahumada 48 piso 10, Santiago,

Chile. E-mail: icm@mideplan.cl. 2President, National

Commission for Scientific and Technological Research

(CONICYT), Canadá 308, Santiago, Chile. E-mail:

secrepriv@conicyt 

Canadian Database 

in Singapore

I AM WRITING IN RESPONSE TO THE ARTICLE

“Canadian global database may move to
Singapore after loss of funding” (News of the
Week, W. Kondro, 10 June, p. 1529). I would
like to clarify some statements made in the
article that I feel misstate the current situation.
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First, Blueprint and its databases are not
“moving” to Singapore, because we are
already in Singapore. The Blueprint Initiative
Asia Pte. Ltd. (Blueprint Asia), the mirror
node of Toronto’s Blueprint North America, is
a nonprofit company registered in Singapore
in 2004 that has been a vital cog in the organi-
zation’s efforts to develop the Biomolecular
Interaction Network Database (BIND). With a
staff of 15 curators and two administrators,
Blueprint Asia focuses on human diseases of
interest to researchers in Asia and supports
biotechnology, bioinformatics, and human
resources development in Singapore.

Second, the photo caption seems to imply
that the Blueprint layoffs only affected staff
involved in curation activities. Among the staff
released on 2 May were several highly prized
software developers responsible for systems
such as BIND, the SeqHound data warehouse,
and data visualization technologies.

Blueprint is quite excited about the
prospect of expanding our operations in
Singapore, which has long been part of our
plan. We have found the Singaporean com-
munity to be quite welcoming of our efforts,
recognizing the long-term global implications
of our undertakings, and they have been
extremely supportive, scientifically, socially,
and financially. Our only regret is that this

good news was prompted by the possible
closure of Blueprint’s Toronto operations.

CHRISTOPHER HOGUE

Principal Investigator, The Blueprint Initiative, 522

University Avenue, 9th Floor, Suite 900, Toronto,

ON M5G 1W7, Canada.

Random Copying and

Cultural Evolution

ALTHOUGH NETWORK THEORY HAS MUCH TO

offer, the mathematical study of collective
human behavior is older and richer [e.g., (1–4)]
than Albert-László Barabási suggests in his
Perspective “Network theory—the emer-
gence of the creative enterprise” (29 Apr.,
p. 639). Barabási rightly makes the point that,
rather than studying static networks, the time
has come to study how social networks evolve
in time, as some have already begun to do
(5–7). In laying out this objective, however,
Barabási curiously does not include evolu-
tionary theory, which is specifically the study
of how the frequencies of variants change over
time. In fact, Cavalli-Sforza and Feldman (1)
demonstrated decades ago how the math-
ematical theory of population genetics has all
the tools to study change in human behavior
over time. A powerful tool is the neutral

theory of random genetic drift (8), by which a
population of individuals copy variants from
each other, except for a small fraction in each
time step who invent a new variant (9–11).
Many of the phenomena addressed by network
theory are also elegantly explained by random
copying (7, 8).

As a null hypothesis, the random-copying
model is simpler than network theory. Are
Web links, Hollywood actors, and scientific
collaborators really nodes in a network, or are
they just ideas that are copied among individ-
uals? In the Barabási-Albert model (12),
“preferential attachment” is an imposed rule,
whereas in the random-copying model, the
“rich get richer” effect emerges naturally
because the more popular a variant is, the
more likely it will be copied again, becoming
even more popular. Time-dependent difficul-
ties for the basic preferential attachment
network model (13), such as quick success by
new nodes and rapidly changing networks,
are not a problem in the random-copying
model, by which any new variant stands a
small chance of becoming highly popular
(like a network “hub”), and the network of
who copied whom completely changes at
every time step. Given these advantages,
combined with decades of research establish-
ing neutral theory (14), network researchers
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should broaden their connections outside
their own emerging and exciting field. 

R.ALEXANDER BENTLEY1* AND

STEPHEN J. SHENNAN2

1Department of Anthropology, University of

Durham, Durham DH1 3HN, UK. 2AHRB Centre for

the Evolutionary Analysis of Cultural Behavior,

University College London, 31-34 Gordon Square,

London WC1H-0PY, UK.

*To whom correspondence should be addressed.

E-mail: r.a.bentley@durham.ac.uk
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An Unexpected

Cover Image

CONGRATULATIONS TO SCIENCE ON WHAT

must be your new campaign to generate
interest among nonscientists! For the first time
ever, my husband picked up an issue of Science
(Special Issue on Women’s Health, 10 June).
Unfortunately, he did not open the magazine,
but he did turn it over to see if the nude model
on the front cover (posterior view) appeared in
an anterior view on the back cover.

My observational study (n = 1) clearly
proves that although sex may sell, it doesn’t
compute. Please return to electron pho-
tomicrographs and other such scientif ic

esoterica on the cover, for those of use who
sit down with Science for a few moments of
pleasurable reading at the end of a long day.

LINDA FELVER

Oregon Health & Science University, Portland, OR

97239–2941, USA.

CORRECTIONS AND CLARIFICATIONS

Reports: “Amplification of acetylcholine-binding
catenanes from dynamic combinatorial libraries”
by R. T. S. Lam et al. (29 Apr., p. 667). Reference 1 is
incorrect. It should be: P.A. Brady, R. P. Bonar-Law, S.
J. Rowan, C. J. Suckling, J. K. M. Sanders, Chem.
Commun. 1996, 319 (1996).

Research Articles: “A draft sequence of the rice
genome (Oryza sativa L. ssp. japonica)” by S. A. Goff
et al. (5 Apr. 2002, p. 92). Syngenta’s rice genome
sequence information was donated to the
International Rice Genome Sequencing Project
(IRGSP) and the Beijing Genomics & Bioinformatics
Institute (BGI) in 2002 under an agreement to inte-
grate the Syngenta data with the sequence gener-
ated by these projects and deposit the assemblies
into appropriate public databases such as GenBank
and EMBL. The individual sequence reads from
Syngenta were deposited into the GenBank Trace
Database by the BGI in February 2004.The Syngenta
draft sequences can be obtained by request at the
Web site www.tmri.org/en/partnership/access.aspx,
although the authors recommend the use of the
more complete sequence now in GenBank.
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I
f the number of described species is a
measure of success, then insects (with
nearly 1 million) are the most successful

group of all time. And if the number of fam-
ilies known from the fossil record is a proxy
for past biodiversity, then insects (with
more than 1200) are also the most diverse
paleo group. Insects have only existed for

11% of the duration
of life on Earth. Yet
in that time, they
have pervaded all
terrestrial ecosys-
tems and evolved
social organization
several times. They
conquered the air
long before any fly-
ing vertebrate and

have outlasted trilobites and dinosaurs.
They pollinate our crops and arguably gave
us our greatest laboratory animal,
Drosophila. Love them or hate them, we
have evolved alongside them.

There are a number of good entomology
books on the market. Few, however, have
integrated the living and fossil record as
seamlessly as David Grimaldi and Michael
Engel’s Evolution of the Insects. None, more-
over, has combined this integration with so
much student-friendly text and such a wealth
of illustrations (more than 900). The book
shows that lavish photography and lucidity
need not be the prerogative of popular ento-
mology and that segregation of entomology
and paleoentomology is tantamount to intel-
lectual apartheid. While looking good,
Evolution is no coffee-table adornment.
Weighing in at 2.92 kg, it is the western chal-
lenger to History of Insects (1), a multiau-
thored, English-language account by
Russian paleoentomologists. That work,
which highlighted the fossil insect riches of
Asia, is unashamedly phylistic; its approach
to evolutionary relationships combines
cladogenesis and evolutionary divergence.
Evolution offers a cladistic treatment rooted
in the Hennigian tradition—as one would
expect from the previous contributions of
Grimaldi (a curator of invertebrate zoology
at the American Museum of Natural History)
and Engel (a paleoentomologist at the

University of Kansas). This methodological
difference influences the interpretation of the
evolutionary history of insects (e.g., the
longevity of groups like caddisflies and
cockroaches).

One should never judge a book by its
cover, but it’s a fine fossil that fronts the vol-
ume—and the exceptionally preserved long-
horned grasshopper in goethite is one of many
superb compression fossils illustrated in full
color. Cretaceous and Tertiary amber inclu-
sions are also expertly photographed, but
some depictions of  internationally important
fossil-insect localities are less successful.
Many specimens look better than in their orig-
inal publications. Images of fossils are liber-
ally interspersed with those of living insects
and even other arthropods, and numerous
black-and-white scanning electron micro-
graphs show fascinating detail, as only they
can. Enhancement is mercifully kept to a min-
imum (I spotted only one tinted f igure).
Unfortunately, the captions do not always give

information like species or scale. The former
omission is at least salutary as many species
have yet to be described scientif ically.
Phylogenies (which, the helpful glossary
notes, are used in the book in the restricted
sense of cladograms “superimposed on a geo-
logical time scale”) are accompanied by tables
that identify key characters or organisms. The
volume emphasizes morphology (especially
the form of adults), but some behaviors are
included, notably those suggested by trace fos-
sils and color patterns (extant grasshoppers
and butterflies). The authors, however, reject
evidence for pre-Cretaceous social insect
activity, and, curiously, they do not illustrate
structural colors from fossil insects (such as
German Eocene beetles).

Some slips are inevitable in a work of
this scope. Among the errors I noted: The
Bembridge Marls’ insects are from earliest

Oligocene (not Late Eocene) limestones,
which yield the butterfly Nymphalites
zeuneri but not leaf mines; Sinonemestrius
crops up in two different places in the phy-
logeny; the Purbeck-Wealden deposits are
latest Tithonian–earliest Aptian; and the
trigonotarbid in figure 3.7 is really a pha-
langiotarbid. The index omits some taxa,
but typos and taxonomic changes are for-
tunately few—although the suggestions of
new “popular” names for giant dragonflies
(griffenflies) and extinct cockroaches
(roachoids) lack luster.

The meaty text is divided into 15 substan-
tial chapters. The first reviews biological
basics (the nature and number of species, and
reconstructing evolutionary history), and the
second focuses on geology (insect fossiliza-
tion, dating, and major deposits of fossil
insects). The authors acknowledge the sys-
tematic value of genetics but note that “it is
highly unlikely that any DNA is preserved in
ancient fossils.”  Nevertheless, I suspect that
the search will continue, and the geological
time scale used by the authors has already
been supplanted (2). Grimaldi and Engel then
turn to the insects’ place in the phylum
Arthropoda: it’s evidently closer to millipedes
than to crustaceans, although insects made
landfall separately. Regrettably, they provide

only a reconstruction of the
“most famous Devonian hexa-
pod,” Rhyniella praecursor.

The authors begin their treat-
ment of the true insects (ectog-
nathans, that is, those with
external jaws) with an overview
of the group’s natural history,
morphology, and phylogeny.
They devote a short chapter to
the earliest insects such as the
bristletails, silverfish, and the
early Devonian Rhyniognatha

(which, although more derived, is considered
the oldest known true insect). The primitively-
winged insects (Pterygota) are covered in nine
chapters, which proceed from the mayflies,
extinct beaked insects, and odonatopterans
(dragonflies and their extinct relatives)
through the holometabolous orders (insects
with a pupa), which attained awesome hyper-
diversity. We still do not understand exactly
how wings arose, and the mystery remains
why no wings are found until the mid-
Carboniferous given that basal (primitive)
Pterygota include aquatic orders that inhabit
depositional environments. 

In the chapter outlining the course of
insect evolution through the Cretaceous
(K) and Tertiary (T) periods, the authors
conclude “that the mechanism is obscure
as to how insects  diversif ied with
angiosperms.” Mass extinctions and the C
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BOOKS et al.

Fine fossil. This orthopteran (of the extinct family Elcanidae)
is one of some 300 species (representing approximately 100
families) known from the Early Cretaceous Santana formation
of Brazil.
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K/T boundary are only briefly consid-
ered, because Grimaldi and Engel distrust
taxic evidence (counting records) and
trust ghost ranges (cladistic extrapola-
tion).  They do note that many living
insect species date back to the Tertiary
and that insects are climatically sensitive
and mobile. Thus biogeographers must
beware—Gondwanan insects can lack
austral ancestry. 

In the short epilogue, the authors briefly
review possible explanations for the bewil-
dering number of insect species: the clade’s
age, morphology, capacity for high specia-
tion rates, and low rates of natural extinc-
tion. Then they end with a couple of pages of
comments on current threats and the future.
Insects face mass destruction in the “6th
mass extinction” now under way, and they
need proselytizers now. Whatever is in store,
Evolution of the Insects superbly documents
the rich and colorful history of hexapods.

References
1. A. P. Rasnitsyn, D. L. J. Quicke, Eds., History of Insects

(Kluwer Academic, Dordrecht, Netherlands, 2002).
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I
n the introduction to The Hive, Bee
Wilson confesses that she has “always
felt fond of bees—or at least fond of the

idea of them.” As it turns out, she isn’t
alone. In the last year or so, there have been
several popular books released that exam-
ine the place of bees in the ecosystem of
human thought and culture. In Wilson’s
book, we see bees through the eyes of a
food writer and historian of ideas who
begins with the premise that “studying bees
is a way of studying ourselves.” Throughout
human history, our understanding (or in
many cases, misunderstanding) of honey-
bees has been a Rorschach test for our own
cultural and institutional beliefs and ideas.
The three books reviewed here approach
the topics of honeybees and beekeeping
from three distinctive perspectives—with
engaging results.

Standing in front of a hive can stimulate a
number of emotions. To the uninitiated, the
most powerful is often the desire to beat a
hasty retreat. Yet at one point in time even the
most experienced beekeepers have
approached a hive for the first time, opened it
to the roaring buzz of thousands of venomous
bees, and resisted that urge to run. Why? For
Holley Bishop the answer appears to have

N AT U R A L  H I S T O RY

A Swarm of Bee Books
Jay Hosler
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been love. Bishop’s Robbing the
Bees is the enthusiastic memoir
of a writer who has recently
come to beekeeping. Her
romantic prose is veined with
the poetic descriptions of some-
one who has just discovered an
alien world and tempered by her
practical experiences as a bee-
keeper. There are times when her
descriptions of the natural his-
tory may be a bit too poetic, but
such license is inevitable in a
popular science book and for-
givable given the rigor that per-
meates most of her account. 

Each chapter (and the book
as a whole) is framed by the
story of a Florida beekeeper
named Donald Smiley. We fol-
low the affable Smiley on a
journey through an entire
honey season: chasing tupelo
blooms, getting stung, extract-
ing honey, going to market, and
preparing for the next go-
around. Along the way, Bishop
stops to explore the history and
economics of honey, wax, and
beekeeping. Smiley’s years of
beekeeping experience provide
an excellent counterpoint to Bishop’s own
relative inexperience, making the book as
much about bees and honey as it is about
Bishop’s discovery of bees and honey. 

Whereas beekeeping and honey are the
main thrust of Bishop’s book, Letters from the
Hive by University of Arizona entomologist
Stephen Buchmann (with writer Banning
Repplier) and Wilson’s The Hive spend far
more time exploring the cultural and historical
aspects of the bees. Buchmann’s Letters is the
passionate plea of a pollination biologist, bee
enthusiast, and concerned conservationist who
sees bees and ancient beekeeping traditions
slowly disappearing. His writing stimulates
our innate biolophilia (E. O. Wilson’s term for
an unconscious love of living things) with tales
such as of the Australian Aborigines’quests for
the hives of stingless bees (called sugarbags)
and arcane Mayan beekeeping rituals. Then,
once we’re drawn into the lives of these inter-
esting people, Buchmann makes the experi-
ence bittersweet with descriptions of habitat
destruction and lost cultural traditions. There
are a few places in Letters where the writing
succumbs to strained bee puns or cloying
sweetness (as in the closing letter to the bees),
but for the most part it is a fun book that briskly
covers a lot of ground. 

Buchmann is at his best when he is telling
vivid stories like his experiences on a noctur-
nal honey hunt in the Kedah province of
Malaysia. His guide was Pak Teh, the leader of
a clan who harvests honey from a protected

forest in the Pedu Lake region.
(Teh has received written per-
mission for his hunt every year
since he petitioned the sultan in
the 1960s.) The story is laced
with elegant, ancient rituals and
the fable of Hitam Manis, a
beautiful Hindu handmaiden
whose requited love for a sul-
tan’s son ultimately leads to her
death and transformation into
“the giant honey bees of the
Asian rainforests.” Through
Buchmann’s eyes, we watch Pak
Teh and his clan climb a herring-
bone ladder up a giant tualang
tree. There, on branches a hun-
dred feet or more above the
ground, the combs of the giant
honeybees hang from the under-
side of branches like golden half
moons. Using the falling sparks
of a liana torch, Pak Teh tricks
the giant bees off the comb long
enough to cut it free from the
tree with a traditional wood tool.
All the while, Teh’s brother-in-
law stands at the base of the tua-
long tree singing the song of
Hitam Manis. 

Unlike Bishop and Buch-
mann, Wilson doesn’t keep bees herself, but
she is interested in honey, the idea of bees, and
their relationship with humans. Of the three
books, this is the most distinctive and com-
pelling contribution. There have been numer-
ous excellent books on bees and apiculture,
but none to my knowledge examine the ideas
of honeybees and beekeeping like The Hive.
In an age of cheap sucrose, we have forgotten
how much bees and honey have flavored our
language and thinking. Wilson harvests
thoughts from myriad sources and lays bare
for the reader a secret history of the honeybee.
Her wide-ranging book draws on thinkers
from Democritus to Dickens and explores
honeybees in terms of important topics like
work and sex.

Wilson’s chapter on politics is particularly
enlightening. Our tendency to anthropomor-
phize the social structure of honeybees makes

these insects an alluring intellectual trap.
Depending on who is peering into the hive,
honeybees have been used as exemplars of
monarchy, republics, autocracy, and dystopia.
This tendency to read what we want into the
hive is still with us. To favorably contrast bees
with what she describes as “thuggish” wasps,
Bishop calls bees pacifists who only attack
when provoked—of course, the same can be
said about wasps. As admirable and amazing
as bees may be, it is always dangerous to instill
them with too much humanity just because
they make something as sweet as honey.

Despite the authors’ different approaches,
there is a fair bit of overlap among the three
books. They all discuss the use of honey in
cooking and include sections with recipes (I
confess to skipping these). Each talks about
mead and offers a different assessment about its
worth as a beverage. They present historical
and mythical anecdotes about bees and honey,
and they cover beekeeping to a greater or lesser
degree. All three authors discuss honey’s role as
an ancient folk remedy and the growing body
of modern medical research that is confirming
some of these traditional uses. Honey’s hydro-
gen peroxide and extraordinarily high sugar
concentration do in fact make it a good anti-
bacterial agent. Both Bishop and Buchmann
relate recent studies of burn victims treated
with honey dressings who improved faster
than patients receiving traditional chemical
treatments. Thus we can add medicine to the
long list of things we rob from bees.

At the end of The Hive, Wilson concludes: 

However much human beings have pro-
jected themselves on to the hive, identify-
ing themselves with drones, workers and
the queen, and idealizing the morals of the
waxen community, there will always
remain mysteries about the life of the bees
which men can never discover. And it is for
this very reason that humans will continue
to search for truths about themselves in the
gold of the honeycomb.

If she’s right, we can certainly look for-
ward to more bee books in the future. I hope
those will be as enjoyable and informative
as these three.
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The authors offer an enticing introduc-
tion to the natural history and apprecia-
tion of dragonflies. This Mayan setwing
(Dythemis maya) is one of the aerial preda-
tors whose color and variety are show-
cased in spectacular digital scans and field
photographs.
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T
o most people, geology is a subject
concerning rocks and minerals and
their distributions on Earth. As an earth

science, of course, geology also deals with
physical processes of the Earth, such as
mountain building, coastal and river dynam-
ics, and desert formation. Few people know
that geoscientists have expanded
their discipline by linking human
and animal health with geology.
The fundamental basis for this
expansion, which has spun into a
specialty known as medical geol-
ogy, is the unique interdepend-
ence of the different living and
nonliving components that make
up the Earth. The basic building
blocks of the Earth—the rocks
and minerals—must, therefore,
have a bearing on the health of the
human and animal populations
that live on these earthy materials. 

Once a little-known specialty
among a few geologists around the world,
medical geology is now recognized as a
f ield unto itself. Established by the
International Union of Geological Sciences
in early 1990, the Commission on Geologi-
cal Sciences for Environmental Planning
(COGEOENVIRONMENT) has defined
medical geology as “the science dealing
with the influence of ordinary environmen-
tal factors on the geographical distribution
of health problems in man and animals.” It

now has developed into a truly fascinating
new science, with potentially enormous
consequences for the well-being of people
around the world.

We Are What We Eat and Drink
On our planet, the chemical elements flow

through the different planetary
compartments, including the
atmosphere, hydrosphere, litho-
sphere, and biosphere. Humans
and animals are part of these
cycles. The chemical elements
pass into and out of them, too, in a
complex biogeochemical cycle.
Obviously, then, the chemistry of
any local geological environment
must have a direct influence on the
chemical make-up of those living
there. This is most readily seen in
places where humans live in par-
ticularly intimate contact with the
local physical environment, as is

the case with rural people living in tropical
countries. Those living on lands with heavily
impoverished soils, such as in Maputaland,
South Africa, have such a low intake of essen-
tial elements that a very large percentage of
the population suffers from a variety of dis-
eases caused by severe mineral imbalances.
Likewise, in other areas, there is an excess
intake of elements due mainly to the abun-
dance of certain elements in the environment.
This leads to high incidences of mineral toxic-

ity, such as the
widespread and tragic
arsenic poisoning in India and Bangladesh.

Even though many other factors—among
them life-style, sex, age, migrations, and food
habits—affect health, imbalances in the sup-
ply of inorganic elements exert marked influ-
ences on both human and animal health.
Anomalies in the local abundances of trace
elements, for example, have a large impact on
food chains. As it was more than 500 years
ago, it remains relevant to bear in mind the
basic law of toxicity as defined by Paracelsus
(1493–1541), the father of pharmacology:
“All substances are poisons; there is none
which is not a poison. The right dosage differ-
entiates a poison and a remedy.” Even water,
when consumed too quickly and in inordinate
amounts, can be lethal. 

One of the primary objectives of medical
geologists, therefore, is to determine the opti-
mal exposures for people to the essential ele-
ments in order to maintain or improve health.
Diseases such as hyperkalemia (due to excess
potassium), hypercalcemia (due to excess cal-
cium), and hyperphosphatemia (due to excess
phosphorus) exist in various parts of the
world even though potassium, calcium, and
phosphorus are essential dietary elements.

I have studied a number of specific cases
that illustrate how optimal amounts of trace
elements are needed to maintain good health
and how an imbalance in these elements can
lead to disease.

G L O B A L  V O I C E S  O F  S C I E N C E
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Fluoride in Drinking Water—Friend 
and Foe 
The link between the fluoride geochemistry of
water in an area and the incidence of dental flu-
orosis, a tooth-damaging condition, is a well-
established relationship in medical geology.
Although the value of limited exposures to flu-
oride for human health, particularly for dental
health, is well known, higher exposures in
many tropical lands where fluoride is found in
excessive quantities in the drinking water have
had devastating effects. As in the case of some
essential trace elements, the optimal level of
fluoride varies within a narrow range. In loca-
tions where the exposure to fluoride is not well
controlled, including my home country, Sri
Lanka, many people suffer from a fluoride
imbalance. While carrying out detailed
research on the medical geology of dental flu-
orosis in Sri Lanka, I have seen firsthand how
disfiguring this condition can be.

When the fluoride content of the drinking
water exceeds about 1.5 mg/liter, the maxi-
mum concentration recommended by the
World Health Organization, and when such
fluoride-rich water is consumed, particularly
by children under 7 years of age, the teeth
develop a dark brown coloration and a mot-
tling. This condition is known as dental fluo-
rosis (see the top figure). Although not a life-
threatening condition, it constitutes a massive
social problem, particularly for girls worried
about their marriage prospects. Some use
sand paper to brush their teeth with the hope
of getting rid of the ugly stains.

Sri Lanka, an equatorial developing coun-
try with a population of about 20 million, has
well-defined dry and wet zones. In the dry
zone, dental fluorosis is highly prevalent, and
a population of more than 2 million is at risk
of developing it. 

Most Sri Lankans live in close association
with their immediate geological environ-
ment, and only about 30% have clean piped
water with controlled mineral content. The
rest generally get their drinking water from
wells. In some dug wells, and most notably in
deep boreholes, the fluoride concentration in
water exceeds 1.5 mg/liter. In some cases, the
concentration can be as high as 10 mg/liter.
The sources of the fluoride are the high-grade
metamorphic rocks in the dry zone of Sri
Lanka. These rocks include an abundance of
fluoride-bearing minerals such as mica, horn-
blende, and fluorite. With funding from the
Natural Resources Energy and Science
Authority of Sri Lanka, I was able to produce
a map for Sri Lanka showing the fluoride-rich
zones and their potential impact on dental
health (see the bottom figure). 

From a strictly scientific perspective, one
of the most interesting aspects of these stud-
ies is the biomineralogy of tooth enamel and

the process by which hydroxyapatite, the
primary mineral in teeth and bones, trans-
forms into fluoroapatite when fluoride
ingestion is excessive. 

The “Geochemical Disease”: Iodine
Deficiency 
It has been estimated that nearly 30% of the
world’s population is at risk for some form of
iodine deficiency disorder (IDD). Insufficient
intake of iodine is the world’s most common
cause of mental retardation and brain damage
with 1.6 billion people at risk, 50 million chil-
dren already affected, and 100,000 more
adding to their ranks every year. 

IDDs are particularly severe in tropical
regions. The resulting large populations of
people with impaired mental function have
serious direct and indirect impacts on all
aspects of life in these places. 

The geochemistry of iodine and its
chemical species has a marked influence on
the prevalence of IDDs, including endemic
goiter (see f igure on the next page).
Collectively, these IDDs are often referred
to as “geochemical diseases” in view of
their etiology in the geological environ-
ment. The sea is a major source of iodine, so
there often is a relationship between the
incidence of IDDs in a region and that
region’s distance from the sea. In general,
the farther away from the sea, the less iodine
is available. Other factors such as atmos-
pheric circulation, however, may play a role
in iodine availability, as does topography. In
many mountainous regions, for example,
iodine abundance is quite low, with a con-
comitant increase in IDD.

Humic substances rich in organic matter
in the environment also are known to play a
major role in the speciation and geochemi-
cal mobility of chemical elements such as
iodine. The in-ground conversion of chemi-
cal species into toxic or nontoxic forms has
important implications for the health of
individuals living in a particular geochemi-

cal habitat. Iodine is
strongly f ixed by humus,
and soils rich in humus
therefore tend to be rich in

iodine. However, the bioavail-
ability of that iodine, which
depends on the pH conditions,
often is very low. Because
iodine is strongly f ixed by
clay and humus, these materi-
als may function as “geo-
chemical goitrogens,” particu-
larly in the tropical environ-
ment. Interestingly, in the
Kalutara district—an area
close to the sea on the west
coast of Sri Lanka (and there-

fore only minimally affected by last
December’s tsunami)—the endemic goiter
rate is high despite the proximity to the sea.
This clearly supports the hypothesis that the
environment contains goitrogens, which
trap the iodine and make it far less available
to the people living in the area. 

Eating Clay 
The habit of eating soil and the physiologi-
cal effects of its ingestion are a fascinating
field of study. This seemingly repulsive
phenomenon enables researchers to study
the direct link between soil chemistry, soil
mineralogy, and health.

Dental danger. Geochemists studying the quality of water in
a well in the dry zone of Sri Lanka. (Inset) Teeth from a patient
with dental fluorosis in Sri Lanka.
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Geophagy is defined as the deliberate and
regular consumption of earthy materials such
as soils, clays, and mineral substances by
humans and animals, among them elephants,
monkeys, chimpanzees, gorillas, birds, rep-
tiles, and horses. In some cases, animals eat
pebbles and rocks that serve as mechanical
aids to digestion, for grinding food into bits.

The practice of geophagy by humans has
been observed on all continents, although it
is most commonly seen in the tropics, and
particularly in tropical Africa. It is espe-
cially common among pregnant women. 

Alexander von Humboldt, who explored
South America for its natural resources,
observed the practice of geophagy during his
expeditions to Orinoco in Venezuela in the
period from 1799 to 1804. The Ottomac peo-
ple, who practiced geophagy there, appar-
ently did not eat every type of clay, but chose
only those clays that were most “unctuous
and smoothest to touch.” Interestingly, the
Ottomacs did not suffer health problems as a
result of their clay eating, yet other tribes who
ate different soils did become sick.

This early observation by von Humboldt
generated considerable interest among
medical scientists years later. The debate
about the possible benefits of eating soil
continues today.

Why do humans and animals consume
soil? Could it be that inorganic nutrients in
the soil supplement our dietary intake of
essential trace elements? Does the ingestion
of soil cause detoxification of noxious or
unpalatable compounds present in the diet?
Do these soil elements alleviate gastroin-
testinal ailments? These questions need to
be answered, and further detailed research
will be needed to understand the strange
phenomenon of geophagy. 

Is Hard Water Good for Heart Ailments?
One of the most tanatalizing geology-health
correlations involves the incidence of cardio-
vascular diseases (CVDs) and the water
hardness of a particular area. In several coun-
tries and regions, a negative correlation
between water hardness and deaths due to
CVD has been observed. This correlation has
been seen in both temperate and tropical
countries. Even though a causal effect still
cannot be ascribed to this geochemical corre-
lation, the potential role that trace elements
in drinking water could play in this relation-
ship has aroused considerable curiosity
among medical geologists. 

If we accept for now that there is some
causal basis to this correlation, then the ques-
tion to ask is this: What is it in the hard water
that is cardio-protective? 

Mounting evidence from many studies
indicates that this “water factor” is magne-

sium, with calcium playing a supportive
role. The presence of calcium and magne-
sium in natural water results from the
decomposition of calcium and magnesium
aluminosilicates, which derive from lime-
stone, magnesium limestone, magnesite,
gypsum, and other minerals.

An important point to note is that only two
out of every three studies on this topic have
shown a correlation between cardiovascular
mortality and water hardness. Studies probing
the effect of water magnesium alone have all
shown an inverse correlation between cardio-
vascular mortality and water magnesium
level—the more magnesium, the lower the
rate of CVD mortality.

Even though medical geologists have
shown much enthusiasm for the possible car-
dio-protective role of magnesium, those in
the medical profession are yet to be fully con-
vinced of the hard water–CVD connection.
More research is needed to
clearly pinpoint the elusive
“water factor,” if indeed there
is one to be found.

The Radiation Paradox
Natural radioactivity on Earth
has been in existence since
the planet formed, and there
are about 60 radionuclides
present in nature. These are found in air, water,
soil, rocks and minerals, and food. About 82%
of this environmental radiation is from natural
sources, the largest of which is radon.

Some areas of the world, called high back-
ground radiation areas (HBRAs), have anom-
alously high levels of background radiation.
In such terrains, the geology and geochem-
istry of the rocks and minerals have the great-
est influence in determining where the high
natural radiation shows up. Extreme HBRAs
are found in Guarapari (Brazil), southwest
France, Ramsar (Iran), parts of China, and the
Kerala coast (India). Of these, most are found
in tropical, arid, and semiarid areas. In certain
beaches in Brazil, monazite sand deposits are
abundant. The external radiation levels on
these black beach sands range up to 5
mrad/hour, which is nearly 400 times the nor-
mal background level in the United States.
The Brazilian coastal sands have several
radioactive minerals, among them monazite,
zircon, thorianite, and niobate-tantalate, as
well as nonradioactive minerals, including
ilmenite, rutile, pyrochlore, and cassiterite.

In India, along the 570-km-long coastline
of Kerala, there are major deposits of mon-
azite-rich mineral sands with very high natu-
ral radiation. The monazite deposits are larger
than those in Brazil, and the dose from exter-
nal radiation is, on average, similar to those
reported in Brazil.

Ramsar, a city in northern Iran, has one
of the highest natural-radiation levels in
the world. In some locations at Ramsar, the
radiation level is 55 to 200 times higher
than the background level. Exposures as
high as 260 mGy/year have been recorded
in Ramsar. The unit of ionizing radiation
here, grays per year, corresponds to 1 J of
energy imparted to 1 kg of tissue (the mil-
ligray, mGy, which is one-thousandth of a
gray, is more commonly used). Whole-
body exposure to a uniform dose of 3 to 5
Gy would kill 50% of those exposed within
1 or 2 months. 

The most interesting feature in all these
cases is that the people living in these
HBRAs do not appear to suffer any adverse
health effects as a result of their high expo-
sures to radiation. On the contrary, in some
cases the individuals living in these HBRAs
appear to be even healthier and to live longer

than those living in control
areas that are not classified as
HBRAs. These phenomena
pose many intriguing ques-
tions for medical geologists. 

Breaking Barriers 
The examples that I have out-
lined here illustrate that geol-
ogy is no longer confined to

the study of rocks and minerals. I suspect
that as the f ield of medical geology
becomes better known, the medical com-
munity will discover that geology could
play a major role in the etiology of a variety
of diseases. Uncovering these relationships
is an inherently multidisciplinary task.
After all, for medical geology and geo-
chemistry to be of use to the public and to
health authorities of a given region, all sam-
ples from the local environment—that is,
rock, soils, water, plants, and food—need to
be studied together and correlated with in
vivo studies. 

In the medical field, too, as discoveries are
made in the physiology and metabolism of
trace elements, the biochemical mechanisms
underlying the body’s absorption and rejection
of trace elements, and the cellular mechanisms
that regulate these processes, researchers may
also find a greater need for the understanding
of geology and trace-element geochemistry.

Geology and medical science, disciplines
that until now have been considered poles
apart, may now find themselves joined into a
multidisciplinary framework for unraveling
some of nature’s most interesting secrets.  

Woman with endemic goiter.
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C
ancer is a potentially lethal disease in
mammals and other complex organ-
isms with renewable tissues. Tumors

originate from cells that are actively divid-
ing. Such cells are at much greater risk than
postmitotic (nondividing) cells for acquir-
ing mutations, a major driving force for can-
cer development. Cell division is extensive
during development and continues during
maturation and adulthood. Yet cancer is typ-
ically an age-related disease, developing
primarily in older adults. Why, then, don’t
mammals develop cancer earlier and more
frequently? The answer lies in the tumor
suppressor mechanisms that evolved to pro-
tect complex organisms from malignant
tumors (1). Some of these mechanisms pro-
tect the genome from damage or mutation.
Others eliminate or arrest the proliferation
of potential cancer cells by processes called
apoptosis or cellular senescence. There is
ample evidence that apoptosis, or cellular
suicide, suppresses tumorigenesis in vivo.
However, evidence that cellular senescence,
the permanent arrest of cell division, sup-
presses cancer has been largely circumstan-
tial. Four recent papers dispel doubts that
cellular senescence is an important anti-
cancer defense in vivo (2–5). Furthermore,
they show that activated oncogenes—
mutant genes that have the potential to trans-
form normal cells into a cancerous state—
induce cellular senescence in vivo (see the
figure), a phenomenon that previously had
been seen only in cell culture. The findings
support the idea that the senescence
response is a failsafe mechanism that pre-
vents the proliferation of cells at risk for
neoplastic transformation. 

Cellular senescence was first identified
as a process that limits the ability of normal
human cells to proliferate in culture. We
now know that this limit is caused by at
least two intertwined mechanisms (1). First,
the erosion of telomeres, regions at the ends
of chromosomes that stabilize DNA, elicits

a DNA damage response that causes the cell
division cycle to arrest. This response
requires the activity of a signaling pathway
that includes the tumor suppressor protein
p53. Second, cumulative stress of an
unknown nature induces expression of the
p16 tumor suppressor. This activates a sig-
naling pathway that involves another tumor
suppressor protein, pRB, which in turn halts
cell cycle progression. We also now know
that many stimuli induce a senescence
response. These include nontelomeric DNA
damage that engages the p53 pathway and
certain oncogenes that trigger the p16-pRB
pathway. How relevant is the senescence
response, particularly the response to onco-
genes, in vivo? 

Collado et al. (2) used a mouse model in
which inducible expression of an onco-
genic allele of the Ras gene (K-rasV12)

causes multiple lung adenomas, a few of
which progress to malignant adenocarcino-
mas. Ras proteins transduce growth factor
signals and oncogenic Ras forms deliver
unregulated signals. Collado et al. show
that the adenomas, but not adenocarcino-
mas, express several markers characteristic
of senescent cells in culture. Likewise, they
observed premalignant lesions in the pan-
creas and skin that expressed senescence
markers, whereas malignant tumors did
not. Thus, activated oncogenes induce a
senescence response in vivo, at least in
mice. Because malignant tumors that even-

tually developed were largely devoid of
senescent cells, it is likely that rare variants
overcome senescence and then progress to
full-blown malignancy. 

Using an entirely different mouse
model in which the Pten tumor suppressor
is inactivated in the prostate at puberty,
Chen et al. (3) similarly found that prema-
lignant or nonlethal cancers expressed
senescence markers, whereas malignant
tumors did not. Pten dampens growth-pro-
moting signals. Its absence in mice resulted
in lethal invasive prostate cancer only when
p53 was inactivated. In culture, Pten-defi-
cient cells from these animals entered a
senescent state that was overcome by loss
of p53 function. Thus, p53 restricts the
growth and malignant progression of Pten-
def icient cells—both in culture and in
vivo—by inducing cellular senescence.
This is very likely relevant to human
prostate cancer because cells expressing a
senescence marker were found in early-
stage human prostate cancers, but not in
frankly malignant tumors. 

Michaloglou et al. (4) explored the role
of cellular senescence in human cancer pro-
gression by examining benign melanocytic
tumors (nevi), many of which express an
oncogenic form of BRAF, a downstream

mediator of RAS. When expressed in cul-
tured human melanocytes and fibroblasts,
mutant BRAF caused a transient burst of
proliferation, followed by senescence and
increased p16 expression. This arrest was
overcome by expressing the viral oncogene
SV40 T antigen, which inactivates both p53
and pRB. In human skin samples, the
melanocytes present in nevi expressed
markers of senescence. It may be that these
lesions are benign because of senescent
melanocytes that harbor BRAF mutations.
Interestingly, p16 expression in nevi was
heterogeneous and its elimination had no
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effect on senescence. Moreover, telomere
erosion was not apparent, suggesting that
some cells senesce by telomere- and p16-
independent mechanisms. One possible
mechanism is DNA damage caused by the
reactive oxygen species that mediate RAS-
dependent mitogenic signals (6).

Finally, Braig et al. (5) used a mouse
model in which oncogenic Ras (Εμ-N-Ras)
is constitutively expressed in hematopoietic
cells. The study shows that a deficiency in
Suv39h1, a histone methyltransferase,
markedly accelerates the development of
lethal tumors. Suv39h1 is thought to pro-
mote the heterochromatic silencing of
growth-promoting genes in senescent cells.
This silencing causes the senescence
response of lymphocytes to oncogenic Ras.
Lymphomas that develop in Εμ-N-Ras mice

undergo senescence in response to
chemotherapy, but this did not occur in
Suv39h1-def icient tumors. Rather,
Suv39h1-deficient tumor cells underwent
apoptosis. Thus, cell senescence suppressed
lymphomagenesis in these mice. 

Together, these papers support the idea
that cellular senescence, like apoptosis,
plays an important role in suppressing
tumorigenesis in mice and humans in vivo.
Needless to say, many questions remain.
What are the mechanisms that determine
whether cells undergo senescence or apop-
tosis when challenged by potentially onco-
genic insults? Are there pathways other than
the p53 and p16-pRB pathways that cause
the senescence response? And, is senes-
cence as effective as apoptosis at preventing
cancer? The latter question is especially

important because senescent cells secrete
factors that can stimulate the proliferation
and malignant progression of neighboring
cells (7, 8). And thus, a potential irony lurks:
Prolonged presence of senescent cells may
eventually facilitate the development of
malignant cancers from benign lesions.
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anoliter droplets of uniform size
spontaneously form in microchan-
nels when two immiscible fluid

streams merge (1) (see the f igure). This
nonlinear process involves basic physics
(2), with the local geometry and surface
chemistry of the microchannel strongly
affecting the competition between viscous
forces tending to draw the fluids along the
channel and capillary forces tending to
form droplets so as to minimize the total
interface between the two fluids. This
results in droplets of sizes comparable to
the channel diameter (3), and these sizes
can be tuned by adjusting the flow rates of
the various streams (4, 5). The determina-
tion of which liquid is inside the droplet and
the extension of the regime where droplets
are emitted periodically are controlled by
the wetting competition (which fluid pref-
erentially interacts with the channel sur-
faces) and by added surfactants (6). This
new route for easy and steady production of
calibrated emulsions opens a stimulating
f ield for applications of microfluidic
devices [for a recent review, see (7)].

Typical microfluidic channel sizes
(height and width) are in the range of 10 to
100 μm, and flow rates are between 10 and
1000 nl/s. This leads to nanoliter-size
droplets, produced at frequencies of 10 Hz
to 10 kHz, moving at speeds from microm-

eters per second to centimeters per second.
As a result, these tiny droplets are almost
ideal chemical reactors because they create
homogeneous controlled conditions (8). In
the f irst place, the very high surface-to-
volume ratio (owing to the small size of the
droplets) grants very fast thermal transfer.
In addition, each droplet moves as an inde-
pendent nanoliter batch reactor, with no
hydrodynamic dispersion. For a steady
flow, each location along the channel
directly corresponds to a unique residence
time after droplet formation. And internal
recirculation within the droplet permits fast
and efficient mixing, especially if wiggly
channels are used (8). Such ideal reactors
allow one to follow reactions in time. An
interesting tool for such studies is confocal
Raman microspectroscopy, which can be
used to determine the chemical composi-
tion anywhere along the channel, providing
a mapping that is a direct measurement of
the whole kinetics at once. For short dis-

tances and high flow rates, reaction times as
short as a few milliseconds can be meas-
ured (8). By varying the initial composition
of the droplets, one can assess its effect on
yield and kinetics, providing a useful oper-

ational research tool for labora-
tories. Control of residence time
also enables synthesis of quite
monodisperse small particles
within the droplets.

There is another area in
which these devices can be valu-
able tools for materials engi-
neering, namely the transforma-
tion of each droplet into a single
colloidal object. For example,
one can dissolve the desired
molecules or polymers into an
organic phase and flow the latter
into an aqueous stream to gener-
ate droplets. To dry the resulting

emulsion, the organic solvent is either
exchanged with the aqueous phase or
slowly evaporated through it. A last step of
ultraviolet-induced cross-linking or poly-
merization can then be used to solidify the
colloids. The polydispersity of the particles
can be as low as a few percent, far better
than what is achievable with classical
means of generating emulsions. Colloids of
various shapes (disks, cylinders, and so
forth) can be obtained by solidifying con-
fined droplets (9). Monodisperse droplets
of liquid crystals can also be obtained (10).

As suggested earlier, the use of
hydrophobic channels results in formation
of water droplet in a stream of hydrophobic
liquid (oil), whereas hydrophilic channels
favor creation of water-in-oil droplets. Now
imagine a two-step process whereby a
hydrophobic channel, in which a water-in-
oil emulsion is generated, connects to a
hydrophilic channel in which water flows.
This can result in a multiple emulsion of
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water-in-oil-in-water (11) by encapsulation
of the initial simple emulsion. In principle,
the size, the number, and even the composi-
tion of the drops can be controlled at each
step of the process, leading to a unique way
of producing monodisperse, perfectly con-
trolled, multiple emulsions. However, mas-
tering the surface properties of the channel
is a prerequisite for this process to run
smoothly and controllably. A way around
this is to produce the multiple emulsion in
one step, using three concentric flows so as
to avoid contact of the inner streams with the
channel wall. Such a geometry is difficult to
fabricate within the usual two-dimensional
microfluidic structures obtained by lithogra-
phy, but it was recently achieved with a
clever multiple-micropipette device.
Monodisperse core-shell particles and cap-
sules (12) were obtained, as well as poly-
merosomes of controlled sizes synthesized
from block copolymers (13).

Microfluidics can thus be a powerful and
versatile tool for materials or colloidal engi-
neering. It is the only technique that can
produce 100% encapsulation of an active
substance by means of a one-step process.
Engineering new controlled materials then
becomes a game limited only by the number
of combinations of the basic products, and
by one’s imagination.

A controversial question naturally fol-
lows: Besides being a smart research tool,
can microfluidic droplet devices be used as
production tools (chemical plants on a
chip)? With a flow rate of 1000 μl/hour per
channel, one needs 1000 channels in parallel
to produce a liter of material per hour. High
levels of integration can be reached on a
chip, but likely a linking up of many devices
will be necessary, potentially leading to
complications for connections and control.
Developing the corresponding technology
may be economically sensible only for mate-
rials with very high added value (such as
those in biology, pharmaceuticals, or cos-
metics), but not for conventional chemistry
or basic material production.

A large number of research reports and
patents attest to the ongoing attempts to
develop new research tools for biological or
pharmaceutical applications by means of
droplet microfluidics. The goal is to handle
the many droplets that can be generated
with only a minute amount of material, and
to divide and recombine them in a multi-
plicity of nanoreactors so as to perform
high-throughput screening and combinator-
ial studies (14). Some would like to see this
approach as the next-generation technology
that will replace the widely used combina-
torial robotic platforms.

What is required is on-chip control and
reproducibility of many droplet processes:
fabrication, sorting, storage, fusion,

breakup, and trafficking (3, 8, 15), among
others. For example, droplet generation is
currently controlled by tuning the input
flow rates. Unfortunately, this affects simul-
taneously the frequency, size, composition,
and speed of the droplets, whereas one
would want to control each of these param-
eters independently. A natural microfabri-
cation strategy is to integrate actuators to
achieve local control of droplet motion.
Pneumatic actuators have proven highly
integrable in a different microfluidic con-
text (16), and electrostatic actuation with
integrated electrodes is also being investi-
gated. The gain in control may unfortu-
nately result in somewhat sophisticated and
specialized chips with limited flexibility
and versatility. It may be necessary to stan-
dardize a few basic on-chip functions, with
a drift toward passive strategies that often
combine simplicity and robustness. 

Improvements in design should be
guided by attention to basic physics and
chemistry. Interfaces are essential at such
small scales, and surfactants should be
avoided as much as possible. Hence, a syn-
ergy between microfabrication require-
ments and surface chemistry is needed to
yield robust channel wetting properties.
This will create the needed reproducibility
of droplet generation for a range of flow-
ing liquids and flow rates. The complex
dynamics of thousands of droplets flowing
in channels with long-range hydrodynamic

correlations will require modeling, possi-
bly with the help of concepts borrowed
from dynamical system theories. The
result will be the design of smart network
topologies and (ideally passive) function-
alities (15), opening the way to control,
reproducibility, and versatility in on-chip
droplet management, ultimately at the
droplet level.
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S
ince the two Viking landers touched
down on Mars in 1976, the ubiqui-
tous surface soil  and dust have

defied attempts to model their properties
and understand how they formed. The fine

soil  that  gives
Mars its red color
holds clues to the
presence of liquid
water,  the rock

weathering processes, and the potential
biological history of the planet. Through
dust storms, it plays a key role in the cli-
matic cycles of Mars. It may hamper
exploration by interfering with robotic
and human performance, but may also
offer a valuable resource by supplying
water and fuel and suppor ting plant

growth and food production. What is
known and what is still puzzling about the
martian soil? And do we have similar soils
on Earth? Recent results from the Mars
exploration rovers Spirit and Opportunity
and from terrestrial studies add to our
understanding and open new questions.

Data from the Viking landers and
orbiters and the Pathf inder rover (1–6)
show that the surface of Mars is covered
by a blanket of fine-textured soil compo-
sitionally similar to the atmospheric dust
(see the figure). The soil contains silicon,
iron, aluminum, magnesium, calcium,
titanium, sulfur, and chlorine at unique
elemental proportions (that is, relatively
rich in sulfur and chlorine compared to
most terrestrial soils). It lacks organic
matter and shows strong oxidizing activ-
ity—a combination that suggests the pos-
sibility of rapid chemical decomposition
of organic matter leading to the decima-
tion of living organisms. It is rich in
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amorphous weathered silicate and iron
oxide grains but lacks grains of well-
developed secondary silicates such as
clays. It also lacks carbonates but con-
tains high concentrations of chlorine and
sulfur salt-minerals (evaporites) and
magnetically active minerals. 

More recent results obtained by the
Mars exploration rovers Spirit  and
Opportunity provide evidence for local-
ized formations of water-modified weath-
ered rocks that contain the mineral jarosite
(7–10). This mineral typically forms in
aqueous environments of highly acidic sul-
fate solutions. On Earth, it is found near
mine spills and in acid sulfate soils. In gen-
eral, however, the elemental composition
of the soils analyzed by the two rovers is
similar to that summarized above. 

Using onboard spectroscopic tools, the
rovers established the pervasive presence
of nanometer-scale iron oxide particles in
the soils. The use of the rover wheels for
trenching and of a brush and a rock abra-
sion tool for rock cleaning enabled the
acquisition of depth profiles of elemental
concentrations and mineral types in the
soils and on the surface of rocks at the rover
sites. The results show that the nanometer-
scale iron oxide particles and the evaporites
are usually more concentrated at the soil-
atmosphere and rock-atmosphere inter-
faces (7, 10–12).

This evidence poses a number of ques-
tions (13). Where is all the organic matter
imported by meteorites or produced other-
wise? Is the soil really highly oxidizing? If
so, to what extent and as a result of what
formation mechanism? How are the solu-
ble evaporites emplaced in the soil? Are
they really water-transported evaporites?
Do they provide evidence for extensive
water on the martian surface? If yes, then
where are the other minerals, such as clays
and carbonates, that should form during
low-temperature hydrothermal weather-
ing? Why are the abundant secondary iron
oxides and silicates in the soil primarily in
the form of nanometer-scale crystals
rather than larger, more mineralogically
stable grains? Is the soil coupled chemi-
cally and mineralogically to the local sur-
face rocks? And is there any connection to
extinct or extant life in the soil?

Several hypotheses have been proposed
to explain the formation of the soil and
answer these questions. The “acid fog” sce-
nario (13, 14) suggests that a major portion
of the soil formed by weathering at the
microscopic rock–atmosphere interface
over hundreds of millions of years. This
unique weathering process is driven by mists
and fogs of acidic volcanic aerosols, which
are neutralized through chemical reactions
with mineral components of the surface

rocks. No liquid water
is involved in this
weathering process,
thus preventing the
growth of larger crys-
tals and the formation
of secondary minerals
such as clays. In other
hypotheses, liquid
water—in the form of
either shallow seas (15) or seep-
ing-up acidic groundwater (16)—
creates precipitation environ-
ments that are conducive to the
formation of jarosite, for example.

There is some debate over
whether Mars is really
covered with soil.
Squyres et al. define
martian soil as “any
loose, unconsolidated
materials that can be
distinguished from
rocks, bedrock, or
strongly cohesive sed-
iments. No implica-
tion of the presence or
absence of organic materials
or living matter is intended”
[(8), p. 799; (9), p. 1702]. I
also favor the use of the term
soil rather than the term
“regolith” (defined as a layer
of loose heterogeneous mate-
rial covering solid planetary
rock) or the often-used term
“dirt” to describe martian soil.
However, the above definition
is perhaps too narrow and can be broad-
ened to agree more precisely with the gen-
eral definition of soil on Earth.

Terrestrial soils may be defined as the
top weathered or partly weathered layer of
the terrestrial lithosphere that is exposed
to and modif ied by atmospheric,
hydrolytic, and biotic effects. Soil con-
sists of a porous mineral matrix that con-
tains a mixture of weathered and non-
weathered rock grains, organic matter,
and debris of dead organisms. The weath-
ering agents are physical (such as thermal
expansion/contraction and freeze/thaw
cycles) and chemical (mostly hydrolytic
processes but also reduction/oxidation
and other reactions).

With current evidence, martian soils can be
defined, analogously to terrestrial soils, as the
top nonconsolidated layer of weathered and/or
partly weathered rocks of the martian litho-
sphere that is exposed to and modified by
atmospheric and hydrolytic effects. Note that
this definition omits the biotic effect. It cannot
be ruled out that part of the soil formed early in
Mars history, when conditions on its surface
may have been much like those on the primi-

tive Earth, so that abiotic and
primitive biotic evolution
could have taken place and
rock weathering that formed
soils was enhanced. How-
ever, current evidence sug-
gests that rock weathering
and soil formation on Mars is

a very slow process that
continues to the present.
These weathering pro-
cesses are driven by the
chemical interactions of
gaseous and aqueous
species, transported by
the martian atmosphere
and hydrosphere, with
the martian rocks. For
example, the typical red

color of Mars is due to the oxida-
tion of iron (“rusting”) in exposed
rock minerals by oxidizing gases
that form photochemically in the
atmosphere. The sulfate and chlo-

ride salt evaporites may
have been added to the
soil as it formed by acid
fog weathering caused
by acidic volcanic
volatiles transported in
the atmosphere. The
martian hydrosphere
influenced soil forma-
tion through outflows of
water (either fresh water
or highly saline brines),
catastrophic floods,
and/or the melting of

permafrost by shallow volcanism. The
released water interacted with martian rocks
and modified their mineralogy through disso-
lution and reprecipitation.

The chemical interactions with the
atmosphere and hydrosphere profoundly
altered the mineralogy and the reactivity
of the top layer of the martian lithosphere,
rendering it much more chemically reac-
tive than the original lava and forming the
global martian soil layer (pedosphere).
Martian soil thus has several attributes
that render it a soil rather than a regolith.
In contrast, the Moon is covered with a
regolith composed of primary rock parti-
cles broken down physically or mechani-
cally, mostly by micrometeorite impacts,
but never exposed to atmospheric effects
or hydrolytic weathering.

Are there terrestrial sites, soils, or
mineral mixtures that are true analogs for
martian soil? Navarro-González et al.
(17) have argued that soils in one of the
driest regions on Ear th, the Atacama
Desert in Chile, are a model for martian
soils. They found that the number of cul-
turable bacteria decreased steeply along aC
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north-south transect, reaching extremely
low values at the driest site. Using simula-
tions of the Viking biology experiments
(3 , 4) ,  they showed that  pyrolyzable
organic matter decreased to extremely
low values along the transect from the
wetter to the drier sites; abiotic formate
decomposition was measured in all the
sites. In this respect, Atacama soils may
indeed be the closest model for Mars soils
on Earth.

However, the f indings are controver-
sial, and many questions remain open.
Maier et al. (18) have reported orders-of-
magnitude higher counts of culturable
bacterial cells in samples from the same
sites but taken from deeper horizons in the
soil profile, not just from the top surface
layer as reported in (17). Furthermore,
detailed calculations and additional analy-
ses suggest that the Atacama soils contain
far higher concentrations of total organic
carbon than the Mars soils analyzed in the
Viking pyrolysis experiment may have
had, considering the system’s detection
limits for organic carbon [in the range of a
few parts per billion (ppb) for most com-
pounds and up to several hundred ppb for
a few compounds]. Recalculation of the
data reported in figure 2C of (17) shows
that the total organic carbon released as

benzene and formic acid from the
Atacama soils varied from ~13,000 ppb in
the driest sites to ~85,000 ppb in the
wettest sites—much higher than the detec-
tion limits of the Viking pyrolysis instru-
ments (3).

Is the martian soil completely devoid
of organic matter, as concluded by the
Viking team? Or was the protocol used
by the Viking pyrolysis instrument lim-
ited in its detection ability (19)? The
answer to this question will profoundly
affect  our  view of  the presence or
absence of life on Mars. Future missions
to Mars should reanalyze, as a high prior-
ity, the total concentrations of organic
carbon and the biologically important
element nitrogen in the soils. This will
contribute to our understanding of the
soil’s mode of formation, its reactivity
and toxicity, utility as a resource, and
astrobiological connections.

The above questions notwithstanding,
the Atacama Desert is a unique spot on
Earth. It behooves the scientific commu-
nity to carefully control and preserve sec-
tions of this environment for future study.
Selected sites in this deser t could be
declared a “nature preserve” to prevent
the contamination of this ecosystem by
excessive human act ivi ty.  Thus pre-

served, these sites could continue to be
used as a testing ground for sterilization
and quarantine protocols developed for
vehicles and missions sent to Mars and
for careful f ield experimentation with
samples returned from Mars by future
missions.

References and Notes
1. P.Toulmin III et al., J. Geophys. Res. 82, 4625 (1977).
2. B. C. Clark et al., J. Geophys. Res. 87, 10059 (1982).
3. K. Biemann et al., J. Geophys. Res. 30, 4641 (1977).
4. G. V. Levin, P. A. Straat, J. Geophys. Res. 82, 4663

(1977).
5. A. Banin, B. C. Clark, H.Wänke, in Mars, H. H. Kieffer, B.

M. Jakosky, C.W. Snyder, M. S. Matthews, Eds. (Univ. of
Arizona Press,Tucson,AZ, 1992), pp. 594–625.

6. R. Rieder et al., Science 278, 1771 (1997).
7. G. Klingelhöfer et al., Science 306, 1740 (2004).
8. S.W. Squyres et al., Science 305, 794 (2004).
9. S.W. Squyres et al., Science 306, 1698 (2004).

10. R.V. Morris et al., Science 305, 833 (2004).
11. R. Gellert et al., Science 305, 829 (2004).
12. R. Rieder et al., Science 306, 1746 (2004).
13. A. Banin et al., J. Geophys. Res. 102, 13341 (1997).
14. N. J.Tosca et al., J. Geophys. Res. 109, E05003 (2004).
15. S.W. Squyres et al., Science 306, 1709 (2004).
16. R. G. Burns, D. S. Fisher, J. Geophys. Res. 95, 14415

(1990).
17. R. Navarro-González et al., Science 302, 1018 (2003).
18. R. M. Maier et al., Science 306, 1289 (2004).
19. S.A. Benner et al., Proc. Natl. Acad. Sci. U.S.A. 97, 2425

(2000).
20. Supported in part by NASA Astrobiology Institute/SETI

Institute Astrobiology Project NNA04CC05A.

10.1126/science.1112794

A
well-known dermatologist once
noted, “No one ever dies from skin
failure.” Indeed, the skin faithfully

renews itself throughout our lifetime and
we usually take for granted its remarkable
ability to expand during wound healing.
This capacity for proliferation depends
on stem cells located in hair follicles and
in the epidermis, the outermost layer of
the skin (see the figure) (1, 2). Stem cells
in these areas are distinguished from sur-
rounding epidermal cells by their essen-
tially quiescent nature. Stem cells occa-
sionally divide to maintain their presence
in the skin (a process called “renewal”)
but they also generate rapidly proliferat-

ing cells called transient or transient
amplifying cells. These cells are commit-
ted to differentiate and are necessary for
tissue homeostasis and repair. Controll-
ing the transition of a stem cell to a tran-
sient amplifying cell is of utmost impor-
tance to the skin. Too many transient
amplifying cells may cause hyperplasia
or thickening of the epidermis. On the
other hand, skin thinning and atrophy can
result from too few transient amplifying
cells .  These cel ls  must  themselves
undergo terminal differentiation as they
move to superficial positions in the skin
before ultimately being sloughed from
the surface. The well-orchestrated transi-
tions between these cellular states require
fine control, because alterations in these
events could lead to cancer, nonmalig-
nant growths, or poor tissue healing.

On page 933 of  this  issue,  Aznar
Benitah et al. (3) convincingly show that
deletion of Rac1, a small GTP-binding
protein of the Rho family, has a profound
effect on skin homeostasis. After condi-
t ional  delet ion of  Rac1 in mice,  the

authors noted transient hyperprolifera-
tion and then premature terminal differ-
entiation of epidermal cells. The epider-
mis f irst thickened, then thinned, and
ultimately the skin failed to function
properly. Mice developed cysts and hair
loss. This series of events suggests that
loss of Rac1 prevents stem cell renewal.
This consequently would result in con-
version of  s tem cel ls  into t ransient
amplifying cells, causing hyperplasia.
The f inding implies that in vivo, Rac1
normally maintains the epidermal stem
cell niche by suppressing the switch that
promotes the f irst transition event to
committed cell populations.

A second complementary explanation
for the skin-thinning phenotype is an
increase in the later transition of tran-
sient amplifying cells to terminal differ-
entiation. This could also result in deple-
tion of the stem cell reservoir and is con-
sis tent  with a  dynamic equi l ibr ium
model of the stem cell, transient amplify-
ing, and terminally differentiated cell
populations (4).

The striking effect of Rac1 deletion on
skin homeostasis is likely not mediated by
effects on stem cells alone. Rac1 is
expressed in all skin cells of the basal layer
of the epidermis, not just the stem cells.
One possibility is that expression of Rac1 is
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vital for cell survival and that its loss simply
caused a “toxic” effect in cells. This seems
unlikely for two reasons. First, the orderly
sequence of events after Rac1 deletion did
not result in apoptosis or necrosis of epider-
mal cells. This indicates that loss of Rac1
has specific effects on cell proliferation and
differentiation. Second, overexpression of
Rac1 in cultured keratinocytes, the major
constituent of the epidermis (constituting
90% of the tissue), resulted in increased cell
proliferation. Overexpression studies in
mice will be important to verify the prolif-
erative and possibly tumorigenic effects of
Rac1 in vivo. 

These findings help us focus on what
remains to be identified: the mechanisms
upstream of Rac1 that control its function in
the skin, and the downstream mediator(s) of
Rac1 function in the control of stem cell
renewal versus differentiation. 

What is upstream of Rac1? The authors
propose that niche conditions—more
specifically, attachment of stem cells to the
surrounding matrix—may signal to Rac1
and enhance its function in maintaining the
quiescent stem cell population. A common
mechanism for activation of small GTP-
binding proteins involves GTP exchange
factors (5), and an important candidate in
this respect could be Tiam1. Mice lacking
Tiam1 show decreased sensitivity to initia-
tion of skin carcinogenesis (6), consistent

with the hypothesis that skin tumors origi-
nate from stem cells. Absence of Tiam1
would result in less Rac1 activation and
therefore fewer stem cells. 

What is downstream of Rac1? Rac1 reg-
ulates expression of the transcription factor
c-Myc (7). Rac1 also controls c-Myc activ-
ity by regulating its phosphorylation by an
enzyme called Pak (8). Aznar-Benitah et al.
provide evidence supporting the latter
mechanism in the skin. Previous findings
indicated that increased c-Myc activity
leads to transient epidermal hyperprolifera-
tion with long-term depletion of stem cell
populations (9, 10). Thus, an elegantly lin-
ear model can be proposed whereby Rac1
activation keeps c-Myc activity in check,
thereby suppressing stem cell depletion (see
the figure). However, well-known cross-
connections between Rac1 and other path-
ways with key roles in keratinocyte differ-
entiation should be kept in mind.

Another small GTP-binding protein,
RhoA, was recently found to suppress epi-
dermal differentiation, and thus could exert
equally important effects on the balance
between self-renewing stem cells and com-
mitted epidermal cell populations (11).
Similar to Rac1, RhoA expression is ele-
vated in stem cell–rich areas of the skin (12).
In fact, KyoT1/2, a target gene of RhoA sig-
naling in keratinocytes (11), is also highly
expressed in these regions (13). KyoT1/2

can inhibit epidermal stem cell differentia-
tion by modulating processes including
adhesion to the extracellular matrix and/or
signaling by the Notch receptor.

Rac1 clearly has a cri t ical  role in
maintenance of the mouse interfollicular
epidermis. A similar role in human epi-
dermis is likely, given its expression pat-
tern and effects on cultured human ker-
atinocytes. Thus, Rac1-controlled signal-
ing pathways may be excellent targets for
therapeutic intervention in processes
such as cutaneous wounds, aging, and
even hair loss.
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Epidermal stem cells require Rac1 protein. Stem cells in the mouse skin are localized to the epidermis and hair follicle. Within epidermal pro-
liferative units, self-renewing stem cells give rise to transient amplifying cells. These then differentiate as they move upward in the skin. In nor-
mal skin, Rac1 promotes stem cell self-renewal. Rac1 inhibits stem cell differentiation, possibly by inhibiting c-Myc protein. Lack of Rac1 can
cause an increase in committed cell populations, leading to skin failure.
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The Coming Paradigm Shift in
Forensic Identification Science

Michael J. Saks1 and Jonathan J. Koehler2

Converging legal and scientific forces are pushing the traditional forensic identification
sciences toward fundamental change. The assumption of discernible uniqueness that re-
sides at the core of these fields is weakened by evidence of errors in proficiency testing and
in actual cases. Changes in the law pertaining to the admissibility of expert evidence in
court, together with the emergence of DNA typing as a model for a scientifically de-
fensible approach to questions of shared identity, are driving the older forensic sciences
toward a new scientific paradigm.

L
ittle more than a decade ago, forensic in-

dividualization scientists compared pairs

of marks (handwriting, fingerprints, tool

marks, hair, tire marks, bite marks, etc.), in-

tuited whether the marks matched, and testified

in court that whoever or whatever made one

made the other. Courts almost never excluded

the testimony. Cross-examination rarely ques-

tioned the foundations of the asserted expertise

or the basis of the analyst_s certainty.

Today, that once-complacent corner of

the law and science interface has begun to

unravel—or at least to regroup. The news car-

ries reports of erroneous forensic identifica-

tions of hair, bullets, handwriting, footprints,

bite marks, and even venerated fingerprints.

Scientists have begun to question the core

assumptions of numerous forensic sciences

(1–6). Federal funding has materialized to sup-

port research that examines long-asserted but

unproven claims. Courts have started taking

challenges to asserted forensic science exper-

tise seriously (1). A dispassionate scientist or

judge reviewing the current state of the tra-

ditional forensic sciences would likely regard

their claims as plausible, underresearched, and

oversold.

The traditional forensic individualiza-

tion sciences rest on a central assumption: that

two indistinguishable marks must have been

produced by a single object. Traditional foren-

sic scientists seek to link crime scene evi-

dence to a single person or object Bto the

exclusion of all others in the world[ (7, 8).

They do so by leaning on the assumption of

discernible uniqueness. According to this as-

sumption, markings produced by different

people or objects are observably different. Thus,

when a pair of markings is not observably

different, criminalists conclude that the marks

were made by the same person or object.

Although lacking theoretical or empirical

foundations, the assumption of discernible

uniqueness offers important practical benefits

to the traditional forensic sciences. It enables

forensic scientists to draw bold, definitive con-

clusions that can make or break cases. It ex-

cuses the forensic sciences from developing

measures of object attributes, collecting popu-

lation data on the frequencies of variations in

those attributes, testing attribute independence,

or calculating and explaining the probability

that different objects share a common set of

observable attributes. Without the discernible

uniqueness assumption, far more scientific work

would be needed, and criminalists would need

to offer more tempered opinions in court.

Legal and scientific forces are converging

to drive an emerging skepticism about the

claims of the traditional forensic individual-

ization sciences. As a result, these sciences

are moving toward a new scientific paradigm.

EWe use the notion of paradigm shift not as

a literal application of Thomas Kuhn_s con-

cept (9), but as a metaphor highlighting the

transformation involved in moving from a pre-

science to an empirically grounded science.^

Two such forces are outgrowths of DNA typ-

ing: the discovery of erroneous convictions and

a model for a scientifically sound identification

science. A third force is the momentous change

in the legal admissibility standards for expert

testimony. A final force grows from studies

of error rates across the forensic sciences.
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Fig. 1. Factors associated with wrongful conviction in 86 DNA exoneration cases, based on case
analysis data provided by the Innocence Project, Cardozo School of Law (New York, NY), and
computed by us. Percentages exceed 100% because more than one factor was found in many
cases. Red bars indicate factors related to forensic science.
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Post-Conviction DNA Exonerations

During the past decade, scores of people who

were convicted of serious crimes—including

at least 14 who had been sentenced to death—

have been exonerated by DNA analyses of

crime scene evidence that had not been tested

at the time of their trials (10). It was not

surprising to learn that erroneous convictions

sometimes occur, and that new science and

technology can help detect and correct those

mistakes. Nor was it surprising to learn, from

an analysis of 86 such cases (Fig. 1), that

erroneous eyewitness identifications are the

most common contributing factor to wrongful

convictions. What was unexpected is that

erroneous forensic science expert testimony

is the second most common contributing

factor to wrongful convictions, found in 63%

of those cases. These data likely understate the

relative contribution of forensic science expert

testimony to erroneous convictions. Whereas

lawyers, police, and lay witnesses participate

in virtually every criminal case, forensic

science experts participate in a smaller subset

of cases—about 10 to 20% of criminal cases

during the era when these DNA exonerations

were originally tried (11).

Figure 1 also indicates that forensic scien-

tists are the witnesses most likely to present

misleading or fraudulent testimony. Deceitful

forensic scientists are a minor sidelight to this

paper, but a sidelight that underscores cultural

differences between normal science and foren-

sic science (12, 13). In normal science, academ-

ically gifted students receive four or more years

of doctoral training where much of the social-

ization into the culture of science takes place.

This culture emphasizes methodological rigor,

openness, and cautious interpretation of data.

In forensic science, 96% of positions are held

by persons with bachelor’s degrees (or less),

3% master’s degrees, and 1% Ph.D.s (14).

When individuals who are not steeped in the

culture of science work in an adversarial, crime-

fighting culture, there is a substantial risk that a

different set of norms will prevail. As one

former forensic scientist noted, this pressure-

packed environment can lead to data fudging

and fabrication: ‘‘All [forensic science] experts

are tempted, many times in their careers, to

report positive results when their inquiries

come up inconclusive, or indeed to report a

negative result as positive’’ [(15), p. 17].

DNA Typing as the New Model for
Scientific Forensic Identification

Much of the above criticism does not apply

to the science of DNA typing as practiced

today. Indeed, DNA typing can serve as a

model for the traditional forensic sciences in

three important respects. First, DNA typing

technology was an application of knowledge

derived from core scientific disciplines. This

provided a stable structure for future empirical

work on the technology. Second, the courts

and scientists scrutinized applications of the

technology in individual cases. As a result,

early, unscientific practices were rooted out.

Third, DNA typing offered data-based, prob-

abilistic assessments of the meaning of evi-

dentiary ‘‘matches.’’ This practice represented

an advance over potentially misleading match/

no-match claims associated with other forensic

identification sciences.

Immediately after DNA’s first courtroom

appearance in the 1980s, scientists from dis-

ciplines as varied as statistics, psychology, and

evolutionary biology debated the strengths and

limitations of forensic DNA evidence. Blue-

ribbon panels were convened, conferences were

held, unscientific practices were identi-

fied, data were collected, critical papers

were written, and standards were de-

veloped and implemented. The scientif-

ic debates focused on the adequacy of

DNA databases (16), the computation

of DNA match probabilities (17), the

training of DNA analysts (18), the pre-

sentation of DNA matches in the court-

room (19), and the role of error rates

(20). In some cases, disputants worked

together to find common ground (21).

These matters were not resolved by the

forensic scientists themselves, by fiat, or

by neglect. Most exaggerated claims

and counterclaims about DNA evidence

have been replaced by scientifically

defensible propositions. Although some

disagreement remains (22), the scientif-

ic process worked.

One of the great strengths of DNA

typing is that it uses a statistical ap-

proach based on population genetics

theory and empirical testing. Experts

evaluate matches between suspects and

crime scene DNA evidence in terms

of the probability of random matches

across different reference populations

(e.g., different ethnicities). These prob-

abilities are derived from databases that

identify the frequency with which var-

ious alleles occur at different locations on the

DNA strand. The traditional forensic sciences

could and should emulate this approach (23).

Each subfield must construct databases of

sample characteristics and use these data-

bases to support a probabilistic approach to

identification. Fingerprinting could be one of

the first areas to make the transition to this

approach because large fingerprint databases

already exist. The greatest challenge in this

effort would be to develop measures of the

complex images presented by fingerprints,

tool marks, bite marks, handwriting, etc.

(Figs. 2 and 3). Forensic scientists will need

to work with experts in differential geometry,

topology, or other fields to develop workable

measures.

A second data collection effort that would

strengthen the scientific foundation of the fo-

rensic sciences involves estimating error rates.

Although the theoretical promise of forensic

technology is considerable, the practical value

of any particular technology is limited by the

extent to which potentially important errors

arise. The best way to identify the frequency

with which errors occur is to conduct blind,

external proficiency tests using realistic sam-

ples. A proficiency test requires analysts to

make judgments about samples whose proper-

ties are known. External proficiency tests are

conducted by an agency unaffiliated with the

forensic scientist’s laboratory. Externality is

important to the integrity of proficiency tests

because laboratories have strong incentives to

Fig. 2. Bite mark evidence exhibit from trial of
Ray Krone, suggesting alignment of a cast of
Krone’s dentition with bite wounds in victim’s
flesh [State v. Krone, 182 Ariz. 319 (1995)]. A
forensic odontologist testified that this showed
Krone to be the biter. Krone was convicted of
murder and sentenced to death, but a decade
later he was exonerated by DNA analysis. [Source:
E. Thomas Barham (Los Alamitos, CA) and Alan
Simpson (Phoenix, AZ), attorneys for Krone]

Fig. 3. Image of two bullets viewed through a com-
parison microscope. The bullets were fired from two
consecutively manufactured Smith & Wesson 38 Spe-
cial revolver barrels. Whether fired through the same or
different barrels, numerous matching and nonmatching
striations are engraved onto bullets. To reliably identify
the barrel through which a questioned bullet was fired,
an examiner must distinguish among class, subclass, and
individual characteristics. These two bullets illustrate sub-
class characteristic agreement of striated markings on a
groove impression that could be mistaken for individual
characteristics. Without investigating the potential for
subclass carryover, the examiner could mistake these as
having been fired from the same gun. [Source: Bruce
Moran, firearms examiner with the Sacramento County
(CA) District Attorney, Laboratory of Forensic Services]
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be perceived as error-free. An even better

test would be a blind proficiency test, in

which the analyst believes the test materials

are part of ordinary case work. Blindness in-

creases the validity of proficiency test results

because it ensures that analysts treat the test

sample as they would other case samples. Al-

though proficiency tests are used in many

forensic sciences, the tests are generally in-

frequent, internal, and unrealistic; blind tests

are practically nonexistent.

Changes in the Law

Until recently, courts assessed expertise by

looking for superficial indicia of validity. In

the 19th century, courts were impressed by

‘‘qualifications’’ and success in the market-

place. If the market valued an asserted ex-

pertise or expert, courts generally did, too.

In Frye v. United States [293 F. 1013 (D.C.

Cir. 1923)], a federal appellate court

confronted the question of admissi-

bility of an expertise that had no life in

any commercial marketplace. The

court solved the problem by substitut-

ing an intellectual marketplace. The

court asked whether the proffered

expertise had ‘‘gained general accept-

ance in the particular field in which it

belongs.’’ Sixty years later, the Frye

test had become the dominant expert

evidence filter in American courts.

In 1993, the law began to catch up

with the scientific method. In Daubert

v. Merrell Dow Pharmaceuticals [509

U.S. 579 (1993)], the U.S. Supreme

Court introduced a new standard for

the admissibility of scientific evi-

dence. Under Daubert, proffered sci-

entific testimony must be shown to

stand on a dependable foundation. The

court suggested that trial judges mak-

ing this determination consider wheth-

er the proffered science has been tested, the

methodological soundness of that testing, and

the results of that testing. The Daubert test in

effect lowers the threshold for admission of

sound cutting-edge science and raises the

threshold for long-asserted expertise that lacks

a scientific foundation. Seriously applied, the

Daubert test subjects the forensic sciences to a

first-principles scientific scrutiny that poses a

profound challenge to fields that lack rigorous

supporting data.

United States v. Starzecpyzel [880 F. Supp.

1027 (S.D.N.Y. 1995)] offered an early in-

dication of how Daubert could change judicial

views. After an extensive hearing on the sound-

ness of asserted handwriting identification ex-

pertise, a federal district court concluded that

the field had no scientific basis: ‘‘[T]he tes-

timony at the Daubert hearing firmly es-

tablished that forensic document examination,

despite the existence of a certification pro-

gram, professional journals and other trappings

of science, cannot, after Daubert, be regarded

as ‘scientific I knowledge’’’ (p. 1038). How-

ever, the court did not exclude this unscientific

testimony. It reasoned that handwriting identi-

fication did not have to reach the Daubert

standard because Daubert applied only to sci-

entific evidence, and handwriting identification

plainly was not scientific evidence. Thus, when

a forensic science was found to stand on a

weak foundation, the threshold of admission

was lowered to accommodate this weakness.

In Kumho Tire v. Carmichael [526 U.S.

137 (1999)], the Supreme Court directly con-

fronted the question of whether Daubert

applies to nonsciences. A consortium of law

enforcement organizations prepared an amicus

brief urging that Daubert scrutiny not be ex-

tended to the testimony of police agency ex-

pert witnesses. The brief argued that ‘‘the

great bulk of expert testimony provided by

law enforcement officers does not involve sci-

entific theories, methodologies, techniques, or

data in any respectI. Instead, law enforce-

ment officers testify about such things as

accident reconstruction, fingerprint, footprint

and handprint [identification], handwriting

analysis, firearms markings and toolmarks

and the unique characteristics of guns, bullets,

and shell casings, and bloodstain pattern iden-

tification’’ (24). Ironically, then, fields that

initially gained entry to the courts by declaring

themselves to be ‘‘sciences’’ now sought to

remain in court by denying any connection

with scientific methods, data, or principles.

Despite efforts to preserve the ‘‘nonscience’’

loophole, the Supreme Court doctrinally sealed

it shut when Kumho Tire held that all expert

testimony must pass appropriate tests of

validity to be admissible in court.

Error Rates

Although Daubert’s testing recommenda-

tions are familiar to most scientists, there has

been remarkably little research on the ac-

curacy of traditional forensic sciences. Pro-

ficiency tests in some fields offer a step in

the right direction, even though simple tasks

and infrequent peer review limit their value.

Nonetheless, the available data hint that

some forensic sciences are best interpreted in

tandem with error rates estimated from sound

studies.

Unfortunately, forensic scientists often re-

ject error rate estimates in favor of arguments

that theirs is an error-free science. For exam-

ple, an FBI document section chief asserted

that all certified document examiners in the

United States would agree with his conclu-

sions in every case [(25), p. 196]. Likewise,

fingerprint experts commonly claim that all

fingerprint experts would reach the same con-

clusions about every print (2). Such hubris

was on display in spring 2004 when the FBI

declared that a fingerprint recovered from a

suspicious plastic bag near the scene

of a terrorist bombing in Madrid pro-

vided a ‘‘100 percent match’’ to an

Oregon attorney (Fig. 4). The FBI

eventually conceded error when Spanish

fingerprint experts linked the print to

someone else (26).

The FBI and other agencies often

seek to preserve the illusion of perfec-

tion after disclosure of such errors by

distinguishing between human errors

(‘‘possible’’) and errors of method

(‘‘impossible’’). A leading FBI scientist

explained the distinction to the court in

United States v. Llera-Plaza I [58 Fed.

R. Evid. Serv. 1 (E.D. Pa. 2002)]: ‘‘We

have to understand that error rate is a

difficult thing to calculate. I mean, peo-

ple are trying to do this, it shouldn’t be

done, it can’t be doneI. An error rate

is a wispy thing like smoke, it changes

over timeI. If you made a mistake in

the past, certainly that’s valid information I

but to say there’s an error rate that’s definable

would be a misrepresentationI. Now, error

rate deals with people, you should have a

method that is defined and stays within its

limits, so it doesn’t have error at all. So the

method is one thing, people making mistakes

is another issue.’’

Such claims are problematic. First, the

suggestion that humans err but forensic tech-

niques do not is unfalsifiable. It is impossible

to disentangle ‘‘method’’ errors from ‘‘prac-

titioner’’ errors in fields where the method is

primarily the judgment of the examiner. Sec-

ond, even if such disentanglement were pos-

sible, it is a red herring. When fact-finders

hear evidence of a forensic match, a proper

assessment of the probative value of that match

requires awareness of the chance that a mistake

was made. The source of such a mistake is

irrelevant for this purpose. If method errors

could be distinguished from practitioner errors,

Fig. 4. (A) A latent fingerprint believed to belong to a terrorist
involved in train bombings in Madrid, Spain, in March 2004.
(B) A database print belonging to Brandon Mayfield of Port-
land, Oregon. On the basis of these prints (though not neces-
sarily these very images), FBI fingerprint examiners erroneously
identified Mayfield as the bomber (26). [Source: Problem Idents,
onin.com/fp/problemidents.html#madrid]
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a 1% method error affects the probative value

of the match in exactly the same way as a 1%

practitioner error. Identifying sources of error

is relevant for improving forensic science prac-

tice, but it plays no role in identifying the

probative importance of a match.

Third, the suggestion that error rates do

not exist because they change over time and

are not specific to the case at hand is a base-

rate fallacy. In this fallacy of reasoning, peo-

ple underuse (or willfully ignore) general

background data in judgment tasks because

they believe the data are irrelevant to the

instant case. However, general background

data (or base rates) are relevant for specific

predictions (27, 28). For example, although

risk estimates for a disease fluctuate and are

developed on patients other than the patient

now seeking medical advice, these estimates

provide information useful for predicting

whether this patient will contract the disease.

A 20% base-rate risk of contracting the dis-

ease makes it more likely that the patient

will get the disease than would a 1% risk.

Likewise, an X% base-rate risk of error in a

given forensic science provides some indica-

tion of the chance that a particular conclusion

is in error (22).

Data from proficiency tests and other ex-

aminations suggest that forensic errors are not

minor imperfections. Spectrographic voice

identification error rates are as high as 63%,

depending on the type of voice sample tested

[(1), chap. 31]. Handwriting error rates aver-

age around 40% and sometimes approach

100% [(1), chap. 28]. False-positive error rates

for bite marks run as high as 64% [(1), chap.

30]. Those for microscopic hair comparisons

are about 12% (using results of mitochondrial

DNA testing as the criterion) (29). Fingerprint

examiners generally fare better, although

data from a well-known forensic testing pro-

gram contradict industry boasts of perfect, or

even near-perfect, agreement (30). Since

1995, about one-fourth of examiners failed

to correctly identify all latent prints in this

test (which includes 9 to 12 latent prints and

palmprints). About 4 to 5% of examiners

committed false-positive errors on at least

one latent. In one test, 20% of examiners

mistook one person’s prints for those of his

twin. The editor of the leading fingerprint

journal called this performance ‘‘unaccept-

able’’ [(31), p. 524]. It is noteworthy that

these misidentifications are not confined to a

single lab, circumstance, or marking. More-

over, the misidentification rates do not show

a clear pattern of improvement (the mis-

identification rates in 2004 were 4 to 6%).

Nor are these errors limited to arguably arti-

ficial testing situations; erroneous fingerprint

identifications have made their way out of

the crime lab and into prosecutions in at least

21 documented cases (32).

Forensic science proficiency tests and ex-

aminations are obviously imperfect indicators

of the rate at which errors occur in practice.

This fact does not justify ignoring the worri-

some data these tests have yielded. Indeed,

these data are probably best regarded as lower-

bound estimates of error rates. Because the

tests are relatively easy (according to test par-

ticipants), and because participants know that

mistakes will be identified and punished, test

error rates (particularly the false-positive error

rate) probably are lower than those in every-

day casework (33, 34).

The studies mentioned above cry out for

attention and follow-up investigations. In light

of the law’s growing reluctance to accept

experts’ personal guarantees in lieu of sci-

entific data, these studies should increase

candor about performance and create pres-

sure for improvement.

The Future

The traditional forensic sciences need look

no further than their newest sister discipline,

DNA typing, for guidance on how to put the

science into forensic identification science.

This effort should begin with adoption of the

basic-research model. Just as DNA scientists

tested the genetic assumptions that undergirded

DNA typing theory (e.g., Hardy-Weinberg equi-

librium), traditional forensic scientists should

design experiments that test the core assump-

tions of their fields. As basic research knowl-

edge grows, experts will be able to inform

courts about the relative strengths and weak-

nesses of their theories and methods, and

suggest how that knowledge applies to indi-

vidual cases.

At the same time, data should be collected

on the frequency with which markings and at-

tribute variations occur in different popula-

tions. In addition to their case-specific benefits,

these data may also facilitate the development

of artificial intelligence or computer-aided pat-

tern recognition programs for the identification

sciences. Forensic scientists might also adopt

protocols, such as blind examinations in com-

bination with realistic samples, that minimize

the risks that their success rates will be inflated

and their conclusions biased by extraneous ev-

idence and assumptions (34). When matches

are identified, forensic scientists in all fields

would compute and report random-match prob-

abilities similar to those used in DNA typing.

These estimates—in combination with error

rate estimates provided by mandatory, well-

constructed proficiency tests—would inform

fact-finders about the probative value of the

evidentiary match.

Simply put, we envision a paradigm shift

in the traditional forensic identification sci-

ences in which untested assumptions and semi-

informed guesswork are replaced by a sound

scientific foundation and justifiable protocols.

Although obstacles exist both inside and out-

side forensic science, the time is ripe for the

traditional forensic sciences to replace anti-

quated assumptions of uniqueness and per-

fection with a more defensible empirical and

probabilistic foundation.
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Extreme Waves Under

Hurricane Ivan
David W. Wang,* Douglas A. Mitchell, William J. Teague,

Ewa Jarosz, Mark S. Hulbert

On 15 September 2004, the center of Hurri-

cane Ivan (Fig. 1A and fig. S1) passed directly

over six wave-tide gauges deployed by the

Naval Research Laboratory (NRL), at depths

of 60 and 90 m, on the outer continental shelf

in the northeastern Gulf of Mexico, allowing

us to measure the extremewaves directly under

a category 4 hurricane (1). We calculated signifi-

cant wave height (H
s
) and maximum individual

wave height (H
max

), two parameters commonly

used to characterize wave fields (2).

During Ivan_s approach,H
s
and H

max
rapidly

increased and reached peak values when the

radial distance between the eye_s center and the

moorings was È75 km (Fig. 1B). H
s
reached

maximum values of 17.9, 16.1, and 17.1 m at

moorings 3, 4, and 5, respectively. These H
s

values were larger than those measured the

same day by National Data Buoy Center

(NDBC) buoy 42040 (Fig. 1A), which recorded

the largestH
s
(15.96m) ever reported byNDBC.

The largest H
max

reached 27.7 m (91 ft) at

mooring 3; out of 146 waves measured at

moorings 3, 4, and 5, there were 24 individual

waves with heights greater than 15 m (50 ft) (1).

The measured values ofH
s
and H

max
depict

the radial variability of the hurricane wave

field in the range 1 e r/R e 8 (Fig. 1C), where

r is the radial distance from the moorings to

the eye_s center and R is the radius of max-

imum winds (40 km) (3). H
s
increased rapidly

as the normalized radial distance approached

1 (Fig. 1, B and C) and can be approximated

by an exponential curve of the form H
s
0

a(r/R)bexpE–(r/R)c^, where a 0 56.61 m, b 0

–0.96, and c 0 –0.94 (Eq. 1). This compares

well with a numerical model (4), provided the

model_s H
s
is set to 21 m at r/R 0 1 (Fig. 1C).

Past observations of H
max

during hurricane-

generated seas suggest that H
max

can reach

1.9H
s
(5), which is consistent with the upper

limit of our measurements (Fig. 1B).

The wave-sampling strategy (1) employed

captured a small segment of the wave field, sug-

gesting our measurements likely missed the

largest waves near the storm_s eyewall. The largest

measured H
s
reached 17.9 m at a radial distance

of 73 km, about 30 km from the strongest

winds. Furthermore, our measurements, from the

forward face of Ivan, are likely È85% of the

maximumH
s
typically found in the right quadrant

(4, 6). These factors strongly suggest the wave

field associated with Ivan should generate max-

imum H
s
values greater than 21 m and H

max

values greater than 40 m at r/R 0 1.

The values of H
s
measured here, possibly

reduced by shoaling, are larger than those

predicted by several parametric wave models

developed for deep water conditions. Young

(6) proposed a semi-empirical model based on

R, maximum wind speed (U
max

), and hurricane

translation speed (V
t
); with R 0 40 km, V

t
0

6 m sj1, and U
max

0 60 m sj1, the model pre-

dicts a maximum H
s
of 15.1 m. Hsu (7) sug-

gested a simple empirically determined formula,

H
s
0 0.2(P

R
– P

0
), where P

R
0 1013 mbar is the

pressure at the edge of the hurricane and P
0
0

935 mbar is the central pressure, resulting in an

H
s
of 15.6 m. Underestimation by these models

likely stems from the absence of wave data un-

der intense storms. Measurements of the ex-

tremely large waves directly under Ivan may act

as a starting point for improving our understand-

ing of the waves generated by the most power-

ful hurricanes.
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Fig. 1. (A) Satellite image of
Hurricane Ivan from the Moderate
Resolution Imaging Spectrora-
diometer (MODIS) at 1850 uni-
versal time, 15 September 2004
(provided by NRL’s Ocean Optics
Group). The eye of Hurricane Ivan
is clearly shown just southeast of
the boot of Louisiana. NRL moor-
ings are shown as blue dots
[northern line (60 m), moorings
1, 2, and 3; southern line (90 m),
moorings 4, 5, and 6]. The NDBC
buoy is shown as a red circle, and
the track of Hurricane Ivan is
shown as a green dashed line with
squares marking the hurricane’s
center every 3 hours. (Inset)
Location of Ivan at the time of
measurement. (B) Time evolution
of Hs (circles) and Hmax (crosses)
for the six NRL moorings, Hs for
NDBC buoy 42040 (dotted line),
and radial distance to Ivan’s center
(squares). (C) Hs and Hmax as a
function of normalized radial dis-
tance (r/R). The red dashed line
represents the exponential relation
(Eq. 1); digitized values of a
segment 15- clockwise from the
forward direction of a numerically
simulated wave field are denoted
by black asterisks. The blue dashed line represents Hmax 0 1.9Hs, and circles and crosses are as in (B).
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Crystal Structure of a

Mammalian Voltage-Dependent

Shaker Family Kþ Channel
Stephen B. Long, Ernest B. Campbell, Roderick MacKinnon*

Voltage-dependent potassium ion (Kþ) channels (Kv channels) conduct Kþ

ions across the cell membrane in response to changes in the membrane
voltage, thereby regulating neuronal excitability by modulating the shape and
frequency of action potentials. Here we report the crystal structure, at a
resolution of 2.9 angstroms, of a mammalian Kv channel, Kv1.2, which is a
member of the Shaker Kþ channel family. This structure is in complex with an
oxido-reductase b subunit of the kind that can regulate mammalian Kv
channels in their native cell environment. The activation gate of the pore is
open. Large side portals communicate between the pore and the cytoplasm.
Electrostatic properties of the side portals and positions of the T1 domain and
b subunit are consistent with electrophysiological studies of inactivation
gating and with the possibility of Kþ channel regulation by the b subunit.

Voltage-dependent Kþ (Kv) channels are

members of the voltage-dependent cation

channel family, which includes the voltage-

dependent Kþ, Naþ, and Ca2þ channels (1).

These channels are present in all the major

kingdoms of life. In eukaryotic cells, they work

in concert with other ion channels to produce

and modulate the electrical activity of the cell.

This electrical activity is important for many

processes in electrically excitable cells such as

neurons and muscle, as well as in nonexcitable

cells (1). In the quintessential excitable cell, the

neuron, Kv channels return the membrane volt-

age to its negative resting value after an action

potential, modulate the shape of action poten-

tials, and set the action potential firing rate (1).

Most of our knowledge of Kv channel

function comes from studies of the Shaker Kþ

channel from Drosophila melanogaster and its

family members from mammalian cells (2).

Shaker family channels have been extensively

studied with electrophysiology, because they

can easily be expressed in Xenopus laevis

oocytes and in other cells. In contrast, nearly

all of our knowledge of Kþ channel structure

is based on studies of prokaryotic Kþ channels,

because they are more easily expressed at high

levels in Escherichia coli. Such studies have

taught us much about their pores, selectivity

filters, and gates (3).

Eukaryotic Kv channels in many respects

are very similar to their prokaryotic counter-

parts. The selectivity filter sequence is so con-

served that we expect its structure to be

essentially the same in all Kþ channels. The

pore_s Binverted teepee[ arrangement of inner

helices, which holds the selectivity filter in its

wider half near the extracellular surface, is also

expected to be a conserved feature (4). How-

ever, beyond their conserved pore and certain

domains that regulate the opening of the pore_s

gate, eukaryotic Kv channels have certain

unique features. For example, in the S6 inner

helix (on the intracellular side of the selectivity

filter), a highly conserved triplet sequence,

Pro-X-Pro (where X is any amino acid), is

present in Shaker family Kv channels but not

in prokaryotic Kv channels. Mutations show

that this sequence is very important for gating,

but the reason why has yet to be determined

(5, 6). There has been speculation that this

region of the pore (the inner pore), which is

lined by the S6 inner helices, is different in

Shaker Kv channels (5, 7) than in prokaryotes.

Shaker family Kv channels have an adap-

tation that, as far as we know, does not exist in

prokaryotic Kv channels, and apparently allows

them to carry out tasks that are unique to

eukaryotic cells. Preceding the first membrane-

spanning helix, S1, the N terminus forms a T1

domain inside the cell (8–11). Four T1 do-

mains, one from each of the four Shaker Kv

channel subunits, come together to form a tet-

rameric assembly at the intracellular mem-

brane surface. This domain is located directly

over the pore entryway to the cytoplasm,

which means that the transmembrane pore

must communicate with the cytoplasm through

side portals in order to allow Kþ ions to flow

freely between the cell and the transmembrane

pore (12–14). These portals not only permit

Kþ ions, but they also must be large enough to

allow the entry of a polypeptide chain from the

channel_s N terminus, which functions as an

inactivation gate in some Shaker family Kv

channels (15, 16).

The T1 domain in eukaryotic Kv chan-

nels is a docking platform for the b subunit

(12, 17, 18). The b subunit forms a tetramer of

proteins related to aldo-keto reductase enzymes,

which are oxido-reductases dependent on

NADPH (the reduced form of nicotinamide

adenine dinucleotide phosphate), with a-b

barrel structures (19–24). Crystal structures of

a b subunit tetramer and of a b-T1 domain

complex showed that the enzyme_s active site

contains an NADPþ cofactor and catalytic

residues for hydride transfer (12, 24). The b

subunit active site is mysterious because its

function is still unknown. Is it an enzyme that

can be regulated by a Kv channel or does it

serve as a sensor for the Kv channel, allowing

the redox state of a cell to influence elec-

trical activity at the membrane? Nearly all

Shaker family Kv channels in the mamma-

lian nervous system are associated with these

oxido-reductase b subunits (25).

Experimental evidence suggests that voltage-

dependent gating is fundamentally similar in

prokaryotic and eukaryotic Kv channels and

that their voltage sensors are structurally

similar (26–29). But structural studies with

Shaker family Kv channels have the potential

to be more informative. The structures of the

prokaryotic Kv channel KvAP suggest that

an intact lipid membrane is required to keep

the voltage sensors correctly oriented with

respect to the pore (30) Esee also Protein Data

Bank (PDB) ID 2A0L^. Because the mem-

brane is removed during isolation of the chan-

nel, this requirement has so far obscured all

attempts to deduce the structural basis for

electro-mechanical coupling between the volt-

age sensor and the pore. The voltage sensor in

Shaker family Kv channels is constrained by

its attachment to a cytoplasmic T1 domain, and

therefore may maintain its tenuous but impor-

tant connections to the pore.

Structure of the Kv1.2–b subunit com-
plex. The Kv1.2 Kþ channel from rat brain

(31) was coexpressed with the b2 Kþ channel

b subunit from rat brain (32) in the yeast

Pichia pastoris as described in (33) with mod-

ifications (34). The protein was purified and

crystallized (34). Throughout purification

and crystallization, it was necessary to keep

the protein in a mixture of detergent (n-

dodecyl-b-D-maltopyranoside or n-decyl-b-D-

maltopyranoside) and lipids {1-palmitoyl-2-

oleoyl-sn-glycero-3-phosphocholine, 1-palmitoyl-

2-oleoyl-sn-glycero-3-phosphoethanolamine, and

1-palmitoyl-2-oleoyl-sn-glycero-3-[phospho-

rac-(1-glycerol)]}; to maintain a strongly re-
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ducing environment with dithiothreitol (DTT)

and tri(2-carboxyethyl)phosphine hydrochlo-

ride (TCEP); and to keep the protein in an

oxygen-depleted atmosphere. Crystals in space

group I4, grown by vapor diffusion and frozen

in liquid nitrogen, diffracted x-rays to 2.9 )

Bragg spacings at the synchrotron (Table 1).

Phases were determined by molecular replace-

ment by using the crystal structure of the T1

domain–b2 complex (PDB ID 1EXB) (12).

Electron density for the transmembrane pore

and voltage sensors visible in initial maps (Fig.

1A) allowed us to construct a model through

cycles of model building, refinement, and map

calculation. Figure 1B shows the structure of

the crystal lattice, which consists of layers of

membrane-spanning regions (pore and voltage

sensors in red) alternating with extramembra-

nous regions (T1 domains and b subunits in

blue). This arrangement closely mimics a na-

tive membrane organization with coplanar ar-

rays of transmembrane elements pointed in the

same direction. The quality of electron density

varies over the molecule, with T1 and b

stronger (mean B factor 0 59 )2), and the

pore (mean B factor 0 159 )2) and voltage

sensor (mean B factor 0 162 )2) weaker. This

variation is understandable in terms of lattice

contacts within the crystal and in terms of

the function of different components of the

channel. The T1 domains and b subunits are

rigid structures and well packed in the b

subunit layer. The pore is somewhat more

flexible in the inner leaflet of the membrane,

and the voltage sensors are highly mobile

domains that are suspended, making few con-

tacts with neighboring protein molecules. The

b subunit, T1 domain, pore (S5, pore helix,

filter, and S6), and the S4-S5 linker helix were

built as essentially complete models with most

side chains included. Four main transmem-

brane segments of the voltage sensor (S1 to

S4) were built without connecting the loops

S1-S2, S2-S3, and S3-S4. Prior knowledge of

the KvAP structure was helpful in building the

voltage sensor, because electron density for

side chains was weakest in this region of the

channel. The linker connecting the T1 domain

to S1 was built as two poly-glycine helices.

The complete Kv1.2 channel–b2 subunit

complex has fourfold symmetry correspond-

ing to the tetrad axis of the I4 unit cell (Fig. 2,

A to C). The dimensions of the tetramer are

approximately 135 ) by 95 ) by 95 ). The

pore and four voltage sensors are È30 ) in

length across the membrane, corresponding

to the known thickness of the hydrophobic

core of the membrane. The T1 domain and b

subunit are each È40 ) in length along the

fourfold axis. The T1 domain is offset (par-

allel to the fourfold axis) from the intra-

cellular pore opening by È15 to 20 ). The

a-helical T1-S1 linker appears to function as

a spacer to maintain separation between the

transmembrane pore and intracellular regions

of the channel.

Table 1. Data collection, phasing, and refinement statistics. I, intensity; F, amplitude; ASU, asymmetric
unit; NSLS, National Synchrotron Light Source.

Data collection (I Q –3s
I
):

Space group I4
Cell parameters (Å) 113.6, 113.6, 260.5
Source NSLS X-25
Resolution (Å) 30.0 to 2.9
Wavelength (Å) 1.1
No. of reflections (total) 105,594
No. of reflections (unique) 36,056
Completeness (%) 99.0 (99.9)*
Rsym (%)y 7.2 (47.7)
I/s 10.8 (2.1)

Refinement (30 to 2.9 Å, F Q 0s
F
):

No. of reflections (work þ free) 33,343 No. of atoms 4,997
No. of molecules/ASU 1
Rwork/Rfree (%)z 22.2/25.2
Bond length/angle` 0.01 Å/1.3-
Ramachandran 99.8% (allowed region)/0.02% (disallowed region)

*The parentheses indicate the outer resolution shell (3.0 to 2.9 Å). .Rsym 0 SkIi – bIiÀk/SIi, where bIiÀ is the average
intensity of symmetry-equivalent reflections. -R factor 0 SkFo – Fck/SFo; 5% of the data that were excluded from
refinement were used in the Rfree calculation. `The root mean square deviation from ideality for bond angle and
length is presented.

Fig. 1. Electron density
and crystal lattice of
the Kv1.2–b2 subunit
complex. (A) The elec-
tron density map (blue
mesh) was calculated
at 2.9 Å resolution
using 2Fo – Fc (where
Fo is the observed
structure factor and Fc
is the calculated struc-
ture factor) ampli-
tudes and phases
from a model without
voltage sensors and
T1-S1 linkers. It is
contoured at 0.8s. A
C

a
trace of the final

model is shown (yel-
low). The integral
membrane pore and
voltage sensors (VS)
are on top, the T1
domain in the middle,
and the b subunit on
the bottom. (B) Crys-

tal lattice structure of the Kv1.2–b2 subunit complex showing integral membrane com-
ponents (pore and voltage sensors) in red and extramembranous components (T1
domain and b subunit) in blue. A single unit cell is outlined in black. The figure was
generated with O software (52).
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The a helices of the ion conduction pore

(S5, pore helix, and S6) (Fig. 2B) relate to the

a helices of the voltage sensor in an unex-

pected manner. The voltage sensor is latched

around the pore of an adjacent subunit. This is

most easily appreciated by viewing the channel

along its fourfold axis from outside the cell

and noting the manner in which the pore and

voltage-sensor units engage each other around

the tetramer (Fig. 2C). The connection be-

tween the pore and the voltage sensor of a

given subunit is made by the S4-S5 linker

helix, which runs parallel to the intracellular

membrane surface just at the level of the inner-

helix bundle crossing (Fig. 2, A and B). The

inner-helix bundle was defined in the KcsA (a

non–voltage-dependent Kþ channel) channel

as the right-handed bundle of four inner helices

(one from each subunit, S6 in Kv1.2) that line

the pore on the intracellular side of the

selectivity filter (Fig. 3, A and B) (4). This

Fig. 2. Views of the Kv1.2–b2 subunit
complex. (A) Stereoview of a ribbon repre-
sentation from the side, with the extra-
cellular solution above and the intracellular
solution below. Four subunits of the chan-
nel (including the T1 domain, voltage
sensor, and pore) are colored uniquely.
Each subunit of the b subunit tetramer is
colored according to the channel subunit it
contacts. The NADPþ cofactor bound to
each b subunit is drawn as black sticks. TM
indicates the integral membrane compo-
nent of the complex. (B) Stereoview of a
single subunit of the channel and b subunit
viewed from the side. Labels correspond to
transmembrane helices (S1 to S6); the Pro-
Val-Pro sequence in S6 (PVP); and the N
(N) and C (C) termini of the Kv1.2 and b
subunits. The position of the N terminus of
the b subunit, which is located on the side
furthest away from the viewer, is indicated
by an arrow. (C) Stereoview of a ribbon
representation viewed from the extra-
cellular side of the pore. Four subunits are
colored uniquely. The figure was generated
with Ribbons (53).
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bundle structure is important because it forms

an expandable constriction (the bundle crossing)

for opening and closing the ion-conduction

pore, known as the activation gate.

In the Kv1.2-b2 crystal structure, the

voltage-sensor helices are somewhat tilted in

the membrane, but they have a native-like

transmembrane orientation with hydrophilic

loops between helices at the membrane sur-

faces. In the accompanying Research Article

(35), which is focused on voltage-dependent

gating, we outline the evidence that the

connections between the voltage sensors and

pore have maintained a native configuration.

The ion conduction pore. The structures
of four different prokaryotic Kþ channels have

been determined by x-ray crystallography,

including KcsA (4, 36), MthK (37) (a Ca2þ-

gated Kþ channel), KirBac (38) (an inward-

rectifier Kþ channel), and KvAP (30) (a

voltage-dependent Kþ channel). A comparison

of these channel structures emphasizes two

important aspects of Kþ channels: (i) the

structure of the Kþ selectivity filter on the

extracellular side of the pore is highly con-

served; and (ii) the inner pore (between the

selectivity filter and intracellular solution)

varies in its conformation. Structural conser-

vation of the selectivity filter underlies the

conserved mechanism of selective ion conduc-

tion in Kþ channels, whereas variation of the

inner pore structure is related to conformation-

al changes that open and close the pore. In the

published structures, KcsA and KirBac appear

to be closed on the basis of the dimensions of

the pore at the narrowest point of the inner-

helix bundle (Fig. 3, A and B, the bundle

crossing), whereas MthK and KvAP appear to

be open. In Fig. 3, A and B, two subunits of the

Kv1.2 pore (red) have been superimposed on

KcsA (closed, gray) and KvAP (opened, blue)

(KvAP inner helices are in a similar position to

MthK inner helices). The inner helices of Kv1.2

are in between KcsA and KvAP but much closer

to KvAP at the inner-helix bundle crossing. The

pore of Kv1.2 has a diameter of about 12 ) at

the bundle crossing, suggesting that the pore in

the crystal structure is open.

The superposition of pores in Fig. 3 pro-

vides a vivid picture of the large inner-helical

motions that must occur when a Kþ channel

opens. Functional studies in Shaker Kþ chan-

nels are consistent with this picture (39, 40).

The accessibility of site-directed cysteine

residues introduced into the inner helices

points to the bundle crossing as the functional

constriction for closure. Positions ‘‘below’’ the

bundle crossing react with sulfhydryl reagents

added to the intracellular side of the membrane

whether or not the channel is open, but po-

sitions ‘‘above’’ the bundle crossing require

the channel to open (40). A tight constriction

prevents even Agþ ions from passing the

bundle crossing when the Shaker Kþ channel’s

pore is closed, but after it opens, large organic

quaternary ammonium cations and hydropho-

bic polypeptides can enter into the inner pore

and plug Kv channels (15, 16, 41, 42).

The inner helices of Kv1.2 contain the

amino acid sequence Pro-Val-Pro, which is

highly conserved among Shaker family Kv

channels. These amino acids curve the S6

inner helices so that they run almost parallel to

the membrane near the intracellular surface

(Fig. 2B and Fig. 3, A and B). Curved inner

helices appear to be a specialized adaptation

for Kv channels, not Shaker channels per se. In

KvAP, a prokaryotic Kv channel, a Gly resi-

due produces a similar curvature of the inner

helices (Fig. 3, A and B). Thus, the sequence

Pro-X-Pro is one way to produce the curve and

glycine is another. Both achieve the same

structural requirement. In (35), we show why a

curved inner helix is required for coupling the

voltage sensor to the pore in Kv channels.

The a-helical linkers connecting the T1

domain to S1 project in a radial direction out-

ward from the channel’s central axis to create a

wide space between the T1 domain and the pore

(Fig. 2A). This would seem to accomplish two

functions: It would allow the inner helices to

undergo their large gating movements to open

the pore without interference from the T1

domain or linkers, and it would provide low-

resistance diffusion pathways between the pore

entryway and the cytoplasm. A surface ren-

dering of Kv1.2 shows one of these diffusion

pathways, termed a side portal, above the T1

domain (Fig. 4A). Four side portals each have

a diameter of 15 to 20 ). The electrostatic

potential of this region will attract cations

owing to the presence of multiple negatively

charged amino acids on the surface (Fig. 4A,

red), particularly on the rim of the side portals.

This feature of the channel is reminiscent of

the intracellular entryway to the acetylcholine

receptor ion channel (43).

The dimensions and electrostatic properties

of the side portals provide information on an

Fig. 3. Comparison of the pore of three Kþ channels. Stereoviews of the Kv1.2 Kþ channel (red,
residues 325 to 418), the KcsA Kþ channel (gray, PDB ID 1K4C, residues 26 to 119), and the KvAP
Kþ channel (blue, PDB ID 1ORQ, residues 147 to 240) are shown in (A), with two subunits viewed
from the side and in (B), with four subunits viewed along the pore axis from the intracellular
solution. Channels were superimposed by aligning main-chain atoms of the selectivity filter and
pore helices. Outer and inner helices refer to S5 and S6 in Kv1.2. The inner helices form the bundle
crossing at the narrowest point, as shown in (B). An asterisk indicates the position of the Pro-Val-
Pro sequence on the inner (S6) helix of Kv1.2 and also corresponds to the position of Gly 229 in
KvAP. The figure was generated with Molscript (54).
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important form of gating known as N-type or

‘‘ball and chain’’ inactivation that occurs in a

subset of Shaker family Kv channels (15, 16).

After membrane depolarization, this subset

produces transient Kþ currents called ‘‘A cur-

rents,’’ rather than sustained ‘‘delayed rectifier’’

Kþ currents (1). A-current channels and

delayed-rectifier channels confer different

electrical behaviors on cells. For example,

delayed-rectifier channels such as Kv1.2 return

the membrane potential promptly to its resting

value after an action potential, whereas A-

current channels allow certain neurons to fire

action potentials at a frequency proportional to

the total synaptic input current from other

neurons (44). From a structural perspective,

the distinction between A-current channels and

delayed rectifiers is subtle: A-current channels

have just the right composition of amino acids

on their intracellular N terminus—or on the N

terminus of an associated b subunit—to allow

the terminus itself to enter the inner pore and

plug (inactivate) the Kv channel after it opens

its activation gate (15, 16, 32). This kind of N

terminus, called an inactivation gate or in-

activation peptide, makes an A-current Kv

channel transient. Upon membrane depolar-

ization, the pore opens and conducts Kþ ions,

but shortly thereafter it becomes inactivated,

as demonstrated by Aldrich and colleagues

(15, 16). These authors also defined the amino

acids necessary for the N terminus to inacti-

vate the pore of a Shaker family Kv channel

(45, 46). The first È10 amino acids should be

predominantly hydrophobic, followed by a

sequence of hydrophilic and positively charged

amino acids. They concluded that the hydro-

phobic stretch becomes buried in a hydrophobic

environment and that the hydrophilic region is

important for long-range electrostatic interac-

tions between the inactivation gate and pore.

Further studies using the mammalian homolog

of Shaker, Kv1.4, led to the proposal that the

hydrophobic region of the N terminus (of a b

subunit inactivation peptide) reaches into the

inner pore, which is lined by hydrophobic

amino acids, and that positively charged amino

acids from the hydrophilic region make elec-

trostatic interactions with negatively charged

amino acids from the T1 domain and linkers to

S1 (12, 47). We can now see in the Kv1.2 struc-

ture that the corresponding negatively charged

amino acids reside on the surface of the side

portals (Fig. 4A, asterisk). It is easy to imagine

an inactivation peptide in an A-current Kv

channel snaking through a side portal with its

positive amino acids lying against the negative

surface and its hydrophobic amino acids ex-

tending to the inner pore (Fig. 4B).

Relationship between the pore, T1
domain, and b subunit catalytic site. The

first and, to date, the only firmly established

role of b subunits of Shaker Kv channels is to

confer inactivation (32, 48). The b
1
subunit has

on its N terminus an amino acid sequence that

has the chemical requirements described above

for an inactivation peptide. Thus, when b
1
is

coexpressed with a Shaker Kv channel, it

produces N-type inactivation (32). The N ter-

minus of the structured region of the b
2
subunit

in the Kv1.2-b
2
complex is located roughly 80

) from the pore, whereas the N terminus of the

structured region of the channel (T1) is about

50 ) from the pore (Fig. 2B). Shaker Kv

channels that possess N-type inactivation pep-

tides have at least 30 additional amino acids

preceding the T1 domain, and the b
1
subunit

has approximately 70 additional amino acids on

its N terminus. As extended polypeptide chains,

these N termini are easily long enough to reach

the pore to produce N-type inactivation.

The b subunits probably have other func-

tions besides inactivation, because not all b sub-

units have an N terminal inactivation peptide.

For example, the b
2
subunit used to produce the

Kv1.2-b2 crystals, although nearly identical to

b
1
through the structured region of b

2
(amino

acid 36 to 361), does not have an N terminal

inactivation sequence and does not produce

inactivation when associated with Kv channels

in membranes (48, 49). The b subunits must

Fig. 4. Surface representation
of the Kv1.2-b2 complex. (A)
Stereoview showing the sur-
faces of the Kv1.2-b2 com-
plex colored to highlight the
location of acidic (negative)
and basic (positive) amino
acids on the surface. The
integral membrane compo-
nent (TM) is on the top and
the T1 domain and b subunit
are below. All glutamate and
aspartate residues are colored
red and arginine and lysine
amino acids are in blue.
Asterisks mark the position
of negatively charged amino
acids Glu128, Asp129, and
Glu130 on T1, which, in the Kv1.4 Kþ channel, interact with positively charged amino acids on in-
activation peptides (47). The large holes (side portals) above the T1 domain and below the integral
membrane channel are passages connecting the cytoplasm to the pore. (B) Hypothetical model for the
binding of an inactivation peptide to the channel. A portion of the surface of the T1 and integral membrane
components of the complex is shown in the same orientation and colored as in (A). An inactivation peptide
corresponding to the 22 N-terminal residues of b1 has been modeled in an extended conformation to
enter a side portal and plug the inner pore of the channel. Three positive residues (þ) located at positions
13, 15, and 20 from the N terminus were placed at the site of interaction with the negatively charged
patch of residues on T1 [asterisk (12)], whereas the hydrophobic residues at the N terminus were placed
at the inner pore where they are known to bind and block the flow of potassium (47). To show entry of
the peptide’s N terminus into the inner pore in this figure, the following portions of the channel
subunit closest to the viewer were removed: residues 312 to 329 (S4-S5 linker and part of S5) and
residues 405 to 421 (the C-terminal end of S6.) The figure was generated with GRASP software (55).
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have additional functions. The observation that

b subunits can influence levels of channel

expression has led to one hypothesis that they

may function as chaperones for the channel

(50, 51). The presence of conserved catalytic

residues for hydride transfer in the enzyme

active site of b subunits forms the basis of

another hypothesis, that b subunits are impor-

tant for a catalytic function (22–24). The Kv

channel could regulate the activity of the b

subunit, or perhaps more likely, the b subunit

could regulate the activity of the channel. A b

subunit ‘‘redox sensor’’ would allow direct

coupling of membrane electrical activity to the

redox state of a cell.

The active site of b subunits has an

NADPþ cofactor and catalytic residues for

hydride transfer. This cofactor is present in the

Kv1.2-b2 crystal structure (Fig. 5A). In

addition, there is poorly defined extra density

overlying the active site in all of our electron

density maps (Fig. 5B). The surface of the

active-site cleft, where this material is bound,

is quite hydrophobic and has many aromatic

amino acids (Fig. 5B). The density is probably

either from a polypeptide chain or from a large

organic molecule. If it represents a polypeptide

chain, it could either be part of the channel or

it could be co-isolated with the channel during

purification. The channel in the crystal struc-

ture contains 31 disordered amino acids on its

N terminus (N terminal to T1) and 78 on its C

terminus. Binding either the N terminus or the

C terminus near the b subunit active site, with

an affinity that depends on whether the co-

factor is oxidized or reduced, could affect Kv

channel function. For example, in some Shaker

family Kv channels, binding of the polypeptide

chain preceding T1 could affect the availability

of the inactivation gate. The C-terminal poly-

peptide could potentially influence gating

because it is connected directly to the inner

helices, which must undergo large movements

to gate the pore open and closed. The Kv1.2-

b2 crystal structure should help in the design

of experiments to test these ideas.

Summary. This work describes the crystal

structure of the mammalian Shaker family Kv

channel Kv1.2 in complex with the b
2
subunit.

Both proteins were coexpressed in Pichia

pastoris. Two critical factors were essential

for obtaining crystals and determining the

structure. A mixture of lipids and detergent

was used throughout purification and crystal-

lization, and many steps were taken to min-

imize oxidation. The importance of lipids in

this project may suggest the general applica-

tion of lipids in membrane protein structural

studies in the future. The I4 crystal lattice

of alternating ‘‘membrane’’ and water layers

comes very close to a native arrangement for

the channel. The relationships between the in-

tegral membrane components, the intracellular

T1 domain, and the b subunit bound to the T1

domain are consistent with electrophysio-

logical studies of the inactivation process in

Shaker Kþ channels. The pore of Kv1.2 is

similar in structure to that of prokaryotic Kþ

channels. Curved inner helices are produced

by the sequence Pro-X-Pro in Shaker family

Kþ channels and by Gly in KvAP and

probably many other Kv channels. The Kv1.2

pore is in an open conformation. Large side

portals between the T1 domain and the pore

connect the pore to the cytoplasm. Electrostatic

properties of the side portals are consistent

with long-range electrostatic steering of in-

activation peptides. An NADPþ cofactor, cata-

lytic residues, and extra density at the b

subunit active-site cleft suggest experiments

for testing the influence of b subunit catalytic

function on Kþ channel activity. The voltage

sensors are in the ‘‘membrane’’ layer of the

crystal and appear to be unperturbed.
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Voltage Sensor of Kv1.2:

Structural Basis of

Electromechanical Coupling
Stephen B. Long, Ernest B. Campbell, Roderick MacKinnon*

Voltage-dependent ion channels contain voltage sensors that allow them to
switch between nonconductive and conductive states over the narrow range
of a few hundredths of a volt. We investigated the mechanism by which these
channels sense cell membrane voltage by determining the x-ray crystal
structure of a mammalian Shaker family potassium ion (Kþ) channel. The
voltage-dependent Kþ channel Kv1.2 grew three-dimensional crystals, with an
internal arrangement that left the voltage sensors in an apparently native
conformation, allowing us to reach three important conclusions. First, the
voltage sensors are essentially independent domains inside the membrane.
Second, they perform mechanical work on the pore through the S4-S5 linker
helices, which are positioned to constrict or dilate the S6 inner helices of the
pore. Third, in the open conformation, two of the four conserved Arg residues
on S4 are on a lipid-facing surface and two are buried in the voltage sensor.
The structure offers a simple picture of how membrane voltage influences the
open probability of the channel.

Voltage-dependent ion channels open in re-

sponse to changes in voltage across the cell

membrane (1). In this process, the membrane

electric field performs mechanical work to alter

the channel_s conformation within the mem-

brane. The work arises from the force exerted

by the electric field on charged amino acids,

termed gating charges (1–3). The size of the

gating charge is very large (4), accounting for

the exquisite sensitivity of voltage-dependent

ion channels to small changes in membrane

voltage. To understand this process, one must

first answer two questions: How do gating

charges move within the membrane electric

field? And how are these movements mechan-

ically coupled to opening and closing of the

pore?

No experimentally based model has yet

provided answers to both of these questions.

So far, little progress has been made toward

the second question concerning the mechanical

coupling of voltage-sensor movements to the

pore. Most effort has focused on how the

gating charges move; the main subject of study

has been the Shaker voltage-dependent Kþ

(Kv) channel, and numerous models have been

put forth. One fundamental constraint for any

model is that when a Shaker Kþ channel

opens, it transfers the net equivalent of 12 to

14 positive elementary charges across the

membrane electric field from inside to outside,

and most of this charge is carried by four S4

Arg residues on each of four identical channel

subunits (4–6).

A guiding assumption underlying most

models for the voltage sensor has been that

the S4 helix with its Arg residues is completely

(7–10), or mostly (11), sequestered from the

membrane, in order to protect the charges from

the lipid_s low dielectric environment. To ac-

complish this, most models postulate that the

S4 helix inserts into a groove at the interface

between adjacent subunits of the Kþ channel

tetramer, such that pore a helices S5 and S6

form a wall on one side of S4 and voltage-

sensor a helices S1 to S3 form a wall on the

other side, the lipid-facing perimeter, to create

a gating channel or protein-lined canaliculus

for S4 (7–10, 12). This arrangement would

allow the S4 helix to move its charged amino

acids across the membrane without exposing

them to the lipid environment.

How and to what extent S4 moves has been

the subject of much debate. Gating-dependent

reactivity of sulfhydryl reagents with cysteine

residues led to an initial hypothesis of large

(È15 )) translations of S4 in some models

(13–17). But very small distance changes

measured in fluorescence resonance energy

transfer (FRET) experiments suggested much

smaller movements of S4 across the membrane

(18, 19). Crevices surrounding S4 were in-

voked to account for the sulfhydryl reactivity

in the setting of these smaller movements, with

translations and/or rotations of S4 occurring

across a narrow neck inside an hourglass-

shaped canaliculus. In the transporter model

hypothesis, the S4 does not change its depth

in the membrane at all (less than 3 ) move-

ment) (18, 20). Instead, the field is moved

over the S4 charges by alternately opening and

closing crevices to the internal and external

solutions.

The above models of voltage-dependent

gating vary in detail, but they have had two

essential features in common. First, the S4

helix is sequestered from the lipid membrane

Ealthough Larsson and colleagues proposed that

a surface of S4 could be exposed to lipid (11)^.

Second, the voltage-sensor helices S1 to S4 are

packed tightly against the a helices of the pore.

In other words, it was reasonably assumed that

voltage-dependent ion channels are like con-

ventional a-helical membrane proteins that

form a fairly rigid disk of helices in the mem-

brane. A first hint that a rigid disk of helices

might not pertain to voltage-dependent ion

channels came from the demonstration that the

voltage sensor (S1 to S4) from the Shaker Kv

channel could be spliced onto the pore of

KcsA (a non–voltage-dependent Kþ channel)

to confer voltage-dependent gating (21). This

finding implied that the voltage sensor might

be an almost-independent domain, because if it

had to form a large interface through helix

packing with the pore, the chimera would

likely not function.

The first atomic structures of a prokaryotic

Kv channel (KvAP) also implied that the

voltage sensors are loosely attached to the pore

(22). One of these EProtein Data Bank (PDB)

ID 1ORS^ was of an isolated voltage-sensor

domain, which surprisingly could be expressed

in the membrane by itself (without the pore).

Another, which is a full-length channel struc-

ture (PDB ID 1ORQ), showed the voltage-
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sensor domains in a non-native conformation,

pulled toward the cytoplasmic side of the pore.

Not only had the voltage sensors undergone

domain-like movements with respect to the

pore, but the sensors seemed to have a great

deal of internal flexibility. This was unusual

behavior for a membrane protein. The Arg-

containing S4 helix formed part of a helix-turn-

helix structure (termed a voltage-sensor paddle)

through its antiparallel relationship to S3b (the

C-terminal half of S3). The paddle was pro-

posed to move at the protein-lipid interface

with S3b Babove[ and S4 Bbelow.[ Experi-

ments with avidin capture of biotin suggested

that some of the Arg residues move more than

15 ) through the thickness of the membrane

(23, 24).

The KvAP studies implied that the voltage

sensors are highly mobile; that S4 is not in a

canaliculus; and possibly that some S4 Arg

residues could be exposed to the lipid mem-

brane, which would allow the voltage-sensing

apparatus to exploit opposing electrostatic and

hydrophobic forces to gate the channel (23, 25).

However, a major weakness of the KvAP studies

was directly related to the voltage sensors_

mobility: Distortions associated with extraction

from the membrane left many aspects of the

structure uncertain. Most notably, the connec-

tions between the voltage sensors and pore were

disrupted. The crystals of Kv1.2 havemaintained

these connections and thus convey more defin-

itive information on the mechanism of voltage-

dependent gating.

Voltage-sensor structure: Relationship

between Kv1.2 and KvAP. Electron density

maps are weak in the region of the voltage

sensor, relative to the remainder of the chan-

nel. However, the four transmembrane helices

(S1 to S4) were easily recognizable, with side-

chain density for some, but not all, amino acids

(26). Electron density was present for the first

(Arg294), second (Arg297), and third (Arg300)

Arg residues on S4, and for two Phe residues

(Phe302 and Phe305), establishing the correct

register of this helix (Fig. 1). The partial model

of the voltage sensor contains helices for S1

(19 amino acids), S2 (residues 219 to 243), S3

(21 amino acids), S4 (residues 288 to 311), and

the S4-S5 linker (residues 312 to 325). Com-

Fig. 2. Stereoviews comparing the Kv1.2 structure with two structures of the prokaryotic Kv channel
KvAP. (A) A single subunit of the integral membrane pore and partial model of the voltage sensor of
Kv1.2 viewed from the side as a gray C

a
trace. Arg residues 1 to 4 on the S4 helix (blue labels) are

depicted as yellow and blue sticks. The side chain for Arg 4, although not included in the final
coordinates, is modeled in a chemically reasonable conformation for the purpose of illustration. (B) The
Kv1.2 structure (gray) viewed as in (A) with a full-length crystal structure of KvAP (red C

a
trace, PDB ID

2A0L) superimposed by alignment of main-chain atoms of the pore helices and selectivity filter, and
with an isolated voltage-sensor structure of KvAP (Aeropyrum Pernix Voltage Sensor, or APVS) (blue
Ca trace, PDB ID 1ORS) (22) superimposed by alignment of main-chain atoms of a helices S1 and S2.
(C) A hypothetical model of a single KvAP subunit is shown as a red C

a
trace with yellow and blue side

chains for Arg residues 1 to 4 on the S4 helix. This was constructed by combining the isolated voltage
sensor and pore of KvAP according to their positions relative to Kv1.2 as displayed in (B). The S4-S5
linker residues of KvAP (residues 136 to 146) are positioned relative to the pore and voltage sensor
based on the Kv1.2 S4-S5 helix. A queue of Kþ ions (green spheres) from the pore are shown as a
reference in (A) to (C). The figure was generated with Molscript software (42).

Fig. 1. Density for S4 and the S4-S5 linker
calculated without a voltage-sensor model. The
electron density map for S4 and the S4-S5 linker
(blue mesh) is shown with the final model drawn
as a C

a
trace (gray) with side-chain residues

(yellow, blue, and red sticks). Arg (R) residues 1
to 3 on S4 have density for their side chains.
Density for these side chains and for two Phe
residues (F302 and F305) helped establish the
correct register of the S4 helix. The side chain of
Arg 4 is truncated after the C

b
atom (modeled as

alanine) because density past this point was not
present in the maps. A few other residues in S4
have also been modeled as alanine. Phases for
the map were calculated by removing the entire
voltage sensor (S1 to S4 helices through residue
313 of the S4-S5 linker) from the model and
refining the remaining partial structure of the
pore and T1/b complex using a simulated
annealing protocol in the CNS software (41).
This procedure, which is used to generate a
‘‘simulated annealing omit map,’’ essentially
eliminates bias in the map. The map is a 2Fo-Fc
map (where Fo is the observed structure factor
and Fc is the calculated structure factor) that was
calculated from 30 to 2.9 Å, contoured at 0.5s,
and drawn around the portion of the molecule
shown. M, Met; G, Gly.
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parisons with KvAP crystal structures assisted

in the identification of these helices. Most side

chains were included on S4, the S4-S5 linker,

and S2. S1 and S3 were built with alanine

residues. Loops connecting helices S1 to S2

and S3 to S4 were omitted because electron

density was weak or absent. The turn connect-

ing S2 to S3, which varies in its conformation

in different crystal structures of KvAP (22)

(and see PDB ID 2A0L), was also omitted.

Thus, this partial model of the voltage sensor is

missing several elements, but it still addresses

many important questions.

A model of a single subunit of Kv1.2 is

shown in Fig. 2A. Two different crystal struc-

tures of KvAP superimposed on Kv1.2 show

the relationship between these channels (Fig.

2B). A full-length KvAP structure (PDB ID

2A0L, red) is aligned with the pore of Kv1.2,

and an isolated voltage-sensor structure of

KvAP [PDB ID 1ORS, blue (22)] is aligned

with the voltage sensor of Kv1.2. A model of

KvAP can be made to look like Kv1.2 by

simply repositioning its voltage sensor to more

closely resemble the isolated voltage-sensor

structure (Fig. 2C). The linker connecting the

voltage sensor to the pore in KvAP is the

appropriate length and has the correct amphi-

pathicity (see below) to match the linker in

Kv1.2. Apparently, upon extraction of KvAP

from the lipid membrane, the voltage sensor is

dislodged from its proper position. This kind

of distortion in multiple crystal structures of

KvAP (22) (and see PDB ID 2A0L) probably

reflects the importance of a cell membrane to

hold the voltage sensor in its proper position. In

Kv1.2, the presence of a T1 domain and its con-

nection to the S1 helix undoubtedly help to main-

tain a native conformation of the voltage sensor.

We conclude that the basic architecture of

the voltage sensor in a membrane is similar in

Kv1.2 and KvAP. They both have an antipar-

allel arrangement of S3 and S4. This arrange-

ment was called a voltage-sensor paddle in

KvAP (22). In KvAP, there are two distinct

segments of S3, termed S3a and S3b. In

Kv1.2, the electron density for S3 appears to

be a single helix with a bend, presumably near

the connection between S3a and S3b. This

finding probably represents a different posi-

tioning of the paddle from that which we

observed in KvAP. Here we do not distinguish

between S3a and S3b in Kv1.2, but simply

refer to the antiparallel unit formed by the S3

and S4 helices as the voltage-sensor paddle.

The comparison of Kv1.2 and KvAP serves

many useful purposes. First, their fundamental

similarity reinforces our confidence in the

accuracy of the Kv1.2 voltage-sensor model

and shows that S4 and S3 form a voltage-

sensor paddle as in KvAP. Second, because

Kv1.2 and KvAP are similar, we can consider

KvAP functional data in constraining possible

motions of the Kv1.2 voltage sensor. Third,

certain differences between their structures

may provide useful information about move-

ments of the voltage sensor. For example, the

voltage-sensor paddles in Kv1.2 are in a

slightly different position with respect to the

S1 and S2 helices (Fig. 2B). This is under-

standable if the paddles are mobile, allowing

them to move in the gating process. Fourth, S4

(and S3) is nearly two helical turns longer at its

extracellular end in Kv1.2 than in KvAP (the

Kv1.2 S4 contains two extra helical turns pre-

ceding the Arg residues) (compare Fig. 2, A

and C). This means the paddle in Kv1.2 will

project further into the extracellular solution

and therefore may exhibit differences (relative

to KvAP) in accessibility to spider toxins and

small molecules that interact with the voltage

sensor from outside the cell.

Voltage-sensor coupling to the pore:
The S4-S5 linker helix. The S4-S5 linker is

an amphipathic a helix that runs parallel to the

membrane plane inside the cell, with its hy-

drophobic surface facing the membrane and its

polar surface facing the cytoplasm (Figs. 2A

and 3A). The most important aspect of this

helix is its position against the pore; it crosses

over the top of the S6 inner helix from the

same subunit and makes many amino acid

contacts with it (Fig. 3, A and B). The S6 inner

helix, by curving parallel to the membrane

plane, makes a platform or ‘‘receptor’’ for the

S4-S5 helix. This allows us to understand why

the S6 helix of Kv channels has the sequence

Pro-X-Pro, where X is any amino acid (Shaker

Kv channels), or Gly in the corresponding

region (many other Kv channels): to allow the

inner helices to curve so they can form the

Fig. 3. The connection between the voltage sensor and the pore in the Kv1.2 channel. (A) The S6 inner
helix (residues 388 to 421) is shown as a gray and green ribbon with yellow side chains for Pro-Val-Pro
(residues 405 to 407), and the S4-S5 linker and S5 from the same subunit (residues 311 to 342) are
shown as a gray and green ribbon. Side chains on the S4-S5 linker are yellow (carbon), red (oxygen),
and blue (nitrogen). The perspective is from the side of the channel near the intracellular water
(below)/membrane (above) interface. Regions colored green were necessary to transfer the Shaker

voltage sensor to KcsA (32). (B) Residues on the S4-S5 linker in direct contact with residues on S6 are
shown as red and blue spheres, respectively. The helices are drawn as ribbons and colored in the
following manner: S4-S5, red; S5, gray; and S6, blue. (C) A view of the channel tetramer showing the
S4-S5 (red), S5 (gray), and S6 (blue) helices as ribbons. The perspective is from the side of the channel with
the extracellular side above and the intracellular side below. (D) Hypothetical model of the Kv1.2 channel
with a closed activation gate, showing the S4-S5, S5, and S6 helices colored as in (C). To generate this
model, the inner (S6) helices were adjusted from their observed open conformation in (C) to match the
inner helices of the KcsA structure (PDB ID 1K4C), which has a closed activation gate. The S4-S5 linkers
were then positioned to maintain the interaction with S6 shown in (A) and (B). The transition from an
open to closed activation gate results in a downward displacement (toward the intracellular solution) of
the amino-terminal end of the S4-S5 linker. A queue of Kþ ions (green spheres) from the pore are shown
as a reference in (A) to (D). The figure was generated with Molscript (42).
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correct interaction with the S4-S5 linker helix.

This interaction is essential for the coupling of

voltage-sensor movements to pore opening and

closing, which is depicted in Fig. 3, C and D.

Mutations in the Pro-X-Pro sequence and

in the S4-S5 linker helix of Shaker Kv chan-

nels (27–31) have profound effects on gating,

which have been described as uncoupling the

pore from the voltage sensor. One mutational

study leaves little doubt about the correctness

and importance of the interaction we see be-

tween the S4-S5 linker and the S6 inner helix

observed in the Kv1.2 crystal structure. Lu

et al. characterized the amino acid sequence

requirements for engineering voltage depen-

dence into KcsA, an otherwise voltage-

independent Kþ channel (21, 32). They found

they had to transfer to KcsA the Shaker Kv

channel voltage sensor (S1 to S4), the S4-S5

linker, and the C-terminal end of S6. The

required segment of S6 corresponds precisely

to the region that makes contact with the

S4-S5 linker helix in the Kv1.2 structure (Fig.

3A, in green). Their experiments showed that

this interface, formed by the S4-S5 helix

against the S6 inner helix, is both necessary

and sufficient to reconstruct a functioning

voltage sensor on the pore.

Lipid environment of the voltage

sensor. The specific interaction between the

S4-S5 linker helix and S6 has important

consequences for the location of the voltage

sensor relative to the pore. Because the linker

runs across to the neighboring subunit, the

voltage-sensor domains are located at the

corners of the square-shaped pore, and they

are adjacent to the pore-forming helices of a

neighboring subunit (Figs. 2A and 4A). The

resulting position of S4 (adjacent to S5 from a

neighboring subunit) is in good agreement

with the disulfide cross-bridge studies of

Papazian and colleagues (33). Several studies

have attempted to determine the distances

separating the first Arg residue on the S4 helix

from adjacent and diagonal subunits (18, 19).

Here we measure these distances (between C
a

carbons) to be 45 and 64 ), respectively. The

position of the voltage sensors at the corners of

the pore is reminiscent of a model proposed by

Sivaprasadarao and colleagues, but in their

model, the voltage sensor contacts the pore of

its own subunit rather than the pore of the

neighboring subunit (34).

Themost important consequence of being at

the corners of the pore is that the voltage sensors

appear to be floating as separate domains from

the pore. Aside from the S4-S5 linker interac-

tion with S6, the contacts between a voltage

sensor and the pore are not substantial; the tilted

S1 helix touches S5 in one place near the

extracellular membrane surface, and the S4

helix, which is supposed to move with channel

gating, leans against the outer edge of S5 but is

not packed tightly against it (Fig. 4, A to C). In

a membrane, much of the space separating the

hydrophobic surfaces of the pore and the

voltage sensor would undoubtedly be filled

with lipid molecules (Fig. 4, B and C).

The relative independence of the voltage-

sensor domains with respect to the pore in the

crystal structure is consistent with several key

observations on voltage-sensor function. An

independent domain relationship explains why

it is possible to transfer a voltage sensor to a

non–voltage-dependent Kþ channel (providing

that the complementary surfaces at the linker

are satisfied) (21), why the voltage sensors of

KvAP can be expressed in isolation (22), and

why nature has been able to exploit the S1 to

S4 voltage-sensor domain (in the absence of an

ion channel pore) to control the activity of a

phosphatase enzyme in the cytoplasm (35).

The existence of a voltage-dependent phospha-

tase enzyme is a direct demonstration by nature

that a protein wall formed by the pore on one

side of S4 is not necessary for the voltage sensor

to function. All by itself, this simple arrange-

ment of S1 to S4 helices must be able to

undergo a voltage-dependent conformational

change in the membrane.

Where are the gating-charge Arg residues

on the voltage sensor? Studies of the Shaker

Kv channel have shown that the first four Arg

residues (termed Arg 1 through 4 counting

from the extracellular side of S4: residues 294,

297, 300, and 303 in Kv1.2) account for most

of the gating charge (5, 6), and these residues

are the most conserved among voltage sensors

from different Kv channels. The chemical en-

vironment of these amino acids on the voltage

sensor is a mechanistically important and

much-debated issue. In the crystal structure,

Arg 1 and 2 are located on the voltage sensor’s

lipid-facing surface (Fig. 4D and Fig. 5, A and

B). The first may be near enough to the mem-

Fig. 4. Views of the integral membrane components (pore and voltage sensors) of the Kv1.2 channel.
(A) Overall structure of the tetramer, viewed from the extracellular solution, shown as ribbons. Each of the
four subunits is colored uniquely. The transmembrane helices S1 to S6 are labeled for the subunit
colored in red. Each S4 helix (red, for example) is nearest the S5 helix of a neighboring subunit (blue,
for example). (B) A close-up view of a voltage sensor and its relationship to the pore, viewed from the
side. Side chains for residues on the S1 helix and the S5 helix from the neighboring subunit are shown
as sticks and colored according to atom type: carbon, yellow; nitrogen, blue; oxygen, red; and sulfur,
green. (C) View of the voltage sensor and pore from (B), rotated 60- around the horizontal axis to look
down the S4 helix from the intracellular solution. This orientation highlights the minimal contacts
between the voltage sensor and pore. (D) Surface representation of the S1-to-S4 voltage-sensor
domain without the pore, viewed from the extracellular solution in the same orientation as the voltage
sensor colored red in (A). The surface is colored red (negative) and blue (positive) for qualitative
assessment of the electrostatic potential at the surface. The Arg residues on S4 are numbered 1 to 4.
Electrostatic potential was calculated with GRASP software (43). In parts (B) and (D), the residues on
S1, S2, and S4 were given complete side chains, even though some of them are modeled as polyalanine
in the final coordinates. Parts (A) to (C) were generated with Molscript (42).

R E S E A R C H A R T I C L E S

5 AUGUST 2005 VOL 309 SCIENCE www.sciencemag.org906

http://www.sciencemag.org


brane surface to extend to the phospholipid

head-group layer, whereas the second is some-

what deeper. Arg residues 3 and 4 face helices

S1 and S2, where they can make salt bridge

interactions with acidic amino acids (Fig. 4D).

These four Arg positions in the structure are in

agreement with electron paramagnetic reso-

nance (EPR) data on the KvAP channel in lipid

membranes (36). Although the authors of the

EPR study concluded that the Arg residues are

buried, their data actually show a lipid environ-

ment for the first Arg, a lipid and water mixed

environment for the second Arg, and a protein

(neither lipid nor water) environment for Arg

residues 3 and 4 (36, 37). The correlation be-

tween the crystal structure and EPR data argues

that the first two of the four highly conserved S4

Arg residues are exposed to lipid in the open

conformation of the voltage sensor (see below).

Mechanism of voltage-dependent

gating. Two aspects of the Kv1.2 crystal

structure suggest that we have determined an

open conformation of the channel. First, the

inner helix bundle (activation gate) of the pore

is opened to È12 ) in diameter (Fig. 3C).

Second, the voltage sensors appear to be in an

open position (Fig. 5, A and B); that is, when

opening, the voltage sensors move the gating-

charge Arg residues nearer to the extracellular

side of the cell membrane. This is where we

find the Arg residues in the structure if we imag-

ine the channel embedded in a membrane—all

four are above the midpoint of the membrane

(Fig. 5, A and B).

How might the channel close? Mere in-

spection of the structure evokes a mechanism

(Fig. 5A). In a closed conformation, the inner

helix bundle of the pore is expected to be

closed as in KcsA, and the voltage sensors are

expected to be in a position that will bring the

gating-charge Arg residues closer to the

intracellular side of the membrane. An inward

displacement of the S4 helices (downward in

Fig. 5A) will bring the Arg residues toward the

intracellular side of the membrane, and at the

same time, it will push down on the S4-S5

linker helices. The S4-S5 linker helices will

then compress the inner helices and close the

pore (Fig. 3D). At a qualitative level, one can

understand how a transmembrane electric

field, by working on the positive Arg charges

on S4, can open the pore when the membrane

is positive inside (pushing the charges out) and

close the pore when the membrane is negative

inside (drawing the charges in).

Many important details have not been

specified in the simplified description above,

but the process is constrained by further data.

One constraint on S4 movements in mem-

branes comes from studies of avidin accessi-

bility to biotin that is tethered on the KvAP

channel. These studies have shown that the

voltage-sensor paddle in KvAP (helices S3b

and S4) is uniquely mobile and that a segment

of the S4 helix moves a distance of more than

15 ) through the thickness of the membrane

(23, 24). We know, for example, that positions

on S4 (marked by black and blue spheres in

Fig. 5B) come within a few angstroms of the

extracellular and intracellular solutions, respec-

tively, when the voltage sensors move (24).

The black sphere is near the extracellular side

in the open crystal structure of Kv1.2. In a

closed conformation, the blue sphere would

have to move to the level of the S4-S5 linker, a

displacement of at least 15 ) from its position

in the crystal structure. The measured accessi-

bility of cysteine residues on S4 of the Shaker

channel to water-soluble sulfhydryl reagents is

consistent with the biotin-avidin data on KvAP

(14–16). S4 movements of this magnitude

would transfer the Arg residues far enough to

account for the large gating charge associated

with Shaker Kv channel opening (4) and to ac-

count for the conformational changes required

to open and close the pore (Fig. 3, C and D).

Another constraint comes from the observa-

tion that an antiparallel relationship between

S3b and S4 has so far been observed in every

crystal structure of KvAP (22) (see also PDB ID

2A0L), and now we observe a similar relation-

ship between S3 and S4 in Kv1.2. We therefore

suppose that S3 and S4 move together as a

voltage-sensor paddle unit. We imagine that to

close the channel, the paddle undergoes a motion

with respect to S1 and S2, with S3 remaining

‘‘above’’ (on the extracellular side of S4) and S4

‘‘below,’’ closer to the intracellular solution. The

comparison of the voltage-sensor structure of

Kv1.2 and the isolated voltage-sensor structure

of KvAP (Fig. 2B, gray and blue traces) offers

a suggestion of how a voltage-sensor paddle

might begin to move away from its open

conformation as a channel begins to close.

It has been argued that accessibility to the

top (C-terminal half) of S3 from the extra-

cellular solution in the closed conformation is

inconsistent with motions of a voltage-sensor

paddle (38). But these arguments are based on

the perception that the top of S3 in the paddle

moves near to the intracellular side and be-

Fig. 5. Stereoview of the Kv1.2 channel showing the pore, voltage sensors, and half of the T1 domain.
(A) The protein main chain is represented as a C

a
trace. The pore is shown in cyan; the S4 helix and the

S4-S5 linker in red; and voltage-sensor helices S1 to S3, the T1-S1 linker, and the T1 domain (bottom)
in gray. Side chains of Arg 1 to 4 on the S4 helix are shown. a helices S1 to S3, the T1-S1 linker, and
the T1 domain are removed from the subunit nearest the viewer. Green lines labeled E (extracellular)
and I (intracellular) mark the approximate boundaries of a membrane 30 Å thick. (B) An enlarged
stereoview of one voltage sensor is shown with the same orientation and coloring as in (A). A black
sphere at position 295 highlights that the a carbon of the equivalent amino acid in KvAP approaches
within a few angstroms of the extracellular solution (top) when the channel is opened at depolarized
membrane voltages (positive inside), as assessed through avidin capture of tethered biotin (24). A blue
sphere at position 302 shows that the equivalent position in KvAP approaches within a few angstroms of
the intracellular solution (approximate distance shown as dashed line) when the channel is closed at
negative membrane voltages (negative inside). The figure was generated with Molscript (42).
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comes completely buried by the hydrophobic

core of the lipid membrane (39, 40). In fact,

the biotin-avidin studies on KvAP indicate that

the top of S3 (S3b in KvAP) does not pene-

trate deeper than the membrane’s outer leaflet

(23, 24). Thus, we do not expect there to be a

complete hydrophobic core covering this re-

gion in the closed conformation. The top of S3

should remain chemically and electrically near

the extracellular side.

We hypothesize that S3 of the voltage-

sensor paddle serves two important functions:

to provide rigidity to S4 and to oppose the in-

ward (closure) movement of the voltage sensor.

The C-terminal end of S3 in the voltage-sensor

paddle should be more stable at the membrane

interface (than in the hydrophobic core) because

it contains a mixture of hydrophobic and hy-

drophilic amino acids. Therefore, at negative

membrane voltages, the inward movement of

the paddle must always oppose the energetic

preference of S3 for the interface. In this way,

S3 in the voltage-sensor paddle might serve as a

recoil device, causing the voltage sensor to

spring to its open conformation when the

membrane is depolarized.

Discussion. Crystals of the Kv1.2 Kþ

channel provide a view of a Kv channel with

its voltage sensors in an apparently native con-

formation. The electron density for the voltage

sensors is weak, but along with information

from structures of KvAP, many important ques-

tions are answered by the Kv1.2 structure. In

particular, three important ideas about voltage-

dependent gating are conveyed.

First, a Kv channel is not composed of a

rigid disk of a helices in the membrane.

Rather, the voltage sensors are self-contained

domains, quite independent of the pore except

for their specific localized attachments (through

the S4-S5 linker) that enable them to perform

mechanical work on the pore. In this respect, the

voltage-sensor domains are structurally analo-

gous to the ligand-binding domains of ligand-

gated ion channels, which are attached to the

pore but are separate from it. Instead of being

outside the membrane, as in the case of ligand-

binding domains, the voltage-sensor domains

are membrane-spanning. The Kv channel is the

only membrane protein that we know of so far

to contain separate domains within the mem-

brane, but others will no doubt be identified in

the future. A self-contained voltage sensor

means that S4 is not buried in a protein-lined

canaliculus. All charge shielding from themem-

brane and compensation by counter-charges

must come from within the voltage-sensor

domain itself. We see that the Arg-containing

S4 helix is shielded on one face by the S1 and

S2 helices of the voltage sensor and is exposed

to lipid on the opposite face (Fig. 4 and Fig. 5).

A self-contained voltage sensor also means

that the position of the voltage sensor with

respect to the pore could vary somewhat

among different Kv channels. In KvAP, in

which the position of the voltage sensors is

not constrained by a connection of S1 to a T1

domain, EPR studies show that S1 is mostly

buried in protein, rather than exposed to lipid

(36). This observation can be explained if, in

KvAP, the voltage-sensor domains are reposi-

tioned slightly (i.e., rotated) to bury S1 be-

tween the voltage-sensor domain and the pore

(Fig. 4A). Such a repositioning is possible

without disrupting the S4-S5 linker’s attach-

ment to S6, and although the voltage-sensor

paddle would be brought further out on the

perimeter, the degree to which S4 is shielded

would be unchanged, because the shielding is

provided by S1 and S2 of the domain itself.

Second, the Kv1.2 structure shows us how

conformational changes within the voltage

sensors are transmitted to the pore (Fig. 3, C

and D, and Fig. 5, A and B). This is an aspect

of voltage-dependent gating that, until now, has

eluded a mechanical explanation. The mecha-

nism, depicted in Figs. 3 and 5, is simple:

Motions of the S4 helices are transmitted to the

inner helix bundle (activation gate) via the S4-

S5 linker helices. This is perhaps one of the

most straightforward, understandable mechan-

ical systems observed in a protein. When

inspecting the Kv1.2 structure, it is at first

surprising to see that the voltage sensors are

essentially ‘‘domain swapped’’ to the opposite

side of neighboring subunits (Fig. 4A). But this

arrangement actually permits the S4-S5 linker

to form its mechanical attachment to the S6

inner helix, allowing the voltage sensors to

perform mechanical work on the pore.

Third, in the open conformation, Arg

residues 1 and 2 are on the lipid-exposed sur-

face of the voltage sensor, and Arg residues 3

and 4 are in a position to interact with acidic

amino acids inside the domain, between the

voltage-sensor paddle (S3 and S4) and voltage-

sensor helices S1 and S2. We think that an

energetic balance between electrostatic and

hydrophobic forces is important for the func-

tion of voltage sensors (25).

The Kv1.2 structure offers an explanation

for many experimental results and ideas that,

until now, have seemed contradictory. The

original working model based on the KvAP

crystal structures is substantially refined by the

Kv1.2 structure, but of course this is still a

working model, to be modified as new data are

obtained. The question of how the voltage sen-

sor moves from the open conformation that we

now see to a closed conformation will require

further study. This new structure should help in

designing the next-stage experiments to test

voltage-sensor movements.
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Triangular and Fibonacci Number

Patterns Driven by Stress on

Core/Shell Microstructures
Chaorong Li, Xiaona Zhang, Zexian Cao*

Fibonacci number patterns and triangular patterns with intrinsic defects occur
frequently on nonplanar surfaces in nature, particularly in plants. By controlling
the geometry and the stress upon cooling, these patterns can be reproduced on
the surface of microstructures about 10 micrometers in diameter. Spherules of
the Ag core/SiO

x
shell structure, possessing markedly uniform size and shape,

self-assembled into the Fibonacci number patterns (5 by 8 and 13 by 21) or
the triangular pattern, depending on the geometry of the primary supporting
surface. Under proper geometrical constraints, the patterns developed through
self-assembly in order to minimize the total strain energy. This demonstrates
that highly ordered microstructures can be prepared simultaneously across
large areas by stress engineering.

Growing highly ordered micro- and nano-

structures in a designed pattern with acceptable

size and shape uniformity presents an enor-

mous challenge to materials scientists. Self-

assembly offers a promising approach, in that it

allows the production of ordered structures

without the need for high-precision patterning

equipment (1, 2). Various routes that can lead

to self-assembly have been used, and colloidal

chemistry in particular has produced some

impressive results (2–5). Nevertheless, apply-

ing physical principles at a macroscopic scale

rather than relying on intermolecular forces

would be more practicable for microfabrica-

tion, especially when control of purity and

uniformity is of concern. Recently, stress

engineering has been used to make ordered

structures on large scales (6–10). Typically,

this has been undertaken on planar supporting

surfaces. The possibility of exploiting geo-

metrical constraints has not been widely

realized.

The geometry of receptacles should con-

ceivably play an important, if not decisive, role

in determining the arrangement of the growing,

repeated botanic elements such as florets,

sepals, and seeds, which are positioned in

fascinating, highly ordered patterns (11, 12).

Triangular patterning, also referred to as hex-

agonal close-packing, is observed on large,

flat surfaces. For example, the arrangement of

thorns in the central part of the cactus Opuntia

catingicola is a nearly perfect triangular

lattice. On a spherical receptacle, the triangu-

lar pattern has to adopt pentagonal or heptag-

onal defects to meet the conditions imposed

by Euler_s rule for convex polyhedrons (13).

It is also noteworthy that spherical receptacles

are the preferred support for botanic elements

that grow in tandem, such as the florets on a

dandelion. The Fibonacci number pattern, in

which the basic units can be grouped into

clockwise and counterclockwise spirals speci-

fied by two neighboring numbers in the

Fibonacci sequence, is manifested by many

plants, where the receptacle is generally a disk

or conical surface, and the growing elements

develop consecutively from primordia. The

most familiar examples include the sunflower,

daisy, and pineapple. In a sunflower, the

Fibonacci number pattern can range from 21

by 34 to 89 by 144 in a giant flower head. Of

course, in all the natural patterns, deviations

from such patterns often occur owing to the

irregularity to the receptacles, phototropism,

and other conditional factors.

Both triangular and Fibonacci number

patterns were produced by stress-driven self-

assembly on the surface of Ag core/SiO
x
shell

microstructures, where the value of x is only

slightly smaller than 2.0 as confirmed by

energy-dispersive x-ray spectroscopy; the

shell structures were prepared primarily at a

high temperature and then allowed to cool

down. The Ag core/SiO
x
shell structures of a

few micrometers in dimension were grown on

polycrystalline sapphire substrate by coevapo-

rating a mixed powder of Ag
2
O and SiO in a

mass ratio of 4:1 (fig. S1). The substrate

temperature was maintained at 1270 K, a

temperature deliberately chosen to be slightly

above the melting point of silver (1234.8 K)

but far below that of SiO
2
(1883 K). The Ag

core/SiO
x
shell structures formed at this stage

through high-temperature interdiffusion due to

the poor miscibility of Ag with silicon oxide.

Depending on the local wetting condition, a

liquid drop of Ag enveloped by a thin layer of

SiO
x
can adopt, loosely speaking, both nearly

spherical or a flattened, conical morphology.

Upon cooling (fig. S2), large compressive

stresses develop in the shell layer due to the

sizable mismatch of expansion coefficients

between the core and the shell materials. In

comparison to silicon oxide, Ag in the melt is

a more compliant material. For silver, the

coefficient of thermal expansion (at 1100 K)

is a
Ag

0 27.1 � 10j6, whereas for SiO
2
, a

SiO2
0

0.45 � 10j6. For a temperature drop DT ,

800 K, the equibiaxial stress in the prebuck-

ling state is È2.0 GPa, as estimated from the

relation s 0 EDaDT/(1 j n), where Da 0

a
Ag

j a
SiO2

, E is the Young_s modulus, and n

is the Poisson ratio (7). For SiO
2
, E 0 75 GPa,

and n 0 0.17 (14). For a typical SiO
2
shell

with a thickness of 150 nm, the strain energy

is È6.2 J/m2 as calculated from the formula

U 0 EE/(1 – n)^Da2DT2t, where t is the shell

thickness. The strain energy is much larger than

the surface energy, which is also an important

factor in modifying the morphology of the

silicon oxide surface at the given temperatures,

and hence is the dominant driving force for the

formation of patterns discussed below.

To minimize the temperature inhomo-

geneity in the prebuckled state, the cooling rate

must be carefully controlled. A large cooling

rate will cause the silver core to contract too

fast, producing shriveled or even broken shells,

as seen under the scanning electron microscope

(SEM) (fig. S3). With a moderate cooling rate

(fig. S2) that allows the temperature to be

reduced to 750 K in 4 min or more, large stress

accumulates in the SiO
x
shell, yet the shell

remains attached to the silver core and,

importantly, has a continuous, convex surface.

This heavily stressed layer is unstable against

the formation of strained domains that reduce

the strain energy (15). It will also modify the

nucleation barrier and diffusivity for the sub-

sequent growth at low supersaturation—the

evaporation continues but at lowered temper-

atures, and consequently at a reduced vapor

pressure. The resulting distribution of three-

dimensional (3D) condensates, which are

spherules that also possess a Ag core/SiO
x

shell structure, demonstrates the pattern of

stress. Consequently, we observed a tessella-

tion of the surface of the primary Ag core/

SiO
x
shell structure by patterns in which the

spherules appear as vortices. Figure 1, A to C,

shows SEM images of primary Ag core/SiO
x

shell structures, typically È10 mm in diameter

and with a shell thickness of È150 nm. The

shell structures all have a nearly spherical

surface, on which a triangular pattern of

spherules of markedly uniform size and shape
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formed. This decoration of the most stressed

sites in the close-packing pattern, with the

spherules, indicates the tendency of the pri-

mary surface to minimize its strain energy. The

finite, nonplanar geometry is expected to impose

a greater constraint on the stress pattern. Because

congruent triangles cannot tile a spherical

surface, the triangular pattern inevitably includes

some defects—five- or sevenfold triangles

around a vortex. Natural occurrences of this

self-assembled pattern are ubiquitous on flower

heads that are nearly spherical in shape (Fig. 1D).

On a given spherical surface, the triangular

pattern can be characterized solely by the

parameter d, the arc separation between the

nearest vortices, provided that the defects occur

only sporadically. Roughly speaking, the arc

separation d corresponds to the wavelength of

the buckling mode in the planar geometry,

which scales approximately as the square root

of the stiffness of the buckling material (7, 16).

For a spherical shell, the radius R enters into

the expression of the total strain energy as R2,

and the number of stressed vortices isº R2/d2;

therefore, the arc separation d in the triangular

pattern will show only a weak dependence on

the size of the primary spherical surface. In

contrast, the stiffness D of the shell is related to

the thickness t through D 0 Et3/E12(1 j n2)^.

Hence, the thicker the shell layer, the larger the

arc separation d for the pattern. As expected,

the densest pattern is observed in the shell

structure shown in Fig. 1A, which has the best

image quality because the SiO
x
layer is very

thin. In Fig. 1, B and C, the SiO
x
shell layer is

thicker, as evidenced by the deteriorated image

quality—the poorer conductivity of the thicker

SiO
x
layer caused a severe charging of the

sample. The primary core/shell in Fig. 1C also

has a very large diameter, and therefore the

triangular pattern on it has the largest arc

separation, d , 1.78 mm.

When the primary Ag core/SiO
x
shell

structure better wetted the substrate, it adopted

a flattened, conical shape, and the spherules

arranged themselves in distinct spirals. On a

core/shell ofÈ9.5 mm in lateral dimension (Fig.

2, A and B), the 92 spherules can be assigned to

eight clockwise and five counterclockwise

spirals, and thus they form a 5 by 8 Fibonacci

number pattern. In Fig. 2C, the lateral dimen-

sion for the core/shell is about 18 mm, and the

spherules, about 230 in total, form a 13 by 21

Fibonacci number pattern, similar to the one on

the cactus Mammillaria nejapensis (Fig. 2D).

The formation of patterns of stressed sites

on a surface to reduce the total strain energy

can be modeled by the general minimal Riesz

energy point configuration problem, for which

only numerical solutions are available (17, 18).

For a spherical supporting surface where the

point number is large enough but less than

500, numerical simulation shows that a tri-

angular pattern with 12 disclinations (fivefold

defects) is always produced (18). From Fig. 1,

however, we see that sevenfold defects occur

frequently in a real system, reminding us of the

imperfection of the supporting surfaces either

grown in nature or prepared in the laboratory.

We have demonstrated that highly ordered

patterns can be fabricated on core/shell struc-

tures through stress-driven self-assembly

induced by controlled cooling. The key to

obtaining a particular pattern is to control both

the geometry of the primary core/shell and the

thickness of the more rigid shell layer. The

final configuration of the pattern can be

explained by the principle of minimum strain

energy under given geometrical constraints.

Moreover, it demonstrates a fabrication tech-

nique for the mass production of mesoscale

structures on a large area and away to incorporate

desirable Bdefects[ simultaneously. Our results

indicate a way to control the pattern assembly

process and raise the possibility of designing an

entire family of patterns by stress engineering.
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A Crossover in the

Mechanical Response of

Nanocrystalline Ceramics
Izabela Szlufarska,1* Aiichiro Nakano,2 Priya Vashishta2

Multimillion-atom molecular dynamics simulation of indentation of nano-
crystalline silicon carbide reveals unusual deformation mechanisms in brittle
nanophase materials, resulting from the coexistence of brittle grains and soft
amorphous grain boundary phases. Simulations predict a crossover from inter-
granular continuous deformation to intragrain discrete deformation at a critical
indentation depth. The crossover arises from the interplay between cooperative
grain sliding, grain rotations, and intergranular dislocation formation similar to
stick-slip behavior. The crossover is also manifested in switching from
deformation dominated by indentation-induced crystallization to deformation
dominated by disordering, leading to amorphization. This interplay between
deformation mechanisms is critical for the design of ceramics with superior
mechanical properties.

The great interest in nanostructured ceramics

originates from the observations and expecta-

tions of unique mechanical properties (1–3) in

these materials. Examples include very high

hardness, high fracture toughness, and super-

plastic behavior in normally brittle ceramics.

Silicon carbide is of particular interest be-

cause of its potential technological appli-

cations in high-temperature structural and

electronic components (4). Although en-

hanced mechanical properties are often asso-

ciated with the reduction in grain sizes, it has

recently been conjectured (5) that nanostruc-

tured ceramics might exhibit an inverse Hall-

Petch effect; that is, hardness decreases when

grain size decreases in the nanoscale grain-size

regime. Such peculiar behavior has been

observed in ductile nanophase materials (e.g.,

nanostructuredmetals) with porous grain bound-

aries (GBs) by means of simulations (6–8) and

experiments (9). The behavior was attributed to

a crossover from dislocation-mediated plastici-

ty for large grain size to GB sliding for small

grain size (10, 11). A similar mechanistic

understanding in ceramics is still lacking.

In contrast with nanostructured metals, nano-

structured ceramics have an increased volume

fraction of disordered intergranular films, which

are observed both experimentally (12) and by

means of molecular dynamics (MD) simulations

(13, 14). In particular, for brittle ceramics such

as SiC, mechanical properties such as toughness

are essentially determined by soft (often amor-

phous) GB phases (12). Recent experiments

(15) of nanoindentation of nanocrystalline SiC

(n-SiC) films with grain sizes of 5 to 20 nm

have shown Bsuperhardness,[ i.e., hardness

largely exceeding that of a bulk crystalline

SiC (3C-SiC). The experimental hardness was

shown to be sensitive to the grain size and the

fraction of the amorphous GB phase. However,

their effects on mechanical responses at the

atomistic level are largely unknown.

The MD simulations consisted of a

625�625�535 )
3
n-SiC substrate containing

18.7 million atoms, which had randomly ori-

ented grains with diameters averaging 8 nm

and a density of 2.97 g/cm3 at a temperature of

300 K (16). Structural ordering in GBs is

analyzed by means of a partial pair distribution

function g(r), which quantifies the probability of

finding two atoms at an interatomic distance r.

The function g(r) for Si-C pairs is plotted in

Fig. 1A (solid line), and it reveals a lack of long-

range order, similar to that of bulk amorphous

SiC (a-SiC) (dashed line). This is in contrast to a

sharp-peak structure of g(r) in a 3C-SiC shown

in the inset of Fig. 1A. Visual inspection of the

substrate reveals the presence of highly dis-

ordered GBs with a more or less uniform thick-

ness. The n-SiC can be thought of as a substrate

with two coexisting phases: crystalline inside the

grains and amorphous in the GBs. Amorphous

GBs were also observed in experimentally

sintered n-SiC (17, 18).

To shed light on the atomistic mechanisms

underlying mechanical response of n-SiC, we

indented the substrate with a square-base

indenter of size 160�160�72 )
3
. Nanoinden-

tation is a unique local probe to measure me-

chanical properties of materials (19–22). Even

though experimental indenters are round on

this scale, a square-base indenter helps to

maximize the applied stress and the localized

plastic flow in the material (23) on length and

time scales available to simulations. The re-

sulting load-displacement (P-h) curve is

shown in Fig. 1B (solid line), together with

two unloading curves (dashed lines). The P-h

response exhibits four characteristic regimes.

Regime 1 is entirely elastic and ends at h 0

7.5 ). Regime 2 extends up to the crossover

depth h
CR

È 14.5 ) and is characterized by a

very small hysteresis during unloading as com-
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Fig. 1. (A) Si-C partial pair distribution function gSi-C(r) of GBs in n-SiC (solid line) resembles that of a-SiC
(dashed line) in contrast to 3C-SiC (inset). (B) Load-displacement curve of 18.7-million-atom n-SiC,
where numbers 1 to 4 mark different regimes in the response. Regimes 1 and 2 are characterized by
continuous cooperative grain motion; in regime 3 grains become decoupled from one another; in regime
4 discrete intergrain response is turned on, which is manifested in the small load drops in the P-h curve.
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pared with a much more pronounced plastic

yield at h
CR
. The small plastic flow is related to

the nonequilibrium structure of the amorphous

interfaces, which can relax within a short mi-

gration distance (24). A similar effect has been

observed during MD simulations of bulk a-SiC

(25). Because up to h
CR

the amorphous

Bcementlike[ GBs hold the grains together,

regimes 1 and 2 are characterized by cooperative

continuous intergranular response. The coopera-

tive motion of grains is identified by analyzing

atomic displacements. It involves both formation

of mesoscopic shear planes involving several

grains and coupling to grains outside of the area

directly beneath the indenter to form an ex-

tended elastic zone. Formation of mesoscopic

shear planes has been previously observed in

MD simulations of nanocrystalline Ni (26).

Regime 3 starts when amorphous GBs yield

plastically at h
CR

È 14.5 ) and henceforth

grains are effectively decoupled from one

another. The substrate contains a small number

of nanopores, which collapse under the in-

denter, thereby reducing the yield stress. In

experimental nanoceramics, the volume fraction

of pores can be as high as 20% (27, 28). The

crystalline phase within the grains does not yield

until the onset of regime 4 at h 0 18.5 ). This

response is distinct from that of nanostructured

metals, in which a dislocation within the grain

is nucleated at the onset of substrate yielding

(29–33). Discrete plastic events, such as a

dislocation glide, take place within the grains in

close proximity to the indenter and are reflected

in the rougher character of theP-h curve. Similar

periodic load drops have been observed for the

nanoindentation in bulk 3C-SiC. In the case of

n-SiC, the load drops are much less pronounced

than in 3C-SiC (25), because the calculated

load is averaged over a few grains covered by

the indenter and the discrete events in a grain

are decoupled from those in the neighboring

grains. The decoupling from grains not lying

directly beneath the indenter is shown in Fig.

2A, in which atoms are color coded by DR
CM

,

the total displacement of the centers of mass

of individual grains from their positions

before indentation. The localization of defor-

mation is much more pronounced in regimes

3 and 4 than in 1 and 2.

The crossover from cooperative mechani-

cal response of coupled grains to discrete

intergranular events is shown in Fig. 2B, where

we plot the average displacement bDr
CM

À of

the grains_ centers of mass calculated relative

to the previous indentation step. The coupling

of grains in regime 1 is manifested as the

peak of bDr
CM

À at h È 7.5 ); in regime 2, the

coupling slowly decreases until it becomes

negligible at the onset of regime 3. In re-

gime 4 (h Q 18.5 )), the motion of grains is

decoupled and bDr
CM

À oscillates around a con-

stant value of È0.15 ). The oscillations in

bDr
CM

À are correlated with the small load drops

in the P-h response. They correspond to the

interplay between the sliding of individual

grains, grain rotations, dislocation formation

inside the grains, and coupling of grains in the

extended elastic zone underneath the plastic

one. Examples of discrete plastic events are

shown in Fig. 2, C to E. In Fig. 2C, we vi-

sualize displacements of atoms at h 0 29 )

relative to their positions at the previous

indentation step. Figure 2, D and E, for h 0

26.5 and 27 ), respectively, show a unit

dislocation with Burgers vector 1
2
E101^ gliding

in (111) plane through a grain structure

containing Shockley partial dislocations and

stacking faults (SFs). These SFs exist on

every second A111Z plane below the green

line in Fig. 2, D and E, forming a thin bilayer

of hexagonal (wurtzite) structure in the face-

centered cubic (zinc-blende) structure of crys-

talline grains. This type of defect is similar to

twin boundaries observed in indentation ex-

periments of nanocrystalline aluminum (34),

where SFs are formed on the neighboring

A111Z planes. Schockley partial dislocations,

SFs, and twins have also been observed ex-

perimentally in 3C-SiC (35, 36).

The crossover and localization of deforma-

tion are alsomanifested in the rotation of grains.

Figure 3, A and B, show atomic arrangements

in regimes 1 and 4, respectively. To highlight

the rotational motions of selected grains, we

mark as blue a rectangular box inside the nth

grain and calculate its rotation angle a(n) aver-

aged over all atoms inside the box. The stan-

dard deviation S(n) from the mean a(n) is a

measure of the grain_s deformation. After plas-

tic yielding of the amorphous GBs at h
CR
,

grain 52, lying directly beneath the indenter,

experiences a tremendous shear and undergoes

both large rotation and deformation (black

curves in Fig. 3C). On the other hand, a neigh-

boring grain 71, not lying directly under the

indenter, does not rotate or deform during in-

dentation (blue curves in Fig. 3C). This local-

ization of deformation is due to decoupling of

grains in regimes 3 and 4. Some of the grains

in the indenter vicinity exhibit a behavior sim-

ilar to stick-slip behavior. For example, grain

36 (red curves in Fig. 3C) shows a sudden

jump in rotation a(36) and deformation S(36)

at h È 12 ), which is accompanied by a re-

lease of accumulated shear stress through a

dislocation glide. After the stress has been re-

leased, the grain mainly rotates Eincreasing

a(36) and nearly constant S(36)^.

Fig. 2. (A) Grains near the indenter at h 0 31 Å (regime 4). Atoms are color coded by DRCM, the total
displacement of grain’s center of mass (CM), relative to the initial system. Decoupling of grains results in
a pronounced localization of damage beneath the indenter. (B) Mean displacement bDrCMÀ of grains’ CMs
at every indentation step and its standard deviation. (C) Load drop at h 0 29 Å is correlated with
dislocations gliding inside the grains (c1) and at GBs (c2). Atoms are color coded by their displacement
from the previous indentation position. (D and E) The (110) projection of a grain’s structure before
(D) and after (E) a glide of a unit dislocation with Burgers vector 1

2E101^ along SF in the (111)
plane. The initial structure (D) shows a SF, abcbca, along the orange line. The SF is terminated with a
Shockley partial dislocation line (dl) along the [110] direction at the boundary (green line) between cubic
(zinc-blende) and hexagonal (wurtzite) structure, the latter denoted with the stacking b¶c¶b¶. In (E), a black
arrow in the E112^ direction is a projection of the Burgers vector of the perfect dislocation. After the
glide, the dislocation core (dc) becomes pinned at the zinc-blende/wurtzite boundary.
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The observed crossover is correlated to a

competition between crystallization and dis-

ordering in the substrate. To study this ef-

fect, we analyzed topological disorders based

on the analysis of rings, where a ring is

defined as the shortest closed path of al-

ternating Si-C atomic bonds (37). Each atom

in a perfect 3C-SiC has 12 unique threefold

rings (these are ordered atoms), and a topo-

logical disorder is reflected in the presence

of rings that are not threefold (disordered

atoms). In Fig. 4A, all atoms that remain

ordered from the beginning up to h 0 18.5 )

are white, and all atoms that remain dis-

ordered in the same range are yellow. The

other atoms (blue and red) undergo changes

in topological order, where the two com-

peting deformation mechanisms are: order-

ing (crystallization) of atoms at the edges

of GBs (blue) and disordering of atoms

(red) in the grains. Crystallization of n-SiC

has been observed experimentally during den-

sification in the sintering process (38), and

it may be responsible for the interfacial mi-

gration and small plastic flow in regime 2 of

the P-h response. Even though both mech-

anisms are operating in the entire range of

h, there is a clear switch from deformation

dominated by crystallization in regimes 1 and

2 to deformation dominated by disordering

in regimes 3 and 4 (Fig. 4B), in which the

fraction of disordered atoms takes the mini-

mum value at h
CR

. The discussed disorder-

ing of atoms has been previously shown to

lead to solid-state amorphization in a bulk

3C-SiC (23).

Our estimate of n-SiC hardness (defined as

maximum load divided by the cross-sectional

area of the indenter) of 39 GPa is in agreement

with experimental value of Bsuperhardness[ of

30 to 50 GPa for grain sizes of 5 to 20 nm (15).

These experimental measurements are sensi-

tive to the grain size and to the fraction of

amorphous intergranular phase (15, 39, 40).

This indicates an essential role of the interplay

between discrete (crystalline) intragranular

and continuous (amorphous) intergranular re-

sponses as a function of the length scale in

determining mechanical properties, in partic-

ular for promising potential applications in

advanced superhard nanostructured coatings,

high-speed machining and tooling, or as po-

tential materials for bio-implants. The two-

phase character of nanostructured ceramics

results in a crossover between the two afore-

mentioned responses, and this crossover sheds

light on the competition between different de-

formation mechanisms underlying design and

fabrication of nanostructured ceramics with

enhanced mechanical properties.
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Characterization of Excess

Electrons in Water-Cluster Anions

by Quantum Simulations
László Turi,1 Wen-Shyan Sheu,2 Peter J. Rossky3*

Water-cluster anions can serve as a bridge to understand the transition from
gaseous species to the bulk hydrated electron. However, debate continues
regarding how the excess electron is bound in (H

2
O)

n

–
, as an interior, bulklike,

or surface electronic state. To address the uncertainty, the properties of
(H

2
O)

n

–
clusters with 20 to 200 water molecules have been evaluated by

mixed quantum-classical simulations. The theory reproduces every observed
energetic, spectral, and structural trend with cluster size that is seen in ex-
perimental photoelectron and optical absorption spectra. More important,
surface states and interior states each manifest a characteristic signature
in the simulation data. The results strongly support assignment of surface-
bound electronic states to the water-cluster anions in published experimental
studies thus far.

Clusters are widely studied, both for their direct

role in atmospheric and interstellar chemistry

and for their intermediacy between gaseous and

condensed phases, which renders them useful

simplifying models for complex molecular pro-

cesses in solution. Negatively charged water

clusters have long been used as models to un-

derstand the hydrated electron in bulk water.

Since its discovery in 1962 (1), the hydrated

electron has been the subject of numerous

experimental (2–5) and theoretical (6–10)

studies for its wide-ranging role in chemical

and biological electron transfer. A consistent

physical picture of its structural, spectral, and

dynamic properties has emerged, bolstered in

part by details extracted from clusters (11–26).

However, a key issue remaining with regard to

the cluster data is whether the electron is

bulklike, trapped in the cluster interior by

oriented solvent molecules, or stabilized in a

surface-bound state specific to the cluster en-

vironment. This issue bears critically on the

relation of cluster observations to bulk properties

and the transition from one regime to the other.

Here, we address the question through

mixed quantum-classical molecular simulation,

which allows the direct computation of the

experimental observables for these clusters. We

show that the available experimental energetic

and spectral data are completely consistent with

the conclusion that the anionic water clusters

observed to date bind the excess electron on the

surface, although the long-anticipated sponta-

neous transition to interior states is indicated for

clusters in the range of 100 to 200 molecules.

Barnett et al. first identified surface states

through a series of quantum mechanical sim-

ulations of negatively charged water clusters

(11). For their model, they found that clusters

comprising approximately 8 to 32 water mol-

ecules bind the excess electron preferentially

in a localized state on the cluster surface. The

calculations predicted transition to compact

hydrated electron-like interior states with in-

creasing cluster size (32 G n G 64). These

observations parallel the later theoretical dis-

covery by Berkowitz and co-workers (27) that

polarizable atomic anions preferentially adopt

surface states in clusters as well (27–29).

Experiments have provided indirect insight

into the electronic structure. The comprehen-

sive studies of photoelectron spectra in cluster-

size-selected molecular beams by Coe et. al

(15) led to an excellent correlation of the most

probable vertical detachment energy E(VDE),

the energy needed to remove an electron at the

anion_s geometry^ with the cluster size, n,

through the largest cluster measured, n e 69.

For clusters of n Q 11, the spectroscopic data

fit well to a simple linear relationship in n–1/3

for the size dependence, based on a dielectric

model assuming interior states (11). Because

the correlation line extrapolated to a value for

the infinite cluster that was consistent with

simulation of bulk solvated electrons in ambient

water, the authors concluded that these clusters

were consistent with hydrated electron-like

interior states.

However, in an important theoretical work,

Makov and Nitzan developed a continuum di-

electric model to evaluate the energy and free-

energy differences between solvation of a

spherical ion (or electron) in the center versus

on the surface of a spherical solvent cluster and

also estimated the VDEs (13). For an ion of

constant radius in a solvent with high dielectric

constant, they showed that the free energy of

transfer between the surface and interior of

the cluster essentially vanishes. The VDE of a

surface state for a negative ion was actually

found to be slightly larger than for an ion at the

center of the solvent shell. We note that for an

electron that is expectedly more delocalized at

the surface than in the interior, this difference

should be compensated (or possibly overcom-

pensated, thus reversing the VDE ordering). In

addition, Makov and Nitzan showed that both

interior and surface states manifest the linear

scaling of the VDE with n–1/3 seen experimen-

tally, so that this scaling did not distinguish the

excess electron-binding morphologies (13). Of

particular importance, for the infinite cluster,

both surface and interior states will therefore

extrapolate to the same bulk limit. Hence, the

experimental observation of an extrapolated

value close to the bulk does not a priori dis-

tinguish between surface and interior states.

Later, Ayotte and Johnson (16) measured

cluster-size-selected optical absorption spectra

by photodestruction. The spectral peak posi-

tions also shift linearly with n–1/3, consistent

with an excited-state energy that also scales

with cluster radius. The authors noted that the

excited-state VDE slope was implicitly smaller

than the ground-state slope, a result that would

be in harmony with different radii for the

excited and ground states. The energy gap

between the ground and the excited states

increased with cluster size, in accord with a

contracting radius. They pointed out that, of

the earlier simulated energies (11), those for

interior states were quantitatively closer to the
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measurements than those for surface states.

Further, the spectra exhibited not only a blue

shift with increasing size but also an increasing

line width. The sequence of spectra appeared

qualitatively consistent with a systematic evo-

lution toward the bulk ambient spectrum.

Bartels summarized the entire controversy

(19) and reevaluated the optical absorption

spectra acquired by Ayotte and Johnson (16)

based on dispersion relationships. Statistical mo-

ment analysis of the spectra yielding values for

both the thermally averaged spatial dispersion

br2À and the kinetic energy bTÀ of the excess

electron leads to a distinctive behavior with

cluster size: The radius decreases strongly with

increasing n, approaching the bulk value from

above, while, in parallel, the kinetic energy ap-

proaches the bulk value from below. These

quantities vary smoothly with n, without the dis-

continuity in either quantity that might indicate a

transition between surface and interior states.

The latest work in the field has come from

Neumark and co-workers (22), who measured

the photoelectron spectra of larger water-cluster

anions (n e 150) for clusters generated with

both low and high backing pressures, the latter

yielding presumably colder clusters. This study

raised the question of temperature dependence

directly, although Barnett and co-workers had

provided a limited consideration (11) and

Johnson had noted that cluster temperature is a

function of preparation method and cluster size

(16). We note that the uniform continuum

model has only a weak temperature depen-

dence. Neumark_s group observed a new fea-

ture in the photoelectron spectra in colder

clusters, with significantly smaller VDEs than

those found by Coe et al. (15). Because of the

smaller VDE, they attributed the new peaks to

the presence of surface states and concluded

that the earlier work had, therefore, observed

interior states.

Here, we report a series of mixed quantum-

classical, fully molecular simulations on (H
2
O)

n

–

clusters with n 0 20, 30, 45, 66, 104, and 200

and with internal kinetic energies consistent with

three different temperatures, 100 K, 200 K, and

300 K. The simulation methods are described in

more detail elsewhere (6, 8, 10, 30). The water

molecules are described classically, interacting

through a flexible three-site potential, whereas

the electron is represented by its wave function

in a plane-wave basis evenly distributed on a

32- by 32- by 32-point grid. The water-electron

interaction is modeled by a recent approximate

pseudopotential model (10). Sampling is done

by molecular dynamics. The water molecules

evolve under the combined influence of other

classical molecules and the electron. The nuclear

evolution is adiabatic; the electron remains in its

ground state. All the cluster simulations have

been initiated from interior states of previous

hydrated electron simulations (10). The equili-

bration of the systems has included tests to

specifically establish that the surface states result

from spontaneous migration from an interior

state to the cluster surface state.

In this work, we have not attempted to

evaluate the relative free energies of surface

and interior states. Thus, in the ensuing discus-

sion, Bstability[ refers simply to the persistence

of that state over the duration of the simulation.

The data reported here have been obtained from

equilibrated trajectories of 30- to 80-ps length.

These durations are approximately an order of

magnitude longer than those of Barnett and co-

workers (11). The present method employs

several approximations, including the use of

classical nuclei, the neglect of explicit solvent

polarizability, and the use of an approximate

electron-water pseudopotential, which neglects

electron-solvent dispersion interactions (23).

Simulations using the same set of approxima-

tions for the bulk hydrated electron give results

that are consistent with experiments (10).

Because these approximations are expected to

introduce significant quantitative error for

smaller clusters (23), we consider only n Q 20

here. In particular, the use of the present water

model_s fixed charge polarization, appropriate

to the bulk liquid environment, is likely to

overestimate the molecular dipole in a small

cluster and, correspondingly, artificially en-

hance the electrostatic electron binding. Spec-

tral results on the hydrated electron at low bulk

density and high temperature (31) indicate that

models like those used here are correspondingly

limited in that regime.

The electronic distributions for the ground-

state anions fall in two distinct categories.

Identification follows from the radius of the

cluster r
c
, the electron radius Eradius of gy-

ration, r
e
0 br2À1/2^, and the distance between

the centers of the electron and water distribu-

tions R. An interior state is localized within the

cluster, so that R þ r
e
G r

c
. For a surface state,

R È r
c
, and significant electronic amplitude

appears outside the nominal cluster radius (Fig.

1). It is notable that the surface electronic

states are highly analogous to bulk hydrated

electron distributions (6), with typical s and p

character. At 200 K and 300 K, we find that

only the n 0 200 cluster exhibits a stable

interior electronic state; smaller clusters (n 0

20, 30, 45, 66, and 104) support stable surface

states. At 100 K, only the smallest clusters, up

to n 0 45, spontaneously manifest the excess

electron on the surface. Larger clusters, and an

alternative n 0 45 configuration, are stable

with the electron in an interior state. However,

this may be a kinetic effect, and we cannot

conclude from this that the lower temperature

favors interior states.

The validity of these calculations can be

tested with the computed physical properties

of the clusters, such as absorption spectra at

different temperatures (Fig. 2). The spectral

evolution of the surface-state clusters, in terms

of both shift and width, completely parallels the

experimental spectra of Ayotte and Johnson (16).

There is only weak temperature dependence for

surface states. The experimental spectral trends

should therefore be substantially the same over

a very wide range of cluster temperatures, as

long as the electron is surface bound.

In contrast, the spectrum at 300 K for the n 0

200 interior state is nearly identical to the bulk

hydrated electron spectrum (10). At 200 K, the

corresponding n 0 200 spectrum is slightly

blue-shifted from the bulk peak center at 298 K

(10). At 100 K, the spectral evolution exhibits a

sharp shift at the point of surface to interior

transition (at n , 45), and at n 0 200 is blue-

shifted by nearly 0.5 eV from the bulk simulated

spectrum at 298 K (10). This characteristic blue-

shift from the bulk spectrum would be an

experimental signature of cold interior states.

We attribute the temperature dependence of the

interior state clusters to solvent contraction

(electrostriction) around the electron with de-

creasing temperature. For surface states, a con-

traction of solvent does not increase confinement

of the electron. For the bulk hydrated electron,

simulations (32) with the same model used here

(10) have qualitatively reproduced the experi-

mental temperature dependence of spectra in

the liquid and shown that at liquid densities, this

dependence lies predominantly, although not

entirely (31), in the solvent density response.

Fig. 1. Typical electronic
distributions for the sur-
face state of (H2O)45

–
.

(Left) Ground state, iso-
surface enclosing 80%
of electron density, with
inner shadow isosurface
at 30%. (Right) Excited
state, isosurface enclos-
ing 80% of electron
density.
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The temperature dependence observed here

contradicts the conclusions in the seminal sim-

ulations of Barnett et al. (11, 12); the dis-

crepancy is likely due to the difference in model

and/or the limited sampling accessible in the

older work. Our low-temperature spectra do

appear qualitatively similar to those of Barnett

et al. (12) except for the size dependence. As

noted, the surface to interior transition occurred

there between n 0 32 and 64 at 300 K (11),

whereas our model predicts a transition in the

104 G n G 200 range.

The calculated spectra shown in Fig. 2

broaden and shift to the blue with increasing

cluster size, in excellent agreement with ex-

periments. The blue shift results from a sharper

increase in stabilization of the s state than of the

more diffuse p state as the cluster grows. The

broadening is assignable primarily to an in-

creasing p-state splitting. For smaller clusters,

the p states are more nearly degenerate in each

configuration, leading to overall narrower spectra.

Extrapolation of the calculated spectral

maxima energies and vertical detachment ener-

gies to infinite cluster size is compared in Fig. 3

with the extrapolations of analogous experi-

mental data from Coe (15) and Johnson (16).

Because the surface states exhibit only weak

temperature dependence, the surface-state

points in the plot are averaged over the tem-

peratures simulated. The simulated surface-state

data follow a slope similar to the experiments.

Also, as in experiments (16), the ground-state

energy (VDE) slope is different from that for

the excited state, and, correspondingly, both

lines extrapolate to very near the ambient bulk

values for the model. This result is expected

based on the continuum dielectric model (13).

In contrast, the simulated interior-state data

clearly differ from experimental data, and

the low-temperature data do not extrapolate

to room-temperature bulk properties. If the

surface-state to interior-state transition does

occur above n 0 104, we find that the observed

results of Coe (15) and Johnson (16) would then

be consistent with our simulated results over a

wide range of actual cluster temperatures.

Comparison of the calculated radius of

gyration and kinetic energy data with experimen-

tal data makes an even more compelling case

than the spectral data for predominance of surface

states (Fig. 4). The distinct trends with cluster

size follow the experimentally derived size de-

pendence (19) faithfully Esee figure 1 in (19)^.

The radius smoothly approaches the bulk value

from above as the clusters grow, whereas the

interior states have nearly identical radii. A

similar pattern holds for the kinetic energy; the

trend follows experimentally derived size de-

pendence (19). The interior states have much

higher kinetic energy than the surface states.

There is some increase with decreasing temper-

ature, but all interior-state kinetic energies are

similar to the large cluster limit. These trends are

qualitatively similar to those seen originally by

Barnett (11), although different in magnitude.

Some additional insight into the regularity of

the behavior of the surface-state clusters can be

obtained by computing the mean dipole polar-

ization, bmÀ, of the molecular clusters in the

direction of the electronic center of charge. The

surface states manifest a variation of bmÀ in the

15 to 33 Debye range, for 20 G n G 104 cluster

sizes at 200 K, with a nearly linear depen-

dence on n–1/3, in accord with the expected size

dependence of the Makov-Nitzan dielectric

model (13). This molecular-cluster dipole mo-

ment largely compensates the dipole associated

with the position of the surface-bound electron

with respect to the cluster center of mass.

There are quantitative shortcomings in the

calculated values compared with experimental

reports. The calculated VDE values are closer to

those only recently measured by Neumark (22)

Fig. 2. Optical absorp-
tion spectra for (H2O)n

–

clusters at kinetic ener-
gies characteristic of
three different temper-
atures, 300 K, 200 K,
and 100 K. The first
three subbands of each
spectrum are also indi-
cated (curves within
envelope). The arrows
at the bottom indicate
the simulated bulk hy-
drated electron spectral
maximum for the same
model at 298 K (10).
The trend with n of
surface-state spectra
follows that observed
in the experimental
spectra [see figure 2 in
(16)].

Fig. 3. Simulated spectral maxima for optical
absorption (A) and mean VDEs (B) for (H2O)n

–. The
surface-state data (filled circles) are reported as
the average over all temperatures studied. All data
for the interior states (open symbols) fall in the
highlighted rectangular area. l, 100 K; D, 200 K;
g, 300 K. The bold stars at n–1/3 0 0 indicate the
simulated bulk hydrated electron values at 298 K
(10). The linear fits derived from the VDE data
from Coe and Bowen (15) and the spectral maxi-
ma of Ayotte and Johnson (16) are also shown
(dashed lines). The vertical dotted lines indicate
the maximum experimental cluster sizes reported
in (15) and (16). The linear extrapolation of the
simulations is very similar to that seen in ex-
periments [see figure 3 in (16)].
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for the identified surface states (denoted there as

Isomer II) than to the Coe data (15) considered

here. However, the surface and interior electron-

binding morphologies lead to distinctly different

trends in measured physical properties: vertical

detachment energy, optical absorption spectra,

kinetic energy, and electronic radius. The com-

parison of the trends to the corresponding pub-

lished experimental data strongly supports the

conclusion that the available experiments re-

porting these results reflect only clusters char-

acterized by electronic surface states. The

newly reported species associated with more

weakly bound electrons (22) are presumably

also surface states, as concluded in that report,

but they do not appear to be a simple extrapo-

lation of those found here. We have carried out a

set of preliminary simulations that show that

electrons attached to already formed very cold

water clusters produce surface-state species with

a range of vertical electronic detachment ener-

gies of magnitudes well below those of the clus-

ters simulated here. We therefore speculate that

the surface states recently observed are the result

of such attachment processes. The differences

may reflect alternative proton-orderingmotifs, as

suggested by Johnson and co-workers (25, 26).

Our findings substantially support the phys-

ical picture originally put forth by Barnett and

co-workers (11) and strongly suggest that for

larger clusters than observed to date, the tran-

sition to an interior state should occur. Most

important, the results indicate that both the

physical state and cluster temperature of interior

states can be characterized from optical spectra

or from the character of the high-energy end

(VDE 9 3.0 eV) of photoelectron spectra.

These results reinforce the conclusion that

simple continuum dielectric models of these

clusters have considerable power, particularly

for surface states, but are limiting in describing

the temperature dependence of the spectra and

kinetic energy, key factors in the interpretation

of data for interior states. The weak temperature

sensitivity of surface states clearly explains why

extrapolation of the surface-state properties leads

to a value close to the bulk ambient VDE, be-

cause this bulk state is nearly isoenergetic with

the actual extrapolation limit, the semi-infinite

solvent surface state (13). The relatively large

temperature dependence of interior-state prop-

erties also emerges as a convenient way to dis-

tinguish the two binding morphologies. Finally,

we note that nuclear quantum effects on water

structure will play a role in the quantitative

comparison of experiments and simulations.

Classical water clusters are expected to exhibit

the characteristics of significantly colder sys-

tems when considered at the same nominal

temperature as experimental (quantized) water

clusters (8, 33).
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Probing the Ultrafast Charge

Translocation of Photoexcited

Retinal in Bacteriorhodopsin
S. Schenkl,1 F. van Mourik,1 G. van der Zwan,2

S. Haacke,
1* M. Chergui

1
.

The ultrafast evolution of the electric field within bacteriorhodopsin wasmeasured
by monitoring the absorption changes of a tryptophan residue after excitation of
retinal. The Trp absorption decreases within the first 200 femtoseconds and then
recovers on time scales typical for retinal isomerization and vibrational relaxation.
A model of excitonic coupling between retinal and tryptophans shows that the
signal reflects a gradual rise of the retinal difference dipole moment, which
precedes and probably drives isomerization. The results suggest an intimate
connection between the progressive dipole moment change and the retinal
skeletal changes reported over the same time scale.

In photobiology, light-induced redistributions

of charge determine the dynamic force fields at

all time scales and drive the structural changes

needed for biological function (1). Photoiso-

merization in retinal proteins is an example in

this respect. Franck-Condon excitation of all-

Fig. 4. Radius of gyration and kinetic energy of
the excess electron in water-cluster anions at
three simulation temperatures, 100 K (l), 200 K
(D), and 300 K (g). Filled symbols denote surface
states, open symbols denote interior states. The
dashed lines show the simulated radius of
gyration and kinetic energy of the hydrated
electron in bulk water at 298 K (10). The surface-
state data behave comparably to the experimen-
tal data [see figure 1 in (19)].
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trans retinal results in an immediate change of

permanent dipole moment by more than 12 D

(2, 3), causing a sudden polarization of retinal.

It has been suggested that the dielectric re-

sponse of the proteinmight be the primary light-

induced event (4, 5) that could drive structural

changes on longer time scales (6). Relative to

solvents, the specific environment of the protein

enhances the yield of isomerized retinal and

ensures stereoselectivity of the photoproduct

(7), which, in the case of bacteriorhodopsin

(bR), is the 13-cis isomer (8). Recently, Groma

et al. (9) reported a macroscopic polarization of

oriented bR films on a time scale of È50 fs.

Gonz"lez-Luque et al. (10) computed the dis-

tribution of charges in the S
1
excited state as a

function of the isomerization coordinate of

model chromophores of rhodopsin and bR.

The computed dipole moment of the S
1
state

increases along the isomerization coordinate of

the chromophore, confirming an earlier sugges-

tion by Salem and Bruckman (11).

Transient absorption studies show identical

dynamics during the first 200 fs for bR and for

its mutants, with locked chromophores, that

cannot undergo isomerization (12). Thus, it ap-

pears that no isomerization occurs on this time

scale. Transient absorption studies on wild-type

bR using 5-fs pulses (13) support this conclu-

sion and suggest that a skeletal change occurs in

the first 200 fs, which corresponds to a large

twisting about the C13-C14 bond. Isomeriza-

tion occurs later (e500 fs) and is followed by a

slower vibrational relaxation of the isomerized

photoproduct (the so-called J to K transition)

(14–17). The time scale of charge translocation

and its interplay with the initial twisting (13)

and subsequent isomerization are still un-

known. To address this issue, we used the

natural tryptophan (Trp) residues of the protein

to probe the evolution of the electric field

therein after excitation of retinal.

Four tryptophans are in the vicinity of retinal

in the binding pocket of bR (Fig. 1A) (18, 19):

Trp86 and Trp182 sandwich retinal, whereas

Trp138 and Trp189 are located in the vicinity of

the b-ionone ring. The absorption spectrum of

bR (Fig. 1B) exhibits a band in the visible, due

to retinal, and a band near 280 nm, predomi-

nantly due to the eight Trps present in the

protein (20). The Trp absorption is due to

transition from the ground state to the lowest

two close-lying excited states (labeled L
a
and

L
b
) of the indole moiety. The transition into

the L
a
state implies a large difference dipole

moment with respect to the ground state (21).

Trp residues are therefore particularly well-

suited molecular-level sensors of electric field

changes within the protein, as their spectral

features will be affected by these changes. In

particular, Trp86 is closest to retinal, and its

difference dipole moment is almost parallel

with respect to the retinal backbone (Fig. 1A,

inset), so that it is particularly sensitive to the

Coulomb force fields close to retinal. Note that

aÈ10 D dipole on retinal creates a field ofÈ10

MV/cm on the nearby amino acids. To probe

the electric field changes associated with the

charge translocation in retinal (22), we excited

the latter at 560 nm and interrogated the Trp

absorption changeswith time resolution of 80 to

90 fs, using tunable near-UV (ultraviolet) pulses

(23). Our approach has two advantages: (i) In

contrast to experiments in the visible or infrared

(IR) that probe retinal directly (13–16), the

charge displacements become detectable with

high sensitivity through an electric dipole

interaction in the UV; and (ii) the local electric

field changes are followed in real time from

femtoseconds to picoseconds or more.

Fig. 2A shows the transient absorption

changes detected between 265 and 280 nm.

The traces are normalized, highlighting their

similar shape over the whole range of probe

wavelengths. The presence of a rise time is

directly deduced from the temporal derivative

of the bleach transient (Fig. 2B). Its full width

at half maximum (FWHM) of 150 fs is larger

than the pump-probe cross-correlation (80 to 90

fs). For longer times, we observe a biexponen-

tial recovery of the absorption with time scales

t
1
0 420 fs and t

2
0 3.5 ps; such values have

been reported in experiments that probe retinal

directly (14–16). A constant, weak bleach sig-

nal is also observed at the longest delay times

(t
V
). The relative amplitudes of these three com-

ponents are 0.72, 0.14, and 0.14, respectively.

We attribute the bleach transients of Fig. 2A

to the response of Trp residues for the following

reasons: (i) The transients are independent of

probe wavelength over more than 2000 cmj1

(265 to 280 nm), indicating that a single species

is responsible for the bleach. (ii) The wave-

length dependence of the bleach amplitude

maps reasonably well onto the Trp L
a
absorp-

tion spectrum (Fig. 2C). (iii) A retinal bleach

signal would follow the instrument response (14)

without the additional rise time seen in Fig. 2B.

We believe that the spectral response is

mainly due to the Trp86 residue. First, the linear

polarization anisotropy of the signal is high

(0.30 T 0.05), meaning that the responding Trp

transition dipole is almost parallel to the

transition dipole moment of retinal along the

conjugate chain, as is the case for the L
a
state

of Trp86 (Fig. 1A, inset). Second, we performed

measurements on the W182F mutant, where

Trp182 is replaced by phenylalanine, which is

spectroscopically silent in the observation

window. The temporal and spectral (Fig. 2C)

characteristics of the signal are identical to

those found in wild-type bR, pointing to the

temporal evolution of Trp86 being governed by

1Ecole Polytechnique Fédérale de Lausanne, Laboratory
of Ultrafast Spectroscopy, Institut de Sciences et
Ingéniérie Chimiques, FSB-BSP, CH-1015 Lausanne-
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Non-linéaire et d’Optoelectronique, 23 Rue du Loess,
F-67034 Strasbourg Cédex, France.
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E-mail: majed.chergui@epfl.ch

Fig. 1. Structure and optical proper-
ties of bR. (A) The retinal binding
pocket of bR (from PDB entry
1C3W) (19). Retinal (purple) is cova-
lently bound to Lys216 through a
Schiff base linkage. The four nearest
Trp residues are shown. Inset: Relative
orientations of the difference dipole
moments for retinal (red arrow),
Trp86 (solid black arrow), and Trp182

(dashed black arrow). (B) Absorption
spectrum of bR in the purple mem-
brane. The band with maximum at
568 nm is due to the S0-S1 transition
of the protonated Schiff base form of
retinal, whereas the near-UV band at
280 nm is dominated by the S0-La
and S0-Lb transitions of eight Trps.
The vertical and horizontal arrows
indicate the excitation wavelength
and the range of probe wavelengths,
respectively. Inset: Orientations of
the transition (solid arrows) and
difference (dashed arrows) dipole
moments of tryptophan for S0-La
(red) and S0-Lb (blue) (21). Arrows
point to the positive end of the
difference dipole moment.
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retinal. Surprisingly, though, the amplitude of

the signal increased by a factor of È1.8 in

the mutant. This is rationalized by the model

presented in (23) and discussed below.

A dielectric response of Trps through

reorientation of their dipoles is unlikely to

account for the rise time, as the polarization

anisotropy is constant throughout the time scale

of the transients. In addition, the fast inertial

relaxation of indole-like molecules is slower,

even in liquids (24). Thus, the rise time (Fig.

2B) reflects both the instantaneous dipole

change and the ensuing charge translocation

along retinal, implying that the latter is gradual.

The Trp response does not resemble a differ-

ence spectrum arising from a pure Stark shift of

the L
a
transition, as the bleach component does

not have a positive counterpart with a compa-

rable amplitude at nearby wavelengths. Rather,

the difference spectrum is dominated by the

effects of excitonic coupling resulting from the

resonance interaction of retinal and Trp at

È280 nm, meaning that oscillator strength bor-

rowing can occur between retinal and the Trp

chromophores. To model the signal, we con-

sidered a system consisting of three coupled

chromophores having three electronic levels

each: S
0
, S

1
, and S

n
for retinal and S

0
, L

a
, and

L
b
for Trp86 and Trp182 (23). They form an

excitonic complex whose proper electronic

states are linear combinations of the singly

excited near-UV states of kL
a,b
,0,0À, k0,L

a,b
,0À,

and k0,0,S
n
À (product basis notation kTrp86,

Trp182, retinalÀ), of which three are impor-

tant (X
1
through X

3
; Fig. 3) as a result of

favorable relative orientations of the transition

dipole moments. The doubly excited states

(XX
1
and XX

2
), with retinal in the S

1
state,

arise from linear combinations of kL
a,b
,0,S

1
À

and k0,L
a,b
,S

1
À (23).

The simulated absorption changes are

plotted in Fig. 3 for various values of the retinal

difference dipole moment Dm. The photo-

induced signal in the region of Trp absorption

indeed appears as a bleach of the excitonic

transitions into the X
i
levels (the bleach char-

acter arises from the depletion of ground-state

retinal as a result of excitation with the pump

pulse), whereas transitions from k0,0,S
1
À to

XX
i
levels appear as a positive signal on the

red side. Because the retinal difference dipole

moment Dm acts only when the system is in

the k0,0,S
1
À state, the bleach DA is independent

of Dm, whereas the position of the induced

absorption DA* red-shifts with increasing dif-

ference dipole moment. The red shifting is due

to an attractive interaction between the excited-

state dipole moments of Trp86 and retinal (Fig.

1, inset), with the latter varying in time. The

signal is the sum of DA and DA*, and it results

in an increasing bleach signal with increasing

Dm (Fig. 3), as observed.

Repeating the calculation without Trp182

leads to the same Dm-dependent bleach signal

but with an amplitude increased by a factor of

1.75, in good agreement with our experimental

results on the W182F mutant. These calculations

confirm that Trp86 is the sensor for the ultrafast

charge translocation in retinal in bR. The am-

plitude of its signal is, however, determined by

the presence of Trp182 (and most probably of the

other residues) in a nonadditive fashion, which is

generally true for interactions involving polariz-

ability, as is the case here because of the in-

clusion of transition dipole moments.

Fig. 2. Ultrafast response of bR in the near-UV.
(A) Transient bleach signals at 265 to 280 nm
after excitation with 25 fs pulses at 560 nm at 1
kHz repetition rate. UV probe pulses (75 to 85
fs) were obtained by second-harmonic genera-
tion of the output of a tunable noncollinear
optical parametric amplifier (23). The transients
are normalized in amplitude, which shows that
they are independent of the probe wavelength.
Each data point represents the average of
10,000 laser shots, allowing for a differential
optical density (DOD) sensitivity of 10j4. The
time axis of the left panel is linear; that of the
right panel is logarithmic. (B) The early time
portion of the bleach transient in (A) (black
squares) and its temporal derivative (red circles),
showing a full width at half maximum (FWHM)
of 150 fs. The latter is clearly larger than the

experimental time resolution of 85 fs (black dots) determined by the pump-probe cross-correlation (23).
(C) Maximum amplitude of the bleach transients of wild-type bR and of the W182F mutant as a
function of probe wavelength. Experimental data (circles) are compared with the La absorption
component of Trp in propylene glycol at –50-C (25) (black squares). The La absorption was shifted by 5
nm to the blue to account for the apolar character of the binding pocket. The data have been normalized
to the Trp La spectrum at 285 nm.
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Fig. 3. Top panel: Calculated difference absorption
spectra as a function of the retinal difference dipole
momentDm and its decomposition (scheme on the
right) in terms of a bleach contribution (DA G 0)
and aDm-dependent absorption (DA* 9 0). Bottom
panel: Dipole-dipole coupling of Trp86, Trp182, and
retinal leads to the formation of an excitonic
complex with proper electronic states (23). The
Xis represent singly excited states of the excitonic
complex, with one excitation per chromophore;
the XXis represent doubly excited states with
retinal in the S1 state. Photoexcitation of retinal
attenuates the transition to the X1 I X3 states
(DA G 0) because of the bleach of the k0,0,S0À
(product basis notation kTrp86, Trp182, retinalÀ)
ground state of the excitonic complex. The
photoinduced absorption from k0,0,S1À reaches
the XX1 and XX2 states (in which both Trp and
retinal are excited), giving rise to an absorption
(DA* 9 0). As the difference dipole moment Dm
increases, DA* red-shifts because of a lowering of
the XX1 and XX2 levels (attractive interaction
between retinal and Trp86). This leads to an
increasing bleach around 280 nm, which is a
measure of the retinal difference dipole mo-
ment Dm.
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On the basis of the observed rise time of the

bleach, and the calculations that link the

amplitude of the bleach signal to the retinal

difference dipole moment (Fig. 3), we suggest

that after the sudden dipole moment change

upon excitation in the Franck-Condon region at

t 0 0 (2, 3) there is an additional progressive

increase of Dm on a time scale of 200 fs. The

increase of the bleach signal (Fig. 2) is a

signature of the dipole moment change, pre-

dicted by the theoretical calculations (10), and it

identifies its time scale. Given that the events at

t G 200 fs are also characterized by structural

changes of the retinal skeleton before isomer-

ization (13), we conclude that the dipole mo-

ment increase is related to these structural

changes and possibly drives the accompanying

torsional motion (Fig. 4).

At later times (400 to 500 fs), the difference

dipole moment decreases. This is the time scale

of formation of the 13-cis isomer (16), pointing

to a weaker dipolar interaction in the ground-

state 13-cis retinal than in excited all-trans

retinal (Fig. 4). Because the excited-state sur-

face has mainly an ionic character (10) and the

ground-state surface a mainly covalent char-

acter, the transition from one surface to the

other leads to a decrease of the dipole moment.

The additional 3.5-ps decay component, which

is similar to the vibrational relaxation in the

13-cis photoproduct found in experiments

probing retinal (14, 15, 17), suggests a further

decrease of the dipolar interaction. Vibrational

relaxation leads to a weak displacement of the

center of gravity of the charge, which may

cause the decrease in dipole strength. Alterna-

tively, energy dissipation may cause structural

changes in the retinal binding pocket that

modify the field detected at the location of

Trp86. Finally, the weak bleach component at

longer times (t
V
) points to long-lived changes

in the structure of the pocket and/or the

dielectric constant, which may relate to

changes detected in the picosecond range in

mid-IR experiments (16). Our observations

allow us to establish the connection between

the translocation of charge (10) and the skeletal

changes of the conjugate chain (13).
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An Experimental Approach to the

Percolation of Sticky Nanotubes
B. Vigolo, C. Coulon, M. Maugey, C. Zakri, P. Poulin*

Percolation is a statistical concept that describes the formation of an infinite
cluster of connected particles or pathways. Lowering the percolation threshold is a
critical issue to achieve light and low-cost conductive composites made of an
insulating matrix loaded with conductive particles. This has interest for ap-
plications where charge dissipation and electrical conductivity are sought in films,
coatings, paints, or composite materials. One route to decreasing the loading
required for percolation is to use rod-like particles. Theoretical predictions in-
dicate that this may also be achieved by altering the interaction potential
between the particles. Although percolation may not always respond monoton-
ically to interactions, the use of adhesive rods can be expected to be an ideal
combination. By using a system made of carbon nanotubes in an aqueous sur-
factant solution, we find that very small attraction can markedly lower the
percolation threshold. The strength of this effect can thereby have direct tech-
nological interest and explain the large variability of experimental results in the
literature dealing with the electrical behavior of composites loaded with con-
ducting rods.

Percolation is a statistical concept that de-

scribes the formation of an infinite cluster of

connected particles or pathways (1). This

concept is widely used to study various phe-

nomena such as flow in porous media and

conducting-insulating transitions in compos-

ites. Percolation is driven by thermodynamics

and occurs above a given concentration. At

this threshold, a composite made of an insu-

lating matrix loaded with conducting particles

becomes conductive and can be used for an-

tistatic or electromagnetic shielding applica-

Fig. 4. Schematic representation of
the evolution of the difference
dipole moment Dm and structure
of retinal in bR. This scheme is based
on the present results (black
squares) and on literature results.
Retinal and a portion of the Lys216

side chain are represented. At t G 0,
retinal is in the all-trans configura-
tion and the Schiff base (blue) is
fully protonated. At 0 G t G 200 fs,
preceding isomerization, a large Dm
(arrow) builds up as a result of
charge translocation in the excited
state (indicated by colored ellipses
and the lower charge on the Schiff
base). At 200 fs G t G 500 fs, isom-
erization brings retinal into the 13-
cis ground state and the difference dipole moment decreases. At t 9 500 fs, vibrational relaxation
planarizes the 13-cis retinal, resulting in a further decrease of the difference dipole moment.
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tions. Lowering the percolation threshold is a

critical issue to reduce the cost and facilitate

the processing of such composites. A route to

this goal uses rod-like particles. These par-

ticles exhibit a larger excluded volume than

spheres of the same weight. As a result, they

form percolated networks at concentrations

lower than spherical particles (2, 3). This is

why conductive rod-like fillers, chopped fi-

bers, nanowires, and nanotubes are currently

widely investigated for making antistatic and

electrically conductive materials (4–12). It

may be possible to further decrease the per-

colation threshold by making the particle

interact (13–16). Although this effect is not

systematically monotonic as a function of the

strength and range of the interactions (15),

Wang and Chatterjee recently predicted that

the percolation threshold of rod-like particles

should slightly decrease if the particles be-

come attractive (16). In spite of numerous

theoretical studies, mostly for spheres, perco-

lation of adhesive rods remains elusive from a

quantitative and experimental point of view.

We present experimental results and a

simple analytical model that provide a quanti-

tative approach to this problem. In contrast

with the few available predictions, we found a

very strong effect. We show that a variation as

small as 0.006kT (where k is Boltzmann_s con-

stant and T is temperature) in the interaction

potential between perpendicular rods allows the

percolation threshold to be decreased by a

factor of 3. We believe that the exceptional

strength of this effect can shed light on the large

variability of experimental results dealing with

composites loaded with conducting rods (4–12).

We used bundles of HiPco (17, 18) single-

wall carbon nanotubes (CNTs) dispersed in

water and stabilized by sodium dodecyl sulfate

(SDS), an ionic surfactant. CNTs typically form

bundles with an average diameter of a few nm

and a length of 1 mm (19, 20). They are used as

model electronic conductive rods. SDS mole-

cules form micelles, which induce a depletion

attraction between the nanotubes (21, 22). The

strength of the attraction is directly proportional

to the osmotic pressure of the micelles, which is

itself proportional to the micelle concentration.

Attractive interactions between the rods can

thereby be accurately controlled by varying the

surfactant concentration. Interaction differences

in distinct samples can be as small as 10j4kT.

The polar head groups of the SDS molecules

are dissociated in water; thus, the solvent is a

conductive electrolyte. This prevents the de-

termination of the percolation threshold of the

CNTs by direct measurements of the real part

of the conductivity. For this characterization, an

insulating organic matrix would be more

suitable. However, it would be more difficult

to achieve an accurate control of the dispersion

and of the interaction potential in such a system.

Nevertheless, the nanotubes and the solvent

exhibit a dielectric contrast with different

charge carriers. This is why percolation can

still be detected via dielectric measurements.

The formation of large polarizable clusters, as

the percolation threshold is approached, yields

an increase of e
0
, the dielectric constant at zero

frequency (8, 23). Above the percolation, the

clusters are connected between the electrodes

and can no longer be polarized, and e
0
strongly

decreases. Consequently, the percolation is

expected to be revealed by a divergence of e
0
.

Measurements at zero frequency are experi-

mentally difficult because of double-layer

polarization effects at the particle and electrode

interfaces (24, 25). Nevertheless, the increase at

zero frequency is so pronounced that the

percolation threshold can still be determined

by measurements at somewhat larger frequen-

cies, in the kHz range. In this range, a sharp peak

is observed in place of an actual divergence. We

refer to the values we measured as e
lf
, the low-

frequency dielectric constant. Considering the

sharpness of the peak, this approach remains

sufficient for our main goal, which is the

determination of the percolation threshold.

Furthermore, CNTs strongly absorb light, and

this allows a qualitative assessment of their

aggregation behavior by optical microscopy.

CNT bundles in a surfactant solution form

clusters when the surfactant concentration is

increased (21, 22). Their presence can be re-

vealed by optical micrographs of dispersions

with the same CNT fraction and increasing SDS

concentration (26). When the SDS concentration

is increased, the aggregates become larger and

more evident. Qualitatively, the amount of

surfactant required to form clusters is larger

when the CNTs are diluted. These features are

reminiscent of a phase separation controlled by

the competition between the entropy of the

dispersion and the depletion attraction. However,

we stress that the system does not undergo a

phase separation. Instead, for a given CNT

concentration, a gradual evolution takes place

with the continuous growth of clusters as the

SDS concentration is increased. The structures

are stable and do not coarsen with time, and the

aggregates reversibly redisperse upon dilution.

Centre de Recherche Paul Pascal, CNRS, Avenue
Schweitzer, 33600 Pessac, France.
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Fig. 1. (Left) Dielectric constant of nanotube dispersions versus frequency for different micelle
weight fractions, indicated by different colors. The nanotube volume fractions are, from top to
bottom, 0.19, 0.13, and 0.06%. (Right) A determination of the surfactant concentration
corresponding to the percolation threshold by identifying the points where the dielectric constant
at low frequency is maximum. The percolation is indicated by the dashed lines.
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They can also be destroyed upon shear and

spontaneously reform at rest. The present

features are fundamentally different from a

kinetic gelation, as observed in other colloids

(27) out of equilibrium and where the adhesion

is much greater than kT. Here, the system is a

distribution of thermodynamically stable clus-

ters with an average size that increases when

the rods experience stronger attractions. As a

consequence, a percolated network can form

above a certain surfactant concentration.

Dielectric measurements confirm that the

growth of the clusters leads to percolation

(24, 25). Not initially knowing the threshold,

we tested a series of samples by keeping the

CNT fraction constant and by slightly varying

the amount of SDS. The dielectric responses of

different samples are shown in Fig. 1. A huge

increase of the dielectric constant at low fre-

quency is observed in a narrow SDS concen-

tration range (28). The increase seen in the data

confirms the percolation and allows the thresh-

old to be determined. We examined three nano-

tube volume fractions—0.06%, 0.13%, and

0.19%—for a series of SDS concentrations

(18). Experiments outside this range have prov-

en to be difficult. When the CNT concentration

is too low, the dielectric response is weak, and

its accurate measurement is more difficult.

When the CNT volume fraction is too high,

typically above 0.2%, it is experimentally

difficult to obtain homogeneous dispersions. A

possible origin of this limitation may indeed be

the percolation presently studied. Figure 1

shows only the concentration range where a

sharp increase of the dielectric constant is ob-

served. Above and below the shown SDS con-

centration range, the dielectric constant of all

the tested samples is close to that of the solvent.

The sharp variation of e
lf
allows an accurate

determination of the SDS micelle weight

fraction at the percolation threshold. The results

are summarized in Fig. 2, where the black

symbols represent the percolation threshold as

function of the micelle weight fraction (28).

To quantitatively account for these results,

we derive the percolation threshold following

approaches that consider the theory of pair

connectedness to describe the distribution of

physical clusters of particles (13, 29, 30). In the

limit of dilute systems, the percolation threshold

is expected to be inversely proportional to the

integral of exp(–buþ), where uþ is the interac-

tion potential of so-called bound particles and

b 0 1/kT. The definition of bound particles is

somewhat arbitrary but has to have its basis in

physical grounds (30). The actual potential u

between the bundles is approximated to a sticky

potential plus a hard core repulsion. As another

approximation, we assume that these bundles

are monodispersed with a square section of ef-

fective width d and effective length L (Fig. 3).

In this context, a reasonable definition for bound

particles consists of choosing uþ 0 u when the

bundles are in contact; that is, when the distance

between their long axes is d. We choose uþ 0

þV for larger or smaller separations. The latter

describes the absence of overlapping particles

because of the hard core repulsion. These

approximations smear out the details of the

interaction potential, which is difficult to model

considering the actual polydispersity in shape

and size of the CNT bundles. A different

definition for the potential and for the connec-

tivity criteria would lead to a determination of

different effective dimensions of the bundles.

Nevertheless, because the interaction range is

on the order of d and the anisotropy ratio L/d is

very large, other reasonable choices would not

change the main conclusions and orders of

magnitude of the effective dimensions. There-

fore, we propose to take for the percolation

threshold the following integral over g, the

angular, and r, the spatial, coordinates:

8
p 0

4Ld2

X
V

X
p

0 expðjbuÞd3r sin ðgÞdg

ð1Þ

As shown in Fig. 3, g is the angle between the

rods. The prefactor is chosen so that f
p
Y f

0
0

d/L, the percolation threshold in the absence of

interactions (2) when u Y 0. An exact

calculation of Eq. 1 is not easily tractable.

Nevertheless, following (31) and (32) where

the second Virial coefficient of interacting rods

is calculated, we solve Eq. 1 by separating the

integral into two terms. The first term cor-

responds to the situation where the rods make

an angle g greater than g
c
, where g

c
is given by

singc 0
d

L
. The second term corresponds to the

situation of almost parallel rods for g smaller

than g
c
. The potential u is of the form u 0

w±

sin g

when the rods are in contact and at an angle g,

as illustrated in Fig. 3. w
±

is the adhesion

energy between perpendicular rods that are in

contact. When the rods are in contact and

parallel, the interaction potential is given by

u 0
w±

d
z, where z is the contact length. With

these assumptions, the integral in Eq. 1 is

2L2d X

p
2

gc
exp

bw±

sing

� �
sinðgÞdg þ

4d2X

L

0
exp

bw±

d
z

� �
dz

ð2Þ

which can be directly computed and the

percolation threshold determined. We point

out that this simple approach contains two

important and universal limits. The first term

in Eq. 2 is expected to be dominant for weak

interactions, whereas the second prevails for

strong interactions. This means that parallel

contacting rods should be more frequent for

strong adhesion and that the structure, as well

as the geometry of contacts, should be notably

different upon varying the strength of the in-

teraction. Lastly, we further assume that w
±

is

directly proportional to C
SDS

, the surfactant

micelle weight fraction. The anisotropy ratio

L/d and the proportionality factor between

C
SDS

and w
±

are the only two independent

fitting parameters. Even though the range of

data are limited because of experimental

constraints, the available points allow us to

estimate the validity of our claims. The plot in

Fig. 2 attempts to fit the data with different

Fig. 2. Percolation threshold of interacting nano-
tube bundles. Black circles indicate experiments
and dashed and continuous lines, percolation
threshold versus surfactant concentration calcu-
lated by the model. The best fit to the data is
shown by the continuous line. It leads to L/d 0
400 and bw

±
0 7.6 � 10j3CSDS. Dashed lines in

(A), bw
±

0 7.6 � 10j3CSDS is kept constant and
L/d varied. Dashed lines in (B), L/d 0 400 is kept
constant and bw

±
/CSDS varied.

Fig. 3. Schematic of interacting nanotube bundles.
(Left) The bundles are in contact at an angle g.
(Right) The bundles are in contact and parallel. L
and d are the length and the width of the bundles.
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sets of parameters. Keeping w
±

fixed, the L/d

are chosen (Fig. 2A) so that all the lines

intersect the data point for the highest CNT

concentration. We see that the anisotropy ratio

can neither be larger than 800 nor smaller than

200. This range of anisotropy ratio is in agree-

ment with recent measurements of the dimen-

sions of surfactant-stabilized nanotube bundles

that used dynamic light scattering (19) or

atomic force microscopy (20). The propor-

tionality factor between C
SDS

and w
±

is also

limited to a restricted range. We find for the

best fit bw
±

0 7.6 � 10j3C
SDS

, where C
SDS

is given in weight % (wt%). This proportion-

ality factor can be independently estimated

and linked to the diameter of the CNT

bundles. As a first approximation, w
±

is given

by w
±

0 N
m
kTd2D

m
where N

m
and D

m
are the

concentration and diameter of the SDS mi-

celles. N
m
.kT is the osmotic pressure of the

micelles and d2 the effective contact area of

the bundles. A SDS micelle contains about

75 molecules and has a diameter of about 4

nm. We can deduce the effective width d from

the proportionality factor between C
SDS

and

w
±
. Taking bw

±
0 7.6� 10j3C

SDS
, we find d

È 3 nm. Considering the crudeness of this

estimation, the result is reasonable and supports

the concept of depletion-induced percolation in

rod-like suspensions. These results help to

understand why studies in other systems, in

the micrometer-size range, would be signifi-

cantly more difficult. Similar variations of the

surfactant concentration would yield variations

of thousands of kT in the interaction potential,

limiting thereby experimental studies.

The reported experiments show that the

percolation threshold is decreased by 300%

whereas w
±

varies by only 0.006kT. However,

the net adhesion between the rods can be

much stronger if the rods are stuck parallel over

their entire length. The maximal adhesion

would be w±L/d in that limit. Thus, in contrast

to spheres, a weak variation of the conditions

can have dramatic effects in rod-like disper-

sions. Furthermore, the predicted differences of

contact and cluster structures as the interaction

potential is varied provide another distinctive

feature of percolating rods. They should lead to

differences in the physical properties of

composites loaded with interacting rods.
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The Pyrite-Type High-Pressure

Form of Silica
Yasuhiro Kuwayama,1* Kei Hirose,1,2 Nagayoshi Sata,2

Yasuo Ohishi3

Silica (SiO2) exhibits extensive polymorphism at elevated pressures. X-ray dif-
fraction measurements showed that a high-pressure form with a pyrite-type
structure, denser than other known silica phases, is stable above 268 giga-
pascals and 1800 kelvin. The silicon coordination number increases from 6 in
the a-PbO2-type phase to 6þ2 in the pyrite-type phase, leading to a large
increase in density by about 5% at the phase transition.

The high-pressure behavior of silica has long

been of great interest, owing to its wide range

of implications in geophysics, materials sci-

ence, and solid-state physics (1). Si is tetra-

hedrally coordinated by O in silica polymorphs

at relatively low pressures. Stishovite (a rutile-

type SiO
2
phase) forms above È10 GPa with

an increase in the coordination number of Si

from 4 to 6. Previous experimental studies have

shown that stishovite undergoes a second-order

structural phase transition to a CaCl
2
-type phase

around 70 GPa and 1600 K (2–5). It further

transforms to an a-PbO
2
-type phase above 121

GPa and 2400 K (6, 7) without change in the

coordination number of Si. In addition, a

number of metastable silica phases with 6-

coordinated Si have been reported below 120

GPa (8, 9). Recent theoretical calculations have

predicted a phase transition from the a-PbO
2
-

type to a pyrite-type structure around 200 GPa

(10–13). However, no experimental studies of

silica have been made at such multimegabar

pressures because of substantial difficulties

in both compression and heating. Here we

report experimental data on the crystal struc-

ture and stability of pyrite-type silica.

Angle-dispersive x-ray diffraction (XRD)

spectra were collected at beamline BL10XU of

SPring-8 (Japan) (14). a-quartz and silica glass

(fused silica) were used as starting material in

the first and third runs and in the second run,

respectively. They were mixed with fine

platinum powder that served as both an internal

pressure standard and a laser absorber. The

sample mixture was loaded into a 20-mm hole

in the rhenium gasket, together with insulation

layers of pure quartz or silica glass that was not

1Department of Earth and Planetary Sciences, Tokyo
Institute of Technology, 2-12-1 Ookayama, Meguro,
Tokyo 152-8551, Japan. 2Institute for Research on Earth
Evolution, Japan Agency for Marine-Earth Science and
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mixed with platinum. They were compressed

by 60-mm culet-beveled diamond anvils, with a

shape best optimized for laser-heating at pres-

sures over 200 GPa. Heating was achieved by a

focused donut-mode TEM
01
*-mode Nd:yttrium-

lithium-fluoride laser with the double-sided

heating technique (15), which minimizes both

radial and axial temperature gradients in the

sample. Temperature was measured from one

side by the spectroradiometric method (16). The

uncertainty in temperature within the 20-mm

areas from which XRD spectra were collected

was about T300 K. Pressure measurements em-

ployed the equation of state for platinum pro-

posed by Holmes et al. (17), which was used

in previous phase equilibria studies on SiO
2

(5, 7), with (111), (200), (220), and (311) lines.

The pressure error here was about T2 GPa. We

conducted three separate runs.

In the first run, the samplewas compressed to

194 GPa at room temperature. The quartz

starting material became amorphous under

compression; thus, we observed diffraction

peaks only from the platinum and gasket

material before heating (Fig. 1A). It was

subsequently heated to 1800 K for 1 hour at

194 GPa. The diffraction peaks of a-PbO
2
-type

silica appeared within several minutes after the

temperature reached 1800 K (Fig. 1A). The

XRD pattern did not change with further heat-

ing. In the second set of experiments, amorphous

silica was first heated to 1400 K for 1 hour at

220 to 222GPa.We observed similar diffraction

patterns, including peaks from the a-PbO
2
-type

phase and platinum. The sample was further

compressed to 237 GPa at room temperature

and reheated to 1500 to 2000 K for another

hour at 254 to 257 GPa. The diffraction pattern

did not change at these pressure and tempera-

ture conditions. In the third run, the sample was

first squeezed to 283 GPa at room temperature

and was subsequently heated. Eight new

diffraction peaks appeared within 5 min during

heating at 271 GPa and 1400 K (Fig. 1B).

These peaks grew with increasing tempera-

ture to 1800 K at 268 GPa. Two-dimensional

XRD images obtained after heating for 1 hour

showed circular Debye rings for these new

peaks (Fig. 2). The peaks can be indexed by

a cubic unit cell with lattice parameter a 0

3.9299(2) at 271 GPa and 300 K and as-

signed to a pyrite-type (modified fluorite-

type) structure (space group Pa3̄). Figure 1C

and Table 1 show the results of profile fitting

by the Rietveld method (18).

Phase relations of SiO
2
are summarized in

Fig. 3. The pressure-induced phase transfor-

mation from the a-PbO
2
-type to the pyrite-

type structure is consistent with theoretical

predictions (11–13) and previous experimental

results on analog materials (19, 20). Our re-

sults show that the phase boundary is located

at È260 GPa and 1800 K. The pressure of

phase transition is slightly higher than that

determined by theory. Previous theoretical

studies have shown that pyrite-type silica is

stable above 226 GPa at 0 K (11), 205 GPa at

0 K (12), and 200 GPa at 1800 K (13).

The crystal structure of pyrite-type silica is

illustrated in Fig. 4. The pyrite structure has

unusual 6þ2 cation coordination. Rietveld

analysis showed that pyrite-type silica has six

Si–O bonds with 1.608 ) distance and an

additional two interpolyhedral Si–O bonds with

2.372) distance (Table 1). Such interpolyhedral

Si-O distance in the pyrite-type structure is much

shorter than that in the a-PbO
2
-type structure

(2.726 ) when the average Si–O distance in

SiO
6
-octahedra is 1.649 )) (12), in which Si is

6-coordinated. The increase in the coordination

number of Si from 6 to 6þ2 results in a large

increase in density (Fig. 4). The density of

pyrite-type silica is 6.576(1) g/cm3 at 271 GPa

and 300 K. It is larger by 4.7% than that of the

a-PbO
2
-type phase when compared at equiva-

lent pressure. FeS
2
pyrite has relatively short

S–S covalent bonds and is the cause of its

metallic nature. If O–O bonds exist in pyrite-

type silica, it possibly indicates a pressure-

induced metallization of SiO
2
. However, the

Rietveld analysis showed that the shortest O–O

Fig. 1. XRD patterns of SiO2. (A)
Top trace: Before heating at 194
GPa and 300 K. Bottom trace: The
a-PbO2-type phase at 178 GPa
and 300 K, after heating for 1
hour at 194 GPa and 1800 K. T,
temperature. (B) Observed (red
crosses) and Rietveld-fitted pat-
tern (black line) of pyrite-type
silica at 271 GPa and 300 K, after
heating for 1 hour at 268 to 271
GPa and 1400 to 1800 K. A, a-
PbO2-type silica; py, pyrite-type
silica; Pt, platinum; Re, rhenium
(gasket). Vertical bars indicate the
calculated peak positions. The
difference profile (blue line) is on
the same scale.
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Fig. 2. Two-dimensional XRD image of pyrite-
type silica at 271 GPa and 300 K.

Table 1. Structural details of pyrite-type SiO2 at
271 GPa and 300 K.

Crystal system Cubic

Space group Pa3̄

Cell parameters a 0 3.9299(2) Åy
Z 0 4
V 0 60.694(6) Å3

Atomic coordinates
Si (4a) 0, 0, 0
O (8c) x, x, x; x 0 0.3484(11)

Isotropic atomic displacement parameter, Biso (Å
2)

Si 0.37(7)
O 1.48(20)

Reliability factors* Rwp 0 1.38, Rp 0 0.88

Interatomic distances (Å)
Si–O 1.608(4) � 6
Si–Oy 2.372(4) � 2
O–O 2.112(6) � 6
O–Oy 2.063(6) � 6

*Rwp and Rp are the reliability factors of Rietveld
refinement: Rwp 0 [

P
i wif yi(obs) j yi(calc)g

2/
P

i wiyi

(obs)2]1/2 and Rp0
P

i kyi(obs) j yi(calc)k/
P

i yi(obs).
.Shortest interpolyhedral atomic distance.
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distance in pyrite-type silica is 2.063(6) )

(Table 1), consistent with theoretical calcu-

lations set at 0 K (11, 13), which is much longer

than the typical distance of single covalent O–O

bonds (È1.5 )). These experimental data sup-

port the arguments that there are no O–O co-

valent bonds in pyrite-type silica (13).

Silica is the most abundant oxide compo-

nent in the Earth_s crust and mantle, but the

pressure required for the pyrite type is greater

than that found in the Earth_s mantle. Nev-

ertheless, it is also one of the most important

oxide components in other planets of our solar

system. Theoretical modelling of the interiors

of ice giant planets suggests that both Uranus

and Neptune may have a rocky core at pres-

sures about 800 GPa and below (21), and

therefore the pyrite-type silica might be an

important constituent of these planets. More-

over, silicates are significant oxide components

in extrasolar systems (22). During the forma-

tion of terrestrial planets, pressures may

exceed 260 GPa and thus include the pyrite-

type silica phase.
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Ice Sheet and Solid Earth

Influences on Far-Field

Sea-Level Histories
Sophie E. Bassett,1 Glenn A. Milne,1* Jerry X. Mitrovica,2

Peter U. Clark3

Previous predictions of sea-level change subsequent to the last glacial maximum
show significant, systematic discrepancies between observations at Tahiti, Huon
Peninsula, and Sunda Shelf during Lateglacial time (È14,000 to 9000 calibrated
years before the present). We demonstrate that a model of glacial isostatic
adjustment characterized by both a high-viscosity lower mantle (4� 1022 Pa s)
and a large contribution from the Antarctic ice sheet to meltwater pulse IA
(È15-meters eustatic equivalent) resolves these discrepancies. This result sup-
ports arguments that an early and rapid Antarctic deglaciation contributed to a
sequence of climatic events that ended the most recent glacial period of the
current ice age.

The evolution of high-latitude global ice

volumes, as inferred from observations of

far-field sea-level change, serves as a funda-

mental constraint on ice-age climate models

(1). In this regard, data from Barbados (2, 3),

the Sunda Shelf (4), Tahiti (5), Huon Pe-

ninsula (6, 7) and the Bonaparte Gulf (8)

(Fig. 1) record a spatially and temporally

variable sea-level history that samples ice

sheet fluctuations through the complex, mod-

ulating influence of glacial isostatic adjust-

ment (GIA) (9–11). Efforts to fit these

histories with global ice reconstructions and

Fig. 4. Crystal structure of pyrite-type silica.
Coordination polyhedra of O atoms around Si
atoms are shown as octahedra. O atoms are
illustrated as balls. The black line indicates the
unit cell, and bold red lines show the second
nearest bonds. 6þ2 coordination polyhedra are
illustrated by dotted red lines.

Fig. 3. Phase diagram of SiO2.
Open circles and solid squares
indicate the stabilities of the a-
PbO2-type and pyrite-type phases,
respectively. Solid reversed triangles
and open triangles show previous
experimental data (7) on the sta-
bilities of the CaCl2-type and a-
PbO2-type phases, respectively. The
dotted lines show the tentative
phase boundary.
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numerical models of GIA-induced sea-level

change have been characterized by enigmatic

and highly contentious misfits (11–14) at

several key sites, particularly during the

Lateglacial period EÈ14 to 9 calibrated

kiloyears before present (cal kyr BP)^ (11).

Here, we investigate the origin of these

Lateglacial misfits and explore whether they

might be reconciled through a revision of

widely adopted ice histories or Earth model

parameters.

To illustrate the nature of the misfits, we

superimpose GIA predictions onto the ob-

served sea-level records in Fig. 1 that were

generated by spherically symmetric, self-

gravitating, and viscoelastic Earth models

with density and elastic structure taken from

seismic constraints (15). The Earth models are

characterized by a 100-km-thick elastic litho-

sphere and a sublithospheric upper mantle

viscosity of 5 �1020 Pa s; the predictions are

distinguished on the basis of the adopted lower

mantle viscosity (below a depth of 670 km).

For each choice of lower mantle viscosity

(n
LM

), the adopted ice model was modified

(16) from the global ICE-3G deglaciation

history (17) to fit the Barbados sea-level

record. This modification involved the in-

clusion of a dominant North American source

(18) for meltwater pulse IA (mwp-IA), as in

the more recent ICE-4G and ICE-5G degla-

ciation models (19, 20); the mwp-IA event,

first identified in the Barbados record (2, 3),

resulted in a eustatic sea level rise of È20 to

25 m between 14.5 and 13.5 cal kyr BP. The

sea-level predictions are based on an algo-

rithm (21) that includes an accurate treat-

ment (22–24) of time-evolving continental

shorelines and feedback from Earth-rotation

perturbations.

Our focus is the È5-kyr period subsequent

to the mwp-IA event (the Lateglacial period).

The dotted line in Fig. 1 was generated by an

ice and Earth model (n
LM

0 2 � 1021 Pa s)

broadly similar to several earlier GIA studies

(11, 19). This ice history and Earth model

combination, tuned to closely match the

Barbados record, yields a poor fit to the Late-

glacial sea-level histories in the Huon Penin-

sula, Tahiti, and Sunda Shelf (Fig. 1E, inset);

in these cases, the predictions are too shallow

by È20 m. A similar misfit between an earlier

GIA prediction (19) and data at Huon

Peninsula was noted by Edwards (12), who

questioned the accuracy of the GIA model;

Peltier (13) suggested, in contrast, that the

steady tectonic correction of 1.9 mm per year

applied to the raw data (6, 12) was suspect.

This argument has been reiterated in more

recent work (11, 14), where it is cited to

explain Bextremely large[ (È30-m) discrep-

ancies at both Huon and Tahiti (11). The pos-

sibility has also been raised that the misfits

reflect a change in the living depth of coral

assemblages from Lateglacial to early Holo-

cene times (11, 25).

A lower mantle viscosity of 2�1021 Pa s is

not compatible with a number of recent in-

ferences based on data associated with GIA

and/or mantle convection (26–28). Lambeck

et al. (9) recently explored fits between GIA
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Fig. 1. Observed sea-level
records at the five far-field
sites considered in this study.
Triangles and squares repre-
sent U-Th and calibrated 14C
dated samples, respectively.
The data at Barbados (A),
Tahiti (B), and Huon (C) are
based on fossil coral samples
(40) and have been corrected
assuming a uniform tectonic
uplift of, respectively, 0.25
mm per year (41), –0.1 mm
per year (5), and 1.76 mm

per year (42, 43). The data from Bonaparte Gulf (D) and Sunda Shelf (E) are largely based on the
analysis of organic material found in sediment cores. No tectonic correction has been applied to these
data. Sea-level markers at Sunda Shelf are collected from two regions displaced by as much as È800
km (4), and numerical predictions show significant differential trends across this zone (9). Accordingly,
data (and predictions) in (E) are separated into two subsets, one from the southern zone of collection
(main figure) and the other from the northern zone (inset). The lines on each panel are site-dependent
numerical predictions of post-LGM sea-level change and are based on ice history that includes a
dominant North American source for the mwp-IA event. The predictions are distinguished on the basis
of the lower mantle viscosity of the adopted Earth model: dotted line, 2� 1021 Pa s; dashed line, 1022 Pa
s; and solid line, 4 � 1022 Pa s.
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Fig. 2. (A to E) Sea-level
predictions at five far-field
sites distinguished on the
basis of the assumed con-
tribution to the mwp-IA
event from the Antarctic
ice sheet [as labeled in (A),
in units of equivalent eu-
static sea-level change]. In
each Antarctic meltwater
scenario, the North Ameri-
can deglaciation history
was modified to provide a
good fit to the Barbados

sea-level record. The predictions are based on the Earth model with nLM 0 4 � 1022 Pa s. Error bars
have been omitted to improve clarity. The inset of panel (E) compares predictions with the
observations derived from the more northerly subset of the cores.
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predictions and far-field relative sea-level data

before and after the last glacial maximum

(LGM) and concluded that discrepancies over

this broad time window are reduced as n
LM

is

increased to values of È3 � 1022 Pa s (29).

The remaining lines in Fig. 1, which sample

n
LM

values of 1022 Pa s (dashed line) and 4 �

1022 Pa s (solid line), support this conclusion.

The discrepancies during the Lateglacial

period are È50% less for the latter model

compared with those of the original case of

n
LM

0 2 � 1021 Pa s. Furthermore, increasing

the lower mantle viscosity of the Earth model

to 4 � 1022 Pa s improves the fits to the oldest

Bonaparte Gulf data (9). However, this model

overpredicts the LGM lowstand at Sunda

Shelf by È10 m. The origin of this misfit is

unclear, though it has been suggested that the

bulk sediment analysis used to date the oldest

sections of the core at this site may have

biased the ages upward by as much as several

thousand years (9).

Increasing the lower mantle viscosity

above 4 � 1022 Pa s produces no further im-

provement in the fit to the post-LGM sea-

level records. This is clear from fig. S1A

(dashed line), which tracks the c2 misfit of

this sequence of post-LGM predictions as a

function of n
LM

.

The large residual misfit evident in Fig. 1 at

Tahiti, Huon, and Sunda Shelf (Fig. 1E, inset)

during the Lateglacial period appears to be

exacerbated by the inclusion of the mwp-IA

event into the adopted ice history in an effort

to reconcile the Barbados record (11). This

suggests that the discrepancies might be as-

sociated with an error in the adopted ice

history, namely the distribution of the total

meltwater flux among the various ice com-

plexes during the massive mwp-IA event. An

obvious target of investigation is therefore the

primary source region for this event, which

immediately precedes the Lateglacial time

window. Clark et al. (30) argued that the

relative size of the observed sea-level jump

across mwp-IA (i.e., across 14.5 to 13.5 cal

kyr BP) at Barbados and Sunda Shelf pre-

cludes a sole North American source for the

event. Their analysis highlighted several

possible mwp-IA scenarios (31), including a

potentially large Antarctic contribution to

the event. This specific suggestion is sup-

ported by climate models that indicate that

a freshwater flux into the Southern Ocean

provides a trigger for the BLlling-AllerLd

warm interval (32) and by South Atlantic

records of contemporaneous (to mwp-IA) ice-

rafted debris originating from the Antarctic

ice sheet (33).

In Fig. 2, we show a suite of predictions in

which the contribution of the Antarctic ice

sheet to mwp-IA is varied from 0 m (as in

Fig. 1) to 20 m of equivalent eustatic sea-level

rise for the Earth model in which n
LM

0 4 �

1022 Pa s. As the magnitude of the mass flux

from the Antarctic ice sheet is increased, the

contribution from the North American ice

complex is suitably decreased to maintain a

good fit to the Barbados record. The discrep-

ancies between predictions and the Lateglacial

sea-level trends recorded at Tahiti, Huon

Peninsula, and Sunda Shelf (Fig. 1E, inset)

are significantly reduced when an Antarctic

component to mwp-IA is introduced.

Figure S1B shows the variation in the c2

misfit as this balance in meltwater source is

altered. Because the variation in the predic-

tions is most pronounced over the Lateglacial

period (È14 to 9 cal kyr BP; Fig. 2), the

misfit in fig. S1B is computed over this time

window. The statistical tests directly reflect

the results shown in Fig. 2: The model fit is

improved to greater than 99% confidence,

compared with the dominant North American

scenario, when a substantial portion (È5 m or

more) of mwp-IA is source from Antarctica.

The quality of fit for the 5- and 10-m Ant-

arctic source models is similar. A further sig-

nificant improvement in fit was obtained

when the magnitude was increased to 15 or

20 m; the data from Sunda Shelf, in particular,

benefit from this increase in the Antarctic

contribution (Fig. 2E, inset). We adopted the

15-m Antarctic scenario, which includesÈ8 m

from northern hemisphere sources (È6 m from

North America), as the optimal model in con-

sideration of recent independent constraints

on the volume of the LGMAntarctic ice sheet

(34, 35).

The improvement in the fit is due to a num-

ber of factors. The change in the direct grav-

Fig. 3. Predicted sea-level change, in meters, over the past 13 cal kyr relative to the predicted change
at Barbados (i.e., predictions of the raw sea-level change across this time interval are shifted by the
specific prediction at Barbados, and thus the Barbados prediction falls on the zero contour in each
panel). (A) The scenario in which North American ice is the sole source for the mwp-IA event (as in
the predictions of Fig. 1; nLM 0 4 �1022 Pa s). (B) The scenario assuming that the Antarctic ice sheet
contributes an equivalent eustatic sea-level rise of 15 m to the event (as in the predictions shown by
red lines in Fig. 2).
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itational effect of the surface mass load as the

Antarctic proportion of the mwp-IA source is

increased reduces the magnitude of the sea-

level rise across the event at the three southern

sites (30, 36). In addition, the viscoelastic re-

sponse of the planet plays an important role in

the isostatic adjustment following mwp-IA.

Maps of the predicted sea-level change over

the past 13 cal kyr (i.e., relative sea-level

change since Lateglacial time) for the scenar-

ios in which the Antarctic ice complex con-

tributes either 0 or 15 m to mwp-IA (Fig. 3)

indicate a significant change in the geometry

of the associated GIA effects. Each map is

plotted relative to the prediction at Barbados.

The observed relative sea level of markers

of age È13 cal kyr BP at Barbados, Tahiti,

Huon Peninsula, and Sunda Shelf are all at

a depth of È60 m (Figs. 1 and 2). In the

scenario where Antarctic mass flux domi-

nates the mwp-IA event (Fig. 3B), the

predicted zero contour passes close to each

of these sites and thus the 13 cal kyr BP

relative sea-level markers are fit by this

scenario. In contrast, the dominant North

American source for mwp-IA yields sig-

nificantly more discrepant predictions at these

four sites (Fig. 3A).

We considered two additional mwp-IA

source scenarios: a global distribution of

sources based on the BAll–ICE-3G[ scenario

described in (30) and a northern hemisphere

source distribution based on the BNorth–ICE-

3G[ scenario described in (30) (fig. S2). The

northern hemisphere model produces a fit

very similar to that generated for the case of

a dominant North American source, giving a

relatively high c2 value of 15.7 over the Late-

glacial period (compare this with fig. S1B).

In comparison, the global source model

provides an improved fit (c2 of 8.5) but there

remain systematic discrepancies at Huon

Peninsula and Sunda Shelf that are resolved

when a larger (15-m) Antarctic contribution

is adopted.

We conclude that the Lateglacial far-field

sea-level record is a powerful constraint for

testing a range of plausible mwp-IA source

scenarios and that a substantial Antarctic

contribution is a robust requirement of the

data.

Inspection of the Barbados sea-level

record has led to suggestions of a meltwater

event (mwp-IB) with onset at 11.5 cal kyr

BP; however, the existence of the event has

remained controversial (5, 37). To explore

this issue, we altered our optimal ice model

(15-m Antarctic scenario) to consider two

models that include the mwp-IB event (fig.

S3). The revised models produce a moder-

ately improved fit to the early Holocene

sea-level record at Barbados, but they

introduce large discrepancies in the records

at Tahiti and the Huon Peninsula over the

same time period. Thus, our analysis does

not support the existence of the mwp-IB

event.

We show that long-debated discrepan-

cies between predictions and observations

of Lateglacial sea levels at Tahiti, Huon

Peninsula, and Sunda Shelf can be recon-

ciled by adopting both a relatively high

lower mantle viscosity and a large (È15-m

eustatic) contribution to mwp-IA from the

Antarctic ice sheet. This conclusion is contrary

to previous suggestions that the discrepancy

is due to uncertainties in the habitation depth

of coral species or errors in the tectonic cor-

rections applied to the raw sea-level markers

(11, 13). Our results focus further attention

on the Antarctic ice sheet as a key trigger

for climatic events that led the Earth sys-

tem out of the previous glacial period (32),

and they add to our growing understanding

(9, 10) of the complex space-time mapping

between ice sheet ablation and global sea-

level change.
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Antagonistic Control of Disease

Resistance Protein Stability

in the Plant Immune System
Ben F. Holt III,1* Youssef Belkhadir,1* Jeffery L. Dangl1,2,3,4.

Pathogen recognition by the plant immune system is governed by structurally
related, polymorphic products of disease resistance (R) genes. RAR1 and/or
SGT1b mediate the function of many R proteins. RAR1 controls preactivation
R protein accumulation by an unknown mechanism. We demonstrate that
Arabidopsis SGT1b has two distinct, genetically separable functions in the
plant immune system: SGT1b antagonizes RAR1 to negatively regulate R pro-
tein accumulation before infection, and SGT1b has a RAR1-independent function
that regulates programmed cell death during infection. The balanced activities
of RAR1 and SGT1, in concert with cytosolic HSP90, modulate preactivation R
protein accumulation and signaling competence.

Specificity in the Arabidopsis immune system

relies on È125 polymorphic disease resistance

(R) genes, many of which encode NB-LRR

proteins containing nucleotide binding sites

and leucine-rich repeats. NB-LRR proteins

Brecognize[ pathogen proteins that can con-

tribute to pathogen virulence in the absence

of host recognition. When recognized by the

plant, these are termed avirulence (Avr) pro-

teins. Pathogens from various kingdoms trigger

similar NB-LRR-mediated defense responses.

Conserved plant proteins control NB-LRR sig-

naling (1, 2). These include RAR1, SGT1, and

cytosolic HSP90, each identified by reces-

sive mutations and/or gene silencing in bar-

ley, Arabidopsis, potato, tobacco, and tomato

(3–8).

RAR1 plays a generic role in maintaining

preactivation NB-LRR protein levels (9–11)

(see below). However, rar1 mutants suppress

the resistance function of only a subset of

1Department of Biology, 2Curriculum in Genetics,
3Department of Microbiology and Immunology,
4Carolina Center for Genome Sciences, University of
North Carolina, Chapel Hill, NC 27599, USA.
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Fig. 1. SGT1b antago-
nizes RAR1 to control
RPS5-mediated disease
resistance. (A) Pseudo-
monas syringae pv. to-
mato (Pto DC3000)
carrying empty vec-
tor (EV) or express-
ing avrPphB (to trigger
RPS5) or avrRpm1 (to
trigger RPM1) was in-
filtrated into leaves
at È1 � 105 colony
forming units (CFU)/ml.
Photos of disease symp-
toms were taken 5 days
postinoculation (dpi).
Plant lines, alternative
alleles tested, extended
protocols, and geno-
typing are described in
(30). (B) Plants (genotypes listed at bottom; mutant
loci in red) were hand inoculated (bacterial strains
listed above each panel) as in (A) and bacterial
growth was assessed 3 dpi. Values are mean CFU/ml
T 2 SE. (C) The upper half of each leaf was infiltrated
as in (A) with 1 � 108 CFU/ml. At these higher
inoculum levels [compare to (A)], HR is readily
observed as tissue collapse before the onset of
disease symptoms. For photographic purposes,
we used trypan blue, which gives dark staining in
regions of the leaf undergoing cell death (repre-
sentative trypan leaves shown). Numbers of
leaves scored as positive for HR out of the total
examined for each genotype are listed below the
trypan blue–stained leaves. (D) Plants were
inoculated as in (A). In addition to Col-0 rar1-21

[rar1 allele used in (A)], we tested additional Arabidopsis ecotypes and rar1 alleles. As controls for
mutant lines with reduced basal resistance, we inoculated enhanced disease susceptibility (eds1)
mutants.

R E P O R T S

www.sciencemag.org SCIENCE VOL 309 5 AUGUST 2005 929

mailto:dangl@email.unc.edu
http://www.sciencemag.org


NB-LRR proteins. A Bthreshold model[ can

explain the discrepancy between genetic re-

quirements for RAR1 and its apparent biochem-

ical function (11). Thus, RAR1-Bindependent[

NB-LRR proteins accumulate to relatively

high steady-state levels and remain above a

threshold required for efficient defense ac-

tivation even when destabilized in a rar1

background. In contrast, RAR1-Bdependent[

NB-LRR proteins accumulate to relatively

low levels that fall below a critical thresh-

old in rar1 mutants. Consistent with the

semidominant nature of many R-mediated re-

sponses, the threshold model predicts that

NB-LRR proteins are quantitative, response-

limiting regulators. Cytosolic HSP90 is an ad-

ditional determinant of steady-state NB-LRR

protein accumulation (12). RAR1 likely collab-

orates with cytosolic HSP90 as a co-chaperone

maintaining signal-competent NB-LRR pro-

teins (13–16).

In yeast, SGT1 functions in kinetochore

and SCF ubiquitin-ligase assembly (17–19).

Arabidopsis has two SGT1 paralogs, SGT1a

and SGT1b (78% amino acid identity), but

only sgt1b mutations suppress NB-LRR func-

tion (7, 8, 20). RAR1, SGT1, and HSP90

interact in vivo, and RAR1 and SGT1 each in-

teract with subunits of the COP9 signalosome,

a likely proteasome lid complex (5, 14, 20).

Further, SGT1 interacts with SCF ubiquitin

ligase components, provoking speculation that

SGT1 mediates the degradation of negative

regulators of plant immune function (20). Con-

comitant losses of RAR1 and SGT1b additive-

ly impair function of the Arabidopsis NB-LRR

protein RPP5 (7), suggesting separable activ-

ities for these two genes. Accordingly, we de-

fine a RAR1-independent SGT1b function in

programmed cell death. Unexpectedly, how-

ever, our data also demonstrate that SGT1b

can negatively regulate NB-LRR protein ac-

cumulation, and that this activity is antago-

nized by both RAR1 and HSP90.

The Arabidopsis NB-LRR proteins RPM1,

RPS2, and RPS5 confer resistance to Pseudo-

monas syringae. Each is impaired in rar1

(10, 20, 21), but unaffected in sgt1a or sgt1b

(7, 22) (Fig. 1, A and B). Unexpectedly,

RPS5 function, but not RPM1 or RPS2 func-

tion, was recovered in rar1 sgt1b (Fig. 1, A

and B; RPS2 data not shown). None of the

rar1 mutant phenotypes were recovered in

rar1 sgt1a. Therefore, SGT1b mediates the

loss of RPS5 function in rar1, whereas SGT1a

and SGT1b may act redundantly in this process

for RPM1 and RPS2 (6).

NB-LRR activation often triggers a rapid

localized programmed cell death, called the

hypersensitive response (HR) (23). The HR

likely limits the growth of biotrophic fungi

and oomycetes (4, 21, 24, 25), although its

role in resistance to bacterial pathogens is un-

clear. RAR1 is required for RPS5-, RPM1-,

and RPS2-mediated HR (10). Of these, only

the RPS5-mediated HR additionally required

SGT1b (Fig. 1C; fig. S1A). Neither RPS5-,

RPM1-, nor RPS2-dependent HR were restored

in rar1 sgt1b. Using the oomycete parasite

Peronospora parasitica, we extended these find-

ings to two additional NB-LRR functions (RPP4

and RPP31; fig. S1, B to E). Thus, SGT1b

can control the HR in a RAR1-independent

manner. Further, NB-LRR–mediated disease

resistance and HR are genetically separable.

Notably, rar1 mutations in different ge-

netic backgrounds allowed enhanced growth

of the virulent bacterial strain P. syringae

(Pto) DC3000 (Fig. 1, B and D). These data

demonstrate a role for RAR1 in basal resist-

ance, an ostensibly R-independent response that

limits pathogen spread in susceptible plants

(1). This rar1 phenotype is also suppressed

in rar1 sgt1b, but not rar1 sgt1a (Fig. 1D).

Therefore, SGT1b also antagonizes RAR1 in

the control of basal resistance. Given that the

only known function for RAR1 is to promote

NB-LRR protein accumulation, then NB-LRR

proteins also are very likely to function in

basal resistance.

Requirements for RAR1 and SGT1b have

been defined for NB-LRR genes that confer

resistance to different isolates of the oo-

mycete parasite Peronospora parasitica (Pp)

(table S1). RPP8 was weakly impaired by

rar1, as indicated by low levels of asexual

parasite sporulation (Fig. 2, A and B). We bred

isogenic plants hemizygous for an RPP8 trans-

gene (RPP8/-) in each mutant background to

determine whether the small phenotypic ef-

fect of rar1 might depend on RPP8 dosage.

RPP8/j rar1 plants exhibited increased sus-

ceptibility as compared to homozygous con-

trols, supporting the threshold model (11).

RPP8/j rar1 sgt1b plants were completely

resistant, indicating that SGT1b mediates sus-

ceptibility in RPP8/j rar1. As with RPP4,

RPP31, and RPS5, these data are inconsistent

with the hypothesis that RAR1 and SGT1 act

additively in all NB-LRR–mediated disease

resistance responses.

Fig. 2. SGT1b antagonism of RAR1 is generalizable to several NB-LRR resistance specificities. (A)
Seven- to 10-day-old cotyledons of rpp8 plants expressing a stable RPP8 transgene were inocu-
lated with the asexual spores of Peronospora parasitica (Pp) isolate Emco5 (40). Representative,
trypan blue–stained leaves are shown to illustrate cell death and Pp structures (hyphae, asexual
sporangiophores). (B) Asexual sporangiophores were quantified 7 dpi on at least 50 cotyledons for
each of the indicated genetic backgrounds. The numbers below each tested genotype (key geno-
types shown in red) represent mean sporangiophores/cotyledon (T 2 SE).
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To further investigate the recovery of RPS5-

mediated disease resistance in rar1 sgt1b, we

constructed isogenic lines expressing hemag-

glutinin (HA) epitope-tagged RPS5 driven

by the native promoter in the La-er ecotype

(an rps5 null) (26). RPS5:HA accumulated ex-

clusively in the microsomal fraction of wild-

type, rar1, and sgt1b, and its accumulation

was greatly diminished in rar1 (Fig. 3A).

These results are similar to previous obser-

vations for RPM1 and RPS2 (9, 10, 27, 28).

Unregulated NB-LRR expression can be

lethal, suggesting that R protein accumulation

must be fine tuned to provide rapid responses to

infection while minimizing aberrant signaling.

Dose dependence ofMLA1 (11) andRPP8 (Fig.

2) suggested that NB-LRR–mediated responses

should be proportional to their steady-state

protein accumulation levels. To test this hypoth-

esis, we used the inherent variability of

RPS5:HA accumulation in 10 independent

transgenic lines. After Pto DC3000 inoculation,

random RPS5:HA rps5 transgenic plants were

ordered according to HR timing, from no HR to

rapid HR. Protein samples from this pheno-

typically ordered set of plants demonstrated that

increasing RPS5:HA protein levels correlated

with faster HR (Fig. 3B). Thus, the levels of

RPS5, and presumably other NB-LRR proteins,

can be rate limiting for response rapidity. These

data further support the RAR1-mediated thresh-

old model for NB-LRR function (11).

We quantified RPS5:HA accumulation in

individual, first-generation transgenic plants of

each relevant genotype (Fig. 3C). RPS5:HA

accumulated to readily detectable, equivalent

mean levels in La-er wild type and sgt1b,

but to only 13% of wild-type levels in rar1.

RPS5:HA accumulation was restored to È60%

of wild-type levels in rar1 sgt1b. By contrast,

and as expected from the lack of RPM1 func-

tional recovery (Fig. 1B), RPM1:Myc did not

reaccumulate in rar1 sgt1b (Fig. 3D).

We created genetic controls to confirm

the antagonistic roles of RAR1 and SGT1b

in RPS5 accumulation. A rar1/rar1 transgenic

parental line expressing low, but measurable

RPS5:HA was used to generate RPS5:HA

Fig. 3. RAR1 and SGT1 act antagonistically to
control RPS5 protein accumulation. (A) Tissue
samples for protein blot analysis were taken
from independent, F1 plants transformed with
an HA epitope–tagged RPS5 transgene [RPS5:HA
(30)]. Protein was separated into total (T), sol-
uble (S), and membrane (M) fractions (28).
Ascorbate peroxidase and RIN4 antibodies were
used as controls for the cytoplasmic and mem-
brane fractions, respectively (41, 42). Equal load-
ing for all protein samples in Fig. 3 was ensured by
protein quantification before loading and Ponceau
Red staining of nitrocellulose membranes after
transfer. (B) Total protein extracts were iso-
lated from 10 independent, F1 Col-0 rps5 mu-
tants transformed with the RPS5:HA transgene.
Before protein blot analysis, four leaves per
plant were visually scored for HR (as in Fig. 1C)
at 12 and 20 hours (%HR@12 or 20 hrs). Mean
relative RPS5:HA protein accumulation (MRA)
levels were quantified using ImageJ (version
1.31) (43). All values were transformed such
that the weakest RPS5:HA-expressing plants
(first three lanes on blot) were equalized to
MRA 0 1.0. (C) La-er (rps5) ecotype plants and
the rar1, sgt1b, and rar1 sgt1b mutants [also
in La-er (30)] were transformed with the
RPS5:HA transgene. Individual, F1 transfor-
mants were selected in each genetic background,
and RPS5:HA protein accumulation was visual-
ized by protein blot. MRA values were trans-
formed such that pooled values from the
wild-type La-er ecotype was set to 1.0. Symbols
above rar1 and rar1 sgt1b lanes are explained
in (E). (D) A stable RPM1:Myc transgenic line
(28) was crossed to the rar1 sgt1b mutant.
Indicated genotypes were selected by poly-
merase chain reaction from the F2 population
and examined by protein blot analysis as in
(C). The lane designated with an asterisk (*)
represents the parental RPM1:Myc line. (E) A
La-er RPS5:HA/- rar1/rar1 transformant [male;
(0) in (C)] was crossed to either La-er rar1/rar1
or La-er RAR1/RAR1 (females in each cross).
Similarly, a La-er RPS5:HA/- rar1/rar1 sgt1b/

sgt1b transformant [male; (
&

) in (C)] was
crossed to either La-er rar1/rar1 sgt1b/sgt1b

or La-er rar1/rar1 SGT1b/SGT1b (females). The
resulting genotypes are shown above each
lane. The first lane of each pair recapitulates the original parental geno-
type, and the second represents altered gene dosages of either RAR1 or
SGT1b (red text). The secondary antibody reacting band further dem-
onstrates equal loading. Relative accumulation (RA) levels were trans-
formed such that the parental lane in each comparison equals 1.0. (F)
Stable, nonsegregating rps5 rar1 sgt1b triple-mutant plants were isolated

and tested for disease resistance as in Fig. 1B. (G) Leaves were infiltrated
with either dimethyl sulfoxide (DMSO) alone or 10 mM geldanamycin
(GDA; A.G. Scientific, San Diego, CA) dissolved in DMSO (30). Samples
were collected for protein blot analysis 24 hours after inoculation (sim-
ilar results were seen at 18 hours). GDA did not alter RPS2:HA accumu-
lation (data not shown) (30).

R E P O R T S

www.sciencemag.org SCIENCE VOL 309 5 AUGUST 2005 931

http://www.sciencemag.org


RAR1/rar1 and sibling control F
1
plants (Fig.

3E, first two columns). RPS5:HA accumula-

tion was restored more than sevenfold in the

RAR1/rar1 heterozygote. Similarly, a rar1

sgt1b transgenic parent that accumulated high

levels of RPS5:HA was used to generate

RPS5:HA rar1/rar1 SGT1b/sgt1b and sibling

control F
1
plants (Fig. 3E, third and fourth col-

umns). The presence of a single copy of wild-

type SGT1b resulted in 2.5 fold less RPS5:HA

than in sibling controls. Importantly, disease

resistance observed in RPS5 rar1 sgt1b (Fig. 1,

A and B) was lost in an rps5 rar1 sgt1b triple

mutant (Fig. 3F), demonstrating a direct link

between restoration of RPS5 function and

RPS5 protein levels. Collectively, these data

demonstrate that RAR1 is a positive regulator,

and SGT1b a negative regulator, of RPS5 ac-

cumulation. We envision that the recovery we

observed for other NB-LRR functions in rar1

sgt1b (Fig. 2 and fig. S1, B to E) follows the

same mechanism.

Reduction of cytosolic HSP90 function

negatively affects steady-state accumulation

of NB-LRR proteins (12, 14). We used the

HSP90-specific inhibitor geldanamycin (GDA)

(29) to examine RPS5:HA and RPM1:Myc

protein accumulation in wild-type and sgt1b

plants. GDA infiltration into wild-type leaves

typically resulted in reduced RPS5:HA and

RPM1:Myc protein accumulation, but did not

eliminate disease resistance function (Fig. 3G)

(30). GDA did not affect accumulation of

either NB-LRR protein in sgt1b. Thus, elim-

ination of RAR1 or inhibition of HSP90 activity

is sufficient to lower NB-LRR protein accumu-

lation through an unknown mechanism. In both

cases, SGT1b can mediate this outcome.

Notably, RPM1:Myc destabilization mediated

by GDA is SGT1b dependent, whereas its

destabilization in rar1 is not. This contrasts

with RPS5:HA, suggesting that antagonism

between RAR1-HSP90 and SGT1b is fine

tuned for different NB-LRR proteins.

Our findings challenge suggestions of sig-

naling functions for RAR1 and SGT1b in NB-

LRR–mediated disease resistance. Restoration

of RPS5-, RPP4-, RPP8-, and RPP31-mediated

functions in rar1 sgt1b prove that RAR1 and

SGT1b are not required for disease resistance

signaling per se. Additionally, we show that

SGT1b has a RAR1-independent function as

a positive regulator of RPP4-, RPP31-, and

RPS5-mediated HR. A general role for SGT1b

in HR is now well established (6, 31), and we

speculate that an efficient HR requires SGT1b-

dependent elimination of an unidentified nega-

tive regulator. This SGT1b function would be

particularly relevant in cases where HR plays a

key role in limiting pathogen spread, explaining

why some NB-LRR proteins exhibit additive

requirements for RAR1 and SGT1b. In such

cases, the lack of NB-LRR accumulation in

rar1 sgt1b coupled to an inefficient HR

would result in enhanced pathogen growth.

RAR1 and HSP90 are positive regulators of

NB-LRR protein steady-state accumulation

E(9–12, 14) and this work^. As such, RAR1

and HSP90 may determine whether NB-LRR

proteins are functional in disease resistance or

marked for degradation. Cytosolic HSP90

transiently binds nonnative Bclient[ proteins to

assist in proper folding (32, 33). Active folding

of HSP90 client proteins is regulated by cycles

of adenosine 5¶-triphosphate (ATP) binding and

hydrolysis that are, in turn, modulated by co-

chaperones. In addition to modulating ATP

hydrolysis, co-chaperones also guide HSP90

client specificity. Therefore, HSP90 apparently

processes and/or maintains NB-LRR proteins to

a signal-competent conformational state, with

RAR1 acting as a co-chaperone.

Yeast SGT1 transiently links HSP90 to the

inner kinetochore complex (CBF3), balancing

CBF3 assembly and turnover (34). Specific

mutations that Btrap[ SGT1 in CBF3 com-

plexes result in reduced CBF3 accumulation.

This is consistent with our finding that elim-

ination of SGT1b can reduce NB-LRR turn-

over. We speculate that RAR1 defines a

regulatory checkpoint protecting HSP90-

associated NB-LRR proteins from SGT1b-

mediated degradation. In rar1 mutants, this

degradation pathway becomes the default,

perhaps through direct interaction of HSP90-

associated NB-LRR proteins with an SCF-

bound SGT1 (11, 35, 36).

Coupling of folding and degradation fates

has previously been demonstrated for the HSP90

clients glucocorticoid hormone receptor (GR)

and cystic fibrosis transmembrane conduct-

ance regulator (CFTR) (37, 38). GR or CFTR,

in complex with HSP70/HSP90, are degraded

when these complexes associate with CHIP

(carboxy-terminus of HSP70 interacting pro-

tein), a member of the U-box family of ubiq-

uitin ligases. Mutations in CHIP that eliminate

ubiquitin ligase function dominantly inter-

fere with ubiquitination and subsequent GR/

CFTR degradation. Like SGT1, CHIP has

several tetratricopeptide repeats (TPRs) that

are required for HSP70/HSP90 association

(15, 19, 37). Therefore, like CHIP, SGT1-

SCF complexesmight couple NB-LRRproteins

to the cellular degradation machinery (39). It

remains unclear whether changes in NB-LRR

accumulation are due to proteasome-dependent

degradation or an alternative protein turnover

mechanism such as endocytosis. Nevertheless,

we anticipate that our genetic results will in-

form subsequent biochemical experiments.
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Stem Cell Depletion Through

Epidermal Deletion of Rac1
Salvador Aznar Benitah,1 Michaela Frye,1 Michael Glogauer,2

Fiona M. Watt1*

Mammalian epidermis is maintained by self-renewal of stem cells, but the
underlying mechanisms are unknown. Deletion of Rac1, a Rho guanosine tri-
phosphatase, in adult mouse epidermis stimulated stem cells to divide and
undergo terminal differentiation, leading to failure to maintain the interfollic-
ular epidermis, hair follicles, and sebaceous glands. Rac1 exerts its effects in the
epidermis by negatively regulating c-Myc through p21-activated kinase 2
(PAK2) phosphorylation. We conclude that a pleiotropic regulator of cell
adhesion and the cytoskeleton plays a critical role in controlling exit from the
stem cell niche and propose that Rac and Myc represent a global stem cell
regulatory axis.

Mammalian epidermis is maintained by prolif-

eration of stem cells and differentiation of their

progeny along the lineages of the interfollicu-

lar epidermis (IFE), sebaceous gland (SG), and

hair follicle (HF) (1). Although studies of cul-

tured keratinocytes have established the im-

portance of extracellular matrix adhesion in

regulating the onset of terminal differentiation,

targeted deletion of the major keratinocyte

integrins in vivo does not give the stem cell

depletion phenotypes anticipated (2). Epider-

mal stem cell depletion does occur on acti-

vation of c-Myc (3–5), which not only causes

reduced integrin expression but also decreased

expression of actin cytoskeleton components

(6). This suggests that maintenance of the stem

cell compartment depends not only on integrin

engagement but also on pleiotropic down-

stream effectors that affect the cytoskeleton,

such as Rac1. We therefore investigated the

consequences of epidermal deletion of Rac1

(7, 8), by applying 4-hydroxy-tamoxifen

(4OHT) to the skin of mice expressing floxed

Rac1 alleles (9) together with CreER under the

control of the keratin 14 promoter (10).

In wild-type mouse epidermis, Rac1 pro-

tein (Fig. 1A and fig. S1A) and mRNA (Fig.

1B) were highly expressed in the basal, un-

differentiated layer of the IFE. As expected,

4OHT treatment of transgenic mice led to the

loss of Rac1 expression (Fig. 1C and fig. S2A).

In wild-type HFs, staining for Rac1 was most

intense in the bulge, which constitutes a stem

cell reservoir (11, 12), and at the base of the

follicle, the bulb (Fig. 1D and fig. S1A). Rac1

expression in the bulge did not change during

the hair cycle, but expression in the bulb ex-

panded as the bulb enlarged in growing

follicles (13). Rac1 expression was elevated

in papillomas and squamous cell carcinomas

(fig. S1, B to D), which are believed to arise

from epidermal stem cells (1).

In human IFE, there was strong expression

of Rac1 in the basal layer, and colocalization

with the hemidesmosomal integrin a6b4 at the

ventral plasma membrane (Fig. 1, E and F).

Rac1 expression was particularly high in clus-

ters of basal cells enriched in stem cells (14)

(fig. S1, E and F) and was elevated in

squamous cell carcinomas (fig. S1, G and H).

When cultured human epidermal cells were

transducedwithRac1RNA interference (RNAi),

clonal growth was greatly reduced (Fig. 1G),

and expression of terminal differentiation

markers such as transglutaminase 1 increased

(fig. S3H). Conversely, transduction with active

Rac1 (Rac1QL) increased the proportion of

cells capable of clonal growth (Fig. 1G).

The dorsal skin of K14CreER/floxed Rac1

mice treated with 4OHT showed three distinct

phenotypes, designated early, middle, and late

(Fig. 1, H to K, and figs. S2, B to D and S3, A

to D). After 3 to 5 days (early), there was

thickening of the IFE with increased numbers

of living and cornified cell layers (Fig. 1, H

and I), and the infundibulum, at the junction

between the IFE and HF, was expanded (fig.

S3B). After 7 to 9 days (middle), there was

disorganization and decreased cellularity of the

IFE basal layer, together with cell enlargement

(Fig. 1J). SGs were also enlarged and dis-

organized (fig. S3C). After 11 to 15 days, the

late phenotype developed: partial or complete

loss of viable IFE cell layers (Fig. 1K), dim-

inution of the HF bulb, and degeneration of the

infundibulum into cysts (fig. S3D). Rac1 dele-

tion also caused pronounced defects in the HF

growth cycle (fig. S2E). In the early stage of
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don Research Institute, 44 Lincoln’s Inn Fields,
London WC2A 3PX, UK. 2Faculty of Dentistry,
University of Toronto, College Street, Toronto M5S
1A8, Canada.

*To whom correspondence should be addressed.
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Fig. 1. Epidermal Rac1 expression and effects of Rac1 deletion. (A) Rac1 expression in wild-type
mouse back skin (green fluorescence, Rac1; red fluorescence, involucrin, a terminal differentiation
marker; the bracket denotes IFE). (B) Rac1 mRNA in tongue epithelium (the bracket denotes IFE).
(C) Absence of Rac1 protein in K14CreER/floxed Rac1 (Rac1KO) dorsal epidermis treated with
4OHT for 7 days (the dotted line indicates the basement membrane). (D) Rac1 protein in wild-
type mouse tail epidermis (wholemount; SG, sebaceous gland; Blg, bulge; Blb, bulb; SG staining is
nonspecific). (E and F) Human IFE basal layer with (E) Rac1 expression and (F) hemidesmosomal
integrin a6b4 (a6) expression. (G) Clonal growth of primary human keratinocytes transduced with
empty vector (pBabe), Rac1 RNAi (Raci), or Rac1QL (Rac1). (H to K) Hematoxylin and eosin–
stained sections of K14CreER/floxed Rac1 back skin treated with acetone (control) or 4OHT to
induce the early, middle, and late phenotypes. Brackets denote IFE; arrows, cells in the IFE basal
layer. Scale bars, [(A) to (C) and (H) to (K)],100 mm; (D) 2 mm; [(E) and (F)], 1 mm.
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Rac1 deletion, the size of hemidesmosomes

decreased (fig. S3, E and F); subsequently,

hemidesmosomes were reduced in number and

rudimentary in structure (fig. S3G).

The phenotype of Rac1 deletion in vivo

and in culture suggested that exit from the

stem cell compartment was induced. If so, a

transient increase in proliferation would be

expected, as cells enter the transit-amplifying

compartment, followed by a decrease as transit-

amplifying divisions are exhausted and cells

undergo terminal differentiation (1, 2). At 3 to

5 days after 4OHT treatment, there was

increased proliferation (Fig. 2, A and E),

whereas from day 7 onwards there were fewer

Ki67-positive cells than in control epidermis

(Fig. 2I and fig. S4A). The number of supra-

basal layers expressing the IFE differentiation

marker, keratin 10 (15), increased in the early

phase of Rac1 deletion (Fig. 2, B and F); at

later times, keratin 10 expression extended into

the basal layer (Fig. 2J and fig. S4B).

Consistent with the loss of hemidesmosomes

(fig. S3G), a6b4 integrin expression was

progressively reduced (Fig. 2, C, G, and K,

and fig. S4C). Whole mounts of tail epidermis

revealed an early increase in terminally differ-

entiated sebocytes (Fig. 2, D and H), reminis-

cent of the consequences of activating Myc

(3, 6, 15), followed by progressive sebocyte

loss (Fig. 2L and fig. S4D). Rac1 deletion led

to thickening of the infundibulum (Fig. 2L,

arrow) and loss of the bulb, confirmed by

reduced CDP (CCAAT displacement protein)

expression (15) (fig. S4, E and F). Although

Rac1 is a potent pro-survival signal (7), there

was no increase in apoptosis in Rac1 null epi-

dermis (fig. S4, G and H).

To confirm that Rac1 deletion led to de-

pletion of the stem cell compartment, we exam-

ined three HF bulge markers: K15, CD34, and

high a6b4 integrin expression (11, 12, 15). All

showed a substantial reduction after prolonged

4OHT treatment (Fig. 3, A to F, and fig. S5, A

to D). By 9 days, the number of CD34þ cells

expressing high levels of a6 decreased from

8% to 4% (Fig. 3, A and B), and cell surface

levels of each protein were reduced (Fig. 3, C

and D). b1 integrins, which are uniformly

expressed along the HF (15), were unaffected

by Rac1 loss (fig. S5, E and F), providing an

explanation for why epidermal detachment

from the basement membrane did not occur.

A subpopulation of HF bulge stem cells

can be identified as bromodeoxyuridine label–

retaining cells (LRCs) (16). During the early

response to Rac1 deletion, LRCs divided (Fig.

3, G and H) and the LRC zone expanded,

extending from the infundibulum to the bulb

(Fig. 3, I and J, brackets). The proportion of

LRCs that were in the S (2.6% versus 0.7%) or

G2þM (5.5% versus 2.9%) phase of the cell

cycle increased relative to control epidermis

(Fig. 3, G and H). Continued proliferation of

LRCs (Fig. 3K) eventually resulted in loss of

the label, correlating with the appearance of

infundibulum cysts (Fig. 3L, arrow).

Additional evidence for stem cell depletion

came from the clonal growth of epidermal cells

in culture. Treatment of cultured K14CreER/

floxed Rac1 keratinocytes with 4OHT com-

pletely inhibited clonal growth (fig. S5G), and

colony formation was rescued by Rac1QL (Fig.

1G and fig. S5G).

Rac1 exerts its biological effects through

specific downstream effectors, such as PAK2

(8), which negatively regulates c-Myc (17).

Because Myc activation causes epidermal stem

cell depletion in vivo (3, 4) and in culture (18),

we investigated whether Rac1 deletion affected

Myc expression. During the early phase of Rac1

deletion, c-Myc expression increased (Fig. 4, A

to C, and fig. S6A); conversely, when Myc

was activated in K14MycER transgenic mice

(3), expression of Rac1 was down-regulated

(Fig. 4D and fig. S6B). Overexpression of

activated Rac1 in human keratinocytes blocked

Myc-induced terminal differentiation (Fig.

4E). Activated Rac1 prevented the decrease

in clonal growth (Fig. 4F) and a6 integrin ex-

pression (fig. S6D) that occurs on Myc acti-

vation (6, 18).

Phosphorylated PAK2 colocalized with

Rac1 in the basal layer of human IFE (fig.

S6, E and F), and PAK2 bound and phos-

phorylated c-Myc in keratinocytes (fig. S6C).

When Rac1QL was introduced into cultured hu-

man keratinocytes, phosphorylation of PAK2

increased (fig. S6G). To investigate whether

Rac1 blocked the effects of Myc through

PAK2, we introduced two 4OHT-inducible

Mycmutants into cultured human keratinocytes:

MycAER (T358A/S373A/T400A), which can-

not be phosphorylated by PAK2, and MycDER

(T358D/S373D/T400D), which mimics consti-

tutive phosphorylation of PAK2 sites (17). The

effects of MycAER on epidermal differentiation

(Fig. 4G) and a6 integrin expression (Fig. 4I)

were similar to the effects of wild-type MycER

(Fig. 4, G and H). In contrast, MycDER did

not stimulate differentiation (Fig. 4G) and

increased a6 integrin expression (Fig. 4J).

Activation of MycER increases the propor-

tion of transit-amplifying cells, which give rise

to abortive clones consisting of large, termi-

nally differentiated keratinocytes (18) (fig. S6,

H and I). Clones of cultured human keratino-

cytes expressing MycAER resembled MycER

clones (fig. S6, I and J). In contrast, MycDER

clones (fig. S5K) resembled clones expressing

Rac1QL (fig. S6L), with a high proportion of

small, undifferentiated keratinocytes. Rac1QL

rescued MycER clones from differentiation

(fig. S6M), and the combination of Rac1QL

and MycDER also gave rise to undifferentiated

clones (fig. S6O). However, MycAER blocked

the action of constitutively active Rac1 (fig.

S6N), supporting the conclusion that the antag-

onistic effect of Rac1 on Myc involves PAK2.

Fig. 2. Deletion of Rac1 triggers transient proliferation followed by terminal differentiation. K14CreER/
floxed Rac1mice were treated with (A to D) acetone (control) or with 4OHT to induce (E to H) early or
(I to L) late phenotypes. Immunostaining is shown for Ki67, keratin 10 (K10), and a6 integrin in
sections of dorsal epidermis. The arrows in (A) and (E) denote Ki67-positive cells; the arrow in (D)
denotes the SG; the arrow in (J) denotes K10-positive basal cells; and the arrow in (L) denotes the
infundibulum cyst. The dotted lines indicated the basement membrane. Differentiated sebocytes were
detected with Nile Red (NR) in whole mounts of tail epidermis. Blue fluorescence, 4¶,6-diamidino-2-
phenylindole (DAPI) nuclear counterstain. In (H), sebocytes detached from the SG during processing.
Scale bars, 100 mm.
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We conclude that deletion of Rac1 from

adult mouse epidermis leads to rapid depletion

of stem cells. Rac1 is a pleiotropic regulator of

many cellular processes, including integrin and

growth factor signaling and cell-cell adhesion

(7, 8). Nevertheless, one key mechanism by

which Rac1 maintains epidermal stem cells is by

negatively regulating Myc through PAK2 phos-

phorylation. Although Myc is a proto-oncogene,

it promotes differentiation of epidermal and

hemopoietic lineages, disrupting adhesive in-

teractions between stem cells and their niche (5).

In these tissues, either Rac deletion (19, 20)

or Myc activation (5) depletes the stem cell

compartment. Conversely, in intestinal epitheli-

um, Myc promotes self-renewal (5) and Rac1

stimulates differentiation (21). Thus, although

their precise roles are undoubtedly dependent

on cellular context, Rac and Myc appear to

represent a global stem cell regulatory axis.

The consequences of Rac1 deletion in the

epidermis demonstrate that cell adhesion and

the cytoskeleton regulate not only tissue

organization but also differentiation. Further-

more, they suggest that, in addition to promot-

ing invasion (7, 8), increased expression of

Rac1 in epithelial tumors may stimulate ex-

pansion of the stem cell compartment and in-

hibit differentiation.
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Fig. 3. Depletion of epidermal stem cells. (A to D) Flow cytometry of a6 integrin and CD34
double-labeled keratinocytes from K14CreER/floxed Rac1 back skin treated with acetone or 4OHT
(for 7 days). FITC, fluorescein isothiocyanate; PE, phycoerythrin. The cell populations denoted by
R1 through R4 in (A) and (B) are also shown in (C) and (D). (E and F) Keratin 15 immuno-
fluorescence of tail epidermal whole mounts from K14CreER/floxed Rac1 mice treated with
acetone or 4OHT (late phenotype). (G and H) Propidium-labeled LRCs. Ac, acetone; 7d, 7 days.
Horizontal lines designated M1, M2, and M3 denote cells with G1, S, and G2þM DNA content,
respectively. (I to L) Tail epidermal whole mounts from K14CreER/floxed Rac1 mice treated with
acetone or 4OHT [(J) and (K), early phenotype; (L) late phenotype]. LRCs are shown in green, and
Ki67 in red. The LRC zone is demarcated by brackets in (I) and (J); arrows show Ki67-positive LRCs
in (K) and the infundibulum cyst in (L). Scale bars, 100 mm.

Fig. 4. Rac1 inhibits c-Myc through PAK2. (A to C) K14CreER/floxed Rac1 or (D) K14MycER
epidermis treated with acetone or 4OHT and stained with antibody to c-Myc (red), Rac1 (green),
and DAPI (blue). The dotted line indicates the basement membrane. (E and F) Rac1 rescues the
effect of c-Myc on (E) human keratinocyte terminal differentiation and (F) clonal growth. Cells
were transduced with empty vector (pB), Rac1QL (R and Rac), and MycER (M and Myc), alone or
together and treated with 4OHT. (E) A Western blot probed for transglutaminase 1 (TGI) or b-
tubulin (b-tub). (G to J) Effects of MycER (M), MycAER (A), and MycDER (D) on (G)
transglutaminase levels and [(H) to (J)] surface a6 integrin expression. FL1-H, fluorescence
attributable to binding of antibody to a6. Scale bar, 100 mm.
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Protein Structures Forming

the Shell of Primitive
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Bacterial microcompartments are primitive organelles composed entirely of
protein subunits. Genomic sequence databases reveal the widespread occur-
rence of microcompartments across diverse microbes. The prototypical bacterial
microcompartment is the carboxysome, a protein shell for sequestering carbon
fixation reactions. We report three-dimensional crystal structures of multiple
carboxysome shell proteins, revealing a hexameric unit as the basic micro-
compartment building block and showing how these hexamers assemble to form
flat facets of the polyhedral shell. The structures suggest how molecular
transport across the shell may be controlled and how structural variations might
govern the assembly and architecture of these subcellular compartments.

Intracellular polyhedral bodies (Fig. 1, A and B)

were first observed in bacteria by electron

microscopy more than 40 years ago (1–3).

These large protein shells, generally ranging in

size from 100 to 200 nm, were initially thought

to be viral particles (4), but the first such struc-

tures isolated from chemoautotrophic bacteria

(5) were filled with the enzyme ribulose bis-

phosphate carboxylase oxygenase (RuBisCO)

and were therefore named carboxysomes. In

organisms where they occur, carboxysomes

compartmentalize most, if not all, of the cel-

lular RuBisCO. Subsequent biochemical char-

acterization demonstrated that carboxysomes

also have associated carbonic anhydrase ac-

tivity, providing localized conversion of bi-

carbonate to CO
2

(6–8), the substrate for

RuBisCO. Carbon fixation may be optimized

by providing a microenvironment rich in CO
2

within a shell that could be less permeable to

RuBisCO_s potent competitive inhibitor, mo-

lecular oxygen (9–11).

Comparative biochemical and genomic

analysis of carboxysomes has revealed that

several small (È10 kD) highly similar homol-

ogous proteins (Fig. 2) are the key com-

ponents of the carboxysome shell (11, 12).

Evolutionarily related proteins have been

identified in several obligately heterotrophic

enteric bacteria (which do not fix CO
2
), en-

coded within operons associated with oxygen-

sensitive enzymatic processes (11, 13–15). In

those organisms, ultrastructural studies con-

firm the presence of carboxysome-like in-

clusions under growth conditions that induce

those operons. Collectively, the shell proteins

of bacterial microcompartments contain a

conserved sequence referred to as the bacterial

microcompartment (BMC) domain. Querying

the sequence databases for similarity to the

BMC domain reveals that the potential to form

proteinaceous compartments is widespread

among the bacteria (fig. S1). Typically, several

genes coding for BMC domain–containing

proteins cluster with genes coding for putative

enzymes or proteins of unknown function; pre-

sumably, they form specialized compartments

for as-yet uncharacterized metabolic processes.

Thus, the microcompartment structure typified

by the carboxysome can be viewed as a form

of primitive organelle, organizing reactions

that require special conditions for optimiza-

tion, such as the sequestration of substrates,

cofactors, or toxic intermediates.

Carboxysomes can be grouped into two

classes, a and b, based on sequence analysis

and gene organization. In b-carboxysomes, the

shell proteins are the ccmK gene products

(named for carbon-concentrating mechanism)

(11, 12, 16). Several species of cyanobacteria

including Synechocystis sp. PCC 6803 contain

four similar genes coding for the CcmK pro-

teins, CcmK1 to 4 (Fig. 2). We have deter-

mined the crystal structures of CcmK2 and

CcmK4 (in two crystal forms), to reveal the

structural fold of the widely distributed BMC

domain. The overall three-dimensional folds of

CcmK4 and CcmK2 are practically identical

(Fig. 3, A and B). Searches of the databases of

known three-dimensional structures (17, 18)

reveal that the N-terminal 80 amino acids of

the BMC domain adopt an a/b fold, observed

in ferredoxin and numerous apparently un-

related proteins. No direct evolutionary link

could be established either by sequence or

structure comparisons, between the BMC do-

main and known viral capsid proteins.

In all three structures visualized, the protein

subunits are arranged in hexameric units about

a central six-fold axis of symmetry (Fig. 3B).

The structure of the BMC domain monomer is

notably wedge-shaped, so that six subunits fit

together to leave only a small central hole.

Monomers of a more spherical shape would

assemble to leave a circular hole about the size
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Fig. 1. (A and B) Transmission electron micrographs (EMs) of cyanobacterium Synechocystis sp. PCC
6803 showing (A) a single cell dividing (scale bar, 200 nm). The polyhedral shape and crystalline
structure distinguishes the carboxysomes from other cytoplasmic inclusions. (B) A single carboxysome
(scale bar, 50 nm). (C) Transmission EMs of purified recombinant BMC domain protein CcmK2, after
precipitation and sonication (scale bar, 50 nm). EMs in (A) and (B) provided by A. M. L. van de Meene,
W. F. J. Vermaas, and R. W. Roberson, School of Life Sciences, Arizona State University.

Fig. 2. A sequence
alignment of the four
BMC domain proteins
in Syn 6803, CcmK1 to
4. Regions of high con-
servation are shaded,
and the protein’s sec-
ondary structure ele-
ments as determined
here are shown (rectan-
gles, a helices; arrows, b
strands). Charged amino acids found in the hexamer pore (Fig. 3, C and D) are underlined.

R E P O R T S

5 AUGUST 2005 VOL 309 SCIENCE www.sciencemag.org936

mailto:yeates@mbi.ucla.edu
http://www.sciencemag.org


of one subunit. The pore at the center of the

CcmK2 hexamer (taking into account atomic

van der Waals radii) is È7 ) in diameter (Fig.

3C). The CcmK4 pore is narrower, È4 ) in

diameter (Fig. 3D). The narrowness of the

hole in the BMC domain hexamer apparently

reflects a functional constraint. A further un-

expected finding is a large net positive electro-

static potential within the central pore. Each of

the six subunits contributes a conserved pos-

itively charged amino acid residue (Arg38 in

CcmK4; Lys36 in CcmK2) to the pore (Fig. 3, C

and D). The energetic cost of bringing together

such a large number of like charges is consider-

able (SOM text). We conclude, from the cost of

creating such a configuration and from its con-

servation in numerous carboxysome shell pro-

teins from different organisms, that the charged

pore serves a functional role in the carboxy-

some, most likely by regulating metabolite flux.

In the crystal structure of CcmK2 and in the

second crystal form of CcmK4, the next level

of subunit organization is evident (Fig. 4).

Owing to their nearly flat edges, the hexa-

meric units fit together readily. For CcmK2,

the hexameric units form a nearly solid mo-

lecular sheet (Fig. 4A). In the second crystal

form of CcmK4, we observe linear strips of

hexamers (Fig. 4B). Two adjacent CcmK4

hexamers can be superimposed on two ad-

jacent CcmK2 hexamers with only a 1.4 )

root mean square difference over 551 Ca

atoms. The arrangement of hexamers in the

CcmK2 sheet leaves only small gaps at the

two-fold and three-fold axes of symmetry in

the layer, where two and three hexameric

units come together. The close packing of the

hexamers in sheets is in marked contrast to

other nonviral hexameric protein assemblies

that have been observed (19). On the basis of

the recurrence of the same interface in dif-

ferent crystal forms, involving distinct subunit

types and of the unusually tight packing

achieved, we argue that the observed packing

arrangement is biologically relevant. The

sheet structure suggests that the carboxysome

shell is roughly 2 to 3 nm thick. According to

the spacing of subunits in the hexagonal sheet,

a microcompartment with a diameter of 150

nm (Fig. 1B) would contain some 10,000

BMC domain proteins in its outer shell.

In addition to the hexameric pore, the gaps

between hexamers may serve as conduits for

metabolites. The gap at the three-fold axis is

È6 ) in diameter (if one takes into account

atomic radii), whereas the gap at the two-fold

axis is elongated, but onlyÈ4)wide. Charged

amino acid residues, conserved across CcmK

proteins, are also notable at these gaps (SOM

text). Especially in view of possible minor side

chain rearrangements, the pores and gaps

appear to be large enough to allow transit of

the negatively charged metabolites (namely,

bicarbonate, ribulose bis-phosphate, phospho-

glycerate, and possibly hydroxyl ions) that

have to cross the carboxysome shell. In con-

trast, unchargedmolecules such as CO
2
and O

2

would not be attracted to the charged pores

and gaps. The possibility that pores within and

gaps between hexamers might serve as portals

for small molecules is reminiscent of certain

viruses in which it has been determined that

the interstitial spaces between subunits medi-

ate the flow of metabolites into and out of the

capsids (20, 21).

The structural findings suggest that the

carboxysome shell is involved in controlling

metabolite flow, rather than serving merely as

a storage device for excess RuBisCO or simply

to localize the requisite enzymes for carbon

fixation. Such selective permeability is funda-

mental to subcellular organelles. Although

bacterial microcompartments do not meet the

traditional criteria (for eukaryotic organelles)

of being membrane-bound, the view emerging

here is that they meet the requirements of

organelle function in other ways, for example

by controlling flow through a nearly solid pro-

tein shell rather than through proteins embed-

ded in a continuous membrane.

When they were first observed in bacterial

cells, the resemblance of carboxysomes to viral

particles was so striking that it prompted

efforts to induce viral-mediated lysis of the

cells (4). Not surprisingly, our structural stud-

ies reveal a striking number of parallels

between the basic features of bacterial micro-

compartments and viruses (22–27). Both are

highly symmetrical structures sharing under-

lying design features. In some viruses, the

subunit organization is best described by com-

binations of hexameric and pentameric cap-

someres that self-assemble. According to the

rules of solid geometry, forming a closed shell

generally requires 12 pentameric capsomeres to

Fig. 3. (A) The three-dimensional crystal structure of BMC domain protein, CcmK4, determined at a
resolution of 1.8 Å. (B) The concave surface of the CcmK4 hexamer. CcmK4 monomers are colored
alternately blue and gray, with all six C termini in green. Also shown is the CcmK2 C terminus (red) in
its corresponding position after a superposition of CcmK2 and CcmK4 hexamers. The superposition
(not shown) indicates that the backbones of the two hexamers are nearly identical up to residues
Pro97 (CcmK4)/Glu95 (CcmK2). The structural differences at the C termini (labeled) suggest one
reason why CcmK4 packing is limited to chains of hexamers. In CcmK4, the C termini extend
outward, toward the corners of the hexamer. These are the positions where three hexamers meet in
the CcmK2 sheet but not in the CcmK4 structures. (C and D) A close-up view of the pores (concave
side) formed at the six-fold axis of symmetry in the CcmK2 (C) and CcmK4 (D) hexamers. The
surfaces are colored according to electrostatic potential, with blue positive and red negative.
Positively charged, conserved amino acid side chains lining the pore are highlighted (Lys36 in CcmK2,
Arg38 in CcmK4). This figure and Fig. 4 were illustrated with PyMOL (32).
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be present among a greater number of hexa-

meric capsomeres (SOM text). These ideas are

consistent with our studies of the BMC domain

proteins. The first three crystal structures have

revealed hexameric assemblies; sedimentation

and native gel electrophoresis studies indicate

that some of the subunits form pentamers in

addition to hexamers (fig. S2, SOM text).

Likewise, similar but distinct protein sub-

units existing in quasi-equivalent environments

or forms are required to construct virus capsids

(22–27). Among the CcmK proteins, CcmK2

alone appears capable of forming closed shells

under certain conditions, but these structures

are much smaller than native carboxysomes

and lack their polyhedral regularity (Fig. 1C).

Apparently, as with many viruses, multiple

distinct carboxysome subunit types appear to

be required to achieve the correct architecture.

The generally high conservation of amino

acid residues among the CcmK paralogs at the

interhexamer interfaces is consistent with the

idea that hexameric (or possibly pentameric)

units of different types could assemble to-

gether. The subtle differences in primary and

tertiary structure could then govern the quasi-

equivalent interactions necessary to create the

native shell. The crystal structures of CcmK2

and CcmK4 give preliminary clues as to the

origins of distinct assembly behavior, such as

their disparate tendency to form sheets (Fig.

4). In CcmK4, clashes between C termini

from adjacent hexamers could preclude the

formation of flat sheets of the type seen with

the CcmK2 hexamer. Interactions between the

C-terminal tails of the BMC domain proteins

could influence microcompartment domain as-

sembly in the same way that the flexible termini

of certain viral capsid proteins often participate

as switches for distinct types of interactions in

the mature viral capsid (25, 26, 28, 29). The

shape and assembly of the carboxysome could

also be affected by other proteins that may be

present in the shell (30) whose structures are not

yet known.

As was the case for other large molecular

machines such as viruses and ribosomes (31),

fully elucidating the structure and function of

bacterial microcompartments will require

combining electron microscopy, biophysical

experiments, and crystallographic studies on

the multiple components in order to attain an

understanding of the whole.
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Rewiring of the Yeast

Transcriptional Network Through

the Evolution of Motif Usage
Jan Ihmels,1 Sven Bergmann,1 Maryam Gerami-Nejad,2 Itai Yanai,1

Mark McClellan,2 Judith Berman,2 Naama Barkai1*

Recent experiments revealed large-scale differences in the transcription pro-
grams of related species, yet little is known about the genetic basis underlying
the evolution of gene expression and its contribution to phenotypic diversity.
Here we describe a large-scale modulation of the yeast transcription program
that is connected to the emergence of the capacity for rapid anaerobic growth.
Genes coding for mitochondrial and cytoplasmic ribosomal proteins display a
strongly correlated expression pattern in Candida albicans, but this correlation is
lost in the fermentative yeast Saccharomyces cerevisiae. We provide evidence
that this change in gene expression is connected to the loss of a specific cis-
regulatory element from dozens of genes following the apparent whole-genome
duplication event. Our results shed new light on the genetic mechanisms under-
lying the large-scale evolution of transcriptional networks.

Evolution of gene expression plays a prom-

inent role in generating phenotypic diversity

(1–3), but little is known about the genetic

basis underlying broad modulations of the

genome-wide transcription program. Here

we describe a rewiring of the yeast transcrip-

Fig. 4. Crystal packing of
BMC domain proteins in
molecular layers. (A) CcmK2
hexamers packed in uni-
form orientations (convex
face shown). (B) CcmK4
hexamers (crystal form 2)
packed in strips of alter-
nating orientation. In the
side view of each sheet, ar-
rows mark the positions of
the pores.
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tional network that is linked to the massive

loss of a conserved cis-regulatory element.

With the recent sequencing of many yeast

genomes, the hemiascomycete lineage emerged

as a central paradigm for studying the genet-

ic basis of phenotypic diversity (4). Despite a

strong conservation of gene content, yeast

species exhibit major phenotypic differences.

Most striking, perhaps, is their differential re-

quirement for oxygen. Whereas growth of

most yeast species requires oxygen, Saccha-

romyces cerevisiae grows rapidly in its absence

and prefers to ferment glucose anaerobically

even when oxygen is present. The emergence

of this capacity is linked to the apparent

whole-genome-duplication event (5–7), which

allowed the specialization of enzymes to aer-

obic versus hypoxic conditions (4, 8) (Fig. 1A).

The preference for fermentation is reflected

in the organization of the S. cerevisiae tran-

scriptional network. For example, genes in-

volved in oxidative phosphorylation are

repressed in the presence of glucose (9). To ex-

amine the transcription program of S. cerevisiae

in more detail, we compiled a database of over

1000 published genome-wide expression pro-

files (10). In accordance with its anaerobic

growth phenotype, we found that the expression

of S. cerevisiae genes encoding mitochondrial

functions, most notably the mitochondrial ribo-

somal proteins (MRP), is not correlated (and

perhaps is even weakly anticorrelated) with that

of genes coding for cytoplasmic ribosomal

proteins (RP) and with ribosomal RNA (rRNA)

processing genes (10) (Fig. 1B). Instead, ex-

pression of the MRP genes exhibits a distinct

correlation with that of genes induced in re-

sponse to environmental stress conditions. At

least in part, this correlation reflects the induc-

tion of the stress-related genes during the relatively slow growth in nonfermentable car-

bon sources, such as glycerol or ethanol, which

requires mitochondrial function.

To examine the manifestation of this rela-

tionship between the expression of MRP genes

and genes required for rapid growth in aerobic

yeast species, we assembled a data set of 198

genome-wide expression profiles of Candida al-

bicans, a human pathogen that primarily grows

aerobically. In accordance with the requirement

for respiration to support rapid growth, we found

that in C. albicans the expression of MRP genes

is strongly correlated with the expression of

genes involved in ribsome assembly, including

RP genes and rRNA processing genes (Fig.

1B). Thus, the organization of the S. cerevisiae

1Department of Molecular Genetics and Department of
Physics of Complex systems, Weizmann Institute of
Science, Rehovot, Israel. 2Department of Genetics, Cell
Biology and Development and Department of Micro-
biology, University of Minnesota, MN 55455, USA.

*To whom correspondence should be addressed.
E-mail: naama.barkai@weizmann.ac.il

Fig. 1. (A) Phylogenetic tree of the yeast species used in this study.
(B) Expression similarity between pairs of genes in the two yeast
species. Each matrix represents pairwise correlation coefficients
between genes associated with ribosomal proteins (RP), rRNA pro-
cessing (rRNA), mitochondrial ribosomal proteins (MRP), and the
stress-related genes (STR). Gene sets were defined as in (10, 14, 15).
The number of genes in each set for S. cerevisiae are 175 (RP), 50
(rRNA), 72 (MRP), and 139 (STR), and for C. albicans 90 (RP), 50
(rRNA), 39 (MRP), and 33 (STR).

Fig. 2. (A) The AATTTT sequence is required to
induce high-level transcription of a reporter pro-
tein fused to the C. albicans MRP7 promoter in
exponentially growing cells. (B) Frequency of oc-
currence of RGE in a 50-bp window of the gene
groups indicated. Background genomic frequency
is indicated in red (15). Multiple occurrences of
the RGE were included. The same quantitative re-
sult is obtained when only a single occurrence per
gene is considered (fig. S2).
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and C. albicans transcriptional networks reflects

their respective physiologies.

Gene expression can evolve through muta-

tions in trans-acting regulatory proteins or in

cis-acting DNA elements (compare fig. S4). For

example, the regulation of a common transcrip-

tion factor could diverge between the species.

Alternatively, modifications of the individual

cis-regulatory elements of each downstream

gene could change their regulation, potentially

coopting or losing regulation by a transcription

factor. To distinguish between these scenarios,

we searched the regions 600 base pairs (bp)

upstream of open reading frames of both or-

ganisms for overrepresented sequence elements.

Specific regulatory sequences that appear to be

conserved between S. cerevisiae and C. albicans

were identified (11, 12). Most notably, the PAC

(GATGAG) sequence (13) was associated with

rRNA processing genes in both species. In

agreement with previous reports (10), no over-

represented sequence was associated with the

MRP genes in S. cerevisiae.

In contrast, in C. albicans, the MRP genes

were clearly associated with an overrepresented

upstream sequence motif (AATTTT). This se-

quence was previously implicated in the reg-

ulation of rRNA processing genes in S.

cerevisiae (13), although its functional role

was not demonstrated experimentally. To ex-

amine whether this motif contributes to the reg-

ulation of MRP genes in C. albicans, we fused

the promoter of the MRP7 gene to a yellow

fluorescent protein (YFP) reporter. As expected,

strong induction of the YFP reporter was ob-

served during exponential growth, whereas ex-

pression in stationary phase was much weaker

(Fig. 2A). Mutating the AATTTT sequence in

the MRP7 promoter to either a GC-rich or to an

AT-rich sequence drastically reduced expres-

sion of the YPF (Fig. 2A), indicating that it is

the AATTTT sequence itself, and not its AT-

rich nature, that is important for its function.

Similar results were obtained with two addi-

tional mitochondrial ribosomal protein gene

promoters (fig. S5). We conclude that the

AATTTT sequence functions as a cis-regulatory

element of MRP genes in C. albicans.

Examining the appearance of this motif in

more detail, we found that its position relative

to that of the ORF start codon is highly con-

fined in both S. cerevisiae and C. albicans, al-

though the precise position is somewhat

different (160 versus 110 bp in S. cerevisiae

and C. albicans, respectively). In both orga-

nisms, this sequence is significantly overrepre-

sented in genes involved in rRNA processing

and ribosomal proteins, but not in genes as-

sociated with the environmental stress response.

In addition, only in C. albicans is it overrepre-

sented also in MRP genes (Fig. 2B). Because

this conserved element is associated with genes

required for rapid growth in both organisms, we

denote it as a rapid growth element (RGE).

This RGE could have been coopted to C.

albicans MRP genes, or alternatively, could

have been lost in S. cerevisiae. To distinguish

between these alternatives, we examined the

appearance of the RGE in nine sequenced yeast

species that are considered to be intermediate

in the evolution between S. cerevisiae and C.

albicans (Fig. 3). In all species examined, the

RGE is significantly overrepresented in genes

involved in rRNA processing. Notably, over-

representation of the RGE in MRP promoters

was found in all genomes that diverged from

the S. cerevisiae lineage before the whole-

genome duplication event (Fig. 3). This indi-

cates a widespread loss of the RGE in MRP

genes following the genome duplication.

Taken together, it appears that the emer-

gence of anaerobic growth capacity in yeast is

associated with a global rewiring of the yeast

transcriptional network. This rewiring involved

changes in the promoter regions of dozens of

genes, manifested by the loss of a specific reg-

ulatory motif from MRP gene promoters. It

would be interesting to examine which tran-

scription factor binds to the RGE site and

whether its coding sequence was also modified

in association with the emergence of anaerobic

growth. Intriguingly, the most parsimonious

scenario for the described promoter adaptation

appears to be intimately linked with the whole-

genome duplication event. Our results suggest

that gene duplication can facilitate the evolution

of new function not only by specialization of

coding sequences but also by facilitating the

evolution of gene expression.
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Fig. 3. Frequency of occurrence of RGE in intermediate yeast species (15). The gene sets for S. cerevisiae were defined as in Fig. 1B. Gene sets for the remaining
species consist of orthologs of the S. cervevisiae genes.

R E P O R T S

5 AUGUST 2005 VOL 309 SCIENCE www.sciencemag.org940

http://www.weizmann.ac.il/home/barkai/Rewiring
http://www.weizmann.ac.il/home/barkai/Rewiring
http://sciencemag.org/cgi/content/full/309/5736/938/DC1
http://sciencemag.org/cgi/content/full/309/5736/938/DC1
http://www.sciencemag.org


Export-Mediated Assembly of

Mycobacterial Glycoproteins

Parallels Eukaryotic Pathways
Brian C. VanderVen, Jeffery D. Harder, Dean C. Crick,

John T. Belisle*

Protein O-mannosylation is an essential and evolutionarily conserved post-
translational modification among eukaryotes. This form of protein modification
is also described in Mycobacterium tuberculosis; however, the mechanism of
mannoprotein assembly remains unclear. Evaluation of differentially trans-
located chimeric proteins and mass spectrometry to monitor glycosylation
demonstrated that specific translocation processes were required for protein
O-mannosylation in M. tuberculosis. Additionally, Rv1002c, a M. tuberculosis

membrane protein homolog of eukaryotic protein mannosyltransferases, was
shown to catalyze the initial step of protein mannosylation. Thus, the process
of protein mannosylation is conserved between M. tuberculosis and eukaryotic
organisms.

Like eukaryotes, prokaryotes modify proteins

with a variety of glycosyl residues that in-

fluence a number of biological events (1, 2). In

Mycobacterium tuberculosis (Mtb), two fully

characterized glycoproteins (Apa/Rv1860 and

MPB83/Mb2898) possess threonine residues

with linear a(1Y2) and a(1Y3) oligomanno-

sides, a glycosylation pattern reminiscent of

eukaryotic short-chain mannoproteins (3–5).

Other proteins of Mtb are known to be glyco-

sylated, presumably with mannose residues as

defined by ConcanavalinA (ConA) reactivity

(6, 7). As with other bacterial pathogens, the

glycosylation of mycobacterial proteins influ-

ences host interactions; for example, antigen-

specific T cell recognition of Apa requires

mannosylation (8, 9), and LpqH, an O-

mannosylated lipoprotein, is a Toll-like recep-

tor 2 (TLR-2) agonist (10).

The spatial assembly of a few bacterial

glycoproteins has been addressed (11–13), and

although most bacterial glycoproteins are ex-

tracytoplasmic (1), little evidence exists to link

glycosylation with any of the bacterial protein

secretion pathways. In Mtb, the biosynthetic

pathway of protein glycosylation remains

largely unknown. However, similarities exist

between the O-mannosylation of Mtb pro-

teins and protein O-mannosylation in Saccha-

romyces cerevisiae. Specifically, mycobacterial

and yeast mannoproteins are exported in a Sec-

dependent fashion (3, 4, 6, 7), and protein O-

mannosyltransferase (PMT) activity of both

organisms is membrane associated, requiring a

lipid carrier to donate mannose (5, 14). These

similarities between otherwise disparate orga-

nisms suggest that the enzymatic machinery for

protein O-mannosylation might also be con-

served. The PMTs of S. cerevisiae are integral

membrane proteins sharing amino acid se-

quence identities of 57.5% (5). Bioinformatic

approaches identified a single Mtb PMT homo-

log, designated Rv1002c. This putative 55.5-kD

protein displayed 22 to 24% identity with the

PMTs of S. cerevisiae and presented a similar

hydropathy profile (fig. S1). More prognostic of

potential PMT activity were two conserved Arg

residues in transmembrane domains and an Asp-

Glu motif in the first predicted extracytoplasmic

domain of Rv1002c (Fig. 1A). The Arg and Glu

residues are essential and form the putative

active site in yeast PMTs (15). These invariant

residues are also common to the PMTs of

higher eukaryotes such as humans (16).

To demonstrate PMT activity, wild-type

Rv1002c and three mutated forms of this gene

conferring A
55
A
56
, A

55
E
56
, or D

55
A
56

substitu-

tions in the invariant D
55
E
56

motif were over-

expressed in Mycobacterium smegmatis, and

membrane preparations were assayed for in

vitro PMT activity. Overexpressed wild-type

Mtb Rv1002c significantly increased (66.8%)

PMT activity of the M. smegmatis membranes

above that observed in the vector control (Fig.

1B). Only wild-type recombinant Rv1002c

conferred increased PMT activity and, similar

to the PMTs of S. cerevisiae, the invariant

D
55
E
56
motif of Rv1002c was critical to proper

function (Fig. 1B). In particular, membranes

containing recombinant Rv1002c with a D
55
E
56

to A
55
E
56

substitution resulted in decreased

(56.0%) PMT activity compared with the M.

smegmatis vector control. Thus, altered forms

of Rv1002c apparently competed for substrate

binding without catalysis of glycosylation.

The membrane location of the Mtb PMT

(Rv1002c) and Sec-translocation of Mtb

mannoproteins suggested a link between

protein export and glycosylation. This hypoth-

esis was partially supported by the reactivity

of ConA to a subset of membrane and cul-

ture filtrate (CF) proteins but not cytosolic

proteins (fig. S2). To evaluate the associa-

tion between protein O-mannosylation and

Sec-translocation, a recombinant form of

FbpC/Rv0129c, a well-characterized Sec-

translocated and nonglycosylated protein of

Mtb (17), was fused with and without its sig-

nal peptide (SP) to a mannosylation cassette

(MC) (DPEPAPPVPTTAASP) of Apa (3) and

a hexa-His tag (Fig. 2A). These two chimeric

proteins differentially localized on the basis of

the presence or absence of a Sec-dependent

translocation SP. SP(þ)FbpC-MC localized to

the membrane, cell wall (CW), and CF, but not

the cytosol, of Mtb and M. smegmatis (Fig.

2B). N-terminal sequencing of the CW and CF

Mycobacteria Research Laboratories, Department of
Microbiology, Immunology, and Pathology, Colorado
State University, Fort Collins, CO 80523–1682, USA.

*To whom correspondence should be addressed.
E-mail: jbelisle@colostate.edu

Fig. 1. Membrane topology of
Rv1002c and in vitro protein manno-
sylation activity. (A) Bioinformatic
analyses predicted 11 transmem-
brane domains in Rv1002c and the
presence of the conserved PMT active
site residues R39, D55, E56, and R106.
(B) In vitro PMT activity of cyto-
plasmic membrane preparations
from log-phase recombinant M.

smegmatis clones as determined
through a composite assay that
assesses the transfer of mannose
from guanosine diphosphate mannose through mannosyl-phosphoryl-
decaprenol (14) to a synthetic peptide (AAAPPAPATPVAPPPPHHHHHH)
encompassing a single glycosylation domain of Apa. 1, vector control; 2, wild-
type Rv1002c; 3, Rv1002c DEYAA mutant; 4, Rv1002c DEYAE mutant; 5,

Rv1002c DEYDA mutant. Error bars indicate SD of three replicate
experiments. Reverse transcription polymerase chain reaction analyses
confirmed the expression of the recombinant forms of Rv1002c in M.

smegmatis.
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forms of SP(þ)FbpC-MC revealed the se-

quence (FSRPGLPVEY) of the mature amino

terminus of FbpC (17), confirming that

SP(þ)FbpC-MC was processed through the

Sec-translocase. In comparison, SP(–)FbpC-

MCwas observed in the cytosol ofM. smegmatis

as expected but was also found in the mem-

brane and CW of this bacterium and was

predominantly in the CW of Mtb, with a trun-

cated form in the membrane (Fig. 2B). The

occurrence of SP(–)FbpC-MC in membrane

and CW fractions was probably due to mixing

of protein pools during subcellular fractionation

and the fatty acid binding domain of FbpC (18).

Indeed, the absence of SP(–)FbpC-MC from the

CF demonstrated that this construct was not

actively secreted. Instability of SP(–)FbpC-MC

in Mtb probably accounted for its absence from

the cytosol and the apparent molecular weight

shift in the membrane fraction.

The glycosylation status of Mtb- and M.

smegmatis–derived SP(þ)FbpC-MC and

SP(–)FbpC-MC purified from the CF and CW

was determined after affinity chromatography

purification. SP(þ)FbpC-MC was ConA reac-

tive; however, SP(–)FbpC-MCdidnot bindConA

(fig. S3). Liquid chromatography–electrospray

ionization–tandem mass spectrometry (LC-ESI-

MS/MS) of the trypsin-digestedMtb SP(þ)FbpC-

MC yielded three major EMþH^3þ molecular

ions that differed by 54 m/z (mass/charge ratio)

(Fig. 3A) and corresponded to the MC with

zero, one, and two hexose residues. MS/MS

fragmentation of the largest molecular ion

(1327.0 m/z) generated the EMþH^3þ daughter

ions of 1273.7 and 1219.6 m/z arising from

neutral losses of 54 m/z (Fig. 3B), a diagnostic

property for the dissociation of hexose residues

from a triply charged precursor peptide (3). The

relative abundance of parent ions demonstrated

in a semiquantitative manner that the majority of

SP(þ)FbpC-MC was glycosylated, with the

most dominant form having a single hexose

(Fig. 3A). Identical experiments with the M.

smegmatis forms of this protein demonstrated

similar patterns of glycosylation. In contrast,

LC-ESI-MS/MS analysis of trypsin-digested

SP(–)FbpC-MC recovered from the Mtb CW

and from the M. smegmatis cytosol and CW

revealed a single EMþH^3þ molecular ion

(1218.9 m/z) that corresponded to the non-

glycosylated MC (Fig. 3C). Thus, only fusion

constructs with the Sec-dependent SP were pre-

sented in a manner that allowed glycosylation.

Mtb produces several proteins that are

secreted in a Sec-independent manner. Two such

proteins, ESAT-6/Rv3875 and SodA/Rv3846,

appear in the CF during early log-phase growth

Fig. 2. Protein chimera structures and their localization in Mycobacterium spp. (A) Schematic
representation of protein chimeras generated to evaluate the relation between O-mannosylation and
translocation. Amino acid sequences shown indicate the trypsin-generated fragment containing the Apa
MC, with the known glycosylation site (3) underlined (26). The heavy dark line depicts the SP of FbpC that
targets proteins for Sec-translocation, the open box depicts the mature FbpC, the gray box represents the
ApaMC and hexa-His tag, the dotted box depicts SodA, and the slashed box depicts ESAT-6. (B) Subcellular
localization of each chimera produced inMtb andM. smegmatis was determined byWestern blotting using
a monoclonal antibody to His6 as the probe. Lane 1, cytosol; lane 2, cell membrane; lane 3, CW; lane 4, CF.

Fig. 3. Mass spectrometry of
peptides containing MCs derived
from trypsin digestion of fusion
proteins. (A) ESI-MS spectrum
averaged over five scans corre-
sponding to the LC elution
containing the MC peptide of
SP(þ)FbpC-MC demonstrated
primarily glycosylated forms of
the peptide. (B) The 1327.0 m/z

[MþH]3þ molecular ion marked by the asterisk in (A) was selected for ESI-MS/MS. The fragmentation pattern of the disaccharide linked to the peptide is
shown in the inset. (C) Averaged ESI-MS spectrum of the LC elution containing the MC peptide of SP(–)FbpC-MC demonstrated an absence of
glycosylation. (D) Averaged ESI-MS spectrum corresponding to the LC elution containing the MC peptide of SodA-MC. The region of the spectrum
denoted by the asterisk is enlarged in the inset and reveals a minor [MþH]2þ molecular ion (1156.4 m/z) corresponding to the MC with a single hexose
residue. (E) Averaged ESI-MS spectrum corresponding to the LC elution containing the MC peptide of ESAT-6-MC. The region of the spectrum denoted by
the asterisk is enlarged in the inset and reveals a minor [MþH]3þ molecular ion (1312.5 m/z) for the MC with a single hexose residue. (F) Averaged ESI-
MS spectrum corresponding to the LC elution containing the MC peptide of SP(þ)ESAT-6-MC demonstrated a substantial level of glycosylation. (G) The
dominant [MþH]3þ 1312.2 m/z molecular ion marked by an asterisk in (F) was selected for ESI-MS/MS. The fragmentation pattern of the
monosaccharide linked to the peptide is shown in the inset.
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and lack SPs (19). To test the hypothesis that

only Sec-translocation supports protein glyco-

sylation, three additional recombinant fusion

proteins were produced and assessed for glyco-

sylation. The first two (SodA-MC and ESAT-6-

MC) consisted of full-length SodA and ESAT-6

with C-terminal fusions to the Apa MC and a

hexa-His tag (Fig. 2A). The final fusion

SP(þ)ESAT-6-MC had the SP and 34 additional

amino acids of FbpC fused to the N terminus of

ESAT-6-MC (Fig. 2A). This later chimera was

designed to alter the natural export of ESAT-6

such that it was directed to the Sec-translocase. To

further assure Sec-translocation of SP(þ)ESAT-

6-MC, aMtb DRD1 mutant lacking ESAT-6 and

its corresponding secretion machinery was used

for recombinant expression (20). The SodA-MC

and ESAT-6-MC fusions were abundant in all

subcellular fractions of Mtb, including the CF

and CW (Fig. 2B). SP(þ)ESAT-6-MC, how-

ever, localized primarily to the cytoplasmic

membrane and CW fractions of Mtb and Mtb

DRD1 (Fig. 2B).

LC-ESI-MS/MS analyses of SodA-MC and

ESAT-6-MC purified from the CF or CW of

Mtb demonstrated low levels of glycosylation.

Dominant molecular ions of EMþH^2þ 1075.5

m/z and EMþH^3þ 1258.4 m/z were observed

and corresponded to the nonglycosylated MC

peptides of SodA-MC and ESAT-6-MC (Fig. 3,

D and E). Also observed were molecular ions

(1156.4 m/z and 1312.5 m/z) for doubly and

triply charged MC of SodA-MC and ESAT-6-

MC that had single hexose residues. These

molecular ions, however, were barely detectable

compared with those of the nonglycosylated

MCs (Fig. 3, D and E). The scarcity of

glycosylation on SodA-MC and ESAT-6-MC

was confirmed by the lack of ConA reactivity to

purified SodA-MC and ESAT-6-MC (fig S3).

The Sec-translocase-directed SP(þ)ESAT-6-

MC purified from the CW of Mtb and Mtb

DRD1 was subjected to LC-ESI-MS/MS and

produced two major EMþH^3þ molecular ions

(1258.4 and 1312.2 m/z) corresponding to the

MC with zero and one hexose residue (Fig. 3F).

Moreover, and unlike ESAT-6-MC, the 1312.2

m/z molecular ion was clearly dominant,

demonstrating relatively abundant glycosylation

(compare Fig. 3, E and F), and this glycosyla-

tion was confirmed by MS/MS fragmentation

of the 1312.2 m/z molecular ion (Fig. 3G).

These data support the hypothesis that, anal-

ogous to eukaryotic systems, Sec-translocation

is required for protein mannosylation in Mtb.

Secondary structures surrounding sites of O-

glycosylation are important for glycosyltrans-

ferase recognition (5), and in prokaryotes only

proteins maintained in an unfolded state are

targeted for Sec-dependent translocation (21).

Therefore, the requirement of Sec-translocation

for protein O-mannosylation in Mtb may be

associated with substrate structural requirements

and the export of unfolded proteins. Protein

folding before translocationmay also explain the

lack of glycosylation on the SodA and ESAT-6

fusion products exported by Sec-independent

pathways (22, 23). Alternatively, efficient O-

glycosylation of Sec-exported proteins could

result from physical interactions between the

Sec complex and a protein mannosyltransferase

ofMtb. This would be similar to the proxim-

ity (30 to 40 )) of the Sec61 translocon pore

and the oligosaccharyltransferase (OST) com-

plex and PMTs responsible for N- and O-

glycosylation in eukaryotes (24, 25).

Our current data, along with the recent dis-

covery of a eukaryotic-like OSTN-glycosylation

system in Campylobacter jejuni (13), demon-

strate a previously unrealized evolutionary

conservation between protein glycosylation

pathways of eukaryotes and those of specific

bacterial species. Moreover, the analogies to

protein mannosylation of eukaryotes enable the

establishment of a proposed mannoprotein

assembly pathway in mycobacteria (fig. S4).
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Regulation of Blood Glucose by

Hypothalamic Pyruvate Metabolism
Tony K. T. Lam, Roger Gutierrez-Juarez, Alessandro Pocai,

Luciano Rossetti*

The brain keenly depends on glucose for energy, and mammalians have re-
dundant systems to control glucose production. An increase in circulating
glucose inhibits glucose production in the liver, but this negative feedback is
impaired in type 2 diabetes. Here we report that a primary increase in
hypothalamic glucose levels lowers blood glucose through inhibition of glucose
production in rats. The effect of glucose requires its conversion to lactate
followed by stimulation of pyruvate metabolism, which leads to activation of
adenosine triphosphate (ATP)–sensitive potassium channels. Thus, interventions
designed to enhance the hypothalamic sensing of glucose may improve glucose
homeostasis in diabetes.

Diabetic hyperglycemia is due in part to an

inappropriately elevated rate of liver glucose

production (1). This is paradoxical, since hyper-

glycemia should restrain glucose production

(2–4). Hypothalamic glucose sensing plays an

important role in preserving nutrient homeosta-

sis (5–10). Here we test the hypothesis that

activation of neuronal pyruvate flux is required

for hypothalamic glucose sensing and for

control of blood glucose levels and liver

glucose metabolism. Blood glucose gains ac-

cess to the CNS by means of a facilitated

transport system (11), and indeed, the extra-

cellular concentration of glucose in the brain

is significantly lower (È2 mM) than its con-

centration in blood (È5 mM). However, it re-

mains controversial whether neurons directly

metabolize glucose to pyruvate or use lactate

derived from the anaerobic glycolysis of glu-

cose within astrocytes (12–14) (Fig. 1A).
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The transfer of glucose-derived lactate from

astrocytes to neurons is referred to as the

Bastrocyte-neuron lactate shuttle[ (12, 15).

To examine the central effects of glucose on

systemic glucose homeostasis, we infused D-

glucose (2 mM) into the third cerebral ventricle

of conscious rats. Intracerebro-ventricular (ICV)

glucose resulted in a 69% increase in the hy-

pothalamic glucose concentration (from 0.88 to

1.48 mmol/g) and in decreased blood glucose

and insulin levels (Fig. 1B) (table S1). In the

presence of basal insulin (table S1), the rate of

glucose infusion required to maintain euglyce-

mia was marginal in rats receiving ICV mannitol

(2 mM). However, when rats received ICV glu-

cose, glucose had to be infused systemically to

prevent hypoglycemia (Fig. 1C). The increased

glucose infusion was due to suppression of liver

glucose production (Fig. 1D).

Glucose production represents the net con-

tribution of gluconeogenesis and glycogenolysis.

However, a portion of glucose entering the liver

by means of phosphorylation of glucose is also a

substrate for dephosphorylation by means of

glucose-6-phosphatase (G6Pase, encoded by

G6pc), creating a futile cycle. To delineate the

mechanisms by which central activation of

glucose metabolism modulates blood glucose

and liver glucose homeostasis, we estimated the

in vivo flux through G6Pase and the relative

contribution of gluconeogenesis and glycogen-

olysis to glucose output. ICV glucose markedly

decreased the flux through G6Pase and the

hepatic expression of G6pc (Fig. 1E; fig. S1A).

Inhibition in both gluconeogenesis and glyco-

genolysis accounted for the decrease in glu-

cose production (fig. S1A). Conversely, the

levels of glucoregulatory hormones, the rate of

glucose utilization, and the hepatic expression

of the gluconeogenic gene phosphoenolpyr-

uvate carboxykinase, encoded by Pck1, were

unchanged (fig. S1A, table S1). These results

indicate that the potent effects of central

glucose on liver glucose fluxes are largely

due to marked inhibition of hepatic G6Pase.

According to the astrocyte-neuron lactate

shuttle hypothesis (12), central administration

of glucose increases the formation of lactate in

astrocytes (with the conversion of each glucose

molecule into two molecules of lactate) to

provide extracellular lactate for neurons, which

in turn rapidly convert it to pyruvate (Fig. 1A).

Therefore, we investigated whether ICV lactate

could recapitulate the effects of ICV glucose on

blood glucose and liver glucose metabolism.

Indeed, the ICV infusion of L-lactate (5 mM)

decreased blood glucose and insulin levels (Fig.

1B; table S2) compared with equimolar

infusions of its isomer D-lactate, which cannot

be metabolized. In the presence of basal levels

of circulating insulin (table S2), ICV L-lactate

increased the rate of glucose infusion required

to maintain euglycemia (Fig. 1C). This increase

was due to suppression of liver glucose pro-

duction (Fig. 1D). The flux through G6Pase,

the hepatic expression of G6pc, gluconeogen-

esis, and glycogenolysis were all decreased in

rats receiving ICV L-lactate (Fig. 1E; fig. S1B).

However, the levels of glucoregulatory hor-

mones, the rate of glucose utilization, and the

hepatic expression of Pck1 were unchanged

(fig. S1B, table S2). Thus, a moderate increase

in the central availability of either glucose or

lactate is sufficient to lower blood glucose by

means of rapid changes in liver glucose me-

tabolism and gene expression.

The use of extracellular lactate by neurons

requires its conversion to pyruvate by the en-

zyme lactic dehydrogenase (mainly LDH-B in

neurons) (16). If the effects of ICV lactate on

Departments of Medicine and Molecular Pharmacol-
ogy, Diabetes Research Center, Albert Einstein Col-
lege of Medicine, 1300 Morris Park Avenue, Bronx, NY
10461, USA.

*To whom correspondence should be addressed.
E-mail: rossetti@aecom.yu.edu

Fig. 1. Central administration of glucose or lactate lowers blood glucose by
means of suppression of endogenous glucose production. (A) Schematic
representation of hypothesis. Glucose enters astrocytes where it is
metabolized to pyruvate by means of glycolysis. Pyruvate is preferentially
converted to L-lactate (L-LACT) by lactate dehydrogenase (LDH-A in
astrocytes) and can be taken up by neurons to generate pyruvate by
means of LDH (LDH-B in neurons). Finally, pyruvate is converted to acetyl-
CoA by pyruvate dehydrogenase (PDH). The increased flux through PDH
ultimately leads to the activation of KATP channels. Oxamate (OXA) is a

competitive inhibitor of LDH. Dichloroacetate (DCA) is an activator of
PDH. (B) Effect of the central administration of glucose (black squares and
bars; n 0 6) or L-lactate (gray triangles and bars; n 0 6), mannitol (open
squares, white bars; n 0 5), or D-lactate (open triangles, white bars; n 0 5)
on glucose levels. Glucose and L-lactate lowered blood glucose, whereas
mannitol or D-lactate did not. During clamp, (C) glucose and L-lactate
increased glucose infusion, (D) decreased glucose production, and (E)
decreased liver G6pc mRNA relative to mannitol or D-lactate. *P G 0.01
versus mannitol or D-lactate. Values are means T SEM.
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glucose homeostasis are mediated by neuronal

lactate use, the inhibition of LDH should

negate these effects. Therefore, we examined

whether impeding the conversion of lactate to

pyruvate negates the metabolic effects of the

central administration of L-lactate (Fig. 1A).

Oxamate is a competitive inhibitor of LDH

(17). The coinfusion of oxamate (50 mM)

abolished the effects of ICV L-lactate on blood

glucose and insulin levels (Fig. 2A; table S2).

During clamp, ICV oxamate also negated the

effects of ICV L-lactate on glucose infusion

(Fig. 2B), glucose production (Fig. 2C),

G6Pase flux (fig. S2A), G6pc mRNA (Fig.

2D), gluconeogenesis (Fig. 2E), and glycogen-

Fig. 2. Central inhibition
of LDH negates the
effects of L-lactate and
glucose on glucose ho-
meostasis. (A) The ICV
coinfusion of the LDH
inhibitor oxamate with
glucose (black squares,
dotted lines; n 0 6) or
with L-lactate (gray tri-
angles, dotted lines; n 0
6) abolished the blood
glucose–lowering effect
of glucose (black squares;
n 0 6) or L-lactate (gray
triangles; n 0 6). Ox-
amate alone (white
squares) did not modify
blood glucose. *P G 0.01
versus oxamate and ver-
sus oxamate with glu-
cose or L-lactate. (B)
During clamp, ICV coin-
fusion of oxamate with
L-lactate (right gray bars)
or glucose (right black
bars) negated the effects
of ICV L-lactate (left gray
bars) or glucose (left
black bars) on the rate
of glucose infusion, (C) on the suppression of glucose production, (D) on liver G6pcmRNA, (E) on gluconeogenesis, and (F) on glycogenolysis. *P G 0.05 versus oxamate
and versus oxamate with glucose or L-lactate. Values are means T SEM.
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Fig. 3. Central admin-
istration of a KATP chan-
nels blocker negates
the effects of L-lactate
and glucose on glucose
homeostasis. (A) The
ICV coinfusion of the
KATP channels blocker
glibenclamide with glu-
cose (black squares,
dotted lines; n 0 6) or
L-lactate (gray triangles,
dotted lines; n 0 6)
abolished the blood glu-
cose lowering effect of
glucose (black squares;
n 0 6) or L-lactate (gray
triangles; n 0 6). Gliben-
clamide alone (white
squares) did not modify
blood glucose; *P G 0.01
versus glibenclamide
and versus glibenclamide
with glucose or L-lactate.
(B) During clamp, ICV
coinfusion of gliben-
clamide with L-lactate
(right gray bars) or
glucose (right black
bars) negated the ef-
fects of ICV L-lactate (left gray bars) or glucose (left black bars) on the rate of glucose infusion, (C) on the suppression of glucose production, (D) on
liver G6pc mRNA, (E) on gluconeogenesis, and (F) on glycogenolysis; *P G 0.01 versus glibenclamide or versus glibenclamide with glucose or L-lactate.
Values are means T SEM.
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olyis (Fig. 2F). These data indicate that the

metabolism of lactate to pyruvate is an oblig-

atory biochemical step for the regulation of

liver glucose homeostasis by central lactate.

Glucose could be directly metabolized to

pyruvate within neurons or it may first be

converted to lactate, the metabolism of which

then generates pyruvate. If the conversion of

glucose to lactate is required for the effects

of ICV glucose on liver glucose homeostasis,

the coinfusion of oxamate should also prevent

the metabolic effects of ICV glucose. Indeed,

the central administration of oxamate abolished

the effects of ICV glucose on blood glucose and

insulin levels (Fig. 2A; table S1). During

clamp, ICV oxamate also negated the effects

of ICV D-glucose on glucose infusion (Fig.

2B), glucose production (Fig. 2C), G6Pase flux

(fig. S2B), G6pc mRNA (Fig. 2D), gluco-

neogenesis (Fig. 2E), and glycogenolysis (Fig.

2F). Together these findings reveal a negative-

feedback loop between the central availability

of glucose or lactate and the regulation of liver

glucose homeostasis.

The activation of hypothalamic adenosine

triphosphate (ATP)–sensitive potassium

(K
ATP

) channels is critical for modulation of

blood glucose levels and liver glucose fluxes

(18), as well as for the metabolic effects of

other nutrient-dependent signals (18–20). To

examine the role of central K
ATP

channels in

carbohydrate sensing, we coinfused ICV the

K
ATP

blocker glibenclamide (100 mM) with

lactate or glucose (Fig. 1A). This inhibitor ne-

gated the effects of both ICV lactate and glu-

cose on blood glucose (Fig. 3A). Furthermore,

during clamp, the central infusion of gliben-

clamide prevented the increase in the rate of

glucose infusion (Fig. 3B), as well as the de-

crease in glucose production (Fig. 3C) induced

by either ICV lactate or glucose. Similarly, the

K
ATP

blocker abolished the effects of central

lactate and glucose on G6Pase flux (fig. S3, A

and B), G6pc mRNA (Fig. 3D), gluco-

neogenesis (Fig. 3E), and glycogenolysis (Fig.
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Fig. 4. Intrahypothalamic infusions of glucose, PDH activator, or LDH
inhibitor regulate glucose production. (A) Bilateral cannulae were placed
within the parenchyma of the mediobasal hypothalamus. The IH
coinfusion of the KATP channels blocker glibenclamide with glucose (gray
squares; n 0 5) abolished the blood glucose–lowering effect of glucose
(black squares; n 0 5). Glibenclamide alone (white squares) did not modify
blood glucose. *P G 0.01 versus glibenclamide or glucoseþglibenclamide.
(B) During clamp, IH coinfusion of glibenclamide with glucose (gray bars)
negated the effects of IH glucose (black bars) on the rate of glucose
infusion, and (C) on glucose production; *P G 0.01 versus glibenclamide or
glucose þ glibenclamide; (D) The IH infusion of the PDH activator

dichloroacetate (DCA, black bars; n 0 5) lowered blood glucose, (E)
increased glucose infusion, and (F) decreased glucose production; *P G
0.01 versus vehicle (white bars). (G) During pancreatic-basal insulin
clamps, circulating blood glucose was doubled and then maintained at
these levels in the presence (gray bars, n 0 4) or absence (black bars, n 0
4) of IH oxamate. IH oxamate resulted in (H) decreased rates of glucose
infusion during pancreatic-hyperglycemic clamps, (I) did not alter glucose
production in the presence of euglycemia (white bar), but increased
glucose production during the hyperglycemia so that the suppressive
effect of hyperglycemia on glucose production was diminished. *P G
0.001, IH OXA versus IH vehicle. Values are means T SEM.
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3F). Glucoregulatory hormone levels, glucose

use, and liver Pck1 mRNA were unchanged

(fig. S3, A and B; tables S1 and S2). These

findings indicate that the central activation of

K
ATP

channels bridges the hypothalamic sens-

ing of glucose and lactate with the regulation of

liver glucose homeostasis.

To investigate the anatomical localization of

these effects, we infused a dose of glucose that

was lower (by a factor of 15) than that used in

the ICV studies bilaterally within the parenchy-

ma of the mediobasal hypothalamus (intra-

hypothalamic, IH) (fig. S4, A and B). IH

glucose (2 mM) lowered circulating glucose

levels (Fig. 4A). During clamp, glucose had to

be infused systemically to prevent hypoglycemia

when glucose was administered IH (Fig. 4B).

The increased glucose infusion was due to a

reduction in liver glucose production (Fig. 4C);

however, the rate of glucose use was not

affected (fig. S4C). Importantly, the IH coinfu-

sion of glibenclamide negated the effects of IH

glucose on blood glucose, glucose infusion, and

glucose production (Fig. 4, A to C). Thus, the

increased availability of glucose leads to the

activation of a K
ATP

-dependent pathway within

themediobasal hypothalamus that is sufficient to

lower blood glucose by means of the inhibition

of glucose production. Because the relevant

(Sur1-containing) K
ATP

channels do not appear

to be expressed in glial cells (18, 19), it is likely

that this step in hypothalamic glucose sensing

is occurring in neurons.

The entry of pyruvate in the tricarboxylic

cycle (TCA) is governed by its conversion to

acetyl-coenzyme A (acetyl-CoA) by pyruvate

dehydrogenase (PDH). If the flux of pyruvate

into the TCA cycle is the key signal generated

by the central administration of glucose or

lactate, then the stimulation of pyruvate flux

should recapitulate their effects on glucose

homeostasis (Fig. 1A; fig. S4A). Dichloroace-

tate (DCA) activates PDH by means of

inhibition of PDH kinase and increases pyru-

vate flux in neurons and in astrocytes (21). The

delivery of DCA (1 mM) within the medio-

basal hypothalamus lowered circulating glu-

cose levels (Fig. 4D). During clamp, the IH

administration of DCA increased the rate of

glucose infusion required to maintain euglyce-

mia (Fig. 4E). This effect was due to

suppression of liver glucose production (Fig.

4F), rather than to increased glucose utilization

(fig. S4D). Because activation of PDH in

astrocytes would actually decrease lactate for-

mation, our results withDCA are consistent with

neuronal activation of PDH in vivo. This in turn

reproduced the metabolic effects of central

glucose or lactate. Because the enhanced con-

version of pyruvate to acetyl-CoA should lead to

increased flux into the TCA cycle (Fig. 1A), it

seems plausible that the neuronal TCA cycle

serves as a biochemical sensor for carbohydrate

availability in the hypothalamus, which in turn

regulates liver glucose homeostasis.

To estimate the contribution of hypothalamic

glucose sensing to the overall effects of cir-

culating glucose on liver glucose homeostasis,

we used the pancreatic-hyperglycemic clamp

technique to double the circulating glucose

levels in rats receiving IH oxamate or IH vehicle

(Fig. 4G). This level of hyperglycemia led to a

twofold increase in the hypothalamic glucose

levels (to 2.1 mmol/g). The rate of glucose

infusion required to maintain hyperglycemia

was less with IH oxamate than with IH vehicle

(Fig. 4H). Hyperglycemia inhibited glucose

production by 88% in the presence of IH vehicle

and by only 53% in the presence of IH oxamate

(Fig. 4I). Thus, blocking the metabolism of lac-

tate in the hypothalamus results in a loss of 40%

of the inhibitory action of circulating glucose

on glucose production, which indicates that

the neuronal circuit engaged in response to

increased hypothalamic glucose metabolism

plays an important role in restraining glucose

production in response to an increase in the

circulating glucose levels.

Our results are also relevant to the ongoing

debate on the physiological role of the astrocyte-

neuron lactate shuttle (12). According to this

hypothesis, an increase in neuronal activity raises

the extracellular levels of the excitatory neuro-

transmitter glutamate, which in turn activates

glycolysis and lactate production in astrocytes.

Consistent with this notion, the IH infusion of

glutamate (1 mM) recapitulated the effects of IH

glucose on blood glucose levels and on liver

glucose production (22). Because the entry of

pyruvate into the TCA cycle is a dominant path-

way in neuronal energetics, the role of pyruvate

flux in glucose sensing appears to link neuronal

activity within this hypothalamic region to the

regulation of liver glucose homeostasis. Alter-

ations in the function of mitochondria have been

suggested to play important roles in the etiology

of metabolic changes associated with aging, di-

abetes, and obesity (23–25). These alterations, if

extended to hypothalamic neurons, could result

in decreased flux through PDH and, therefore,

could hamper the responses to nutritional cues

converging on the increased availability of

pyruvate.

The arcuate nucleus of the hypothalamus

is emerging as a major site for the integration

of multiple nutritional (19, 26) and hormonal

(18, 20, 27–31) signals, which are central to

the modulation of liver glucose homeostasis.

Type 2 diabetes and the metabolic syndrome

are typical examples of diseases the prevalence

of which is dependent on environmental and/or

nutritional factors operating on genetic suscep-

tibility. Impairment in the biochemical sensing

of carbohydrates may represent a basic under-

pinning for defects in the regulation of food

intake (6), b-cell function (32), and liver

glucose homeostasis (4).

In conclusion, neurons appear to have devel-

oped mechanisms for glucose sensing designed

to protect them from hypoglycemic injury by

triggering the rapid secretion of counterregula-

tory hormones in response to low extracellular

glucose levels (8–10). Here, we have shown that

moderate increases in extracellular glucose

levels within a specific region of the hypo-

thalamus are sufficient to lower blood glucose

levels through a robust inhibition of liver glucose

production. This discovery paves the way for

biochemical interventions designed to restore

central glucose sensing and glucose homeostasis.
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Hemodynamic Signals Correlate

Tightly with Synchronized

Gamma Oscillations
Jörn Niessing,1 Boris Ebisch,1 Kerstin E. Schmidt,1
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Functional imaging methods monitor neural activity by measuring hemodynamic
signals. These are more closely related to local field potentials (LFPs) than to
action potentials. We simultaneously recorded electrical and hemodynamic
responses in the cat visual cortex. Increasing stimulus strength enhanced spiking
activity, high-frequency LFP oscillations, and hemodynamic responses. With
constant stimulus intensity, the hemodynamic response fluctuated; these
fluctuations were only loosely related to action potential frequency but tightly
correlated to the power of LFP oscillations in the gamma range. These oscillations
increase with the synchrony of synaptic events, which suggests a close
correlation between hemodynamic responses and neuronal synchronization.

Blood oxygenation level–dependent (BOLD)

imaging methods are powerful tools to inves-

tigate brain function, and they are particularly

well suited for studies on the human brain

(1, 2). However, there is still debate about

which aspects of neuronal activity are reflected

by the amplitude of hemodynamic responses.

BOLD responses are positively correlated with

action potentials (3, 4) and the amplitude of

evoked potentials (5–7). The latter depends not

only on the number and discharge rates of

activated neurons but also on the temporal

coherence of action potentials and synaptic

activity (8). The BOLD-response may thus not

only be influenced by the amplitude but also

by the temporal structure of neuronal dis-

charges. This possibility is supported by recent

studies, which have shown that LFP oscilla-

tions correlate better with BOLD signals than

with discharge rates (9, 10) and that synaptic

activity elevates BOLD signals even in the

absence of action potentials (11).

LFP-oscillations and, thus, the temporal

coherence of synaptic activity vary substan-

tially in amplitude and frequency as a function

of stimulus configurations and central states.

During sleep and relaxed wakefulness, oscil-

lations occur at low frequencies (12), whereas

high-frequency oscillations prevail during

states of arousal and focused attention (13, 14).

We studied the relations between hemody-

namic signals, action potentials, and LFP

oscillations in different frequency bands.

Anesthetized adult cats were visually stimu-

lated with moving whole-field gratings of

different orientation, and electrical and hemo-

dynamic activity in primary visual cortex was

monitored simultaneously with the use of

implanted microelectrodes and optical imaging

of intrinsic signals at 570 and 610 nm (1).

Variations in the amplitude of cortical re-

sponses were induced by presenting visual

stimuli at two contrast levels (27 and 97% for

low contrast and high contrast, respectively).

In a parallel approach, spontaneous response

changes were examined while stimulus con-

trast was kept constant at 97% and the

variability of oscillatory patterns of cortical

activity was enhanced by electrical activation

of the mesencephalic reticular formation

(MRF). Stimulation of this structure has been

shown to enhance oscillatory activity in the

gamma range by means of activation of

cholinergic afferents from the basal forebrain

(15, 16). As a measure of the magnitude of

hemodynamic responses, we used the signal

amplitude in differential orientation maps

calculated by subtraction of orientation maps

from their orthogonal counterpart. The ampli-

tude of electrical responses was assessed from

the discharge frequency of multiunit activity

(MUA) and the oscillatory patterning of

responses from the power spectra of LFPs that

were recorded from the same electrodes as the

MUA (17).

Differential orientation maps resulting from

stimulation with high-contrast gratings at 610

nm exhibited a markedly stronger signal

amplitude than those obtained at low contrast.

This is indicated by the enhanced contrast in

the differential maps and the steeper gradients

between regions responding to different ori-

entations leading to a sharper delineation of

orientation domains at high-contrast stimula-

tion (Fig. 1A). Even though the time course of

the hemodynamic responses was similar for

both contrast levels, the peak amplitudes at

low-contrast stimulation were on average

È31% lower (P G 0.005, Mann-Whitney U

test) than at high-contrast stimulation (Fig.

1B). Simultaneously recorded MUA showed

the typical phasic-tonic response pattern (Fig.

1C) and firing rates (averaged over the whole

stimulus duration) were 28% lower with the

low-contrast than with the high-contrast

gratings (P G 0.0001, Mann-Whitney U test).

The oscillatory LFP responses to both stimulus

contrasts are shown in Fig. 1D. In these plots,

power spectra from blocks of eight individual

trials were averaged and then sorted in an

ascending order according to the strength of

the corresponding hemodynamic response. At

both contrast levels oscillations occurred over

a broad range of frequencies. However, on

average, low-contrast stimuli evoked oscillato-

ry responses at lower frequencies than did the

high-contrast stimuli, which included predom-

inantly oscillations in the upper gamma

frequency range between 50 and 90 Hz (Fig.

1D). Interestingly, this relation also holds for

responses evoked by stimuli of equal contrast.

Neuronal responses in trial blocks associated

with strong optical signals tended to oscillate

at higher frequencies (Fig. 1D). Correlation

analysis between hemodynamic signals and

neuronal responses calculated across all trials

and both contrast levels revealed a moderate

correlation with spike rate (r 0 0.53, Fig. 1E)

and a somewhat stronger relation (r 0 0.6, Fig.

1F) with the relative power of oscillations in

the upper gamma band.

We also found a marked variability of

hemodynamic responses even when contrast

levels were kept constant. This variability

occurred in a statelike manner in which phases

of strong hemodynamic responses alternated

with phases of weaker hemodynamic respon-

siveness. Thus, we kept the stimulus contrast

constant at 97% and recorded electrophysio-

logical and optical responses at 610 nm over

several hours. For quantitative analysis, blocks

of averaged results from eight repetitions of

the eight different stimuli (17), which had been

used for calculation of the hemodynamic

responses, were grouped in three classes

according to the strength of the respective

optical response, and both optical and electro-

physiological response variables were aver-

aged within these groups. The peak amplitudes

of the averaged hemodynamic responses

differed significantly between the three groups.

There were also marked differences in re-

sponse duration; the larger responses decayed

more slowly and lasted longer (Fig. 2A).

Interestingly, the range of variability of hemo-

dynamic response strength was as large as the

range covered by responses evoked at different

stimulus intensities (compare Figs. 1D and

2C). Neuronal firing rates also varied consid-

erably between trials and these variations were

related to the fluctuations of the hemodynamic

responses (Fig. 2B). However, averaged firing

rates differed only between the group with

strong hemodynamic responses and the groups

of medium and low response strength but not

1Max Planck Institute for Brain Research, 60528 Frankfurt/
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sity of Darmstadt, 64283 Darmstadt, Germany.
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between the latter two. By contrast, a clear

difference between all three groups of hemo-

dynamic responses existed with respect to the

frequency distribution of the respective oscil-

latory responses in the LFPs. Low-frequency

oscillations in the delta-, theta- and the alpha-

frequency band (Fig. 2C) were most prominent

in trial fraction 1, containing the trials with the

weakest optical signal. The weakest high-

frequency oscillations were observed in this

fraction. With increasing hemodynamic re-

sponse strength (trial fraction 2) oscillation

frequency shifted from the theta and alpha

band to the beta and lower gamma frequency

band, and the strongest hemodynamic re-

sponses (trial fraction 3) were associated with

the most prominent oscillations in the lower

and upper gamma frequency band.

Figure 3A summarizes the relations be-

tween the strength of hemodynamic responses

at 610 nm and the oscillation power in

different LFP frequency bands for the entire

data set. Low frequency activity in the delta

band showed a strong negative relation with

hemodynamic signal strength (r
delta

0 –0.44),

whereas theta, alpha, and beta activities were

more or less uncorrelated with this signal (r
theta

0

–0.23, r
alpha

0 –0.03, r
beta

0 0.18). A weak

positive relation existed for activity in the

lower gamma band (r
gamma1

0 0.33), and a

strong positive correlation for oscillations in

the upper gamma band (r
gamma2

0 0.64). These

relations were similar for trials without

(Fig. 3A, black dots) and with MRF activation

(Fig. 3A, gray dots). Optical signals measured

at 570 nm exhibited a significant positive

relationship exclusively with oscillations in

the upper gamma band (Fig. 3B, r
gamma2

0

0.5). In contrast, the correlation between firing

rates and the optical signal at 610 nm was very

low (r 0 0.19) (Fig. 3C and fig. S2). At

individual recording sites, firing rates usually

varied with variations of the corresponding

hemodynamic responses, but these correlations

could be both positive and negative (r values

ranging from –0.49 to 0.74). A consistent

positive correlation was found for only 25%

of the recording sites (r 9 0.35). We also

correlated firing rates with the power of

gamma oscillations on a trial-by-trial basis

and did not find a consistent relation (fig. S3).

The experiments with gratings of different

contrast confirm the previous view that hemo-

dynamic responses are positively correlated

with stimulus intensity (18) and neuronal

discharge rate (4, 9). Moreover, the analysis

of LFP oscillations revealed that stronger

stimuli shifted the frequency of LFP oscilla-

tions to higher values and that there is a

particularly tight correlation between hemo-

dynamic responses and LFP oscillations in the

high gamma frequency range. The present

findings closely link hemodynamic responses

to the processes leading to LFP oscillations in

the gamma frequency range. Both aspects that

contribute to the BOLD signal, blood volume

changes (19) and changes in the deoxygenation

status of hemoglobin (20), are positively

correlated to the occurrence of gamma oscil-

lations. Thus, our results are compatible with

the finding that BOLD responses correlate

better with the amplitude of LFP oscillations

than with the discharge rate of cortical neurons

(9, 10). Because LFPs predominantly reflect

transmembrane currents associated with syn-

aptic activity (8), it had been proposed that

BOLD responses reflected input rather than

output activity (9, 11), a conclusion which has

also been reached on the basis of theoretical

assumptions on the neuronal energy budget

(21). Our data go beyond this interpretation

and suggest that the precision of synchronous

firing of neurons within a cortical volume

critically contributes to the magnitude of the

hemodynamic response. The amplitude of

Fig. 1. Hemodynamic and electrophysiological responses to different stimulus contrasts. (A)
Differential orientation maps representing responses to vertical (dark regions) and horizontal gratings
(bright regions) at low-contrast (left) and high-contrast (right) stimulation recorded at 610 nm. For
these maps, data were averaged over five recording blocks. In both maps, gray levels correspond to the
same activity levels. The rightmost image depicts the recorded area. Black and white arrowheads in
the activity maps indicate corresponding regions. In the recorded area, lateral (lat) is toward the top
and anterior (ant) is toward the right. Scale bar, 1 mm. (B) Time course of the hemodynamic
responses at 610 nm averaged over 26 recording blocks for each contrast level. (C) Peristimulus time
histograms calculated from the normalized spike rate averaged over all recording blocks and sites (26
blocks, four recording sites). Error bars in (B) and (C) show means T SD. (D) Power spectra of all trials
(n 0 26 recording blocks) sorted in an ascending order according to the hemodynamic response
strength at 610 nm for each contrast level. The power of each frequency bin was renormalized to the
range between the maximum and minimum power observed throughout all trials and over both
contrast levels in the respective frequency bin. A low-pass filter was applied on every single frequency
bin of the resulting plot (kernel size includes 10 trials). (E and F) Correlation analysis between
hemodynamic responses and spike rates (E) and hemodynamic responses and gamma power in the
upper frequency range (F), calculated on the basis of individual data blocks of eight stimulus
presentations summarizing data from both contrast levels. Each point reflects the averaged response
over eight repetitions of the presentation of the eight different stimuli. Therefore, each point reflects
the average of 64 responses measured over a period of about 19 min.
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LFPs depends not only on the number of active

synapses within a cortical volume but to a

crucial extent on the synchronicity of the

synaptic events (8). Because of the short

duration of synaptic currents, they summate

most effectively if synchronized with a preci-

sion in the millisecond range. The precision of

synchronous firing is in turn positively cor-

related with the frequency at which synchro-

Fig. 2. Spontaneous
variations of hemo-
dynamic and electro-
physiological response
under conditions of con-
stant stimulus intensity.
(A) Time course of he-
modynamic signals at
610 nm averaged over
the respective 33.3% of
trials with strong (red
line), medium (blue
line), and weak (green
line) hemodynamic
responses (n 0 26
recording blocks for
each curve). (B) PSTHs
of the spike rates for
the same trials as
depicted by (A). Error
bars in (A) and (B)
show means T SD. (C)
Power spectra of all
trials (n 0 78 recording
blocks) sorted in an as-
cending order accord-
ing to hemodynamic
response strength at
610 nm. The observed
minimum and maxi-
mum activity is coded
by black and yellow, respectively. A low-pass filter was applied on each single frequency bin of the resulting plot (kernel size includes 10 trials).

Fig. 3. Correlation analysis between hemodynamic and electrophysiological
responses under constant stimulus conditions. (A and B) Scatter plots showing
the relationship between hemodynamic responses obtained at 610 nm (A) and
570 nm (B) and the power in different frequency bands. (C) Regression plot of
hemodynamic responses at 610 nm with the spike rates averaged over all
normalized MUA channels.
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nized groups of neurons oscillate (15, 22) and

reaches a maximum when cells engage in high-

frequency gamma oscillations.

How do changes in the temporal patterning

of responses influence hemodynamic responses?

There is evidence that synchronization in the

gamma frequency range is associated with

oscillatory, tightly synchronized discharges of

inhibitory interneurons (23) leading to periodic

inhibition of pyramidal cells. These inhibitory

postsynaptic potentials, in turn, synchronize

pyramidal cells by confining their discharges

to the depolarizing peaks of the membrane

potential oscillations (24). Thus, when cortical

networks engage in gamma oscillations, inhib-

itory interneurons are highly active, and as

their discharges are phase-locked to the os-

cillations (23), their activity increases with

oscillation frequency. Therefore, we propose

that the hemodynamic responses associated

with gamma oscillations are mainly initiated

by the firing of inhibitory interneurons.

Although inhibitory interneurons consti-

tute only about 20% of the cortical neurons,

it is likely that they substantially contribute

to local energy consumption. They fire at

very high frequencies and distribute their

numerous synapses exclusively within adja-

cent cortical volumes. The hypothesis that

interneuron activity is a major cause of the

hemodynamic response (25) is well compat-

ible with the fact that interneurons contain

enzymes for the synthesis of vasoactive

compounds such as NO and vasoactive pep-

tides (26, 27). In this cascade, the elevated

calcium concentration is suggested to play a

major role (25).

This interpretation resolves some of the

discrepancies between BOLD studies and unit

recordings. Deficits in visual processing in am-

blyopia are well reflected by evoked potentials

and hemodynamic responses, although they are

undetectable in discharge rates (7). Attentional

shifts in the absence of sensory stimulation

(28) and mental imagery (29) are associated

with BOLD responses, and these cognitive

processes are associated with increased oscil-

latory activity in the gamma frequency band

(14, 30). Other cognitive and executive func-

tions such as figure-ground segmentation,

expectancy, sensory-motor coordination, short-

term memory, and movement preparation are

associated with enhanced oscillatory activity in

the beta and gamma frequency range (31, 32).

Hemodynamic responses may thus be ideally

suited to visualize neural processes associated

with higher cognitive and executive functions.
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Coupling Between Neuronal

Firing, Field Potentials, and fMRI

in Human Auditory Cortex
Roy Mukamel,1 Hagar Gelbard,1 Amos Arieli,1 Uri Hasson,2

Itzhak Fried,3,4* Rafael Malach1*

Functional magnetic resonance imaging (fMRI) is an important tool for inves-
tigating human brain function, but the relationship between the hemodynamically
based fMRI signals in the human brain and the underlying neuronal activity is
unclear. We recorded single unit activity and local field potentials in auditory
cortex of two neurosurgical patients and compared them with the fMRI signals of
11 healthy subjects during presentation of an identical movie segment. The
predicted fMRI signals derived from single units and the measured fMRI signals
from auditory cortex showed a highly significant correlation (r 0 0.75, P G 10j47).
Thus, fMRI signals can provide a reliable measure of the firing rate of human
cortical neurons.

A major concern in the rapidly expanding field

of functional magnetic resonance imaging

(fMRI) has been the absence of a quantitative

relationship between blood oxygenated level–

dependent (BOLD) fMRI signals and neuronal

activity. Several studies have attempted to

characterize this relationship (1–10). In anes-

thetized monkeys, a higher correlation of the

fMRI signal to the local field potential (LFP)

was found compared with spike activity (11).

However, the implications of these studies to

the awake, conscious human brain are unclear.

Recently, we reported that movie stimuli

are particularly effective in producing a wide-

spread and robust correlation in the evoked

fMRI signals across different subjects (12).

Here, we used this phenomenon of intersubject

correlation to examine the nature of the

coupling between fMRI signals and neuronal

activity in the sensory cortex of alert humans.

We recorded from 53 single neurons in

Heschl_s gyrus (auditory cortex) of two native

English-speaking patients with epilepsy

monitored with intracranial depth electrodes

for potential surgical treatment (13). Record-

ings were done while the patients saw two

repetitions of a 9-min segment from a popular
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English-speaking movie. Twenty out of 30

neurons in patient 1 and 17 out of 23 in patient

2 showed reproducible auditory responses. The

spiking activity of these neurons in each

patient was summed and converted into a

predicted fMRI BOLD response (spike predic-

tor) by convolution with a standard hemo-

dynamic response function (gamma function)

(2, 14) (Fig. 1). In parallel, we performed

fMRI scans on 11 healthy subjects while they

watched the same movie segment (13). All

subjects spoke English as a second language.

We then used the spike predictor of each

patient (e.g., Fig. 1C for patient 1) as a

regressor in a conventional general linear mod-

el (GLM) analysis of the fMRI signals ob-

tained from the healthy subjects. Figure 2

shows the multiparticipant average activation

map of 11 subjects as derived from the spike

predictor of patient 1, projected onto the

reconstructed folded hemispheres of the pa-

tient. The map has its basis in the average of

all single-subject data, transformed into com-

mon Talairach space (15). On the basis of

postoperative computer tomography scans, we

could estimate the location of the recording

electrode (Be[ in Fig. 2). The most significant

activation foci were localized to Heschl_s

gyrus in close proximity to the electrode_s lo-

cation. Significant activation in the same re-

gion was also found in individual subjects (see

individual maps in fig. S1). In the second pa-

tient, the data followed a similar trend (fig. S2).

No significant activation was revealed with the

use of a predictor derived from the soundwave

amplitude (13). Furthermore, control fMRI

data, recorded while subjects viewed the same

movie segment with no sound or viewed a

different movie segment, revealed no correla-

tion with the spike predictor (fig. S3).

We sampled the fMRI time course in

Heschl_s gyrus of each subject by using the

spike predictors of the patients. To ensure

statistical independence of region of interest

(ROI) definition and sampling of signal time

course, we used the internal localizer design in

which nonoverlapping time segments of the

spike predictor were used for ROI definition

and for sampling (13, 16). Time courses were

then averaged across subjects. The average

fMRI time courses are shown in the bottom

graphs of Fig. 3 and in fig. S4. These time

courses are superimposed on the spike predic-

tor (black trace). The correlation coefficients

between the averaged fMRI signal and the

spike predictors were 0.75 (P G 10j47) for

patient 1 and 0.56 (P G 10j28) for patient 2.

The sampled fMRI signals were slightly

different for the two patients, because their

Fig. 2. The fMRI BOLD
activation map derived
from the spike predic-
tor. Multisubject map
(n 0 11) obtained with
use of the spike pre-
dictor of patient 1.
The fMRI activations
are shown on the
reconstructed folded
hemispheres of the
patient. Activations
were obtained with a
random effect multi-
GLM test by using the
predictor obtained
from the average spike
train (20 cells) of pa-
tient 1. Note the local-
ized activations in Heschl’s gyrus corresponding to the site of spike recordings in the patient (denoted by ‘‘e’’). RH and LH, right and left hemisphere,
respectively; A, anterior; P, posterior.

Fig. 1. The fMRI BOLD
predictor created from
spikes of patient 1. (A)
Raster display of spike
trains from all 20 cells
during the first (blue)
and second (red) mov-
ie presentation. The
black histogram dis-
plays the population
summed activity. The
summed activity was
convolved with a gam-
ma hemodynamic re-
sponse function (B).
The resulting time
course was Z-score
normalized (C) and
used as a predictor for
the BOLD fMRI signal.
a.u., arbitrary units.
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spike predictors defined slightly different

ROIs, possibly due to the fact that the

electrode position in the two patients was not

identical Efor exact Talairach coordinates see

(13)^.

The amount of correlation between the

fMRI signals and spike predictors modulated

along the 9-min movie timeline. For example,

during stretches of silence in the movie there

was no stimulus-evoked activity in auditory

cortex, and no correlation is expected between

the spontaneous neural activity in different

individuals. In order to isolate times of high

correlation between different individuals, we

calculated a moving correlation function be-

tween the fMRI signals of the healthy subjects

(green traces in Fig. 3) (13). Periods of high

intersubject correlation (light gray shaded

regions) largely coincided with periods of high

correlation between the BOLD fMRI signal

and the spike predictors. Thus, although the

correlations between the neuronal and fMRI

signals were 0.75 and 0.56 for the two patients

for the entire duration of the recording, these

correlations climbed to 0.9 (P G 10j30) and

0.72 (P G 10j19) when only 30% of the time

course, showing the highest interparticipant

correlations, was considered.

The electrophysiological recordings from

the two patients were continuous, spanning 1

to 14 kHz, allowing us to examine also the

relationship between the LFPs and the fMRI

signals. LFPs are typically of lower frequen-

cies (È1 to 130 Hz) and likely relate to den-

dritic synaptic activity (1). We created fMRI

predicted signals from the power modula-

tions of the LFP signals at different frequen-

cies (LFP predictors) (13). Figure 4A depicts

the correlation between the different LFP pre-

dictors (corresponding to different frequency

bands) and the spike predictor (cyan) and

also their correlation with the average fMRI

signal sampled with the spike predictor (orange)

for patient 1. Interestingly, at different frequency

bands there was a clear inversion of the cor-

relation value between the fMRI data and the

LFP signal from negative correlation at low

LFP frequencies (5 to 15 Hz, green) to strong

positive correlation at high frequencies (40

to 130 Hz, yellow). Also there was a strong

correlation between the spike predictor and

LFP predictor at high frequencies (cyan

trace). We generated LFP predictors for the

two frequency bands (5 to 15 Hz and 40 to 130

Hz) (13). All three predictors (spikes and low-

and high-frequency LFPs) were most signifi-

cantly correlated with the fMRI signal in

Heschl_s gyrus (with a sign inversion for the

low frequency LFP predictor) (Fig. 4, B to D).

Correlation values of high-frequency LFP

and spike predictors with fMRI BOLD signal

of each subject were compared. The results

show similar correlations derived from these

two predictors: for patient 1, spike predictor

correlation of 0.5 T 0.04 SEM and LFP

predictor of 0.46 T 0.04; for patient 2, spike

predictor correlation of 0.39 T 0.04 SEM and

LFP predictor correlation of 0.39 T 0.04.

Thus, in patient 1, the correlation with BOLD

was slightly better for the spike predictor than

the high-frequency LFP-predictor (P G 0.05,

paired t test), whereas no significant differ-

ence was found in patient 2 (P G 0.48, paired

t test). For spike and LFP predictors, their

corresponding fMRI signals, and spectral anal-

ysis of stimulus soundwave, see fig. S5.

Lastly, although the measured time courses

were rather short, the availability of both spik-

ing activity and fMRI responses to the same

stimulus allowed us to obtain a data-driven,

objective estimate of the human hemodynamic

response function, coupling the spikes and

fMRI BOLD signal. By using standard de-

convolution methods (13), we obtained such

functions for the two fMRI data sets, sampled

at a rate of 1 and 1/3 Hz (orange and purple

traces in fig. S6). The obtained functions were

quite compatible with the current estimates of

the BOLD hemodynamic response function

(black trace) (2, 14). Noticeably, the data sam-

pled at the faster rate exhibited a small but

significant (P G 10j4) initial decrease in the

BOLD signal of four out of six subjects (fig.

S6, gray circles) (13, 17, 18).

Our results indicate a high linear correla-

tion between spiking activity, high-frequency

LFP, and fMRI BOLD signal measured in hu-

man auditory cortex during natural stimulation.

We cannot rule out the possibility that under

different physiological conditions or in differ-

ent brain regions there may be a decoupling

between spiking activity and the BOLD signal

(11). Because in our stimulation paradigm the

spiking activity was highly correlated with the

high-frequency LFP (cyan trace, Fig. 4A), our

results cannot identify one or the other as

the driving source behind the BOLD signal

(9–11, 19, 20). However, regardless of the

mechanism underlying the BOLD signal, the

broad methodological implication of our find-

ings lies in the demonstration that, at least un-

der natural stimulus conditions, BOLD fMRI

signals can be trusted as a faithful measure of

the average firing rate of the underlying

population.

The high correlation found does not neces-

sarily imply lack of variability in the fMRI

Fig. 3. Correlation of the spike predictor with measured fMRI activation. fMRI BOLD activations in
Heschl’s gyrus of each of the six subjects were sampled by using the spike predictor of each
patient (top, patient 1; bottom, patient 2). Bottom graphs depict the average measured BOLD
activation of all six subjects (orange traces) together with the predicted BOLD created from the
average spike train of each patient (black traces). The overall correlations between the average
BOLD signal and the spike predictors were 0.73 for patient 1 and 0.55 for patient 2. Top graphs
depict the average intersubject correlation (green traces) between BOLD activations of all subject
pairs calculated in sliding windows of 21 s (13). Light gray regions correspond to times in which the
average intersubject correlation was greater than 0.1, whereas dark gray regions correspond to times in
which the average intersubject correlation was smaller than 0.1. The correlation between the BOLD
signal and spike predictors increased at high (9 0.1) levels of intersubject correlations to 0.81 (0.6)
(light gray regions) and further increased to 0.9 (0.72) in the top 30% epochs.
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signals. Note that the spikes-to-BOLD correla-

tion obtained for group-averaged fMRI re-

sponses was higher (0.75 for patient 1 and

0.56 for patient 2) than that obtained for indi-

vidual subjects (0.5 and 0.46, respectively).

A particularly important result was the

inversion in the coupling of LFP to BOLD,

moving from positive correlations at high,

gamma-range frequencies (40 to 130 Hz) (21)

to negative correlations at the low, alpha-range

frequencies (5 to 15 Hz) (22, 23). This result is

compatible with the notion that electroenceph-

alogram signals in the alpha band frequencies

are diminished in times of high cognitive

processing and that sensory stimulation leads

to desynchronization of slow potentials (24).

The fact that the correlation between the

spikes, high-frequency LFPs, and fMRI signal

in Heschl_s gyrus was high despite the ex-

tremely noisy MRI environment indicates that

human auditory representations at the cortex

level deemphasize low-level auditory signals

such as loud beeps (25, 26). This is also il-

lustrated in the relatively low (albeit still

significant) fMRI responses to high sound-

amplitude events (e.g., gunshots and explo-

sions) during the movie compared with speech

events (fig. S4) and the weak correlation of the

activations with the sound-wave amplitude

(figs. S3 and S5).

Our results also have implications for

human sensory representations during natural

stimulation. The single-unit signal was derived

from a small population (È20) of active

neurons, whereas the fMRI signals reflect the

population activity of millions of neurons (8).

The fact that firing rate in a mere È20 respon-

sive neurons was sufficient to capture such a

large fraction of the fMRI signal variance

points to a highly distributed profile (27) of

slow auditory responses. In such a representa-

tion, auditory neurons contain a strong element

of correlation between neighboring neurons

during natural sensory stimulation, because

they are all driven, albeit to a varying extent,

by multiple auditory events (Fig. 1A).

Several intervening factors could have

disrupted the correlation between the electro-

physiological and fMRI signals. First, the

electrophysiological signals were recorded in a

quiet hospital room, whereas the fMRI signals

were recorded in a typical, acoustically noisy

fMRI setup. Second, the small sample of

neurons we recorded was unlikely to precisely

represent the averaged response profile of the

neuronal populations in the imaged fMRI

voxels. Lastly, there were individual differences

between the patients and the fMRI subjects.

Thus, under optimal conditions, such as

recording both signals in the same participant,

the real physiological coupling between the

neuronal firing rates and fMRI BOLD signals

may be even stronger than measured.
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Fig. 4. Correlation maps between fMRI BOLD signal and different components of the electro-
physiological measurements. (A) The correlation of the different LFP predictors of patient 1 (13) with
the average fMRI BOLD signal in Heschl’s gyrus (orange trace) and with the spike predictor (cyan trace)
as a function of frequency band. Note the strong negative correlations between the BOLD activation
and the low-frequency LFPs (5 to 15 Hz) and the strong positive correlation with the high-frequency
LFPs (40 to 130 Hz). (B to D) The multisubject random-effect GLM map correlating the BOLD signal of
six participants with the low-frequency (5 to 15Hz) LFP predictor (B), the high-frequency (40 to 130
Hz) LFP predictor (C), and the spike predictor (D). LS, lateral sulcus; STS, superior temporal sulcus; HG,
Heschl’s gyrus; RH and LH, right and left hemisphere, respectively. Arrowheads point to regions of
highly significant correlation in Heschl’s gyrus.
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Automated Protein Purification
The BioSprint 15 Ni-NTA and Strep-Tactin kits bring automated pro-
tein purification within reach of more researchers. BioSprint 15 pro-
tein kits save time and effort by providing fast purification of high-
purity histidine- and streptavidin-tagged recombinant proteins,
ready to use in any downstream application. The easy-to-use
BioSprint 15 platform is a stand-alone instrument with a small foot-
print that enables automated parallel purification of up to 15 high-
purity protein samples from prokaryotic or eukaryotic cell lysates.
By using magnetic-bead technology, BioSprint 15 kits provide a
rapid procedure that can purify up to 100 μg protein per sample in
less than 45 min. Since the workstation transfers magnetic beads
instead of liquids, it uses minimal amounts of reagents.
Qiagen For information 800-426-8157 www.qiagen.com

Cell Proliferation Analysis
The Guava CellGrowth assay, when used in conjunction with the
Guava EasyCyte System, provides cell proliferation analysis at the
single-cell level, offering cell proliferation assessments without
the use of more complex fluorescence methods out to five gener-
ations. In addition, the assay offers a broader linear range and is
more quantitative than colorimetric methods. The CellGrowth
Assay makes use of a well-characterized cell tracking dye that dif-
fuses freely into cells and is retained within the cell without
affecting cellular function. The dye is not transferred to adjacent
cells. The assay makes use of two dyes, a cell-permanent painting
dye and a cell-impermanent DNA-binding dye, to distinguish live
or dead proliferated cells from live or dead resting cells. For each
round of cell division, the relative fluorescence intensity of the dye
is decreased by half. The assay is suitable for monitoring the
growth of primary cultures, such as peripheral blood mononuclear
cells, activated T or B cells, peripheral blood lymphocytes, thymo-
cytes, hematopoietic cells, splenocytes, and fibroblasts.
Guava Technologies For information 44-208-546-0869 

www.guavatechnologies.com 

Mutation Detection Kit
The Surveyor Mutation Detec-
tion Kit for standard gel elec-
trophoresis contains the key
component Surveyor Nuclease,
which recognizes and cleaves
DNA fragments at any type of
mismatch site. The Surveyor
Nuclease can be used to detect
all single-base substitutions and
small insertions and deletions;
find mutations in polymerase
chain reaction (PCR) products 
0.2 to 3.5 kb in size; reveal the
number of mutations in a specific PCR product; show whether 1,2,or
3 mutations are present; and discover mutations in pooled genomic
DNA samples or pooled PCR products representing up to 16 alleles.
Transgenomic For information 402-452-5452 www.transgenomic.com

Advanced Biomarker Discovery
The ClinProt system for advanced biomarker discovery, identifica-
tion, and validation in clinical proteomics has expanded capabilities.
The extensive ClinProt portfolio of magnetic beads for sample pre-
fractionation has been expanded with novel capabilities to address

biomarker analysis of large proteins, targeted glycoprotein analysis,
and antigen-specific enrichment of selected biomarker molecules.
In addition to these beads, a new ClinProTools 2.0 bioinformatics
package offers streamlined data interpretation. It combines intu-
itive data visualization with sophisticated pattern recognition algo-
rithms for the determination of predictive biomarker panels.
Bruker Daltonics For information 978-667-9580 www.bruker-biosciences.com

Heating Circulators
The 8200 Series is a line of large capacity heating circulators
designed to provide precise temperature control for a diverse range
of applications. The series offers a choice of three different micro-
processor-based controllers, integrated simplex or duplex pump,
and a 28-l reservoir. The units feature an operating temperature
range of ambient +5°C to 150°C, excellent temperature stability,
and a large 12 1/8-inch by 10 3/8-inch reservoir opening.The top-
of-the-line 8212 Circulator features a programmable controller
with bright LCD display, ±0.01°C temperature stability, multi-
language help menus, and sophisticated time and temperature
programming. It can store up to ten 50-step programs and offers
extensive data-logging capability, including communications 
support for Microsoft
Excel, National Instru-
ments LabView, and 
the Palm OS.Other stan-
dard features include 
a five-speed pump, re-
mote probe control
capability, and a built-in
RS-232 interface.
PolyScience For information  800-229-7569 www.polyscience.com

Literature
Fluorescent Proteins 2005 is a 20-page guide describing Evrogen’s
novel fluorescent proteins for biological research and commercial

biotechnology applications. The guide
includes basic fluorescent proteins such as
TurboGFP (a bright and fast-maturing green
fluorescent protein), PhyYFP and PhiYFP-m
(true yellow fluorescent proteins), t-HcRed
(a non-oligomeric far-red fluorescent pro-
tein), and the red fluorescent protein JRed. It
also features corresponding expression vec-
tors, recombinant proteins, and protein
antibodies as well as proteins that change
color and intensity in response to light of
certain wavelengths. This reference dis-
cusses the general properties of these pro-
teins and details a variety of in vivo applica-
tions, including gene expression analysis,

protein localization, cell labeling, and protein–protein interaction
and co-localization studies.
Axxora For information 800-550-8825 www.axxora.com

NEW PRODUCTS
http://science.labvelocity.com
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Newly offered instrumentation, apparatus, and laboratory materials of interest to
researchers in all disciplines in academic, industrial, and government organizations are
featured in this space. Emphasis is given to purpose, chief characteristics, and availabil-
ity of products and materials.Endorsement by Science or AAAS of any products or mate-
rials mentioned is not implied.Additional information may be obtained from the manu-
facturer or supplier by visiting www.science.labvelocity.com on the Web, where you can
request that the information be sent to you by e-mail, fax, mail, or telephone.

NEW PRODUCTS
http://science.labvelocity.com

For more information visit GetInfo,
Science's new online product index at
http://science.labvelocity.com

From the pages of GetInfo, you can:
• Quickly find and request free information 

on products and services found in the pages 
of Science.

• Ask vendors to contact you with more 
information.

• Link directly to vendors' Web sites.

http://www.qiagen.com
http://www.guavatechnologies.com
http://www.transgenomic.com
http://www.bruker-biosciences.com
http://www.polyscience.com
http://www.axxora.com
http://science.labvelocity.com
http://www.sciencemag.org
http://science.labvelocity.com
http://science.labvelocity.com


POSITIONS OPEN

FACULTY POSITIONS IN BIOPSYCHOLOGY
The University of Chicago

The University of Chicago is seeking to fill SENIOR
or JUNIOR POSITIONS in biopsychology. Our
primary goal is to understand behavior and the mind
in relation to biological mechanisms. We construe bio-
logical mechanisms to include the interactions among
the nervous, endocrine, and immune systems, and we
are particularly interested in those who study effects of
mental and behavioral processes on biological mecha-
nisms. The Institute for Mind and Biology, housed in
a new biopsychological sciences research facility, is
dedicated to behavioral studies in animals and humans,
with fully accredited animal care facilities and commu-
nal research equipment.

Ideal candidates are those whose research interests
bridge to other strengths in the Department of Psy-
chology, and are enthusiastic about engaging in col-
laborative transdisciplinary research within a highly
interactive research community both inside and outside
the Department of Psychology. We invite applications
from individuals who primarily study animals and
employ an integrative approach incorporating multi-
ple biological mechanisms (e.g., genetic, molecular,
neurochemical, hormonal, immune, electrophysio-
logical) that complement their behavioral research.
Of particular interest is research in the developmen-
tal, emotional, social, and cognitive aspects of psy-
chological processes.

Evaluation of applicants will begin November 1,
2005. Applicants should submit curriculum vitae, a
conceptual summary of research, a statement of teach-
ing interests/philosophy, representative publications,
and three letters of reference. Please send all materials
to: Biopsychology Search Committee, 5730 Wood-
lawn Avenue, Room 101, Chicago, IL 60637. The
University of Chicago is an Affirmative Action/Equal Opportu-
nity Employer.

ASSISTANT PROFESSOR
Cardiovascular Physiology

Dalhousie University

The Department of Physiology and Biophysics
invites applications for a position at the Assistant
Professor level available for the 2006 academic year.
Qualified candidates will have demonstrated research
expertise in cardiovascular physiology, with an em-
phasis on molecular or cellular research in cardio-
vascular disease, ischemia/reperfusion injury or
stroke, or gene-based approaches to cardiovascular
repair. Applicants must have a Ph.D. and/or M.D.
degree, several years of postdoctoral training, excel-
lent communication skills, and a strong record of
peer-reviewed publications. The successful candidate
will be expected to develop active and synergistic
research collaborations with other cardiovascular
researchers in both the basic science and clinical
departments of the Faculty of Medicine. The can-
didate is expected to develop an extramurally funded
research program and to participate in the teaching
mission of the Department. This is a salaried, pro-
bationary tenure-track appointment; however, the
candidate will be expected to apply for external salary
support from appropriate granting agencies.

Send letter of application, curriculum vitae, brief de-
scription of research experience and interests, teaching
experience, and the names of at least three references
to: Dr. Paul R. Murphy, Head, Department of
Physiology and Biophysics, Faculty of Medicine,
Dalhousie University, Sir Charles Tupper Medical
Building, 5850 College Street, Halifax, Nova
Scotia B3H 1X5, Canada.

Review of applications will begin October 1, 2005,
and will continue until the position is filled.

All qualified candidates are encouraged to apply;
however, Canadians and permanent residents will be given
priority. Dalhousie University is an Employment Equity/Af-
firmative Action Employer. The University encourages ap-
plications from qualified Aboriginal people, persons with a
disability, racially visible persons, and women.

POSITIONS OPEN

TENURE-TRACK ASSISTANT PROFESSOR
Department of Genetics and Biochemistry

Clemson University

The Department of Genetics and Biochemistry at
Clemson University invites applications for a tenure-
track faculty position at the ASSISTANT PROFES-
SOR level in the area of plant protein biochemistry.
Exceptional candidates working with other model sys-
tems will also be considered. We are seeking a highly
motivated individual with a strong record of research
productivity and a commitment to graduate and un-
dergraduate education. Candidates should have a
Ph.D. in biochemistry, molecular biology, or a related
discipline, and a minimum of two years of postdoctoral
experience. This individual, who will use biophysical
and molecular techniques to investigate protein struc-
ture and function, should have a strong knowledge
base in protein biochemistry, proteomics, and enzy-
mology, and should have extensive experience in the
expression, purification, and characterization of plant
proteins. The successful candidate is expected to
develop a competitive, extramurally funded research
program and to collaborate with investigators at the
Clemson University Genomics Institute, the Trans-
genic Plant and Bioprocessing Program, and the
campus-wide bioinformatics and systematics group.
This individual also will train graduate students and
contribute to teaching undergraduate- and graduate-
level courses. Salary is competitive, commensurate with
background and experience. This position offers
competitive startup funds and laboratory space located
in the state-of-the-art Biosystems Research Complex.

The Department of Genetics and Biochemistry is
a young and rapidly growing department currently
comprised of 15 faculty with expertise in biochem-
istry, genetics, genomics, and bioinformatics, and
offers B.S., M.S., and Ph.D. degrees in biochemistry
and molecular biology and genetics (website: http://
www.clemson.edu/genbiochem/). The interna-
tionally recognized Clemson University Genomics
Institute (CUGI) is home to the Genome Database
for Rosaceae with functional and structural genomic
projects using peach as a model system. CUGI is
equipped with high throughput functional genomics
and proteomics facilities (website: http://www.
genome.clemson.edu).

In a single PDF file, applications including cover
letter, curriculum vitae, future research plan, state-
ment of teaching interests, and contact information
of three potential references should be sent to e-mail:
gblss@clemson.edu with Plant Protein Biochemist
Position in the subject heading. Applications received
by September 16, 2005, will receive full considera-
tion. We especially encourage minorities and women to apply.
Clemson University is an Equal Employment Opportunity/
Affirmative Action Employer.

FACULTY POSITIONS
Human Papillomavirus Investigator

The Department of Dermatology at the University
of Arkansas for Medical Sciences (UAMS) invites ap-
plications from outstanding scientists for positions at
the ASSISTANT, ASSOCIATE, or FULL PRO-
FESSOR rank. These are 12-month, tenure-track or
tenured positions. Successful applicants will be ex-
pected to have a funded research program compatible
with and complementing the existing departmental
strengths in immunologic aspects of human papillo-
mavirus regulation and translational research in immu-
notherapy of warts. The University of Arkansas for
Medical Sciences campus has experienced remarkable
growth over the last decade and offers a modern and
highly collaborative environment. Current extramural
funding exceeds $100 million annually.

Nationally competitive salary and startup packages
along with state-of-the-art research laboratories will be
offered to top candidates.

Candidates should send curriculum vitae, statement
of research interests, and names/addresses of three
references to: Thomas D. Horn, M.D., Department
of Dermatology, University of Arkansas for Med-
ical Sciences, 4301 West Markham Street, #576,
Little Rock, AR 72205. E-mail: hornthomasd@
uams.edu.

UAMS is an Equal Opportunity Employer.
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POSTDOCTORAL POSITIONS IN

MAMMALIAN MOLECULAR AND

DEVELOPMENTAL GENETICS

McLaughlin Research Institute is a small
non-profi t research organization near the east 
slopes of the Rocky Mountains and provides 
an outstanding environment to train for a career 
in mammalian genetics. Applicants for these 
positions should provide evidence, includ-
ing publication in internationally recognized 
journals, for their potential for an independent 
research career. Refer to www.montana.edu/
wwwmri for additional information about the 
following research programs.

• Genetic Regulation of Myelination (J.

Bermingham)

• Genetics of Susceptibility to Neurodegen-

erative Disease. (G. Carlson) 

• Molecular Motors & Chemical Genetics 

(J. Mercer)

• Development of the Auditory and Renal 

Systems (P. Xu) 

To apply, state clearly the program to which 
you wish to apply, send your curriculum vitae, 
a statement of research interests, and the names
of three individuals whom we may contact for 
references to:

Training Offi ce 

McLaughlin Research Institute

1520 23rd Street South

Great Falls, MT 59405

tg@po.mri.montana.edu

Postdoctoral Position in 

Psychology or Psychiatry

Mood and Anxiety Disorders 

Research Program

National Institute of Mental Health

Bethesda, MD

DHHS and NIH are Equal 

Opportunity Employers

The Section of Developmental Genetic
Epidemiology in the Mood and Anxiety
Disorders Program at the National Institute of
Mental Health is recruiting a postdoctoral fel-
low in experimental psychology, biological
psychology/psychiatry, clinical psychology,
neuro-psychology/psychiatry, or related field.
The focus of the section is genetic epidemio-
logic and community studies, particularly
family and high-risk studies of the correlates
and risk factors for the development of mood
and anxiety disorders. The candidate must have
a Ph.D. in psychology or a M.D. with psychiatry
residency, and some research experience is
preferred. Preference will be given to candi-
dates with a background and interest in the
fundamentals of stress, the autonomic ner-
vous system, and/or reproductive endocrinol-
ogy/hormones.  Applicants should send a cur-
riculum vitae, statement of research interests,
and three letters of reference to Dr. Kathleen R.
Merikangas, Chair Search Committee, National
Institute of Mental Health, 35 Convent Drive,
Bldg 35 Room 1A201, MSC-2370, Bethesda,
MD 20892-3720.  

Readerships and a Lectureship in Biological Sciences

The School of Biological Sciences is recognised in the UK and internationally for delivering

excellence in research and teaching. The School's six Institutes cover the key areas of modern

biological research and promote interdisciplinary collaborative links with other Schools 

and Colleges in the University and with other key institutes in the Edinburgh area. Research 

in the Schools spans a broad area and all parts of the School were graded 5A in the 2001

Research Assessment. The School forms part of the College of Science and Engineering

which has an international profile of research excellence, with 62% of the leading scientists 

in Scotland.

Readership in Statistical Genomics

£37,558 – £42,573

The Institute of Evolutionary Biology (http://www.ieb.org.uk) is a world-leading centre for all

aspects of evolutionary genetics extending from quantitative genetics to evolutionary ecology

via theoretical and experimental population genetics, speciation, and evolutionary genomics.

The Roslin Institute (http://www.ri.bbsrc.ac.uk) is internationally renowned for its research 

on farm animals with major programmes in molecular and quantitative genetics, genomics, and

developmental biology.

With the rapid accumulation of genomic data from humans and many other organisms,

these institutions are looking to build on their current strengths by recruiting a dynamic and

forward-looking individual with a recognised research reputation to capitalise on the wealth 

of opportunities available here. You will have established an innovative research programme 

in this area, be based in the University but will link with collaborators at both Roslin and 

in the University.

IEB has good collaborative relationships with the University's College of Medicine and

Veterinary Medicine and the MRC Human Genetics Unit as well as the Roslin Institute and the

Scottish Agricultural College.

Ref: 3004780SI. Closing date: 26 August 2005.

Readership in Bio-Molecular Sciences

£37,558 – £42,573

Working in the Institute of Cell Biology, you will be an established Bio-molecular Scientist with

an interest in one of the following areas: molecular and cellular biology, molecular genetics,

protein and nucleic acid biochemistry and studies of the structure, function and interaction 

of biological macromolecules.

You will be of international standing with research achievements in bio-molecular sciences,

a strong track record in attracting major grant funding, consistent publication in international

journals, and experience of managing a large research group. You will develop a major

research programme and take a leadership role in both research and teaching in the School.

Also, part of your remit is to make a significant contribution to teaching of bio-molecular

sciences, the training of research students and to interact with other staff in the School 

of Biological Sciences. The School houses the Wellcome Trust Centre for Cell Biology.

Ref: 3004779SI. Closing date: 26 August 2005.

Lectureship in Mathematical Epidemiology

£23,643 – £35,883

Working in the Centre for Infectious Diseases, you will be based in the Institute for Immunology

and Infection Research and will develop your own research programme within the

Epidemiology Research Group led by Professor Mark Woolhouse. The Centre for Infectious

Diseases provides numerous opportunities for collaboration with researchers in Biological

Sciences, the College of Medicine and Veterinary Medicine on a variety of epidemiological

topics and it is hoped that you will take advantage of these. You will seek external research

funding (e.g. Wellcome Trust, BBSRC, MRC), supervise postgraduate research students and

contribute to undergraduate teaching. A PhD in epidemiology or a relevant area of biomathematics

or biostatistics, experience of postdoctoral research and a good publications record

in international journals are essential. Experience of attracting grant funding, supervision 

of postgraduate students and undergraduate teaching are all desirable.

Ref: 3004781SI. Closing date: 26 August 2005.

Apply online, view further particulars or browse more jobs at our website. Alternatively,

telephone the recruitment line on 0131 650 2511.

Committed to Equality of Opportunity

The University of Edinburgh

www.jobs.ed.ac.uk

The University of Edinburgh is an exciting, vibrant, research-led
academic community offering opportunities to work with 
leading international academics whose visions are shaping
tomorrow’s world.
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http://www.montana.edu/wwwmri
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TENURE-TRACK POSITION

NATIONAL HEART, LUNG, AND BLOOD INSTITUTE (NHLBI)

The Biochemistry and Biophysics Center of the National Heart, Lung, and Blood Institute at NIH seeks an outstanding 

individual for appointment as a tenure-track investigator, an appointment equivalent to assistant professor.  The successful 

applicant will develop and direct an independent research program with generous start-up support.  The Center currently 

has ten tenured investigators, six of them conducting research in the areas of oxidative stress and defense, including 

reversible or irreversible covalent modification of proteins and selenium biochemistry. We seek an individual whose 

research focus would extend and complement our existing strengths in these areas.

Candidates may have a PhD, MD, or both, and have an outstanding record of research accomplishments, evidenced by 

publications in major peer-reviewed journals.  Applicants must be US citizens, resident aliens, or nonresident aliens with 

or eligible to obtain a valid employment authorized visa. A curriculum vitae, bibliography, three letters of reference, copies 

of selected reprints and a brief statement of research interests should be submitted by September 30, 2005, to

Robert S. Balaban, Ph.D., Scientifi c Director, NHLBI

c/o Ms. Merry Peters

Bldg. 50, Room 2132

50 South Drive, MSC-8012

Bethesda, MD 20892-8012

Applications from women, minorities, and persons with disabilities are encouraged.  The NIH is a smoke-free workplace.

National Institute of Allergy 
and Infectious Diseases

Intramural NIAID Research Opportunities (INRO)

The National Institute of Allergy and Infectious Diseases (NIAID)

is pleased to announce Intramural NIAID Research Opportuni-

ties (INRO), a program for underrepresented minority students 

interested in exploring a research career in the areas of allergy, 

immunology, and infectious diseases. NIAID is seeking qualifi ed 

applicants for the 5-day program to be held February 5–9, 2006, 

at the National Institutes of Health in Bethesda, Maryland. 

Students selected to attend INRO 2006 will learn about the Insti-

tute and about training opportunities available at NIAID.  They 

will have the opportunity to listen to scientifi c lectures by world-

renowned NIAID researchers, tour Institute laboratories, and

interview with principal investigators. The INRO program will 

pay all expenses for travel, hotel accommodations, and meals.

Application deadline is October 15, 2005

Please visit the NIAID Web site for student eligibility, highlights 

of last year’s INRO program agenda, student testimonies from 

past programs, and detailed information about the application 

process.

www.niaid.nih.gov/dir/otsep/inro/description.htm

http://www.niaid.nih.gov/dir/otsep/inro/description.htm
http://www.training.nih.gov/


TENURE-TRACK POSITION - BIOPHYSICS

NATIONAL HEART, LUNG, AND BLOOD INSTITUTE (NHLBI) 

The Biochemistry and Biophysics Center (BBC) in the National Heart, Lung, and Blood Institute (NHLBI) at the National Institutes of Health is 

inviting applications for a tenure track scientist at the Assistant Professor equivalent level. Applicants should posses a Ph.D. or equivalent degree, 

an outstanding record of achievements in research, an excellent publication history and provide evidence of contributing to the development 

of their discipline. We seek a talented individual who has a clear research vision in the application and development of biophysical methods to 

study molecular mechanisms of cellular functions.

The intramural program of NHLBI is dedicated to maintaining an excellent research environment with over 15 laboratories and clinical branches, 

60 principal investigators working on basic and translational research, and over 329 post- and pre-doctoral fellows. The new position will add 

to the current biophysical research strengths of the institute that include Nuclear Magnetic Resonance imaging and spectroscopy, computational 

biology, optical imaging and ultrafast laser spectroscopy (esp. fluorescence). The position comes with generous start up support and ready access 

to state of the art core facilities, including transgenic/knockout mouse facility, confocal and electron microscopy cores, microarray facility and 

informatics core, non-invasive mouse imaging facility equipped with ultrasound, MR, PET, and CT scanners, siRNA resources, FACS core 

facility, and a high throughput proteomics core. In addition to leading a vigorous and independent research the successful candidate will take an 

active role in continuing to build the biophysics program in the Institute.

The successful candidate will be offered a competitive salary commensurate with experience and qualifications.  Appointees must be US citizens, 

resident aliens, or nonresident aliens with a valid employment visa. Applications must be received by October 14, 2005.  Please submit a cur-

riculum vitae and brief statement of research interests along with three letters of reference to:

Robert S. Balaban, Ph.D., Scientifi c Director, NHLBI

c/o Ms. Carol Smith

LBC, NHLBI, National Institutes of Health

Building 50, Room 3518, MSC 8013

Bethesda, Maryland 20892

Applications from women, minorities, and persons with disabilities are strongly encouraged.  The NHLBI/NIH is a smoke-free workplace.

NATIONAL INSTITUTE OF ALLERGY AND INFECTIOUS DISEASES

TENURE/TENURE TRACK POSITION

With nation-wide responsibility for improving the health and well being of all Americans, the Department of Health and Human Services oversees the biomedical 

research programs of the National Institutes of Health (NIH) and those of NIH’s research Institutes.

The National Institute of Allergy and Infectious Diseases (NIAID), a major research component of the NIH and the Department of Health and Human Services, is 

recruiting for a Tenure/Tenure Track position in the Laboratory of Host Defenses (LHD).  The LHD studies immune functions essential for host defense against infec-

tion (inherited immune deficiencies) and those required for immune homeostasis (autoimmunity associated with excessive inflammation).  The LHD seeks an M.D. 

or M.D., Ph.D. physician scientist to develop an independent translational research program related to the genetic basis, pathophysiology, diagnosis and treatment 

of inherited abnormalities of immunity and/or of autoimmune diseases associated with excessive inflammation.  An emphasis on clinical aspects of innate immunity 

including phagocytic cells, natural killer cells, dendritic cells, toll-like receptors or other pattern recognition receptors is desirable, though clinically related studies 

of the interface of innate and acquired immunity is also acceptable.  The applicant should have a strong track record of basic research of the genetic basis of disease 

and alterations in signaling pathways responsible for inherited immune dysfunction.  The applicant must possess expertise and experience in the design and conduct 

of diagnostic and therapeutic clinical trials studying and treating such diseases. Strong clinical credentials in a specialty area relevant to the proposed translational 

research program (relevant specialties include but are not limited to infectious disease, allergy-immunology, rheumatology, pulmonary diseases, or hematology) are 

required.  The program of study proposed by the applicant must include both laboratory components and the conduct of clinical protocols to assess new diagnostic 

and therapeutic modalities to diagnose and treat inherited diseases associated with immune deficiency and/or autoimmunity associated with excessive infl ammation. 

Applicants particularly suitable for this program are those who have knowledge and experience in the development and clinical application of novel cellular therapies 

or gene therapy, cytokines, monoclonal antibodies or other novel biologic agents to correct defects in immunity, to achieve immune tolerance or to reduce abnormal 

infl ammation.

The applicant must provide evidence in the submitted materials that the applicant has a current license to practice medicine in one of the states of the United States or 

must have the all the credentials required by the State of Maryland for licensing to allow the practice of medicine. These credentials must include but are not limited 

to having a Doctor of Medicine or Doctor of Osteopathy degree from an accredited school in the U.S. or Canada, or a Doctor of Medicine or equivalent degree from 

a foreign medical school that provided education and medical knowledge substantially equivalent to accredited schools in the U.S. as demonstrated by permanent 

certification by the Educational Commission for Foreign Medical Graduates (ECFMG).

To be considered for this position, you will need to submit a curriculum vitae, bibliography, 3 letters of reference, a detailed statement of research interests, and a 

hardcopy of selected publications to Thomas A. Fleisher, MD, Chairperson, NIAID Search Committee, c/o Mrs. Lynn Novelli, DIR Committee Coordinator, 

10 Center Drive MSC 1356, Building 10, Rm. 4A-26, Bethesda, Maryland 20892-1356. Completed applications MUST be received by Friday, August 26, 2005. 

For additional information on this position, and for instructions on submitting your application, please see our website at: www.niaid.nih.gov.

http://www.niaid.nih.gov/
http://www.nih.gov/


U.S. Environmental Protection Agency
Offi ce of Research and Development

National Center for Environmental Assessment (NCEA)

Supv. Biologist/Toxicologist/Health Scientist/Physical Scientist
Ezhire Announcement #RTP-DE-2005-0134 or RTP-MP-2005-0248

The Offi ce of Research and Development’s (ORD), National Center for Environmental Assessment
(NCEA) http://cfpub.epa.gov/ncea/ is seeking highly qualifi ed applicants for the position of Program 
Director for the Integrated Risk Information System (IRIS) Staff http://www.epa.gov/iris/index.html.
This senior level multidisciplinary position is located in Washington, DC and reports directly to the 
Associate Director for Health. IRIS is an Agency-wide consensus-based health information program 
and data base administered by NCEA. It is also a nationally and internationally used data base of health 
information that is critical to risk assessments, site-specifi c environmental decisions, and rulemaking. 
As such, the IRIS program is highly visible and controversial in addition to being interdisciplinary and 
scientifi cally complex. The incumbent of this position will be responsible for the leadership, planning, 
execution, organization and daily supervision of the IRIS Program. The incumbent facilitates resolution 
of complex and policy-sensitive scientifi c issues that arise during internal and external peer review and the
Agency review processes for IRIS assessments. The incumbent applies advanced knowledge of manage-
ment and environmental sciences in guiding the program and resolving issues and supervising the IRIS 
staff and activities. The incumbent also represents the IRIS Program to stakeholders, other government 
agencies, Congressional staff, and other constituencies of the professional public. 

• Excellent Benefi ts: The selected candidate will be eligible for a full benefi ts package, including paid 
relocation, health insurance, life insurance, retirement, and vacation and sick leave. This is a permanent,
full-time position. U.S. citizenship is required.

• Salary Range: The salary range is $103,947 to $135,136 per year, commensurate with qualifi cations.
• Qualifi cations: A bachelor’s degree (or higher) is required. Desirable applicants will have an advanced

degree in the area of biology, toxicology, physiology, epidemiology or other biological, environmental, 
allied or health science discipline. 

• How to Apply: Applicants should apply through Ezhire at http://www.epa.gov/ezhire/. Select Apply for
Jobs. If you are already registered in Ezhire @EPA system, access the vacancy announcement through 
Registered Users. Otherwise, select New Users and complete the registration process. The announcement
number will be open through September 16, 2005. Application materials must be submitted online by 
the closing date. You need to submit the additional documentation described in the full text vacancy.

The U.S. EPA is an Equal Opportunity Employer.

Director of Research 

with Endowed Chair

The Department of Surgery 
at The Ohio State University 
Medical Center is seeking
a tenured full-time faculty
member at the level of Pro-

fessor to direct research in the Division of
Cardiothoracic Surgery. The successful can-
didate is an MD and/or PhD with substantial 
record of active extramural research funding 
and publications in tissue repair and remodel-
ing. The position is supported by an endowed 
chair. The successful candidate will function 
in the rich environment of the Davis Heart 
and Lung Research Institute. Candidates
with proven expertise in the fi elds of stem
or progenitor cell biology, imaging or tissue 
engineering applied to heart failure and related
problems are desirable. This position holds a 
co-appointment in the Biomedical Engineer-
ing program. 

Applicants should send a resume and a state-
ment of current research/funding activities
to the Chair of the Search Committee,

Professor Chandan K. Sen, Vice Chair-

man of Research, Department of Surgery, 

sen-1@medctr.osu.edu. Ph: 614-247-7786, 

Fax 614-247-7818.

The Ohio State University is an Equal 
Opportunity Affi rmative Action Employer; 
women, minorities, and individuals with 

disabilities are encouraged to apply.

University of California
Los Angeles

Faculty Position
in

Condensed Matter Theory

The Department of Physics and Astronomy at
the University of California, Los Angeles invites 
applications for a new faculty position in con-
densed matter theory with an anticipated starting 
date of July 1, 2006. The department is seeking 
outstanding candidates with the potential for
exceptional research and excellence in teaching. 
The search is focused at the tenure-track assistant 
professor level, but outstanding candidates at all 
levels will be considered. Special attention will be
paid to candidates whose work is in the general 
fi eld of correlated electron physics, either compu-
tational or analytical. The UCLA Department of 
Physics and Astronomy has very active research 
programs that span the range of condensed matter
physics, including superconductivity, superfl uid-
ity, quantum magnetism, quantum phase transi-
tions, the quantum Hall effect, disordered systems,
dissipative quantum systems, quantum computa-
tion and statistical mechanics. 

Prospective applicants should submit a curricu-
lum vitae, statement of research interests, and
publication list, and arrange to have at least three 
letters of recommendation sent to: Chair, Physics

Search Committee, Department of Physics and

Astronomy, University of California, Los Ange-

les, CA 90095-1547 by the deadline of December 

1, 2005. Applications received after the deadline 
will be considered on a case-by-case basis until 
the position is fi lled. 

The University of California is an Equal 
Opportunity/Affi rmative Action Employer.

Professor and Dean
Faculty of Pharmacy, Reference No. C28/006142
The University of Sydney's Faculty of Pharmacy enjoys an international reputation as an innovative centre for teaching and 
research. Applications are invited from suitably qualified candidates for appointment to the position of Professor and Dean.
A range of priorities has been identified for the next Dean – to reinforce research performance, culture and capacity within the 
Faculty; to foster the implementation of innovative learning and teaching initiatives through the Pharmacy Education Unit; to 
maintain and enhance the existing productive relationship between the Faculty and the Pharmacy profession; and the 
continual improvement of management and administrative processes.
Applicants must have proven administrative and decision-making experience at a senior level; a PhD or equivalent qualification 
and outstanding scholarship and research of international standing in a field relevant to the pharmaceutical sciences, 
pharmacy practice or pharmaceutical industry; a demonstrated record of effective academic leadership; an understanding of 
key issues and developments in the higher education sector; a strong commitment to the importance of teaching at all levels 
and to innovation in curriculum design and teaching methods, and to supporting and enhancing the research performance of 
the Faculty; an ability to work effectively in committees and as a member of the senior management structure of the 
University; excellent interpersonal and communication skills, and a commitment to a broad consultative process as part of 
decision-making. The successful applicant must be eligible for registration as a pharmacist in NSW, Australia.
A detailed statement of information regarding the position, including additional selection criteria, may be obtained from the 
web at: http://www.chs.usyd.edu.au/staff/vacancies/index.shtml Attractive terms of appointment will be negotiated with the 
successful candidate. Membership of a University approved superannuation scheme is a condition of employment for new 
appointees.
Confidential enquiries concerning the position may be directed to the Liaison Officer appointed by the Faculty, Associate 
Professor Iqbal Ramzan, phone: (+61 2) 9351 2077, fax: (+61 2) 9351 9198, or e-mail: iqbalr@pharm.usyd.edu.au  or to the 
Pro-Vice-Chancellor (Health Sciences), Professor Don Nutbeam, phone: (+61 2) 9036 5027, fax: (+61 2) 9036 5031, or
e-mail: don@chs.usyd.edu.au Confidential enquiries may also be addressed to the consultant assisting the University,
Mr James Allen of Stanton Chase International, phone (+61 2) 9251 7188, or e-mail: j.allen@stantonchase.com Applications, 
addressing the selection criteria, quoting the reference number and including a curriculum vitae, full list of publications and
the names, addresses, facsimile numbers and e-mail addresses (where known) of five referees, should be sent to Ms Wendy 
Davies, College of Health Sciences, Edward Ford Building, A27, University of Sydney, NSW, 2006, Australia.
Phone: (+61 2) 9351 2221, fax (+61 2) 9036 5031 or e-mail: wendy.davies@chs.usyd.edu.au
Closing: 29 September 2005

The University is a non-smoking workplace and is committed to the policies and principles of equal employment opportunity 
and cultural diversity. The University reserves the right not to proceed with any appointment for financial or other reasons.

See http://www.usyd.edu.au/

http://cfpub.epa.gov/ncea/
http://www.epa.gov/iris/index.html
http://www.epa.gov/ezhire/
mailto:sen-1@medctr.osu.edu
http://www.chs.usyd.edu.au/staff/vacancies/index.shtml
mailto:iqbalr@pharm.usyd.edu.au
mailto:don@chs.usyd.edu.au
mailto:j.allen@stantonchase.com
mailto:wendy.davies@chs.usyd.edu.au
http://www.usyd.edu.au/
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Dean of the College of Engineering
The University of Illinois at Urbana-Champaign invites nominations and 
applications for the position of Dean of the College of Engineering. The
College was one of the original units when the University of Illinois at
Urbana-Champaign opened in 1868. Today it is one of the nation’s elite
engineering schools, consistently ranking among the top five programs 
in the country. 

The Dean is the chief academic and administrative officer of the College
of Engineering and reports directly to the Provost. The College includes
the Departments of Aerospace Engineering; Agricultural and Biological
Engineering; Bioengineering; Chemical and Biomolecular Engineering;
Civil and Environmental Engineering; Computer Science; Electrical and
Computer Engineering; General Engineering; Materials Science and
Engineering; Mechanical and Industrial Engineering; Nuclear, Plasma,
and Radiological Engineering; Physics; and Theoretical and Applied
Mechanics. The College employs more than 400 faculty members and an
academic support staff of over 250 professionals, enrolls approximately
5,500 undergraduate and 2,500 graduate students, and offers degrees at
the bachelor of science, master’s, and doctorate levels.

Essential qualifications include successful experience in a university,
industry, or government environment with a distinguished record of 
leadership and intellectual achievement; Doctural degree or equivalent
required. The successful candidate will be committed to maintaining and
enhancing the College’s education, research, and service missions and
will possess an outstanding record of scholarship, a commitment to
diversity, and the ability to represent the College effectively to a broad
range of internal and external constituencies.

Compensation and start date for this full-time, twelve-month 
administrative appointment are negotiable; preferred start date is
August 2006. The University has retained Isaacson, Miller to assist
in this recruitment. To ensure full consideration, nominations and 
applications, including cover letter and vita, should be submitted 
by October 15, preferably in electronic form, to:

Isaacson, Miller
Washington, D.C.
3064@IMsearch.com

The University of Illinois at 
Urbana-Champaign is an
Affirmative Action/Equal Opportunity Employer.

Mayo Clinic in Rochester, MN, is seeking a nationally recognized investigator
in the field of pharmacogenetics who could also lead the Mayo Clinical
Pharmacology Unit. This is a position for a full-time laboratory-based
investigator with a scientific emphasis on pharmacogenetics. Mayo is
currently a member of the NIH-sponsored Pharmacogenetics Research
Network and also holds an NIH-funded Clinical Pharmacology Postdoctoral
Fellowship Training Program. Individuals who apply for this position will be
expected to lead a program of nationally-funded peer-reviewed research
in pharmacogenomics, to contribute to the activities of the Clinical
Pharmacology Unit and to participate in Mayo’s academic educational 
programs.

To learn more about Mayo Clinic and Rochester, MN, please visit 
www.mayoclinic.org.

Mayo Clinic is a not-for-profit organization with integrated research,
education and clinical practice activities on a multi-campus environment.

Applications, including CV and bibliography, summary of past
accomplishments and future plans, as well as the names of three 
references, should be sent to:

Richard Weinshilboum, M.D.
Department: Molecular Pharmacology and Experimental Therapeutics
Mayo Clinic
200 First Street SW, Rochester, MN 55905
Email: Weinshilboum.Richard@mayo.edu

Mayo Foundation is an affirmative action and equal opportunity educator and employer.
Post offer/pre-employment drug screening is required.

PHARMACOGENETICS – CLINICAL
PHARMACOLOGY POSITION

Rochester, Minnesota

mailto:3064@IMsearch.com
http://www.mayoclinic.org
mailto:Richard@mayo.edu
mailto:sciencemag-cc@desrad.deshaw.com


IWMI is currently recruiting
to fill the following positions:
� Researcher-Hydrologist
� Researcher-Gender
� Researcher-Health
� Researcher-African Water Laws and

Institutions
� Post Doctoral Fellows-12 positions
The International Water Management Institute
(IWMI), a dynamic, non-profit organization,
conducts research and capacity building ac-
tivities related to water and land management
with the goal of improving food security, liveli-
hoods, and the natural environment in devel-
oping countries. By working with its diverse
partners, IWMI is creating innovative ap-
proaches to translate natural resource man-
agement research into actionable
recommendations for policy makers, re-
source managers and poor rural communi-
ties.  IWMI is supported by the Consultative
Group on International Agricultural Research
(CGIAR).  The institute is headquartered in
Sri Lanka, with regional offices in Asia and
Africa.

To obtain further details about IWMI and these
positions, please visit our website at http://
www.iwmi.org  Interested candidates should
forward an application, resumé, list of publi-
cations, and the names and addresses of
three referees to: Human Resources Office,
IWMI, P.O. Box 2075, Colombo, Sri Lanka.
Fax (94-11) 2786854; or email to work-at-
iwmi@cgiar.org

Applications will be accepted until 31 August
2005 or until the positions are filled.

Professor and Head
DEPARTMENT OF VETERINARY SCIENCE

A dynamic and energetic individual is sought to lead a veterinary and biomedically
oriented department within a world-class institution. The new head will play a key role 
in spearheading future growth directions for an internationally recognized faculty with
active research programs in immunology and infectious disease, virology, toxicology, 
carcinogenesis, as well as veterinary extension, diagnostic services and applied veterinary
research. The incumbent will serve as the departmental administrative offi cer and 
program leader, reporting directly to the Dean of the College of Agricultural Sciences. 
The successful candidate should have a distinguished record of scientifi c accomplishment 
and leadership, and possess an earned Ph.D., M.D./Ph.D., V.M.D. (D.V.M.)/Ph.D,
or equivalent degree with substantial post-graduate and professional experience in a 
biomedically related discipline. 

Applicants are invited to submit a cover letter detailing their qualifications and interests 
in the position, a complete curriculum vitae, and names and complete contact information 
for three to five individuals who could provide letters of reference. Applications will be
reviewed upon receipt and the review process will continue until the position is fi lled.
The position is available January 1, 2006. The salary will be commensurate with the 
qualifications and experience of the applicant. Inquiries and applications (both hardcopy
and email) should be directed to: Ms. Dawn Holsopple, Search Committee Coordinator,
College of Agricultural Sciences, The Pennsylvania State University, 238 Agricultural
Administration Building, University Park, PA 16802; email: dlh5@psu.edu; 
814-865-2542 (phone); 814-865-3103 (fax).

Penn State is committed to affirmative action, equal opportunity and the diversity of its workforce. 

POSTDOCTORAL FELLOWSHIPS

MOLECULAR

CARDIOVASCULAR BIOLOGY

The training program in Developmental
Cardiovascular Biology at the Cardiovascular 
Research Institute, University of California,
San Francisco is seeking highly qualifi ed Post-
doctoral Researchers with a PhD and/or MD, 
and strong background in molecular/cellular 
biology, biochemistry, or mouse genetics for 
the following areas:

• signaling events governing myocyte growth 
and proliferation

• cell cycle regulation and muscle 
regeneration

• stem cell biology and muscle 
development

Systems include mouse and human embry-
onic stem cells and mouse models of cardiac 
myogenesis. Approaches include transgenic
modeling, fl ow cytometry, microarray analy-
sis, and standard molecular and cell biological 
techniques.

US citizen/permanent resident status

required. Email curriculum vitae, research
summary, and names of three references to H.S.

Bernstein, M.D., Ph.D. (harold.bernstein@ 

ucsf.edu; http://bernstein.ucsf.edu).

UCSF is an Equal Opportunity Employer.

http://www.iwmi.org
http://www.iwmi.org
mailto:work-at-iwmi@cgiar.org
mailto:dlh5@psu.edu
mailto:harold.bernstein@ucsf.edu
mailto:harold.bernstein@ucsf.edu
http://bernstein.ucsf.edu
mailto:work-at-iwmi@cgiar.org
http://www.kgu.de/bic
http://www.med.uni-frankfurt.de/dekanat/berufung/index.html


Chief

Scientifi c 

Offi cer

Hospital for Special Surgery (HSS), a major teaching affi liate of the Joan and Sanford I. Weill Medical College of Cornell University, is searching for a 
Chief Scientifi c Offi cer (CSO) to head its recently expanded Research Division. The expansion of the Research Division and a recently completed $115 
million campaign for philanthropic support refl ect the commitment of the Board of Trustees to help HSS achieve pre-eminence as a source of knowledge 
that defi nes optimal practice and addresses unmet medical need in the surgical and medical therapy of musculoskeletal diseases.

Reporting to the Chief Executive Offi cer and Board of Trustees, the CSO will work closely with the Surgeon in Chief and Physician in Chief to draw on 
the clinical experience of HSS physicians to inspire and guide clinical and basic research. The CSO will foster a culture of clinical investigation, lead the 
recruitment of research faculty, and mentor investigators in their grant applications, scientifi c reports and career development. He/she will coordinate research
activities and promote interactions among clinicians and researchers, as well as among clinical and basic investigators, supervise research infrastructure, and 
work closely with the Board of Trustees in raising funds for research at HSS. The CSO will promote scientifi c and educational interactions with neighboring 
institutions, including Weill Medical College, The Rockefeller University, The Sloan-Kettering Institute and the NewYork-Presbyterian Hospital. 

Research fostered by the CSO will be carried out in 72,000 nsf of newly constructed or renovated, fully equipped laboratory space. The current research 
budget of $28 million per annum refl ects a recent 300% increase in Federal grant support for 32 laboratory-based investigators working in four Programs-
- Arthritis and Tissue Degeneration, Autoimmunity and Infl ammation, Musculoskeletal Integrity, and Tissue Repair-- along with 200 active IRB-approved 
clinical research protocols. 

The CSO should have a record of major achievement in the biomedical sciences, signifi cant administrative experience, a commitment to clinical research, 
and leadership skills that equip him/her to forge team efforts, work seamlessly with the Surgeon in Chief and Physician in Chief, and mentor junior col-
leagues. He/she should be equipped to remain current with cutting-edge biomedical science, recognize the implications and opportunities for musculoskeletal
diseases, and refi ne the research vision of HSS accordingly. The position includes a joint appointment and nomination for tenure at Weill Medical College 
of Cornell University. Salary will be commensurate with the duties of the position.

HSS, a 160-bed nonprofi t specialty hospital, was founded in 1863 as the fi rst orthopedic hospital in the country. A recognized leader in orthopedics and 
rheumatology, HSS has been consistently ranked by U. S. News & World Report as one of the top hospitals in the nation for these specialties. An independent
institution governed by its own board, HSS cooperates in patient care, undergraduate and graduate medical education and research with the NewYork-
Presbyterian Healthcare System and guides an orthopedic hospital in England.

A single letter of interest and curriculum vitae should be sent to the attention of: Richard Brand, MD, Melvin Glimcher, MD, Carl Nathan, MD, and 

Torsten Wiesel, MD, FRS, for the CSO Search Committee, Room 850, Hospital for Special Surgery, 535 East 70th Street, NYC, NY 10021.

HSS is an Equal Opportunity/Affi rmative Action Employer institution.

The University of Massachusetts Medical
School’s Department of Pathology is cur-
rently recruiting for the following:

Immunology Faculty
Positions

Applications are invited for tenure track
faculty positions at the Assistant,
Associate or Full Professor Level.
Candidates are sought with research
interests in Immunology to complement a
growing Immunobiology research pro-
gram including Drs. Kenneth Rock, Ray
Welsh, Leslie Berg, Larry Stern, Joonsoo
Kang, Liisa Selin and Francis Chan.
Specific research areas include, but are
not limited to, immunobiology of recep-
tors, signal transduction and gene regula-
tion; innate immunity, immunity to
pathogens; tolerance and autoimmunity;
and tumor immunobiology. Selection will
be based on excellence in research and
the potential to maintain an outstanding
research program.
Applicants should send a curriculum vitae,
description of research accomplishments
and future objectives, and names and
addresses of 3 references to: Dr. Kenneth
L. Rock, Chairman, Department of
Pathology, University of Massachusetts
Medical School, 55 Lake Avenue North,
Worcester, MA 01655

To explore specific job opportunities
please visit our website:

www.umassmed.edu
EEO

University of
Massachusetts
Medical School

Assistant or associate or full professorships
 in applied therapeutics department

The Faculty of Pharmacy at Kuwait University invites applications for several full-time aca-
demic positions in applied therapeutics/pharmacology. These positions are immediately
available and applications will be accepted until the positions are filled. Applicants should
have a Ph.D. degree from an itnernationally recognized university in a pharmacological
discipline, have at least 2-years post-doctoral experience, and have an established re-
search program. Applicants with a first degree in pharmacy are preferred but candidates
with outstanding qualifications are encouraged to apply. Applicants should have teaching
experience in basic pharmacology and therapeutics, preferably in the areas of endocrinol-
ogy, gastrointestinal, molecular pharmacology, infectious diseases, oncology, immuno-
pharmacology and pharmacokinetics.

The appointee will be expected to teach at both the undergraduate and graduate levels,
and to establish active collaborative research programs within the health sciences faculties.

Rank and salary will be commensurate with experience and qualifications. Salary ranges
per month in Kuwaiti Dinar (1 KD = $3.40) are: Assistant (1445-1785 KD), Associate (1735-
2077 KD), and Full Professor (2085-2427 KD). Other benefits include a one time furniture
allowance of 3500-4500 KD, 60 days summer paid leave, baggage and freight allowance,
annual round trip air ticket, financial support for research projects, annual conference at-
tendance, school fee allowance for up to three children attending private school in Kuwait,
free medical care at Kuwaiti national hospitals and end of service gratuity.

Letter of application accompanied by detailed curriculum vitae and the names and full
contact addresses of three referees should be submitted to:

Samuel B. Kombian, Ph.D., B.Pharm., Acting Chair, Applied Therapeutics Dept.,
Faculty of Pharmacy, Kuwait University, PO Box 24923, Safat 13110, Kuwait.

Tel: 965-498-6040   Fax: 965-534-2807   Email: kombian@hsc.edu.kw

Kuwait University
Faculty of Pharmacy

http://www.umassmed.edu
mailto:kombian@hsc.edu.kw


POSITIONS OPEN

FACULTY POSITION
Medicinal and Natural Products Chemistry

College of Pharmacy

The Division of Medicinal and Natural Products
Chemistry (MNPC) invites outstanding candidates for
a tenure-track ASSISTANT/ASSOCIATE PRO-
FESSOR position. Applicants must have a Ph.D. in
medicinal chemistry, pharmacology, chemistry, bio-
chemistry, toxicology, or biological sciences and rel-
evant postdoctoral experience. The new position offers
a competitive startup package and salary with expecta-
tion of establishing an independent research program
and teaching in the graduate and professional pro-
grams. Applicants with research interests in medicinal
chemistry, receptor pharmacology, chemical biology,
enzymology, structural biology, toxicology, pharma-
ceutical biotechnology, or biocatalysis are encouraged
to apply. Information about MNPC may be found at
website: http://pharmacy.uiowa.edu/mnpcphar/.
Applicants should submit curriculum vitae, a concise
description of their proposed research, and a list of
three references by October 1, 2005, to: Professor
Kevin G. Rice, Chair, Search Committee, Division
of Medicinal and Natural Products Chemistry,
College of Pharmacy, 115 S. Grand Avenue, Uni-
versity of Iowa, Iowa City, IA 52242. E-mail:
kevin-rice@uiowa.edu. The University of Iowa is an Equal
Opportunity/Affirmative Action Employer. Women and minor-
ities are encouraged to apply.

As part of a continuing aggressive expansion pro-
gram, the School of Chemistry and Biochemistry of
the Georgia Institute of Technology seeks to fill sev-
eral TENURE-TRACK FACULTY POSITIONS.
Exceptional candidates in all areas are encouraged to
apply. We are particularly interested in biologically
related areas of chemistry. Outstanding candidates for
advanced rank positions are also encouraged and
candidates with interdisciplinary interests will be con-
sidered for joint appointments with other de-
partments. Further information is available on our
website: http://www.chemistry.gatech.edu. Can-
didates at the entry level should send an application
letter, curriculum vitae, a summary of research plans,
and three letters of reference. Advanced candidates
should send curriculum vitae and the names of three
references. All materials and requests for information
should be directed to: Chair of the Search Com-
mittee, School of Chemistry and Biochemistry,
Georgia Institute of Technology, Atlanta, GA
30332-0400. Applications will be considered be-
ginning October 14, 2005. Applications past that
date will be considered until the positions are filled.
Georgia Tech is an Equal Education/Employment Opportu-
nity Institution.

The U.S. Geological Survey_s Patuxent Wildlife
Research Center in Laurel, Maryland, (website:
http://pwrc.usgs.gov/) seeks an AVIAN BIOL-
OGIST (GS-404-12/13, Research Physiologist or
Research Zoologist) to concentrate on our captive
flock of whooping and sandhill cranes, and other spe-
cies as time or interest allows. Research may address
aspects of endocrinology, reproduction, growth and
development, behavior, or behavioral ecology. Results
will contribute to improvements in crane husbandry,
captive breeding, restoration, or conservation. Apply
August 15, 2005, to September 2, 2005, at website:
http://www.usgs.gov/ohr/oars/. Details on the
position and application provided on the website.

Gowan Company is looking for a REGULATO-
RY SCIENTIST. Gowan Company is a basic manu-
facturer of crop protection products. The position
is based at the Gowan Company office in Yuma,
Arizona. Applicants must have a Bachelor_s and
Master_s degree in chemistry, toxicology, biology,
or a related science field. Previous experience in the
Ag Chemistry industry is preferred. Interested ap-
plicants should send a resume to: Gowan Deckey,
Human Resources Director, P.O. Box 5569,
Yuma, AZ 85366-5569 or by e-mail: gdeckey@
gowanco.com.

POSITIONS OPEN

ENDOWED CHAIR, functional and biochem-
ical genomics; ASSISTANT/ASSOCIATE PRO-
FESSOR, agronomy and plant genetics, University
of Minnesota. Ph.D. in genetics or a genetics-related
field, an interest in cross-disciplinary research and
teaching, and ability to compete for extramural grants
are required. See website: http://agronomy.coafes.
umn.edu/. Applications will be reviewed starting
October 1, 2005. Contact: Dr. Ronald L. Phillips,
Search Committee Chair (telephone: 612-625-
1213; fax: 612-625-1268). The University of Minnesota
is an Equal Opportunity Educator and Employer.

PHYSICAL SCIENTIST
ICE CLIMATOLOGIST

The National Oceanic and Atmospheric Adminis-
tration (NOAA) Great Lakes Environmental Re-
search Laboratory (GLERL) seeks an enthusiastic
research scientist to perform research and develop
forecasting models on Great Lakes ice. Research will
involve both the statistical analysis and forecasting of
Great Lakes ice cover for application to environmen-
tal problems in the Great Lakes, as well as develop-
ment of thermodynamically based and/or statistically
based practical ice forecasting models for, short-term
and seasonal, ice prediction. The incumbent will also
update and maintain the Great Lakes digital ice
climatology database as well as work with the National
Weather Service, National Ice Center, and Canadian
Ice Center on problems involving ice on the Great
Lakes. The incumbent should have experience in
seasonal to inter-annual climate forecasting. The in-
dividual will present results in peer-reviewed publi-
cations and scientific presentations and grow the
program by submitting research proposals.

This is a full-time, permanent federal position
(GS-12). Closing date is September 30, 2005; how-
ever, the position may be filled before that date.
Applications received by August 31, 2005, will be
given full consideration.

This position is posted on the U.S. Department of
Commerce website: http://www.jobs.doc.gov un-
der two vacancy numbers OAR-LABS-2005-0018 and
OAR-LABS-2005-0019 (current federal employees).
Applicants must be U.S. citizens and are required to sub-
mit applications online. Further information can be
obtained from e-mail: peter.landrum@noaa.gov. In
addition to making a formal application online, please
send courtesy curriculum vitae to: Dr. Landrum either
electronically or by mail to: The National Oceanic
and Atmospheric Administration–GLERL, 2205
Commonwealth Boulevard, Ann Arbor, MI 48105.
Further information on NOAA_s GLERL can be
found at website: http://www.glerl.noaa.gov.

The Department of Commerce is an Equal Opportunity
Employer.

FULL-TIME BIOLOGIST

St. Ambrose University has a one-year faculty ap-
pointment, beginning August 2005, with expertise
in microbiology. Primary teaching responsibilities
include a mixed majors_ microbiology course, and non-
majors_ courses in biology for pre-allied health students
and general education. St. Ambrose University is a
private, Catholic, liberal arts, diocesan university that
emphasizes excellence in teaching and ongoing
professional development. Total institutional enroll-
ment is 3,700 students. St. Ambrose is located in
Davenport, Iowa, one of the Quad Cities, a vibrant
and diverse population of more than 350,000. The
Mississippi River joins the two-state community, cre-
ating a very affordable, manageable, and culturally rich
urban setting distinguished by friendly people and
unique river vistas. Master_s degree is required. Re-
sumes will continue to be received until the position is
filled, but screening of candidates will begin as early as
August 1, 2005. Please send curriculum vitae and
three letters of reference to: Director of Human Re-
sources, St. Ambrose University, 518 W. Locust
Street, Davenport, IA 52803. Affirmative Action/Equal
Opportunity Employer.
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Department of the Army
U.S. Army Medical Research and Materiel Command

U.S. Army Medical Research Institute of Infectious Diseases

Science Director

The U.S. Army Medical Research Institute of Infectious Diseases (USAM-
RIID), the Department of the Defense’s premier research Institute for medical
defense against biological threats located at Fort Detrick, Maryland, is seeking
to fi ll the new position of Science Director. The incumbent will be involved 
in the development of the scientifi c strategy and management of the research 
portfolio. In addition, the incumbent will be responsible for execution of the 
Institute’s discovery and early development activities. The Science Director 
will be responsible for ensuring USAMRIID’s continued leadership role in 
the fi eld of biodefense through the adoption of state-of-the-art technologies, 
recruitment of a premier workforce, and improvements in the management 
and operation of the Institute’s technical work unit.

Qualifi cations: A degree in Medicine, Veterinary Medicine, PhD, or related 
degree in the biological sciences and 10-15 years relevant experience in lead-
ing or developing a world-class research organization are required. A success-
ful candidate must be a recognized expert or global leader in one core area of 
biological research, yet have a broad understanding of the biological sciences.
They must have strong process orientation with the ability to understand the 
strategic and tactical link between basic research and early development. The 
candidate must have strong business and scientifi c perspective, demonstrated
ability to deliver results in a structured organization, and a solid background 
in the management of a technical organization, preferably in either a pharma-
ceutical or biotechnology organization. Excellent communication skills, both
written and oral, strong project management skills, outstanding interpersonal 
relationship skills, and the ability to work cooperatively in a collaborative, 
cross-functional team environment are required. 

Interested applicants should send a Curriculum Vitae and list of publications,
copies of three major publications, a summary of research accomplishments, 
a statement describing their scientifi c management philosophy, and three let-
ters of recommendation to: Jennifer L. Merriman, c/o Search Committee, 

Headquarters, USAMRIID – Fort Detrick, 1425 Porter Street, Frederick, 

MD 21702-5011. Closing Date: 31 August 05

School of Biological Sciences

Readerships/Senior Lectureships /Lectureships (5 Posts)
£25,633 - £38,772 pa (under review) - Lecturer

£39,935 - £49,115 pa (under review) - Senior Lecturer/Reader

The School of Biological Sciences (rated 5 in RAE 2001) is the largest department in the University, with 63 academic staff covering the full range of
biological sub-disciplines within a single research and teaching organisation (http://www.liv.ac.uk/biosciences). The School has recently moved into a
new Biosciences Research Building, which provides state-of-the-art laboratories, including a range of core facilities for research and teaching and a
business incubator. The Building serves as a focus for the Liverpool Life Sciences community with over 450 academic staff.

The successful candidates will have an excellent research and publications record in one of the following areas:

• Population Biology or Ecology of Infectious Disease

• Quantitative Biology (such as modeling or the ability to analyse large data sets such that a background in mathematics or physics might be
appropriate)

• Model Organisms (for example, in the study of development, neuroscience, disease models or stem cell biology)

• Integrated Physiology 

• Protein function and analysis (for example, application of NMR or imaging technologies, or studies on signaling pathways or protein interactions)

• Marine Biology

Applicants with expertise in other areas of biological sciences may also be considered.

Informal enquiries may be made to Professor S Edwards, Head of School on 0151 795 4413, email: biolhos@liv.ac.uk     

Quote Ref: B/548/S Closing Date: 16 September 2005

Further particulars and details of the application procedure should be requested from the Director of Personnel, The University of Liverpool,
Liverpool L69 3BX on 0151 794 2210 (24 hr answerphone), via email:jobs@liv.ac.uk or are available online at
http://www.liv.ac.uk/university/jobs.html

COMMITTED TO EQUAL OPPORTUNITIES

Vanderbilt University 
Medical Center

Faculty Positions in 
Cell and Developmental Biology

The Department of Cell and Developmental Biology invites applica-
tions for several tenure-track positions at the rank of Assistant/Associate 
Professor. Our department focuses on questions of cellular signaling and 
traffi cking, cell cycle regulation, cancer biology, cytoskeleton and cell 
motility, cell morphogenesis/differentiation, developmental neurobiol-
ogy, stem cell biology, and organogenesis in a broad range of eukaryotic 
model systems. Scientists using cutting edge cellular, molecular, bio-
chemical, structural and/or genetic approaches in any area of cell and 
developmental biology are encouraged to apply. Candidates must have 
a Ph.D. and/or M.D. degree, at least two years postdoctoral experience, 
an outstanding publication record and potential for extramural funding 
evident. Successful candidates will receive substantial start-up packages 
and be housed in newly constructed/renovated facilities. There is a strong
institutional commitment to core facilities, graduate programs, and an 
interdisciplinary environment. 

Complete applications should include curriculum vitae, reprints of recent
publications, a brief statement of present and future research plans, and 
three letters of recommendation, solicited by the applicant. Deadline for 
receipt of full application materials is November 1, 2005. Please send 
materials to:

Susan R. Wente, Ph.D.

Professor and Chair

Department of Cell and Developmental Biology

Vanderbilt University Medical Center

U-3209 Medical Research Building III

Nashville, TN 37232-8240

Vanderbilt University Medical Center is committed to diversity in 
attracting faculty to fi ll these positions and is an Affi rmative Action, 

Equal Opportunity Employer.

http://www.liv.ac.uk/biosciences
mailto:biolhos@liv.ac.uk
mailto:jobs@liv.ac.uk
http://www.liv.ac.uk/university/jobs.html


POSITIONS OPEN

ASSISTANT/ASSOCIATE/FULL
PROFESSORS

Stem Cell, Developmental, and
Transplantation Biology

Beckman Research Institute of the City of Hope

As part of its continuing expansion, the Beckman
Research Institute invites applications for one or more
Assistant, Associate, and/or full Professorships in stem
cell and developmental biology, broadly defined to
encompass studies of phenotypic commitment and
plasticity from the earliest stages. Investigations em-
phasizing embryonic stem cells employing human as
well as non-human systems are of particular interest.
Potential areas of research emphasis include, but are
not limited to, mechanisms underlying pluripoten-
tiality of embryonic stem cells, differentiation of em-
bryonic stem cells and progenitors, and/or nuclear
reprogramming following somatic cell nuclear trans-
fer. These positions will complement existing research
efforts in germ cell biology and development of hema-
topoietic, neural and islet cells, and clinical programs in
gene transfer and stem cell transplantation. Compen-
sation (institutionally funded) and startup funds will be
highly competitive.

The appointee will have a primary appointment in
one of the divisions of the Beckman Research Insti-
tute that encompass multiple areas of molecular and
cellular biology. The appointee may also participate
in the Graduate School of Biological Sciences. The
Institute encourages interdisciplinary collaborative in-
teractions, and offers strong core resources in trans-
genic mouse production, microarray-based analyses,
oligonucleotide and peptide synthesis, DNA and
peptide sequencing, light and electron microscopy,
and mass spectrometry/nuclear magnetic resonance.
For further information please visit website: http://
bricoh.coh.org/.

Candidates should have a Ph.D. or M.D. degree,
postdoctoral experience, and the potential to estab-
lish, or to have established, an independent research
program. Applicants should submit curriculum vitae,
a statement of research interests and plans, and the
names, addresses, and telephone numbers of at
least three references (who may, optionally, submit
their letters) to: Stem Cell/Developmental Biology
Search Committee, c/o M. Jill Brantley, Division
of Neurosciences, Beckman Research Institute
of the City of Hope, 1500 East Duarte Road,
Duarte, CA 91010-3000. We will consider appli-
cations beginning October 1, 2005, and will receive
them until December 31, 2005.

The City of Hope is an Equal Opportunity/Affirmative
Action Employer. Women, minorities, veterans, and disabled
persons are encouraged to apply.

RESEARCHER II AND RESEARCHER IV
CANCER INSTITUTE

Southern Illinois University Cancer Institute
(SIUCI), School of Medicine is seeking to fill
Researcher positions at all levels. At the B.S. and
M.S. levels, researchers will maintain the daily
operation of laboratories, perform analyses of cellu-
lar proteins and nucleic acids. At the Ph.D. level,
researcher will perform experiments in cancer re-
search under guidance. Multiple postdoctoral trainee
positions in cancer research are also available. SIUCI
offers a highly competitive salary and fringe benefit
package and excellent opportunities for profession-
al advancement. Please submit curriculum vitae to:
Dr. S. Chakrabarty, Southern Illinois University
Cancer Institute, P.O. Box 19677, Springfield, IL
62794-9677. E-mail: schakrabarty@siumed.edu.

PROJECTMANAGERS/ANALYSTS: Consult-
ing firm seeks candidates with pharmaceutical or
healthcare industry experience to provide part-time/
full-time support on pharmaceutical projects. Experi-
ence in oncology, rheumatology, nephrology, endo-
crinology, or general practice a plus. Send resume to
e-mail: dvo@alarisusa.com.

POSITIONS OPEN

MARINE ECOSYSTEM MODELER

The Virginia Institute of Marine Science, School
of Marine Science of the College of William and
Mary (website: http://www.vims.edu), invites ap-
plications for a tenure-track position at the ASSIST-
ANT PROFESSOR level in the Department of
Biological Sciences. Exceptional candidates at higher
levels will also be considered. We seek an individual
with a strong background in marine ecology and a
commitment to interdisciplinary modeling. Areas of
interest include, but are not limited to, ecosystem
energetics, food web and population dynamics, bio-
geochemistry, and physical-biological coupling.
Examples of desirable skills include remote sensing,
numerical simulation, inverse analysis, and data assim-
ilation techniques. The successful candidate will be
expected to establish a vigorous, extramurally funded
research program, to interact productively with the
Institute_s faculty in ongoing research on estuarine,
coastal, and oceanic ecosystems, and to contribute as
appropriate to advisory service. The successful candi-
date will mentor graduate students, contribute to the
graduate core curriculum in marine science, and teach
a course in her/his area of expertise.

Ph.D. and postdoctoral experience are required;
applicants above the Assistant Professor level must
have in addition a strong record of competitively
funded research, and strong experience and com-
mitment to teaching.

Please send by e-mail an application package, as a
single PDF document, that includes current curric-
ulum vitae, brief research and teaching statements,
names and addresses (including e-mail) of three ref-
erences, and up to three representative publications
to e-mail: maxine@vims.edu.

Review of applications will begin 15 September
2005 and continue until position is filled. The College
is an Equal Employment Opportunity/Affirmative Action
Employer.

RESEARCH SCIENTIST OR RESEARCH
ENGINEER

Hitachi Chemical Research Center, Inc.

Hitachi Chemical Research Center, Inc. (HCR), a
subsidiary of Hitachi Chemical Company, Ltd., is
located in Southern California on the University of
California Irvine campus. HCR is an emerging
biotechnology company directed toward novel tech-
nology platforms and related biomaterials for life
sciences. The candidate will focus on research in the
nanotechnology or nanomaterial fields to develop
polymer based functional materials. The individual
will create, develop, and direct his/her own project.
Candidate must be an independent researcher who
has demonstrated scientific creativity and technical
proficiency in his/her field. In addition, the candi-
date must have a strong background in chemistry,
physics, or material sciences. Position requires a min-
imum of a Ph.D. in science or engineering. HCR
offers competitive benefits and salary. Interested
candidates can e-mail resumes to: Ms. Lisa Osborn
at e-mail: losborn@hcrcenter.com. Equal Opportunity
Employer.

TENURE-TRACK FACULTY POSITION at
Ben-Gurion University (BGU). The Life Sciences
Department (website: http://www.bgu.ac.il/life)
invites applications from outstanding young scien-
tists for a tenure-track position in animal physiology
at organismal and cellular level. BGU provides a dy-
namic research environment with an emphasis on in-
terdisciplinary research. We offer new laboratory space
with modern equipment and startup funding. The ap-
plicant will teach undergraduate/graduate courses in
Hebrew. Last day for sending applications is Septem-
ber 15, 2005.

Send applications, curriculum vitae, publications, re-
search interests, and the names of three references to:

Professor Yossi Granot, Chairman
Department of Life Sciences

Ben-Gurion University
P.O. Box 653

Beer-Sheva 84105 Israel
Telephone: 08-6461373/6

Fax: 972-8-6472992
E-mail: ygranot@bgu.ac.il

POSITIONS OPEN

ASSISTANT PROFESSOR, BIOLOGY

New Mexico Institute of Mining and Technology,
The Biology Department is conducting a search for a
tenure-track faculty member at the Assistant Pro-
fessor level who conducts biomedical research in
human/animal physiology and/or developmental
biology. Starting date is August 2006. Candidates
must have a Ph.D. in biology or a related field. The
successful candidate will establish an independent
research program that includes the participation of
graduate and undergraduate students. Candidates
should have a commitment to teaching excellence.
Teaching responsibilities may include biology core
courses in cell/molecular biology plus physiology
and other classes in the candidate_s specialty. New
Mexico Tech is a small, research-oriented university
specializing in science and engineering. Review of
applications will begin October 15, 2005, but ap-
plications will be accepted until position is filled. For
full consideration, applicant should send curriculum
vitae, transcripts, statements of research plans and
teaching philosophy, and must arrange to have three
letters of recommendation sent to: New Mexico
Institute of Mining and Technology, 801 Leroy
Place, Human Resources, Wells Hall Box 102,
Socorro, NM 87801. For information about New
Mexico Tech, visit our website: http://www.nmt.
edu/. E-mail applications not accepted. Affirmative
Action/Equal Opportunity Employer.

We invite applications for a full-time, tenure-track
Faculty position at the PROFESSOR level in the
Department of Computational Biology at the School
of Medicine, University of Pittsburgh. Candidates with
outstanding qualifications will be considered for
higher-level, tenured appointments. Qualified individ-
uals should demonstrate research accomplishment in
computational and theoretical analysis, modeling, and
simulation of biological systems. Specialization in one
or more of the following subjects is required: mod-
eling of molecular interactions and cellular networks,
supramolecular or subcellular dynamics, theoretical
and computational study of biomolecular structure
and function, development of computational models
and algorithms for molecular structural biology. In
accordance with the multidisciplinary research activities
and integrative role of the Department, the appointee
will have the unique opportunity to collaborate with
Faculty from the School of Medicine and the Faculty
of Arts and Sciences in the University of Pittsburgh,
and also with researchers from the Pittsburgh Super-
computing Center and Carnegie Mellon University.

Qualified applicants are invited to send by Septem-
ber 30, 2005, their curriculum vitae, a short summary
of research interests and plans, and three reference
names to: Dr. Ivet Bahar (e-mail: bahar@pitt.
edu) or to: Faculty Search Committee, Depart-
ment of Computational Biology, University of
Pittsburgh School of Medicine, W1041 Biomedi-
cal Science Tower, 200 Lothrop Street, Pittsburgh,
PA 15261, U.S.A.

The University of Pittsburgh is an Equal Opportunity/
Affirmative Action Employer.

HARVARD MEDICAL SCHOOL

POSTDOCTORAL POSITION available to study
the molecular mechanisms of neurodegenerative dis-
eases using genetic, behavioral, electrophysiological,
biochemical, and molecular approaches (see: Neuron
42:23–36, 2004; Neuron 45:489–96, 2005). Recent
Ph.D.s with strong background in one or several of
these areas are encouraged to apply. Send curricu-
lum vitae and three reference letters to: Dr. Jie
Shen (website: http://www.shenlab.net) at e-mail:
jshen@rics.bwh.harvard.edu.
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FACULTY POSITIONS

NEUROBIOLOGY OF DISEASE

The Vollum Institute (www.ohsu.edu/vollum) and the Department of 
Neurology (www.ohsu.edu/neurology) at Oregon Health and Science 
University announce the establishment of the Jungers Center. The center 
will be devoted to basic investigation of the causes and treatments of 
neural injury and neurodegeneneration as well as mechanisms of neural 
repair and regeneration that are relevant to human disease. Laboratory 
space is available in the new Basic Research Building that will open in 
January 2006 (www.ohsu.edu/construction/pages/brb.html). The BRB
sits on a hill overlooking Portland and is directly connected to labora-
tories in the Vollum Institute and the School of Medicine and within the 
same building as the Advanced Imaging Center and the Stem Cell Center
(www.ohsu.edu/oscc).

Positions are available for outstanding junior and senior investigators. It 
is expected that faculty will hold appointments in the Vollum Institute and
the Department of Neurology. The Department of Neurology has clinical
and investigative centers in Alzheimer’s disease, movement disorders, 
stroke, and multiple sclerosis. Appointments will be fulltime research 
positions with no teaching or clinical requirements. Ample opportunities 
are available for collaboration with clinical units within the School of 
Medicine as well as research units at OHSU. 

See the OHSU website for further information on any of these
units (www.ohsu.edu). Interested applicants should send a
CV, statement of research interests, and a list of references to:
Gary L. Westbrook, MD, Senior Scientist and Co-Director, Vollum 

Institute, L474, Oregon Health Science University, 3181 SW Sam 

Jackson Park Road, Portland, OR 97239.

OHSU is an Equal Opportunity/Affi rmative Action Employer.

DALHOUSIE UNIVERSITY

DEPARTMENT OF BIOCHEMISTRY AND 

MOLECULAR BIOLOGY

ASSISTANT PROFESSOR POSITION

The Department of Biochemistry and Molecular Biology invites applications
for a probationary tenure-track position at the rank of Assistant Professor to 
begin on or around July 1, 2006. Preference will be given to applicants with 
research interests in the structure and function of biomolecules. Areas of 
specifi c interest in this recruitment include enzymology; the biochemistry 
of nucleic acids or proteins.

The successful applicant will be expected to develop a strong, externally 
funded research program and to contribute to the teaching programs of the 
Department. The Department is affi liated with major international and inter-
disciplinary research programs; therefore the ability to collaborate across 
disciplines is an asset. Research activities in the Department encompass three
general themes: (i) structure, function and metabolism of biomolecules; (ii) 
molecular cell biology and molecular genetics; and (iii) comparative genom-
ics, proteomics and molecular evolution. More details about the teaching and
research activities of the Department and the Faculty of Medicine can be found
on our web sites: www.biochem.dal.ca and www.medicine.dal.ca.

Applicants must have a Ph.D. degree, at least 2 years of post-doctoral experi-
ence and a strong publication record. Applicants should submit a curriculum 
vitae, reprints of several recent publications, a brief statement (1-2 pages) 
outlining their research plans and teaching interests, and the names of three 
referees to: Dr. M. W. Gray, Head, Department of Biochemistry and

Molecular Biology, Faculty of Medicine, Sir Charles Tupper Medical 

Building, 5850 College Street, Dalhousie University, Halifax, NS B3H 

1X5. Closing date for receipt of applications is September 30, 2005. The 
Academic Planning and Appointments Committee will commence reviewing
applications in October 2005. 

All qualifi ed candidates are encouraged to apply; however, Canadians 
and permanent residents will be given priority. Dalhousie University is an 

Employment Equity/Affi rmative Action employer. The University 
encourages applications from qualifi ed Aboriginal people, persons with 

a disability, racially visible persons and women.

U.S. Department of Agriculture
Animal and Plant Health Inspection 

Service
Plant Protection and Quarantine (PPQ)

Plant Health Programs (PHP)
Riverdale, MD

Director, Plant Safeguarding and Pest 
Identifi cation (PSPI) GS-401-14/15

The Offi ce of PHP is recruiting for the position of 
Director for PSPI. The Director is responsible for 
maintaining a national system for identifi cation of 
plant pests intercepted through PPQ’s and coopera-
tors’ safeguarding activities. Provides leadership 
in identifying plant pests and determining appro-
priate quarantine action. Manages national plant 
pest identifi cation services and ensures broadest 
appropriate use of the latest diagnostic techniques.
Manages and provides overall program direction, 
policy and guidance for PPQ’s National Plant
Germplasm Quarantine Center located in Belts-
ville, Maryland. Acts as National Coordinator for 
PPQ’s postentry quarantine program. Plans the
needs and identifi es uses of new pest diagnostic 
processes for plant inspection stations and germ-
plasm facility. Provides overall program guidance 
and leadership to the staff and associated programs. 
Establishes national policies and standards for
plant inspection stations.

Questions may be directed to Rosalind.E.Fortune 

@aphis.usda.gov. To apply, access http:

//www.usajobs.opm.gov and search for Vacancy 
Announcement #2477-2005-0330. Closing date is
September 16, 2005.

The Department of Pediatrics
University of Pittsburgh School of Medicine

Children’s Hospital of Pittsburgh

Vice-Chair for Academic Affairs
Vice-Chair for Clinical Affairs

The Department of Pediatrics, University of Pittsburgh School of Medicine and Children’s Hospital of 
Pittsburgh is seeking candidates at the senior level for 2 new positions, Vice-Chair for Academic Affairs 
and Vice-Chair for Clinical Affairs.

The Vice-Chair for Academic Affairs will work with the Chair on the academic program of the depart-
ment including the educational program for medical students, residents, fellows, graduate students and 
community health care professionals, in the mentoring of junior faculty and in the strategic direction and 
administration of the departmental research program. The candidate for this position is expected to be a 
leader in academic pediatrics with a commitment to collaboration, teaching and mentoring. Further, the 
candidate is expected to run an extramurally funded clinical or laboratory-based research program and 
to play a key role in the academic programs of the School of Medicine.

The Vice-Chair for Clinical Affairs will work with the Chair and the Executive Director of the Depart-
ment on the operations and educational activities of ambulatory and inpatient clinical programs. We are 
anticipating that this will include improvements in patient access, patient fl ow and design, para-profes-
sional staffi ng, subspecialty practice effi ciency, quality of services and infrastructure (e.g. electronic 
health record implementation; refi nement of critical pathways and computerized order entry), strategic 
growth of clinical programs, fi nancial planning. The candidate for this position is expected to be a leader 
in pediatric clinical practice with a commitment to excellence in clinical care, outcomes and teaching 
of clinical medicine. 

These positions are associated with substantial recruitment packages, including funding and space, as 
well as academic appointment within the School of Medicine commensurate with current rank and experi-
ence. The Department of Pediatrics and Children’s Hospital of Pittsburgh have undergone a remarkable 
expansion over the past 3-5 years that has paralleled the success of the School of Medicine and the 
UPMC Health System. The institution has an ambitious strategic plan for further expansion with a new 
$600 million Children’s Hospital and Research Center currently under construction and scheduled for 
completion in 2008. 

Candidates should send curriculum vitae to: Patricia Ambrose, Department of Pediatrics, Children’s 

Hospital of Pittsburgh, Pittsburgh, PA 15213, patricia.ambrose@chp.edu.

The University of Pittsburgh is an Affi rmative Action/Equal Opportunity Employer.

http://www.ohsu.edu/vollum
http://www.ohsu.edu/neurology
http://www.ohsu.edu/construction/pages/brb.html
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mailto:Rosalind.E.Fortune@aphis.usda.gov
http://www.usajobs.opm.gov
mailto:patricia.ambrose@chp.edu
http://www.usajobs.opm.gov


POSITIONS OPEN

MICROBIOLOGIST

The Biology Department of Albion College seeks a
full-time, tenure-track Microbiologist, to begin August
2006. The appointment will be at the ASSISTANT
PROFESSOR level. A Ph.D. is required and teaching
experience is preferred. The candidate will be expected
to teach an upper-level, undergraduate course in
microbiology, to contribute to team-taught introduc-
tory courses, and to develop an upper-level course in
the candidate_s area of expertise (such as environ-
mental microbiology, virology, immunology, etc.).
A research program utilizing traditional and molec-
ular techniques and incorporating undergraduate
students is expected. Facilities include standard
molecular biology equipment, transmission electron
microscope, scanning electron microscope, and a 55-
hectare nature center adjacent to campus. Construc-
tion of a new, state-of-the-art interdisciplinary
science complex that will meet Leadership in Energy
and Environmental Design certification will be
completed in fall 2006. Albion College is a selective,
liberal arts college of approximately 1,850 students
located in a culturally diverse community of 10,000
in south-central Michigan, within an hour_s drive
of major universities. See website: http://www.
albion.edu/biology/ for further information. Send
letter of application, statements on teaching philos-
ophy and research interests, curriculum vitae, grad-
uate and undergraduate transcripts, recent reprints,
and three letters of reference (electronic copies not
acceptable) to:

Dr. E. Dale Kennedy
Biology Department

Albion College
Albion, MI 49224-1831

The deadline for completed applications is October
1, 2005. Albion College is an Equal Opportunity Employer,
committed to diversity as a core institutional value.

FACULTY POSITION, COSMOCHEMISTRY

Washington University in St. Louis announces a
tenured or tenure-track faculty position in cosmo-
chemistry to complement our existing programs in
geochemistry and the study of extraterrestrial mate-
rials. We seek an outstanding individual who will
begin in fall 2006 at an academic rank consistent with
experience and qualifications. Candidates should apply
modern, quantitative analytical techniques and have
demonstrated or show promise of excellence in both
teaching and research. We particularly encourage ap-
plication by candidates with expertise in the chemical
and/or isotopic analysis and characterization of a
range of extraterrestrial samples (e.g., lunar, meteorit-
ic, planetary). Candidates must have been awarded the
Ph.D. at time of appointment. Send resume, statement
of future research interest, and names and contact in-
formation for at least three references to: Frank A.
Podosek, Search Committee Chair, Department of
Earth and Planetary Sciences, Washington Univer-
sity, C/B 1169, One Brookings Drive, St. Louis,
MO 63130, or via e-mail: facsearch@levee.wustl.
edu. Applications will be considered until the position
is filled, but priority will be given to those received by
November 30, 2005. Women and minorities are encouraged
to apply. Washington University is an Equal Opportunity/
Affirmative Action Employer. Employment eligibility verification
required upon employment.

ASSISTANT/ASSOCIATE PROFESSOR
PHARMACOLOGY

Department of Pharmaceutical Sciences
North Dakota State University

Fargo, North Dakota

Two tenure-track positions starting on or after
January 1, 2006. Successful candidates will be expected
to establish an externally funded independent research
program, teach and mentor graduate students, as well
as participate in courses offered in the Pharm.D. curric-
ulum. A highly competitive salary and a startup package
commensurate with qualifications and experience are
available. More information at website: http://
pharmsci.ndsu.nodak.edu/jobs/index.html.

POSITIONS OPEN

POSTDOCTORAL FELLOWSHIPS
Cardiopulmonary Genomics Program

University of Maryland
School of Medicine

The newly formed Cardiopulmonary Genomics
Program is seeking Postdoctoral Fellows for research
in the genomics, molecular biology, signaling, and
pharmacology of G-protein coupled receptors. The
ideal candidate (Ph.D., M.D., D.V.M., or equivalent)
will have published experience in DNA manipulation
and related techniques, human polymorphism discov-
ery, receptor signaling, promoter analysis, and produc-
tion of transgenic mice. An interest in heart and lung
disease is helpful but not required. For examples of
research and publications perform National Library
of Medicine search on Liggett SB. The program is
located in new, well-equipped, state-of-the-art labo-
ratory space at the medical campus in Baltimore,
Maryland.

Individuals interested should send their curricu-
lum vitae to: Stephen B. Liggett, M.D., University
of Maryland-Baltimore, via e-mail: sbliggett@
gmail.com.

The University of Maryland-Baltimore encourages women and
members of minority programs to apply and is an Affirmative
Action/Equal Employment Opportunity/ADA Employer.

EVOLUTIONARY/ECOLOGICAL
GENOMICS

The Section of Integrative Biology of the Univer-
sity of Texas at Austin (UT-Austin) seeks applica-
tions for an ASSISTANT PROFESSOR in the area
of evolutionary or ecological genomics. The success-
ful applicant will join a strong program in evolution,
ecology, and behavior, with particular strengths in
population genetics, experimental evolution, system-
atics, behavioral genomics, and evolutionary, behav-
ioral, and microbial ecology. Applicants may work
on any organisms or model systems, and in any area
of evolutionary, population, or ecological genomics.
Preference will be given to researchers working on
empirical, rather than purely theoretical, genomics
questions. Teaching duties will include a graduate
course in molecular evolution or ecological func-
tional genomics. The successful candidate will also
be eligible for affiliation with the Institute for Cel-
lular and Molecular Biology, which provides state-
of-the-art core facilities and graduate program
support (see website: http://www.icmb.utexas.
edu). Application material should be sent as a single
PDF file (including curriculum vitae, a brief state-
ment of research and teaching interests, and up to
five reprints/preprints) to e-mail: eegjob@uts.cc.
utexas.edu. A minimum of three recommendation
letters should be sent by the references either in PDF
format to the above e-mail address, or in hard copy
to: EEG Search, University of Texas at Austin,
Section of Integrative Biology, 1 University Sta-
tion C0930, Austin, TX 78712-1023, U.S.A. Re-
view of applications will begin October 1, 2005. For
more detailed information see website: http://
www.biosci.utexas.edu/jobs/. UT-Austin is an Equal
Employment Opportunity/Affirmative Action Employer.

POSTDOCTORAL POSITIONS are immedi-
ately available to study the role of eicosanoids in vessel
wall remodeling and angiogenesis. Experience with
animal models of angiogenesis and/or adenoviral
vector construction is highly desirable. Based on ex-
perience competitive salaries are offered. Interested
candidates with a Ph.D. or M.D. degree should send
curriculum vitae and names and addresses of three
references to: Professor G. N. Rao, Department of
Physiology, University of Tennessee Health Sci-
ence Center, 894 Union Avenue, Memphis, TN
38163. E-mail: grao@physio1.utmem.edu. The
University of Tennessee is an Equal Employment Opportunity/
Affirmative Action/Title VI/Title IX/Section 504/ADA/
ADEA Institution in the provision of its education and employ-
ment programs and services.

POSITIONS OPEN

POSTDOCTORAL POSITIONS
CARDIOVASCULAR MEDICINE
Duke University Medical Center

Durham, North Carolina

A position is opening at Duke University Medical
Center in the laboratory of Dr. Victor J. Dzau in
the development of stem cells and stem cell derived
products as therapy for cardiac disease.

Applicants should have an M.D. and/or Ph.D. and
must be trained in clinical cardiology. Experience with
basic and clinical research in stem cells in human heart
disease is required. Evidence of a strong publication
record is essential. Successful applicants will join an
interactive research environment with collaborations
throughout the Medical Center.

Interested applicants should only contact: Suzanne
Blankfard, Human Resources Manager, Division of
Cardiovascular Medicine. Send curriculum vitae and
arrange for three letters of recommendations to be
sent by e-mail attachment only to e-mail: blank022@
mc.duke.edu.

POSTDOCTORAL POSITION available im-
mediately for a highly motivated individual to study
epithelial ovarian cancer. Current research focuses
on both understanding the molecular basis of acquired
drug resistance in ovarian cancer and developing
effective translational studies utilizing primary clinical
material. Interested individuals with a Ph.D. and/or
M.D. and experience in molecular biology, protein
biochemistry, and cell culture should send a cover let-
ter, curriculum vitae, and references. The cover letter
should include a brief description of long-term career
goals, an indication of the desired length of post-
doctoral position, and information regarding ancillary
funding (if available). All information should be sent
electronically to:

Michael Seiden, M.D., Ph.D.
MGH Cancer Center

Massachusetts General Hospital
E-mail: mseiden@partners.org

POSTDOCTORAL POSITION available in
human genetics of aging, under the direction of
S. Michal Jazwinski and Mark A. Batzer. This study
of genomic contributions to longevity and healthy
aging is part of a multidisciplinary study. It utilizes
state-of-the-art genetic analyses focusing on popu-
lation structure. Candidates should have a strong
background in human genetics, including expertise
in genotyping, automated DNA sequencing, and
statistical/analytical research. Required Ph.D. in
genetics or a related field. Send complete curriculum
vitae, including bibliography, and the names, addresses,
telephone/fax numbers, and e-mail addresses of
three references to: K. Eigenbrod, Department of
Biochemistry and Molecular Biology, Louisiana
State University Health Sciences Center, 1901
Perdido Street, New Orleans, LA 70112. Louisiana
State University Health Sciences Center is an Affirmative Action/
Equal Opportunity Employer.

COMPUTATIONAL PROTEOMICS AND
PROTEIN SCIENCE CONSULTANT

The University of Minnesota Supercomputing In-
stitute seeks to hire a Computational Proteomics and
Protein Science Consultant to join a dynamic group
that provides a high level of technical support for
researchers at the University of Minnesota Super-
computing Institute.

This is an exciting opportunity to participate in a
successful program that provides technical support
to a broad range of development efforts and appli-
cations in computational biology. For complete de-
tails and application information, please see website:
http://www.msi.umn.edu in the employment sec-
tion, or contact: Ann Johns at e-mail: johns@dtc.
umn.edu.

The University of Minnesota is an Equal Opportunity Edu-
cator and Employer.
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Assistant Professor
Department of Human Nutrition

The Department of Human Nutrition at the University of Illinois at
Chicago is seeking applications for a tenure-track faculty position at
the rank of Assistant Professor. We seek a candidate with expertise 
and training in nutritional biochemistry who can develop and sus-
tain an independent research program.  Individuals should be highly
motivated and have a demonstrated track record in research. Candi-
dates should have post doctoral experience and expect to participate
in undergraduate and graduate teaching. Applicants whose plans 
include research relevant to cancer, obesity and/or the application 
of proteomics are particularly encouraged to apply.

The search will remain open until the position is fi lled. Interested 
applicants should submit a two to three page description of past 
research and future plans, curriculum vitae, and the names of three
potential references to:

Dr. Alan Diamond, Professor and Head
Department of Human Nutrition
University of Illinois at Chicago

1919 West Taylor Street
650 AHSB, M/C 517
Chicago, IL 60612

Email:adiamond@uic.edu

UIC is an AA/EOE
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www.jax.org

FACULTY RECRUITING
The Jackson Laboratory, an independent, mammalian genetics research institution,
and an NCI-designated Cancer Center, is engaged in a major research expansion.
New faculty will be recruited in the following areas:

• Neurobiology
• Cancer Biology
• Reproductive/Developmental Biology
• Immunology/Hematology
• Metabolic Disease Research
• Computational Biology/Bioinformatics
We are recruiting scientists at all levels who hold a Ph.D., M.D. or D.V.M., 
completed postdoctoral training, have a record of research excellence and have 
the ability to develop a competitive, independently funded research program, 
taking full advantage of the mouse as a research tool.
The Jackson Laboratory offers a unique scientific research opportunity, including
excellent collaborative opportunities with our staff of 35 Principal Investigators,
unparalleled mouse and genetic resources, outstanding scientific support services,
highly successful Postdoctoral and Predoctoral training programs, and a major
meeting center, featuring courses and conferences centered around the mouse as 
a model for human development and disease. 
For more information, please visit our web site: www.jax.org.
Applicants for faculty positions should send a curriculum vitae, 2-3 page statement 
of research interests and plans, and arrange to have three letters of reference sent 
to facultyjobs@jax.org. Applications should be mailed to Director’s Office, 
The Jackson Laboratory, 600 Main Street, Bar Harbor, Maine 
04609, or email (preferred method): facultyjobs@jax.org 
Application deadline is October 15, 2005. 

The Jackson Laboratory is an 
EOE/AA Employer

FACULTY POSITION 
BIOLOGICAL MECHANISM

MIT, DEPARTMENT OF BIOLOGY

MIT is seeking an outstanding scientist with a
strong record of research accomplishment in 
the area of biochemistry, molecular biophys-
ics, chemical biology, or structural biology 
for a tenure-track position at the Assistant
Professor level. Applicants should have a
commitment to teaching undergraduate and 
graduate students. 

Please submit a curriculum vitae, including 
a summary of current and proposed research, 
and arrange for three letters of recommenda-
tion to be sent to: 
Biological Mechanism Search Committee 

Attn: R.T. Sauer

MIT

77 Massachusetts Ave.

Room 68-571

Cambridge, MA 02139

Consideration of completed applications will 
begin on October 15, 2005.

MIT is an Affi rmative Action/Equal 
Opportunity Employer. Qualifi ed women 
and minority candidates are especially 

encouraged to apply.

irector, Protein Expression

and Vector Facility
The Wistar Institute, a non-profit biomedical
research facility and NCI-designated Cancer
Center located on the campus of the University
of Pennsylvania, has an immediate opening for
a Director to oversee the operations of our
Protein Expression and Vector Facility.

The successful candidate will have a Ph.D. or
equivalent degree and at least five years of
experience relating to the service provided by
the facility. The successful candidate will have
in-depth experience in the use and
modification of prokaryotic and eukaryotic
expression vectors for large-scale protein
production, as well as the technologies for
purifying and evaluating these products.
Experience in producing and purifying viral
vectors, including adenovirus, adeno-associated
virus, lentivirus and poxvirus capable of
delivering specific genes, is required. The
successful candidate will be expected to
establish and maintain RNAi libraries as well as
libraries of various expression vectors, assist
with their adaptation for specific experimental
purposes and maintain state-of-the-art facility
through technological development. In
addition to broad technical expertise in
molecular biology, protein production and
purification, the successful candidate will be
expected to provide training for technical and
research staff at the Institute as needed.

We offer a competitive salary and
comprehensive benefits package, including
health/dental insurance and tuition assistance.
Send resume to: Director, Human
Resources, The Wistar Institute, 3601
Spruce St., Philadelphia, PA 19104.
EOE/AA/M/F/D/V.

www.wistar.upenn.edu

D
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MARKETPLACE

MARKETPLACE

(800) 964-6143 or (858) 451-7400 Fax: (858) 451-7401
* Limited to 100,000

ChemBridge
Corporation

Diverse Small Molecules
Ready for Screening

Upwards of 200,000
Compounds

Pre-Plated in DMSO

Very Competitively
Priced

Next Day Delivery*
Website: www.chembridge.com
Email: sales@chembridge.com

P E P T I D E  A R R A Y S
…MADE EASY!

Tel: 888-343-5974

FAST     DELIVERY
2 WEEKS FOR MOST ORDERS

100% SATISFACTION GUARANTEED

Fax: 978-630-0021 www.newenglandpeptide.com

Peptides $28 each
USING 96 WELL PLATE FORMAT
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High throughput DNA sequencing
Gene synthesis $2/bp any size
Protein expression & purification
Yeast 2 hybrid/phage displaying

www.mclab.com, 888-625-2288

• Job Postings
• Job Alerts
• Resume/CV Database
• Career Advice
• Career Forum

Looking for a job?

Send order to:
TNC Enterprises Dept.SC
P.O. Box 2475
Warminster, PA 18974
Specify number of slipcases and
enclose name, address and payment
with your order (no P.O. boxes please).
Add $3.50 per slipcase for shipping
and handling. PA residents add 6%
sales tax. Cannot ship outside U.S.

Credit Card Orders: AmEx, VISA,
MC accepted. Send name, number,
exp. date and signature.

Order online:
www.tncenterprises.net/sc

Unconditionally Guaranteed

Custom-made
   library file cases!

q:How can I organize
   and protect my back
      issues of Science?

a:

One ........ $15
Three ...... $40
Six .......... $80

Designed to hold
12 issues and
covered in a rich
burgundy leather-
like material, each
slipcase includes
an attractive label
with the Science

logo.

Great gift idea!

The World of Science Online

www.scienceonline.org

SAGE KE
E-Marketplace

ScienceCareers.org
Science’s Next Wave

Science NOW
STKE

SAGE KE

SAGE KE brings the latest information

on aging related research direct to 

your desktop. It is also a vibrant virtual

community, where researchers from

around the world come together to

exchange information and ideas. For

more information go to www.sageke.org

To sign up today, visit promo.aaas.org/

sageas

Sitewide access is available for 

institutions. To find out more e-mail

sagelicense@aaas.org

Essential online 
resources for the 

study of aging

SAGE KE – Science of Aging 

Knowledge Environment offers:

• Perspectives and Reviews on 

hot topics

• Breaking news stories

• A database of genes and 

interventions

• PDFs of classic papers
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http://ScienceCareers.org
http://www.sageke.org
http://promo.aaas.org/sageas
http://promo.aaas.org/sageas
mailto:sagelicense@aaas.org
http://www.ScienceCareers.org
http://www.brincubator.com
mailto:bri@brincubator.com
http://www.polymorphicdna.com
mailto:info@polymorphicdna.com
http://www.nucleabiomarkers.com
http://www.abpeps.com
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New PureYield™ midiprep delivers transfection-ready DNA in only 30 minutes.

You choose the format – spin or vacuum. No more post-elution alcohol

precipitation. Race through your next plasmid midiprep.

For more information visit: www.promega.com/pureyield

Break the midiprep speed limit.
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