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Understanding Others’ Intentions
When we act, we intend to reach a goal. Conversely, when we
observe someone else act, we can often infer their intentions.
Fogassi et al. (p. 662; see the Perspective by Nakahara and
Miyashita) found that in the inferior parietal lobule of an indi-
vidual about to begin an action, the goal of their action (e.g.,
grasping for food versus grasping a branch) is reflected in the
discharge of the neurons coding the first element of the se-
quence leading to the goal. In addition, many parietal neurons
that code for an action like grasping also discharge while
watching someone else grasping
(parietal mirror neurons). The ma-
jority of these neurons respond dif-
ferential ly when the same ob-
served motor act is performed with
a different goal. Thus, these mirror
neurons, besides describing the ob-
served motor activity, also predict
the intention behind the action.

Nudging Optical Beams
Most optical switching takes place
with mirrors or electro-optic de-
vices. Some applications, however,
might be better served with all-op-
tical technology, where light in one
beam controls another. Dawes et
al. (p. 672) report the use of rubid-
ium vapor as an optical switching
medium. Strong laser beams inter-
acting in the vapor create multiple
exit beams, and these beams can
be rotated by applying a much
weaker control beam.

A Salty Tropical Mix 
Diapycnal mixing, which occurs between adjacent layers that
stratified because of density differences, can control the distri-
bution of heat, carbon dioxide content, and numerous other
properties of the ocean. Double-diffusion, such as by the for-
mation of salt fingers, is a mechanism by which this type of
mixing can be enhanced, but which is unquantified over most
of the ocean. Schmitt et al. (p. 685; see the Perspective by
Merryfield) present results from a large-scale ocean tracer ex-
periment that covered 1.3 million square kilometers of the

tropical Atlantic Ocean.
Mixing occurs much more
rapidly than expected from
mechanical  turbulence
alone, which is consistent
with the presence of salt
fingers. Their results sug-
gest that this type of mix-
ing characterizes large
parts of  the tropics , in
contrast to higher lati-
tudes, where such mixing
is less evident.

Climate Clues from Glaciers
Direct instrumental records have shown that average surface
temperatures have risen significantly across the globe during
the past two centuries. Glaciers have responded to this warm-
ing, mostly by retreating, and changes in the extents of glaciers
typically have been understood and modeled as a function of
the temperature of the overlying atmosphere. Oerlemans
(p. 675, published online 3 March 2005) has reversed this 
order. By analyzing a large set of data on glacier length fluctua-
tions dating back to the mid-17th century, he has 

reconstructed an independent
record of temperature variability
and found that global warming
began earlier (in the middle of the
19th century) than in other tem-
perature reconstructions. Was the

last glacial maximum (LGM) a
globally synchronous

event, or did it ripple in
time across the world

in a more complex
way?  Smith et al.
(p. 678) present a
suite of cosmogenic
10Be ages from
moraines in Peru

and Bolivia which
show that the local

LGM in the tropical An-
des occurred earlier and

less extensive than previ-
ously believed. Glaciers reached

their terminal posit ion about 
34,000 years before present, long
before the date of 21,000 years
before present often assigned to
the LGM, and terminated at 
positions much higher up-valley

than did larger previous glaciers. Their findings imply that the 
decrease in tropical temperatures there was only half that of
most other estimates of 6º to 7ºC.

A Fly’s Response to Climate Change
Clinal variations are in genetic polymorphisms that occur
across an organism’s geographical range as allele frequencies
change with climate gradients. A classic example is the cline in
the alcohol dehydrogenase (Adh) gene of the fly Drosophila
melanogaster from north to south on the east coast of Aus-
tralia. Umina et al. (p. 691) characterized this cline in a large
number of populations ranging from the wet tropics to cool
temperate regions along the entire coast. An abrupt shift was
observed in the elevation of the AdhS allele during the past 20
years, when marked change occurred in several climatic vari-
ables along the cline. The drier and warmer climate of recent
years is likely to account for the change in the cline, emphasiz-
ing how the genetic composition of populations could change
in response to climate even in widespread species that are
adapted to a range of climatic conditions.

www.sciencemag.org SCIENCE VOL 308 29 APRIL 2005 597

Linked Rings from a Library
Combinatorial chemical synthesis can rapidly gen-
erate many different compounds, but they often
share an underlying structure that rep-
resents a fairly small region of
chemical space. Lam et al. (p.
667) used a dynamic combina-
torial approach to discover a
surprisingly elaborate struc-
ture for binding the acetyl-
choline neurotransmitter.
The authors added synthetic
dipeptides to an acetyl-
choline solution under condi-
tions allowing reversible cou-
pling. At equilibrium, the pre-
dominant structure that had self-
assembled as a receptor was a pair
of linked 42-membered rings, each a
trimer of the dipeptide building blocks. This cate-
nane molecule was isolated in 65% yield and
showed a 100-nanomolar affinity for the neuro-
transmitter.

edited by Stella Hurtley and Phil Szuromi
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Societal Pressures and Primate Health
Primate populations, including humans, are organized in various ways, but usually include
dominance hierarchies. Sapolsky (p. 648) reviews how, depending on the specific features of
each society, it may be the lower ranking or the higher ranking members of the society that
experience greater stress. This dominance-related stress produces physiological changes that
ultimately are detrimental to the individual’s health.The principles that emerge from studies
on nonhuman primates about dominance effects on health may also apply to humans.

Designer Surface Plasmons
Conducting metal films usually are not expected to support surface plasmon modes,
which are localized excitations of electrons coupled with electromagnetic radiation.
However, recent theoretical work has predicted that these bound electromagnetic
states could be induced on conducting surfaces by perforating them with holes.
Working in the microwave regime, Hibbins et al. (p. 670) verify that surface plas-
mon-like modes can indeed be induced by controlling the geometry of the metallic
sample. The ability to tune or design these surface modes may have consequences
for applications involving the propagation of surface plasmons.

Going Through the Ring 
The ion-transporting adenosine triphosphates (ATPases) of the F-type (e.g., mito-
chondrial proton ATPase) and of the V-type (e.g., vacuolar proton ATPases) have
roughly similar overall structures, with a threefold symmetric ATPase F1 (or V1) por-
tion and an integral membrane ring (F0 or V0) of anywhere from 10 to 14 identical
subunits. Some of these enzymes transport Na+ instead of protons (see the Perspec-

tive by Junge and Nelson). Murata et al. (p. 654, published online
31 March 2005; see the cover) present a high-resolution structure

of the 10-subunit ring of a Na+-transporting V-type ATPase. Each
subunit contributes four transmembrane helices to a ring of
about 83 angstroms in diameter, and the Na+ binding site is ex-

posed on the outer surface of the ring, about midway into the
membrane bilayer. Meier et al. (p. 659) present a high-resolution
structure of the 11-subunit ring of a Na+-transporting F-type 

ATPase, in which each subunit contributes only two transmem-
brane helices to a smaller ring of about 50 angstroms in diame-
ter. Both structures are consistent with a model in which ATP-
driven rotation of the ring causes a bound Na+ to be ejected to

the outside, which is then followed by refilling of the transport site
by a Na+ from the inside.

Team-Building Exercise
What are the factors required to build a successful creative team? Guimerà et al. (p.
697; see the Perspective by Barabási) used network analyses to model such factors
and found a clear relation between team diversity, collaboration network structure, and
team performance. Within a scientific discipline, greater journal impact factor corre-
lates strongly with larger teams, a lower tendency to “over-repeat’’ collaborations, and
significant presence of both experienced researchers and newcomers. Similar proper-
ties appear to have contributed during the last century to define the most successful
team composition for Broadway musical productions.

Genetically Modified Rice in the Field
China has developed rice strains that are genetically modified to be intrinsically resistant
to pests, and Huang et al. (p. 688) describe preliminary field trials carried out in 2002
and 2003 with these strains. For plots planted with pest-resistant genetically modified
rice strains, the farmers could reduce their use of pesticides by as much as 80%. At the
same time, yields increased, and the health of the farmers improved significantly with re-
duced occupational exposure to pesticides.

Proteomics
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EDITORIAL
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R
ecent comments from Harvard President Lawrence Summers have sparked heated discussion in the
United States and abroad about possible inherent (that is, genetic) differences between women and
men. The debate concerns whether these differences might explain the paucity of women in elite
science, engineering, and technology (SET) careers. The issue really amounts to possible differences
at the high extremes of ability distributions, but the available evidence is that any inherent differences
are swamped by social and cultural factors. It is the failure to encourage more women to pursue SET

careers, and to maintain their presence in these positions, that requires serious attention. As John Brock, the chief
operating officer of Cadbury Schweppes, points out “A diverse workforce . . . is the best way to expand into new
markets and stimulate new business ideas . . . that’s a significant competitive advantage.” 

In the United Kingdom, we have a pressing need to encourage more women to enter
SET careers. The UK government’s agenda for economic growth includes a commitment
to increase the proportion of gross domestic product spent by both government and
industry on R&D. Yet the Institute of Employment Studies predicts that by 2011, only
20% of the workforce will be white, male, able-bodied, and under 45. Eighty percent of
future employment growth will be attributable to women.

Industry has recognized the value of an experienced female staff. In 2002, Lord Browne,
chief executive of British Petroleum (BP), remarked that “because the management of
the industry has been predominantly white and male and Anglo-Saxon, those people
have recruited and promoted in their own image.” Among other initiatives, BP has
appointed a Vice President for Diversity, and Shell Oil holds recruiting events for female
engineers at UK universities. Support for female employees during career breaks is
becoming more common in UK-based companies, as industry recognizes that diversity is a
strategic business issue. Industry has also responded to research showing that diverse teams
are harder to manage than homogeneous groups: Absenteeism and staff turnover are higher;
communication and social integration take more effort; common values and rules must be
established; and the different needs, behaviors, and characteristics of team members must be
supported. Team leaders must learn to manage differences of opinion—the very source of
the diversity advantage. But the results are worth having: Diverse teams outperform on
innovation, problem-solving, flexibility, and decision-making. 

The UK’s Athena program was established in 1999 to address the shortage of women in SET academic careers
and to deliver a significant increase in the number of women recruited to top academic jobs. The Athena Survey
of SET (ASSET) report (just released) compares career pathways of more than 6500 men and women in academia
and research institutes in the United Kingdom.* The survey reveals that differences between women’s and
men’s experiences are more marked in academia than in other kinds of research organizations. Men in academic
positions are more likely to report that they were encouraged to apply for promotion, as compared with their
female colleagues. In academia, women rank annual performance reviews and personal development more highly
than men in supporting career progression; in research institutes, the ranking by both sexes is almost identical.
Nearly 50% of women in universities feel disadvantaged in terms of salary and promotion, whereas only 15% of
male staff recognize this as a problem for their female colleagues.

This is not to say that things haven’t improved. When I went up to Cambridge University in the 1970s as an
undergraduate, only 16% of all undergraduates were female, with a mere 2% studying physical sciences, and there were
no female academic staff in the departments of physics, chemistry, materials science, engineering, or mathematics.
Now, Cambridge University has about 49% women undergraduates, of which 10 to 25% study the physical sciences,
and 24% of the academic staff in the materials science department are women. At Imperial College (London), our
fastest growing engineering course is bioengineering, with an undergraduate intake of 50% women. 

Academic research and initiatives such as Athena have been effective in highlighting the benefits of diversity
and the management challenges of maintaining a diverse workforce. Industry sees the competitive and financial
advantages and has responded. Despite showing the way, academia is being left behind. We must embed in our
universities the best practices that we preach. 

Julia King
Julia King is Principal of the Engineering Faculty at Imperial College, London.
*See www.athenaproject.org.uk.

10.1126/science.1112550
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I M M U N O L O G Y

Dendritic Cells, Part 1

The recognition of the molecu-
lar patterns of pathogens by
innate immune receptors is a
well-established function of
the Toll-like receptor (TLR)
family; similar activities are
now being ascribed to other
families of host cell proteins.
For example, the C-type
lectin Dectin-1 enables
phagocytosis of yeast by
scavenger cells by binding
the yeast cell wall carbohy-
drates (β glucans), and it 
has been shown to act as a
coreceptor for TLR2, leading
to inflammatory cytokine
expression.

Rogers et al. show that
Dectin-1 can signal directly
to initiate cytokine tran-
scription.The production 
of interleukin-2 (IL-2) and 
IL-10 could be induced upon
exposure of dendritic cells
to a yeast cell wall extract

and was partially blocked by a
soluble β glucan.An equivalent
phenotype could be conferred
on a B cell hybridoma line 
(LK cells) by transduction of
Dectin-1.Transcription of both
cytokines was dependent on
the intracellular tyrosine kinase,
Syk, which was recruited by the
immunoreceptor tyrosine-
based activation motif in the

cytoplasmic tail of Dectin-1.
The distinct cytokine profiles
induced by Dectin-1 in the
context of Syk signals, versus
co-signaling with TLR2,
suggest flexibility in innate
pattern recognition that could
be tailored for a pathogen-
specific adaptive immune
response. — SJS

Immunity 22, 509 (2005).

G E O C H E M I S T RY

Preserved in Salt

The most ancient living organ-
ism is claimed to be a bacterium
that has been extracted and
cultured from a small bubble of
fluid trapped in a Permian-aged
(~250 million years ago) salt
crystal, similar to the way that,
for example, insects are
trapped in amber.The idea is
that this bacterium became
entombed in a fluid inclusion 
in the salt crystal and remained
dormant until it was resusci-
tated. One criticism has been

that the inclusion in the salt
crystal, and hence the bac-
terium, might be a contaminant
of an uncertain and possibly
younger age; the retention of
younger fluids flowing through
or adjacent to older rock is not
uncommon.

Satterfield et al. have now
determined the chemistry of the
fluid inclusions in these salt crys-
tals. Earth’s ocean chemistry has
changed over time, and the Late
Permian oceans were depleted
in Mg and sulfate as compared
with today’s oceans, which 
provides a signature that is diag-
nostic for this time period.The
chemistry of the inclusions fits
with that of Permian seawater,
suggesting that the bacterium is
indeed old. — BH

Geology 33, 265 (2005).

O C E A N  S C I E N C E

A Shipping Forecast

Phytoplankton are responsible
for 45% of plant primary 
production and absorb large
amounts of carbon dioxide
from the atmosphere. From
1997 to 2002, the satellite-
based Sea-viewing Wide Field-
of-view Sensor (SeaWiFS) 
collected global data on the
distribution of chlorophyll a,
a measure of phytoplankton 
concentration; however, this
data set is too short to provide
insights into decadal changes 
in phytoplankton.

Raitsos et al. have turned
therefore to measurements of
the phytoplankton color index,
which have been collected since
1931 along shipping routes in
the North Sea and the North
Atlantic and which have used 
a consistent sampling and
measurement methodology
since 1948.The authors demon-
strate a significant correlation
between the two data sets
from 1997 to 2002 and then
use this correlation to retro-
spectively calculate monthly
changes in chlorophyll a 

EDITORS’ CHOICEH I G H L I G H T S O F T H E R E C E N T L I T E R A T U R E
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C E L L  B I O L O G Y

Sidelining Quality Control
Quality control within the endoplasmic reticulum
has long been regarded as a mechanism that prevents
the secretion of misfolded proteins: Endoplasmic
reticulum–associated degradation (ERAD) and the
inability of incorrectly folded proteins to access the
export machinery are its key factors. However, in some
cases, quality-control mechanisms fail, and misfolded
or misassembled proteins are secreted and cause disease.
One class of such diseases is known as the familial
amyloidoses, in which aberrant forms of the protein
transthyretin are secreted, become misfolded, and
form pathological aggregates.

Sekijima et al. have examined the thermodynamics
and kinetics of the folding and assembly of disease-
associated forms of transthyretin. The endoplasmic
reticulum is the entry site of the protein secretory pathway,
and export from this compartment allows aberrant or
misfolded proteins to transit to the Golgi and beyond. For
many mutant forms of transthyretin, the balance between endoplasmic reticulum–assisted
folding (ERAF) and ERAD determines the overall performance of this gatekeeping stage, and some
cell types can actually secrete aberrant transthyretin efficiently. The competition between these
intracompartmental pathways defines the ability of a particular type of cell or tissue to restrict or
permit the secretion of aberrant proteins, and thereby determines the tissue selectivity and severity
of protein-folding disorders. — SMH

Cell 121, 73 (2005).

ER translocation
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Model for how the competitive 
stability score (CSS) predicts the 
partitioning between ERAF and ERAD.

Localization of yeast cell wall (blue)
and Dectin-1 (below,red) and Syk
(above, red) on the surface of LK cells.
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concentrations since 1948.The results show 
a marked increase in chlorophyll a in the 
mid-1980s, a time when the composition
and productivity of the regional ecosystem
are known to have changed.This data set
will be useful for biogeochemical and climate
modeling studies that aim to understand
the links between marine biology and 
climate. — JFU
Geophys. Res. Lett. 32, 10.1029/2005GL022484 (2005).

S U R FA C E  S C I E N C E

Not-So-Thermal Desorption
The desorption of atoms or molecules from
surfaces is thought to proceed through one
of two mechanisms. Heating of the surface
usually results in thermal desorption, in
which the bonds holding the adsorbed
species are put into such high vibrational
states that they break. In electron- or pho-
ton-stimulated desorption, excitation of
the adsorbate into an antibonding elec-
tronic state leads to desorption.

Trenhaile et al. followed the desorption
of Br from the Si(100)-(2×1) surface at 
620 to 775 K via scanning tunneling
microscopy.Their analysis shows that this
process does not proceed through vibra-
tional excitation but by electron capture
into long-lived states that then populate an

antibonding σ* state that then ejects the Br
atom.The excitation energy for desorption
changes with the Fermi level for different
silicon doping levels. Entropy can actually
help drive this process, in which 10 to 20
optical phonons come together to push the
electron over its barrier. — PDS

Surf. Sci. 10.1016/j.susc.2005.3.053 (2005).

M I C R O B I O L O G Y

Dendritic Cells, Part 2

The first step to infection is capture by a
cell-surface receptor.A broad range of
viruses, bacteria, and other human
pathogens initiate infection by attaching
to dendritic cell–specific ICAM-3 grabbing

nonintegrin (DC-SIGN), a C-type lectin
encoded by the gene CD209.The usual
role of DC-SIGN is to mediate contact
between dendritic cells and T cells and to
promote the migration of dendritic cells
through tissues.

Sakuntabhai et al. have explored the
effects of genetic variation in CD209 on 
the specific disease syndromes caused by
dengue virus.They recruited school-aged
children with classical incapacitating
dengue fever from three hospitals in
Thailand. Screening CD209 for genetic
polymorphisms revealed that a dominant
protective effect against dengue fever
(without leakage of plasma), but not
dengue hemorrhagic fever, lay in a G allele
in the promoter region of CD209.This 
polymorphism influences the binding of
the transcription factor Sp1 and may ulti-
mately affect disease progression as well as
the distinct pathophysiologies of dengue
fever and dengue hemorrhagic fever. — CA

Nat. Genet. 10.1038/ng1550 (2005).

P S Y C H O L O G Y

Traits in Common

The five-factor model of personality posits
five basic dimensions of personality:
neuroticism, extraversion, openness to
experience, agreeableness, and conscien-
tiousness. Previous cross-cultural work has
relied primarily on self-report measures
collected mostly from Westernized college
students. Using a third-person form of the
NEO personality inventory, McCrae et al.
present an intercontinental analysis of
observer ratings. College students were
asked to rate individuals from one of four
groups—college-aged men and women
and adult men and women—on six facets
in each of the five dimensions.They find
that their model does appear to apply
across all 50 cultures (including Arabic and
black African); the fit isn’t perfect, but some
of the variation may be due to mismatches
between the questionnaire items and 
cultural contexts.Women were generally
rated more highly than men, confirming
data from self-report inventories, and scored
higher on all six facets of agreeableness,
which is consistent with earlier observations
that women are more lenient when rating
others. One interesting trend is that adult
men scored higher than women on the 
conscientious facet “achievement striving,”
whereas the opposite ranking applied for
college-age individuals, possibly reflecting a
role reversal across generations. — GJC

J. Pers. Soc. Psychol. 88, 547 (2005).
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N E T  N E W S

Species Master
List Hits 
Milestone
An international project
to create a comprehensive
listing of life on Earth is
about one-third complete.
Last week, the latest update
to the Catalogue of Life
pushed the total number
of species in this taxonomic
trove to more than 535,000.
The catalog is sponsored by the Integrated Taxonomic
Information System (ITIS) and Species 2000,a consortium
of database organizations based at the University of
Reading, U.K. (Science, 14 July 2000, p. 227).The Species
2000 site serves as a portal to the catalog, allowing
you to browse or search a taxonomic tree linked to a
host of “federated” databases such as AlgaeBase, the
Species Fungorum, the World Spider Catalog, and many
more. For example, look up the gerenuk (above), an
African antelope, to find information such as its accepted
scientific and common names,distribution,and classifica-
tion.You can link to the ITIS database for more details.
Smithsonian Institution zoologist Michael Ruggiero,
director of ITIS, says the project is on track to record all
of the roughly 1.75 million named species by 2011.

www.sp2000.org

R E S O U R C E S

Precautionary Principles
Looking for data on the health risks of beryllium or advice about cleaning up spills
of phthalic acid? Immerse yourself in chemical safety information at this site from
the United Nations and other international organizations.The collection of fact
sheets, reports,and other documents profiles hundreds of widely used substances
and products, such as the flavoring zingerone, which gives gingersnaps their snap.
For a quick rundown on a chemical’s risks, flip through the chemical safety cards.
Longer documents evaluate hazards from specific pesticides,potential carcinogens,
and other kinds of compounds.

www.inchem.org

E D U C AT I O N

Math Motherlode
Math teachers looking for a telling example or
lucid graphics to jazz up their classes can check out
this Web site from the Mathematical Association
of America. The online library furnishes tools,
animations, and other resources to help high
schoolers and undergraduates hone their math
skills. Exercises let users do everything from
graphing 3D equations to investigating the scatter
of German rocket strikes on London during World War II, a classic example of the
pattern called the Poisson distribution.With open-source math applets called
Osslets, students can sink their teeth into topics such as linear transformation.
The site also houses a journal with articles on using history to teach math—
for example, analyzing paintings by Leonardo da Vinci and other Renaissance
artists can help students understand geometry.

www.mathdl.org/jsp/index.jsp

I M A G E S

Retracing a Long Walk
Earlier this month, the National Geographic
Society and IBM announced a project to
produce a sharper picture of human migra-
tions by analyzing DNA samples from
100,000 people (Science, 15 April, p. 340).
The Web site of the Genographic Project is
worth a look for the lavishly illustrated
backgrounders on genetics and migrations.
A timeline depicts what we know about the
human expansion from Africa beginning
about 60,000 years ago, stopping at
landmarks such as the controversial Cactus
Hill site in Virginia. Evidence found there
suggests that people reached the Americas
thousands of years earlier than previously
thought. Another section explains how to
send in your DNA and find out where your
ancestors originated. Genealogical curiosity
will cost you $99.95 plus shipping for the
test kit.
www5.nationalgeographic.com/genographic

W E B  T E X T

Living Small
A restless throng of
hydrogen ions lurks
above a bacterial
membrane. Pumped
out by the cell, the ions
push back across the
membrane and turn
molecular turbines
(rightmost structure)
that fashion ATP to
power the microbe.Students can discover more about how a bacterium works at this online
microbiology textbook from Tim Paustian of the University of Wisconsin, Madison. Still
under construction, the site includes 17 partial or complete chapters covering everything
from bacterial structure and nutrition to viral pathogens like the pesky rhinoviruses that
cause colds.The text weaves in plenty of animations and fun tidbits, such as a section on
the hardy Pseudomonas bacteria that can eat nitroglycerin and TNT. Paustian also
comments on bugs in the news, including the bird flu outbreak in Southeast Asia.

www.bact.wisc.edu/Microtextbook

Send site suggestions to netwatch@aaas.org.Archive: www.sciencemag.org/netwatch
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Crunch time
for nuclear
physics

Crisis 
for earth
observations

Th is  We e k

NASA is putting the finishing touches on a
new plan to slash the quality and quantity of
cutting-edge research on the international
space station. The space agency intends to
postpone and cancel a number of experi-
ments, abandon a host of research facilities,
and reduce the amount of crew
time and agency funding devoted
to station science, according to
outside scientists and NASA
officials familiar with the plan.
Scientists are also upset that they
have been largely excluded from
the review, and politicians are
complaining about the appar-
ently shrinking payoff from the
billions being spent on the orbit-
ing laboratory.

The revamped research plan
follows President George W.
Bush’s call last year for NASA to
step up work on lunar and Mars
exploration. That redirection of the
space program would dedicate the
station to collecting life sciences
data that would benefit astronauts
living and working for long peri-
ods beyond Earth orbit. But the
cost of returning the shuttle to
flight, combined with the rush to
f inish the station by 2010 and
build new launchers, is forcing the
agency to put the squeeze on what
would appear to be priority
research in biology, along with
several science missions not con-
nected to the station (see p. 614 and Science,
22 April, p. 484).

One major change would eliminate ani-
mal research facilities—including a cen-
trifuge, regarded as the centerpiece of the
life sciences effort, now under construction
in Japan—and virtually end basic biological
research. Instead, U.S. station research
would consist primarily of experiments
using astronauts as test subjects. NASA
documents also show that the agency is
planning to reduce the number of racks that
hold experiments, the funding to prepare
those racks for orbit, and the hours astro-
nauts devote to research in space.

This limited science portfolio is a far cry
from former President Ronald Reagan’s
1984 description of astronauts achieving
“quantum leaps” in science, communica-
tions, materials, and medicine. That retreat
worries some U.S. lawmakers. “I want to go

back to the Ronald Reagan vision,” declared
Senator Kay Bailey Hutchison (R–TX),
chair of a panel with NASA oversight, dur-
ing a hearing last week on station research.
“This impressive facility cannot be allowed
to be used simply as a tool for moon and
Mars exploration–related research.”

That concern is bipartisan and global.
Another member of the committee, Senator
Bill Nelson (D–FL), said that he and Hutchi-
son “are of one mind” on the matter. Dieter
Isakeit, a spokesperson for the European
Space Agency (ESA), says his organization
will stay the course with its research program,
which covers many disciplines in the physical

and life sciences. Japanese officials, mean-
while, say that they expect to discuss the sta-
tion design and research program during a fall
meeting with the space station partners.

Notwithstanding those concerns, NASA
appears unlikely to return to the original
research vision for the station. Commercial
interest in studies relating to drug discovery
never gelled, for example, and in the late
1990s, NASA began tapping funds for
research facilities to pay for station cost over-
runs. Work in the materials sciences was
largely jettisoned after a 2002 review, and the
2003 Columbia disaster severely curtailed
short-term research plans. 

Meanwhile, NASA managers “are finding
other things more pertinent” to fund than sci-
ence, says Kenneth Baldwin, a biologist at the
University of California, Irvine. And it’s mak-
ing those decisions largely on its own. “The
science community is basically out of the
loop,” says Baldwin, who chaired the
agency’s biological and physical sciences
advisory panel, which was abolished last year
as part of a general advisory council reorgan-
ization. The science panel likely will become
part of an exploration committee chaired by
retired Air Force General Lester Lyles.

Baldwin says the space biology effort
would be “decimated” in the new plan. Both
he and Charles Oman, a Massachusetts
Institute of Technology (MIT) aerospace
engineer tracking the research plan, expect
that the animal research facilities will be
dropped. In addition, documents f irst
posted last week by the Web site
NASAWatch show that the agency will
roughly halve the number of station racks in
use aboard the space station to four; limit
astronaut hours from the 15 hours planned
to 10 hours; and slice funding for integrat-
ing the experiments into the racks by 
38% starting in 2006. NASA Deputy Chief
Scientist Howard Ross says that the docu-
ment, to be completed next month, is only
“for planning purposes.” And he rejects the
notion that the community has been
excluded from discussions. 

Meanwhile, station research scientists
say they are waiting anxiously for word on
what will fly. Physicist Sam Ting, a Nobel
laureate at MIT, still hopes to launch his
Alpha Magnetic Spectrometer to the station
in 2008 to search for antimatter. He says
NASA paid only 5% of the $1.2 billion cost
of the project, which includes participants
from 16 countries. If it’s dropped, Ting says,
“then I don’t see how NASA can say it wants

Life Science Research on Space
Station Is Headed for Big Cuts

N A S A

Time flies. Astronauts may have fewer hours in which to do
research aboard the station.

ocietal Benefit Societal Benefit S
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international cooperation.” 
Even those experiments that seem directly

tied to humans living in space are not safe. An
experiment proposed by Baldwin and Euro-
pean colleagues more than a year ago to
examine the molecular biology of muscles in
microgravity passed peer review by an inter-
national team of scientists and won NASA
approval last year. But 3 weeks ago, Baldwin

received word that the project was being
placed on indefinite hold.

NASA already has pulled the plug on a
project by MIT and the Sorbonne University
in Paris to test human spatial orientation and
motor behavior in space. Oman, the princi-
pal investigator, says NASA decided to
cease funding the project, called Voila, after
the hardware was completed. Oman says he

is sympathetic to the challenges facing
NASA in trying to balance flight hardware
and science, and he applauds the concrete
goals set by the president. But he doesn’t
hide his disappointment. “The station is not
going to be the world-class facility we fore-
saw,” he says. “That is the cold reality.”

–ANDREW LAWLER

With reporting by Daniel Clery and Dennis Normile.
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A vaccine’s 
promises and
dilemmas

Defending
evolution in
Kansas

Many roles 
for a gene
silencer

Foc u s

The National Research Council and the Insti-
tute of Medicine this week called for the cre-
ation of a new layer of oversight at institutions
where research on human embryonic stem
(ES) cells is conducted.

The recommendation is part of guidelines*

developed by an academy panel “in the
absence of federal regulations specifically
designed” for this research. The committee,
headed by Richard O. Hynes of the Massachu-
setts Institute of Technology, cited as precedent
the Asilomar conference of 1975. At that meet-
ing, scientists formulated their own guidelines
for recombinant DNA research, helping ease
public fears about the new field. 

But unlike Asilomar, which established the
Recombinant DNA Advisory Committee at the
National Institutes of Health because of the
patchwork of laws across the United States, the
new panel leaves many of the tough questions
to local committees. The panel calls on every
institution that hosts human ES cell research to
set up an Embryonic Stem Cell Research Over-
sight (ESCRO) committee containing experts
well versed in the scientific, medical, legal, and
ethical questions. It “should not [just] be a sub-
committee” of the existing institutional review
board, the panel warns. The recommendation
makes sense, says Irving Weissman of Stanford
University, who was not on the panel: “These
issues transcend the usual expertise of institu-
tional review boards.” 

The main thrust of the 131-page report is
procedural, not ethical. It rules out few kinds of
research and leaves most decisions to the local
committees. In addition to keeping track of all
research involving human ES cells, the panels
should review everything related to the deriva-
tion of new cell lines, whether created from left-
over blastocysts from fertility treatments,

through nuclear transfer (otherwise known as
research cloning), or “made specifically for
research” by in vitro fertilization of donor sperm
and egg. That last option “is controversial,”
affirms stem cell researcher Evan Snyder of the
Burnham Institute in La Jolla, California.
Although many scientists agree on the desirabil-
ity of nuclear transfer, they question the ethics of
creating fertilized embryos “specifically” for
research. “Nobody I know seriously entertains”
that option, adds Snyder. Panel member Nor-
man Fost, an ethicist at the University of Wis-
consin, Madison, says the committee discussed

the issue but decided to leave the decision to
local committees. “The requirement for new
committees to oversee this kind of research …
reflects the seriousness of the issue,” he says.

The report dwells at length on the need for
informed consent from donors of eggs,
sperm, blastocysts, or somatic cells for ES
cell research and says explicitly that donors
should not be paid. It also confirms that no
research should be allowed on embryos over

14 days old. The committee saw only limited
potential in other approaches for generating
cell lines that might bypass ethical difficulties
(Science, 24 December 2004, p. 2174).

On the potentially controversial topic of
using ES cells to create chimeras—animals that
contain the genome of a different animal in
some of their cells—the panel notes that
“chimeras are widely used in research; ... thus
there seem to be no new ethical or regulatory
issues regarding chimeras themselves.” The
panel points out that chimeras are valuable for
testing the qualities of human ES cells. How-

ever, because pluri-
potent cells have the
potential to turn into
many kinds of cells,
the committee says 
no animal ES cells
should be injected into
human blastocysts,
and no human ES cells
should be allowed into
the blastocysts of other
primates. And because
ES cells can theore-
tically travel to the
gonads and produce
sperm and egg cells,
no animal that has
received human ES
cells should be allowed
to breed. That leaves

Weissman’s “Stuart Little” mouse in the clear.
Weissman has stirred controversy with his plan
to grow brain cells from human ES cells in mice
to study how the cells develop and make con-
nections with each other.

The panel also recommends creation of a
national body to periodically assess the ade-
quacy of the guidelines and provide a forum for
continuing discussion.

–CONSTANCE HOLDEN AND GRETCHEN VOGEL

Panel Would Entrust Stem Cell Research to Local Oversight
N AT I O N A L  A C A D E M I E S

Go-ahead. An academy panel did not rule out Irving Weissman’s proposed
experiments that would inject human ES cells into mouse brains.

*Guidelines for Human Embr yonic Stem Cell
Research, www.nap.edu/books/0309096537/html
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Tabletop Accelerator Breaks ‘Cold Fusion’ Jinx
But Won’t Yield Energy, Physicists Say
A crystal with a strange property is at the heart
of a clever method for inducing nuclear fusion
in a tabletop-sized device. The inventors of the
machine—which works by firing fine beams
of atomic nuclei at other atoms—are not
billing it as a possible source of energy, but
they say it could serve as a portable source of
neutrons and of x-rays for medical therapies.
Although the f ield of room-temperature
fusion is littered with scandals and dubious
discoveries, this device appears to be different:
It has already won over some skeptics.

“My first reaction was, ‘Oh, God, not
again,’ ” says Michael Saltmarsh, a physicist
at Oak Ridge National Laboratory in Ten-
nessee. “But upon reading the paper, I
thought that it was really neat; it’s such a cute
way of making an
accelerator.”

In this week’s
issue of Nature, Seth
Putterman, a physi-
cist at the University
of California, Los
Angeles, and col-
leagues describe the
fusion device, which
is about the size of a
small bucket. At its
heart is a little crystal
of lithium tantalate—
a material that has a
peculiar property: It
is pyroelectric.

Pyroelectricity is
related to the better-
known phenomenon
of piezoelectricity. If you squash a piezo-
electric crystal, such as quartz, the electrons
in the crystal rearrange themselves so that
one side of the crystal becomes positively
charged and the other negatively charged,
creating a voltage difference between the
two ends. A pyroelectric crystal does the
same thing if you heat or cool it.

Putterman’s group cooled the pyroelectric
lithium tantalate crystal and put it in a cham-
ber full of deuterium gas. When they warmed
the crystal with a heater, the pyroelectric
effect created a huge electric field near a
tungsten needle attached to the crystal. The
crystal and needle essentially focused all the
energy of the crystal’s heating to the very tip
of the tungsten spike. When deuterium
(atoms of heavy hydrogen, with a proton and
a neutron in the nucleus) ventured near the
tip, the field stripped off their electrons and
shot the charged nuclei into a deuterium-
loaded target. Some of those deuterium ions

struck deuterium in the target and fused,
releasing protons, neutrons, and energy.

“Neutrons were everything to this experi-
ment,” says Putterman, whose team spent 
2 years developing a neutron detector for the
experiment. “We can grab single neutrons—
the actual trajectory of each neutron.” The
data show about 900 neutrons per second fly-
ing away from the target with the energies one
would expect from a fusion reaction. “If you
look at the raw data, we maintain that it’s
incontrovertible,” Putterman adds.

Saltmarsh, a neutron expert, says he is
convinced but adds that the device is unlikely
to be useful for generating energy. “Even if it
had 100% efficiency, you can’t make net
energy. The ion beam is slowing down in the

target, and it loses energy,” more than coun-
teracting the energy gained from fusion, he
says. Saltmarsh adds that the device doesn’t
produce enough neutrons yet to be commer-
cially useful: “At this level [of intensity], it
has curiosity value and lab value; it would
make a good device for demonstrations. I
wouldn’t mind having one in my lab.”

Putterman hopes a more refined device
will produce a million or so neutrons a sec-
ond. A hand-held neutron generator like that
might have homeland-security applications,
such as probing for fissile materials in sealed
containers. Putterman says the device can
also accelerate electrons into a target, produc-
ing x-rays. “A 1-millimeter crystal should be
able to deliver therapeutic doses,” he says.

Whether or not the device proves useful,
the idea of a simple fusion machine captivates
physicists. “There [are] no moving parts,”
marvels Saltmarsh. “Just heat it up.”

–CHARLES SEIFE

N U C L E A R  F U S I O N
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Congress Probes Charges of
Harassment at NIH
Two congressional committees are look-
ing into charges of sexual harassment at
the National Institutes of Health (NIH).
The complaints arose after National Insti-
tute of Allergy and Infectious Diseases
(NIAID) staffer Jonathan Fishbein alleged
that a landmark clinical trial, which found
that the drug nevirapine can reduce
mother-to-infant transmission of HIV,
was seriously flawed.

An Institute of Medicine panel recently
concluded that, although researchers
failed to report some adverse events data,
the NIAID-funded nevirapine trial was sci-
entifically valid (Science, 15 April, p. 334).
But the Senate finance committee is now
following up on a complaint from Fishbein
accusing a supervisor of sending profane 
e-mails, as well as recent depositions by
two female NIAID staffers involved in
monitoring the trial that allege inappropri-
ate behavior by supervisors.The commit-
tee chair, Senator Charles Grassley (R–IA),
has asked NIH for more information, citing
Associated Press articles that first
reported the depositions and evidence
obtained by committee staff.

The matter is also under review by the
House Energy and Commerce Committee,
chaired by Joe Barton (R–TX). An NIH
spokesperson says the agency is conduct-
ing its own investigation as well.

–JOCELYN KAISER

Two Israeli Universities 
Targeted for Boycott
CAMBRIDGE, UNITED KINGDOM—The U.K.
Association of University Teachers (AUT)
has called for a boycott of two Israeli uni-
versities said to be supporting Israel’s
occupation of Palestinian territory.

After little debate, the group voted 
22 April that its members—from profes-
sors to university support staff—should
shun Bar Ilan and Haifa universities.The
boycott’s proponents claim that Bar Ilan
is affiliated with a West Bank school “in
the illegal settlement of Ariel,” and that
the University of Haifa has harassed a
senior lecturer who guided a student’s
investigation into the conduct of Israeli
soldiers.

The universities deny the allegations.
Moshe Kaveh, president of Bar Ilan Uni-
versity and a well-known physicist, called
AUT’s decision “very unbalanced” and
“shameful.”AUT, meanwhile, has asked
members to delay implementing a boy-
cott pending legal advice.

–ELIOT MARSHALL

ScienceScope

Small wonder. UCLA physicists Seth Putterman (left), Brian Naranjo, and
Jim Gimzewski say their portable deuteron gun can fuse atoms.
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Senior U.S. scientists are urging NASA and
the Bush Administration to reverse plans to
postpone or cancel several satellites designed
to gather data on the land, sea, and atmos-
phere. In an interim report* released this
week, a National Research Council (NRC)
panel warns that “the nation’s Earth observa-
tion program is at risk” from tight budgets at
NASA and other federal agencies. Their
advice would put the enterprise on a healthier
track for the coming decade, they say. 

The final report, due out in late 2006, will
lay out a course for space-based Earth observa-
tion with clear priorities, similar to those in
astronomy, planetary science, and solar and
terrestrial physics. But NASA’s recent moves
to scale back future programs and turn off cur-
rently operating satellites prompted committee
members to push through a report that could
influence congressional debate on the 2006
budget, which goes into effect on 1 October.
Coincidentally, the interim report was released
the same day a team of NASA and outside sci-
entists met in Washington, D.C., to consider
which of half a dozen currently operating Earth
science satellites should be shut down.

The 18-member NRC panel was co-chaired
by Richard Anthes, president of the University
Corporation for Atmospheric Research in
Boulder, Colorado, and Berrien Moore, a bio-

geochemist at the University of New Hamp-
shire in Durham. Its report notes that several
federal agencies supporting earth sciences
research are under similar budget pressures.
“Additional funds will be needed,” the panel
concludes, although it
gave no estimate. 

The panel did not
shy away from spe-
cif ic recommenda-
tions. NASA should
proceed “immedi-
ately” with the oft-
delayed Global Pre-
cipitation Measure-
ment Mission, it con-
cluded. The space-
craft, with contribu-
tions from Japan,
would provide impor-
tant data on Earth’s
water cycle. In March,
NASA’s chief of Earth
observation, Mary
Cleave, told a NASA
panel that “we’re try-
ing to hold on to a
2010 launch” using a Japanese rocket.  

The NRC panel also wants NASA to
resume work on the $100 million Geostation-
ary Imaging Fourier Transform Spectrometer
that could improve detection of weather
changes leading to tornadoes, floods, and

hurricanes. NASA, which is working with
two universities and the National Oceanic and
Atmospheric Administration (NOAA), can-
celed the mission in February. But the panel
urges the agency to finish the instrument and

seek international help in launch-
ing the satellite by 2008.

In addition, the interim report
recommends “urgent reconsidera-
tion” of a planned cancellation of
three other missions: a probe
called Ocean Vector Winds to
enhance the accuracy of severe
storm forecasts, a spacecraft to
continue Landsat observations,
and the Glory satellite to measure
atmospheric aerosols. In a pro-
posed cost-saving move, the com-
mittee suggests that the instru-
ments planned for the canceled
missions could be flown instead on
the National Polar-orbiting Opera-
tional Environmental Satellite
System (NPOESS), which is being
built for a 2010 launch.

The panel wants NASA to
resume Explorers, a program of

small satellites now on hold, and launch one
per year. Panel members also lament cuts to
research and analysis funds used primarily by
university researchers to analyze NASA
satellite data. If NASA does not reverse the
trend, the report states, “the long-term conse-

quence will be a diminished abil-
ity to attract and retain students
interested in using and developing
Earth observations.” That drop-
off, in turn, would “jeopardize
U.S. leadership in both earth sci-
ence and Earth observations.”

Shutting off existing NASA
satellites, many earth scientists
worry, could mark the start of a
U.S. retreat on global data gather-
ing. And White House science
adviser John Marburger had few
comforting words during an 
18 April press conference touting
a global system of Earth observa-
tion. “NASA just can’t keep put-
ting money into continuing opera-
tions” of satellites beyond their
expected lifetime, he said. Mar-
burger blamed the confusion over
how and when NOAA will inherit
some responsibilities for gather-
ing climate data on the recent
change of leadership at NASA.

But money is also a key issue.
NOAA chief Conrad Lauten-
bacher made it clear at the same

Earth Observation Program ‘At Risk,’Academy Warns
E A R T H  S C I E N C E S
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Mission Measurement Societal Benefit StatusMission Measurement Societal Benefit Status

Global Precipitation Measurement Precipitation Reduce vulnerability to floods and droughts; delayed
  improve forecasts of hurricanes  

Atmospheric Soundings From  Temperature and water vapor Improved weather forecasts and severe canceled
Geostationary Orbit  storm warnings   

Ocean Vector Winds Wind speed and direction  Improved warnings to ships at sea;  canceled
 near the ocean surface better predictions of El Niño

Landsat Data Continuity Land cover Monitor land-use changes; find  canceled
  mineral resources 

Glory Instrument Optical properties of aerosols;  Improved understanding of   canceled
 solar irradiance climate change 

Wide Swath Ocean Altimeter  Sea level in two dimensions Monitor changes that affect fisheries, instrument  
(on the Ocean Surface   navigation, and ocean climate canceled, 
Topography Mission)   descope of 
   mission

Missions impossible? NASA is delaying or canceling several long-planned earth science missions.

Moore sees less. Berrien Moore
hopes interim report can help
reverse the decline of earth science.
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* Earth Science and Applications from Space:
Urgent Needs and Applications to Serve the
Nation, National Academy Press.
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TAMPA, FLORIDA—A panel of experts weighing
the future of nuclear physics in the United
States may soon recommend shutting down a
major Department of Energy (DOE) facility as
a way to cope with a dismal budget.

Last month, DOE and the National Science
Foundation asked their Nuclear Sciences Advi-
sory Committee (NSAC) to reevaluate the gov-
ernment’s long-term plans for nuclear physics.
The trigger is the Bush Administration’s 
proposed 8.4% cut in DOE’s nuclear
physics program for the 2006 budget
year that begins on 1 October. Such a
decrease, if adopted by Congress,
would drastically reduce running
times by as much as 60% at the two
flagship nuclear physics experi-
ments in the United States, CEBAF
at the Thomas Jefferson National
Laboratory (JLab) in Newport
News, Virginia, and RHIC at
Brookhaven National Laboratory in
Upton, New York.

At a minimum, those cuts will
mean layoffs and the shuttering of
two of RHIC’s four experiments.
But the big question for the NSAC
panel is whether such tinkering will
be enough. The language of the
charge letter is quite ominous: “This funding
level, projected into the outyears, is not suffi-
cient … to continue operations of the program’s
two major facilities, RHIC and CEBAF, as they
are presently conducted.” And although DOE
officials won’t prejudge the work of the panel,
which was asked to make recommendations
based on three budget scenarios, it’s clear that
the stakes are high. “Looking at the magnitude
of the problem, something is going to have to
happen,” says Dennis Kovar, associate director
for nuclear physics in DOE’s Office of Science.
“To develop capabilities for the future, tough
decisions have to be made.” 

The panel, chaired by physicist Robert Trib-
ble of Texas A&M University in College Sta-
tion, must decide how to handle a shortfall that
DOE officials estimate will grow to about $130
million by fiscal year (FY) 2011. That amount is

roughly one-third the size of DOE’s current
nuclear physics program. “What we’ve heard,
consistently, is that if we let the program go on
like [it is structured in] FY ’05, by FY 2011 it
will be dead,” says Tribble. “I don’t think that’s
an option.”

But physicists say that the idea of terminat-
ing either facility prematurely is also abhorrent.
“Do you cut off the left hand, or do you cut off
the right hand?” asks Gerald Miller, a nuclear

physicist at the University of Washington, Seat-
tle, whose theoretical work interprets data gath-
ered at both JLab and RHIC. Another issue for
the panel is that the nuclear physics programs at
Brookhaven and JLab make up more than 50%
and 96% of the labs’income from DOE, respec-
tively. So the death of an experiment could also
determine the fate of the lab itself.

Whatever the subcommittee does, speed is
essential. “It’s due at the end of June,” says Yale
University’s Richard Casten, who chairs the par-
ent NSAC. “[This report] will have a number of
important implications, but there’s no time for a
new long-range plan.”

Casten says it’s always possible that the
budget situation might improve. But in the
meantime, the nuclear physics community
may soon learn which hand is on the 
chopping block. –CHARLES SEIFE

Falling Budget Could Force Choice
Between Nuclear Science Facilities

D E PA R T M E N T  O F  E N E R G Y
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Griffin Moves Fast 
To Reshape NASA
NASA’s new chief Michael Griffin is making
his mark after only 2 weeks on the job. Last
week, Griffin reversed a decision by his
predecessor Sean O’Keefe to split the
NASA Advisory Council into two panels—a
move that critics feared would weaken its
ability to receive impartial external advice.
He also told managers that congressional
pork—or “earmarks”—would be funded
expeditiously by NASA. O’Keefe had
refused to dispense the money for those
earmarks in the current budget.

Griffin decided to keep NASA interim
chief Fred Gregory as his deputy but has
created a position to handle the agency’s
day-to-day operations. It will be filled tem-
porarily by Courtney Stadd, an entrepre-
neur who has worked for several agency
administrators. –ANDREW LAWLER

Netherlands Reports 
First vCJD Case
The Netherlands has become the fifth
European country affected by variant
Creutzfeldt-Jakob disease (vCJD), the
human counterpart of bovine spongiform
encephalopathy (BSE). On 21 April, health
authorities reported that a 26-year-old
woman had been diagnosed with the fatal
brain affliction.The Netherlands has reg-
istered at least 77 cases of BSE.

Of 171 cases of vCJD so far, 155 have
occurred in the United Kingdom, nine in
France, two in Italy, and one in Ireland. Four
additional patients from outside Europe
had all lived in the U.K. for varying periods.

–MARTIN ENSERINK

UC Retains Oversight of
Lawrence Berkeley
It came as little surprise, but last week the
U.S. Department of Energy (DOE) awarded
the University of California (UC) a 5-year
contract to manage Lawrence Berkeley
National Laboratory (LBNL). UC has run
LBNL since its inception more than 
60 years ago, but this was the first time the
university had been asked to submit a com-
petitive bid. UC was reportedly the only bid-
der for the contract, valued at $2.3 billion.

UC President Robert Dynes says the uni-
versity is still considering whether to sub-
mit a bid to continue managing Los Alamos
National Lab (LANL) in New Mexico under a
new contract that begins 1 October. It will
do so, Dynes says, if DOE puts the emphasis
in LANL’s mission on science and technol-
ogy instead of weapons development.
Defense giants Lockheed Martin and
Northrop Grumman also plan to bid for the
LANL contract. –ROBERT F. SERVICE

Big crunch. The Phobos experiment, which tracks colliding
particles, will be shut down in response to a budget squeeze
that could also claim the rest of RHIC.
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press conference that his cash-strapped agency
will not accept a request from NASA to pay for
operations of an existing spacecraft like the
Tropical Rainfall Measuring Mission, which
the space agency intends to shut down soon.

Earth scientists are looking for what
Moore calls a “politically compelling agenda”
to overcome such obstacles—and quickly.
Congress is at work on NASA’s 2006 request,

and the agency already is preparing its 
2007 wish list for the White House. “We’ve
been running on the fumes of the past, and we
need a vehicle to bring the community
together,” says Moore. But he and his col-
leagues may have trouble finding the fuel they
need—from Congress, the White House, and
the agencies—to keep the United States at the
forefront of earth science. –ANDREW LAWLER

Published by AAAS
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Will the growing number of engineers grad-
uating from Chinese universities be a boon
or bane to the United States and the rest of
the world?

John Marburger would like to tell his
boss, President George W. Bush, how that
trend might affect the U.S. technical work-
force and the country’s economy—or even
how long it’s likely to persist. But the presi-
dent’s science adviser says he’d be flying by
the seat of his pants. “I won’t take a position
on whether it’s good or bad based on the
data,” says Marburger, “because we don’t
have adequate models.”

Last week Marburger challenged the sci-
entific community to help him find answers
to a host of questions like these that puzzle
science policymakers. “I am suggesting that
the nascent field of the social science of sci-
ence policy needs to grow up, and quickly,”
Marburger told a Washington, D.C., gathering
sponsored by AAAS (which publishes 
Science). Economists have applied “behav-
ioristic” tools successfully in other fields,
says Marburger, pointing to analyses of how
changes in retirement patterns might affect
Social Security. He urged scientists to incor-
porate “the methods and literature of the rele-
vant social science disciplines” to explore
trends such as the community’s “voracious
appetite” for federal research funding, the
“huge fluctuations” in state support for public
universities, and the continuing advances in
information technology.

Marburger’s call to statistical arms was
generally welcomed by policy analysts, who
agreed that their field hadn’t
made much progress on the
big questions confronting
decision makers. “We operate
with blinders on,” says Daniel
Sarewitz of Arizona State
University in Tempe, a former
congressional staffer who
studies the interplay of sci-
ence and society. “Rather than
simply tracking the growth in
industrial R&D, for example,
we also need to look at how
that affects public sector
investment. The set of
assumptions that goes into
S&T policy is unbelievably
oversimplified.” 

That lack of rigor, specu-
lates Harvard economist
Joshua Lerner, part of a group
studying U.S. innovation pol-
icy, could be a result of the
limited interaction between
the disciplines. “A lot of sci-
ence policy has an amateur-hour flavor to it
because it’s done by scientists who aren’t
familiar with the principles of the social sci-
ences,” he says. “But it’s also our fault. We
economists haven’t communicated as well
with other disciplines as we should.”

Another factor is the sheer difficulty of

coming up with a theoretical framework that
takes into account enough of the important
variables to generate useful results. “Such a
model has proved to be elusive,” says Rolf
Lehming, who oversees the National Science
Foundation’s biennial volume: Science and
Engineering Indicators. Previous efforts to
nurture such a community of scholars were

abandoned, notes
Mary Ellen Mogee, a
science policy analyst
at SRI International
in Arlington, Vir-
ginia, including the
1995 elimination of
the congressional
Office of Technology
Assessment.

Marburger says
that he believes a
new effort can be
mounted at minimal
cost. “We’re not talk-
ing about a lot of
money; … funding
is not a rate-limiting
factor in this equa-
tion.” But others see
a federal role as cru-
cial. Connie Citro,
who directs the
National Acade-
mies’ Committee on

National Statistics, says that “there needs to
be at least a signal [from the federal govern-
ment] that proposals would be welcome.”
Sarewitz admits that a plea for federal sup-
port is self-serving, but he adds, “that’s what
drives academics in any field.”

–JEFFREY MERVIS

Marburger Asks Social Scientists for 
A Helping Hand in Interpreting Data

S C I E N C E  P O L I C Y

A plan by a U.S. government agency to
reward or punish its scientists based on their
ability to drum up paying customers has been
withdrawn after a watchdog group com-
plained that it would make the researchers
“sing for their supper.”

The plan would have affected some 30
scientists at two Denver, Colorado–based
divisions of the U.S. Bureau of Reclamation
working on a broad range of environmental
assessments required under federal laws to
safeguard ecosystems and their inhabitants.
The idea was to link scientists’ annual per-
formance evaluations to the amount of busi-
ness they generated, akin to rating a lawyer’s
prowess at racking up billable hours. Based
on a five-point scale, “exceptional” employ-
ees would haul in over $529,000—more
than three times what they cost the govern-

ment in annual salary and benefits. A mere
$150,000 or so would be deemed “mini-
mally successful,” which in federalese is tan-
tamount to loafing on the job.

That metric, put in place earlier this year
by two managers within the bureau’s Tech-
nical Services Center, triggered squawks
from employees who thought public ser-
vants should not be judged on how well they
peddle their expertise. On 20 April the
Washington, D.C.–based Public Employees
for Environmental Responsibility (PEER)
issued a press release decrying the idea of
monetary quotas and warning that scientists
might feel pressured to tweak a report to
keep the customer happy. “They’re worried
about these new rules,” explained PEER
program director Rebecca Roose. “But they
didn’t know how to fight them.”

The answer, apparently, was to go public.
Two days later, the bureau withdrew the new
evaluation system, which replaced what
bureau spokesperson Trudy Harlow called a
simple “pass/fail system” for judging an
employee’s performance. “We became aware
that some scientists were unhappy with it and
that there was a perception it could taint the
quality of our service,” says Harlow. “We
would never want that to happen.” She said
that although the center is a fee-for-service
operation within the Department of the Inte-
rior, all its customers are public agencies and
“we don’t compete with the private sector.”

PEER is pleased with the bureau’s deci-
sion, says Roose, but it plans to monitor the
situation in case such a quota system reap-
pears in another guise.

–JEFFREY MERVIS

Agency Kills New Performance Rules 
U . S . P U B L I C  S E C T O R

N E W S O F T H E W E E K

Supermodel. U.S. science adviser John
Marburger wants better econometric
models of research trends.
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Investigators who stage large, placebo-
controlled studies go into them with a great
deal of trepidation. It is make-or-break time
for vaccines or drugs that have consumed
years of their labor—not to mention many
millions of dollars. All too often, exciting
results hinted at in animal and limited human
tests don’t pan out. Sometimes, devastating
side effects surface. Even when the trial is a
success, the naked data that emerge fre-
quently contain unsightly blemishes. But for
researchers who developed two different vac-
cines against human papillomavirus (HPV),
the results from clinical trials so far have gen-
erated little angst. Tested in more than 3000
participants, the vaccines have shown stun-
ning, and nearly identical, curves: Both pre-
vented persistent infection with this wide-
spread, cancer-causing virus in a whopping
100% of the vaccinated women and reduced
cervical abnormalities by more than 90%.
“We’re pinching ourselves,” says John
Schiller, a papillomavirus researcher at the
U.S. National Cancer Institute (NCI) in
Bethesda, Maryland, whose lab helped devel-
oped a key technology used to make both vac-
cines. “It’s better than we could have imag-

ined.” Yet these attractive, early results have
also pushed to the fore vexing questions that,
ultimately, will affect how much disease and
death the vaccines prevent.

The two vaccines—made by Merck & Co.
of Rahway, New Jersey, and GlaxoSmithK-
line (GSK) Biologicals of Rixensart, Bel-
gium—must still prove safe and effective in
phase III efficacy trials now under way in
more than 50,000 people in several countries
(see table, p. 621). But Merck has announced
that it plans to file for approval with the U.S.
Food and Drug Administration (FDA) before
the end of the year, and GSK says it will seek
approval in Europe and other unspecified
countries in 2006. “The fact that we’ve done
this as fast as we have is remarkable,” says
Diane Harper, a clinician at Dartmouth Med-
ical School in Lebanon, New Hampshire, who
has worked on trials of both vaccines. Harper,
Schiller, and many other researchers expect
that, barring any big surprises, both vaccines
will make it to market with relative ease. 

In anticipation, the companies, public
health officials, clinicians, researchers, and
even the public itself have already started to
ask who, exactly, should get the vaccines

first: Adolescent girls? Older women? Boys
and men? How long will vaccine protection
last? Will developing countries, which
account for 80% of the deaths from cervical
cancer, have to wait years before they get
the products? How will the vaccines affect
the tests that developed countries routinely
use—with great success—to screen for cer-
vical cancer? For that matter, how much
will the vaccines actually alter cancer rates
in the wealthy world? And how will these
issues affect vaccine sales?  

Many of these critical questions will be
front and center this week at the 22nd
Annual International Papillomavirus Con-
ference and Clinical Workshop in Vancou-
ver, Canada. “The issue is now very hot,”
says F. Xavier Bosch, an epidemiologist
who has contributed to studies of both vac-
cines and works at the University of
Barcelona’s Catalan Institute of Oncology.
Firm answers, however, will likely remain
few and far between for some time to come.

Rapid evolution
In 1975, virologist Harald zur Hausen pre-
sented provocative evidence that HPV, a
common infection spread through skin-to-
skin contact and sex that was believed to
lead to serious disease only rarely, could
cause cervical cancer. Zur Hausen, who for
20 years headed the German Cancer
Research Center in Heidelberg, led a team
that by the early 1980s had isolated several
genotypes of the virus, some of which they
linked to genital warts and others to cervical
cancer. “For quite a while, we faced a lot of
resistance,” says zur Hausen, now a profes-
sor emeritus. But as the polymerase chain
reaction assay improved the ability to detect
viral DNA, epidemiological data accumu-
lated that backed zur Hausen’s theories.
Indeed, one 1999 report found HPV DNA in
99.7% of cervical cancers studied, conclu-
sive evidence that persistent infection with
the virus causes the disease.

Nearly half a million women worldwide
developed cervical cancer in 2002 (see
map, p. 618), and it killed 270,000, accord-
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As two vaccines against a sexually transmitted virus approach the market,public health experts are debating who should
receive them—women,boys,or girls—and how to make them affordable in developing countries where the need is highest 

High Hopes and Dilemmas for a
Cervical Cancer Vaccine

News Focus
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Cervical Cancer Rates Worldwide

Disproportionate impact. As the Pap smear has become common in wealthy countries, cervical 
cancer cases and deaths have become increasingly concentrated in the poorer areas of the world. C
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ing to the latest data from the International
Agency for Research on Cancer (IARC). In
developed countries, use of the Papanico-
laou test, or Pap smear—which swabs the
cervix and looks for abnormal cells—has
dramatically cut cervical cancer rates over
the past 50 years: Only 5000 American
women died from the disease in 2002, a
75% drop in mortality since 1950. But
much of the world still does not routinely
use the Pap smear, making the need for a
vaccine that much more pressing.

Scientists have identif ied more than 
100 genotypes of HPV, only 40 of which
infect the genital tract; of these, about 
15 put women at “high risk” for cervical
cancer. In the vast majority of cases, the
immune system clears HPV infections
before they can cause harm.

Bosch helped conduct an IARC-
coordinated study published last year in the
International Journal of Cancer that exam-
ined the HPV types detected in more than
3000 women from 25 countries who had
cervical cancer. The researchers found rela-
tively modest geographical differences,
with two types, HPV 16 and 18, occurring
in more than 70% of the cases. The next five
most prevalent types together accounted for
20% of the cases (see figure, p. 621).

Both Merck and GSK used HPV 16 and
18 as the backbones of their vaccines and also
relied on the same basic technology. In the
early 1990s, studies done by NCI’s Schiller
and Douglas Lowy and a handful of other
groups (who remain mired in patent disputes
that GSK and Merck have settled through a
cross-licensing agreement) showed that
stitching the gene for HPV’s L1 protein into a
different virus or yeast led to the self-assem-
bly of viruslike particles. “That was the major
breakthrough,” says virologist Gary Dubin, a
vice president for clinical development at
GSK. These empty shells of L1 contain none
of HPV’s cancer-causing DNA (see sidebar)
and mimic HPV’s shape; this suggested that
they would safely trigger effective immune
responses if injected into people. The virus-
like particles could also be produced in high
quantities, circumventing a formidable road-
block to vaccine manufacturing: HPV grows
poorly in lab cultures. 

The two vaccines do have marked differ-
ences. Merck has included two additional
genotypes, HPV 6 and 11, which cause geni-
tal warts in both sexes. Merck added these two
types in part to create an incentive for males to
receive the vaccine; vaccinated males, in turn,
might reduce viral spread to women. “Men are
very worried about genital warts because
they’re highly visible,” explains Eliav Barr,
head of Merck’s HPV  vaccine clinical trials
program. “Why in the world would a young
adult male or an adolescent male want to get

vaccinated with a vaccine that would not in
general help him out?” The vaccines also have
different immune-boosting agents called
adjuvants. Merck formulates its HPV with
aluminum, the only adjuvant used in FDA-
approved vaccines. GSK uses AS04, a propri-
etary adjuvant that contains aluminum and a
bacterial lipid. Europe already has approved
vaccines containing AS04. 

When it comes to efficacy, the phase II
studies published to date have remarkably
similar results. Because it can take a decade
or more for HPV to cause cervical cancer,
the vaccine trials rely on easier-to-measure
endpoints that are linked to the disease,
including a cellular abnormality called cer-
vical intraepithelial neoplasia (CIN) and
infection with the virus itself. Data came

first from a multicenter study of Merck’s
original formulation, which contained only
HPV 16. Published in the 21 November
2002 New England Journal of Medicine, the
study in 1500 women between 16 and 
23 years of age found that all of the 41 par-
ticipants who had “persistent” HPV 
16 infections—two detections within 
4 months—had received a placebo shot,
meaning the vaccine offered 100% protec-
tion. The nine cases of HPV 16–related CIN
all occurred in placebo recipients, too. “It
doesn’t take much of an immune response
to clear HPV infections,” concludes Laura
Koutsky, an epidemiologist at the Univer-
sity of Washington (UW), Seattle, who was
the first author of the study. 

Next, researchers reported in the 13
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HPV’s Peculiarities, From Infection to Disease
Human papillomavirus (HPV) is an odd bug. Not only does it come in more than 100 dif-
ferent varieties that infect different cells, but fewer than half of those infect the genitalia;
some cause cancer, some cause warts, and some don’t seem to do much of anything.
Whereas most sexually transmitted infections thrive within the body’s blood or nerve
cells or internal organs, HPV resides in the skin, notes Diane Harper, a clinician at Dart-
mouth Medical School in Lebanon, New Hampshire, who tests HPV vaccines. “It does not
invade the body,” says Harper. “It lives in the wrapping paper that surrounds the present.
It doesn’t infect the present.”

In the cervix, HPV infects the epithelial cells that lie just under the mucosal surface.The
viral types most responsible for causing cervical cancer, such as HPV 16 and 18, make pro-
teins that powerfully bind two tumor suppressors, known as p53 and retinoblastoma pro-
tein. Blocking these tumor suppressors allows the squamous epithelial cells to divide abnor-
mally, and cancer occurs for unknown reasons when they meet with columnlike columnar

cells in what’s known as the transforma-
tion zone (see illustration).

The vaccines that have moved fur-
thest in clinical trials contain a viral pro-
tein called L1, which forms the bulk of
HPV’s outer shell. Injecting L1 into mus-
cles triggers production of antibodies in
the bloodstream, which then “transu-
date,” or pass into, the basement mem-
brane of the cervix and up to its
mucosal surface. If HPV shows up, the
L1 antibodies presumably bind the
protein and block HPV from establish-
ing an infection.

In both vaccinated and unvaccinated
women, if the virus dodges the initial
immune response and wangles its way
into the epithelium, immune cells that
specifically eliminate infected cells,
combined with a continued antibody
assault, typically clear the infection. But
when the attack on HPV fails, the virus
can live in the body for many years,
impervious to these types of preventive
vaccines. And the longer HPV sticks
around, the more chances it has to
cause a life-threatening cervical cancer.

–J.C.

Blocking entry. Antibodies triggered by the vac-
cine presumably bind the L1 protein and prevent
HPV infection.
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November 2004 issue of The
Lancet that GSK’s HPV 16/18
vaccine conferred 100% protec-
tion against persistent infection
with those types in a placebo-con-
trolled study that involved 700
women aged 15 to 25. CIN
occurred in six placebo recipients
and one vaccinated woman who
had evidence of a persistent infec-
tion with a high-risk HPV type not
in the vaccine. Then on 7 April
2005, Lancet Oncology published
results online from a study of
Merck’s quadravalent vaccine in
500 women. Although the num-
bers were smaller, the vaccine
achieved 89% protection against
persistent infection and com-
pletely prevented CIN and genital
warts. “It’s very interesting that
two vaccine candidates that have
been produced independently and
run through clinical trials in very
independent ways show the same
results,” says Sonia Pagliusi, who
heads the HPV vaccine project for
the World Health Organization
(WHO) in Geneva, Switzerland.
“I am rather surprised and enthusiastic about
the similarities, and I hope the dissimilarities
are details.”

Who goes first?
Merck launched phase III efficacy trials in
December 2001; GSK started its pivotal
licensure studies in mid-2004. Both compa-
nies will need stricter evidence of efficacy
before winning regulatory approval; specif-
ically, they must show protection from
advanced stages of CIN, known as 2 and 3,
which have more definitive ties to cervical
cancer and on average develop within about
3 years of infection. But given the phase II
data and the possibility that an HPV vaccine
could come to market next year, WHO just
2 weeks ago held a meeting with leading
vaccine experts to discuss steps for intro-
ducing the vaccines to developing coun-
tries. Similarly, the Advisory Committee on
Immunization Practices (ACIP), which
helps steer U.S. vaccine policy, held its first
powwow on the potential use of the vaccine
in February. “We anticipate being on the
ACIP agenda every meeting until the vac-
cine is licensed,” says Lauri Markowitz, an
epidemiologist with the U.S. Centers for
Disease Control and Prevention in Atlanta,
Georgia, who coordinates an ACIP working
group on HPV vaccines. 

One of the trickiest questions ACIP will
have to address is the age group that should
receive the vaccine. As a provocative study by
UW’s Koutsky and her colleagues showed,
HPV—which can spread even when condoms

are used—races through a population of
young women soon after they become sexu-
ally active. Every 4 months, Koutsky’s group
tested for HPV in 18- to 20-year-old college
students who initially were negative for the
virus. Five years into the study, more than
60% of the nearly 300 women at some point
had become infected with HPV. This leads
Koutsky and many others to conclude that the
vaccine ideally should be given to girls who
are between 9 and 12 to protect them before
they become sexually active. Already, some
religious groups in the United States have
voiced strong reservations, as they worry that
vaccinating young girls will give them a green
light to have sex. Koutsky balks at this. “Why
don’t you think of this as a red light for 
cancer?” she asks.

King Holmes, a sexually transmitted infec-
tion (STI) expert at
UW, says HPV vac-
cine proponents must
strive to reach a con-
sensus with the con-
cerned parents. “You
can protect a woman
against HPV in more
than one way: One is
to avoid risky sex and
the other is a vaccine,”
says Holmes. And he
thinks it helps to
emphasize that HPV
is the most ubiquitous
STI. “HPV is really
unlike any of the other

sexually transmitted pathogens,” says
Holmes. “You don’t have to have a lot
of partners.” That makes a vaccine
doubly important.

Both Koutsky and Harper say it
may work better to target late teens
and young women first. “That would
make perfect sense for the introduc-
tion, to make people feel better about
it,” says Koutsky. Harper notes that
this would also cater to the group
most interested in the vaccine. “I
have 50 women over the age of 25
who will be outside my door waiting
to get the vaccine,” says Harper. “I
don’t see mothers lining up with their
daughters and sons the day the vac-
cine is available.” Public health cam-
paigns face a new challenge, too:
They typically have focused on vac-
cinating young children and the eld-
erly, rarely targeting adolescents and
young adults.

Scientific issues will also drive
decisions about who should get the
vaccine. Both Merck and GSK have
small “bridging” studies ongoing in
younger girls that will evaluate safety
and immune responses. And data will

have to address how long vaccine-induced
immunity lasts: It of course doesn’t make
sense to vaccinate 9-year-olds if protection
disappears after 3 years. 

As for men, Merck 6 months ago
launched an efficacy study that will assess the
vaccine’s ability to prevent penile infection,
warts, and anal intraepithelial neoplasia.
Margaret Stanley, an HPV vaccine researcher
at the University of Cambridge, U.K., warns
that the same product could work differently
in men and women. She points to a recent trial
of a preventive herpes vaccine made by GSK
that failed in men but, in one subgroup of
women, worked more than 70% of the time.
“We’re all very cautious, especially after the
herpes vaccine result, about differences in
protection in the genital tracts of men and
women,” Stanley says.
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Big virus on campus. A University of Washington study found that
more than 60% of college women became infected over 5 years.
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Underdeveloped?
Like many of her colleagues, Stanley has deep
concerns that even if an HPV vaccine proves
safe and effective, several years might pass
before people in poor countries have access to
it. “It’s completely unacceptable if the vaccine
works and the people who need it most don’t
get it,” says NCI’s Schiller, adding that India
alone has 30% of the world’s deaths from cer-
vical cancer. 

Both Merck and GSK say they will offer
the vaccine at a discount to poor countries.
Schiller worries that this trickle-down scheme
will take too long. “We have to do this sooner
rather than later,” says Schiller. “We can’t just
wait to see what the big pharmas are going to
do.” And Stanley says she’s concerned that
neither company has aggressively moved to
stage studies in developing countries to make
sure that other infections common in those
locales don’t interfere with vaccine efficacy.

Schiller, who recently met with scientists
in India to discuss HPV vaccine particulars,
says scientists there and in China may well
make versions of the vaccine themselves. “It’s
naïve to think that those people in those coun-
tries can’t do everything we can,” Schiller
says. “And it’s more likely to get to women
faster if they make it in their own country.” As
for patents, both countries could potentially
sidestep them, as they have done with some
anti-HIV drugs. Zur Hausen also suggests that
traditional recombinant proteins might prove
as effective as the more-difficult-to-manufac-
ture viruslike particles. (The GSK and Merck
efficacy trials may well reveal a correlate of
protection, such as antibody levels, that makes
it vastly simpler to evaluate the efficacy of
future generation vaccines.) 

WHO, the Bill and Melinda Gates Founda-
tion, IARC, and the Seattle-based Program for
Appropriate Technology in Health (PATH) all
say they want to grease the wheels that move
vaccines from rich to poor. But so far, no vehi-
cle exists. “The vaccine itself has moved a lot
more quickly than many of us expected a few
years ago,” says Jacqueline Sherris of PATH,
which has a program to increase cervical can-
cer screening in resource-limited settings.
“That said, there’s a flurry of activity now.”

Limits?
For poorer countries, the notion that a safe and
effective HPV vaccine has a downside is irrel-
evant. But for the developed world,
researchers already have begun thinking about
the limitations of the current Merck and GSK
vaccines. Foremost among them: the number
of HPV types they include that target cervical
cancer. Vaccines that contain HPV 16 and 18
combined, after all, don’t protect against
roughly 30% of cervical cancer cases. As the
massive international study done by Bosch
and colleagues found, adding HPV 45 and 31
captures another 10% of cases, and the next

two most common
types add another 5%
(see table, above). But
from there, individual
types only add about
1% each. In the future,
Bosch says he’d like to
see a vaccine with
four to six of the most
common cancer-caus-
ing types of HPV.
“Adding more, the
benefit would be tiny,”
he says. Although no
evidence exists that
different genotypes
can interfere with
each other, both
Merck and GSK note
that adding types
obviously creates
more manufacturing
difficulties and costs.

In countries that widely use Pap smears
and other screens, Bosch and others say the
current vaccines may have little impact on cer-
vical cancer rates. “We might never see any
effect on cervical cancer,” says Bosch. Typi-
cally, it’s women in lower socioeconomic
classes who have the most cases of invasive
disease in these countries, he explains,
because they are the least likely to receive
screens. “Chances are those same women will
also escape vaccination,” he says. And the
analysts who weigh costs and benefits will
surely assess how much bang the vaccines
give for the buck.

The introduction of the vaccines could
also have a negative impact on screening.
Vaccinated women may wrongly think they
no longer need regular Pap smears. 

But the benefits of an effective vaccine
clearly outweigh these concerns. In wealthy
countries, fewer women will have abnormal
screens in the first place, which means less
anxiety, fewer cervical biopsies, and a reduc-
tion in the overtreatment that Bosch says now
occurs. And if future generations of vaccines
contain more HPV types, they will promise to
cut cervical cancer rates more effectively than
the best screens now available. 

So although hopes are running high that
the phase III trials will mirror the extraordi-
nary data from the earlier studies, the com-
plexity of further thwarting HPV in rich and
poor countries alike has forced researchers to
confront the naked truth: Having a safe and
effective HPV vaccine is just a start. 

–JON COHEN
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Typical types. An international ranking of HPV types that put women at
high risk of cervical cancer shows that the six most common ones account
for nearly 90% of the cases. The Merck and GSK vaccines, now in efficacy
trials, both contain HPV 16 and 18, the two most responsible for causing
cervical cancer.
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BERLIN AND PARIS—While moves in the
United States to make scientific research
results available—for free—at the click of a
mouse have generated intense debate, Euro-
pean research organizations have quietly
been forging ahead. Slowly but surely, they
are starting to build and connect institu-
tional and even nationwide public archives
that will, according to proponents, be the
megalibraries of the future, allowing anyone
with an Internet connection to access papers
that result from publicly funded research.
“The cutting edge of the Open Access
movement is now in Europe,” says Peter
Suber of Public Knowledge, an advocacy
group in Washington, D.C. 

Institutes in Europe don’t feel the intense
heat from patient organizations, which
helped drive the free-access movement in
the United States. But many agree with its
philosophy. Some say open archives offer
research managers and funders a way to
monitor scientif ic output; they can also
increase access to dissertations, reports, and
other “gray literature” that doesn’t make it
into journals. In many cases, they are out
ahead of their own researchers, who, far
from clamoring for open access, tend to
ignore such archives unless they are
required to deposit their own papers.   

London’s Wellcome Trust, for example,
has taken one of the strongest public-access
positions worldwide. The U.K.’s largest fun-
der of biomedical research is planning to
launch a system that will archive all papers
produced by its grantees. Wellcome will
require researchers to deposit a copy of the
accepted manuscript within 6 months of
publication. That goes much further than the
U.S. National Institutes of Health (NIH) in
Bethesda, Maryland, which decided to
“strongly encourage,” but not require, grant
recipients to post their papers in the U.S.
National Library of Medicine’s PubMed
Central within 12 months of publication—a
policy that has drawn heated opposition
from some scientific societies and publish-
ers who fear it will put some journals out of
business (Science, 11 February, p. 825). 

In the coming weeks, Wellcome plans to
issue a call for applications to host the
archive, which will be connected to PubMed
Central. “We will be providing a door in Eng-
land to the worldwide library,” says Robert

Terry, a senior policy adviser at the trust.
Although the data behind the screen will be
the same, the U.K. site will be tailored to U.K.
users, he says, providing links to grant num-
bers so that users—especially funders—can
track specific projects. To nudge researchers
along, Terry says, the trust may consider an
applicant’s depositing record in decisions on
future grants. Wellcome hopes to identify a
host by early fall and have the database up
and running early next year. 

The U.K. Medical Research Council
(MRC), the Biotechnology and Biological
Sciences Research Council,
the Department of Health,
Cancer Research UK, and the
British Heart Foundation are
considering joining the proj-
ect, which based on NIH’s
f igures will likely cost at
least $1.5 million. “We are
certainly very interested in
what Wellcome is doing,”
says Anthony Peatf ield of 
the MRC. The seven U.K.
Research Councils plan to
announce their own public-
access policy next month,
which is expected to ask
grant recipients to deposit
their papers in an archive
maintained either by their own institution
or, if available, a centralized one like U.K.
PubMed Central.

Similar projects are under way in France,
Germany, and the Netherlands. The conti-
nent’s open-access advocates got a boost in
October 2003, when members of several of
Europe’s leading scientific organizations
signed the so-called Berlin Declaration. It
says that authors should retain rights to their
papers—including the right to distribute elec-
tronic copies freely—and that all papers
should be deposited in a public archive
“maintained by an academic institution,
scholarly society, government agency, or
other well-established organization that seeks
to enable open access, unrestricted distribu-
tion, interoperability, and long-term archiv-
ing.” So far, 56 organizations from 17 coun-
tries have signed the declaration, and many
are starting to put it into practice. Publishers
are concerned, says Sally Morris, executive
director of the Association of Learned and

Professional Society Publishers, based in
Clapham, U.K. For smaller journals in slower
moving f ields, free access, even with a 
12-month delay, “could mean serious loss of
subscriptions and journals collapsing,” she
says. “The potential to destroy the journals
that the open-access movement is parasitizing
is very real indeed.” 

In France, the government’s four major
research institutes—which together spend
some €3.5 billion on research annually—
6 weeks ago jointly declared their intention
to move toward open archives. Furthest
along is the National Center for Scientific
Research (CNRS), which plans to expand
an archive for physics and math papers that
it has operated for 4 years. Eventually, the
quartet may create a common database and
a Web portal that archives as much of
French research as possible, says Odile
Hologne of the National Institute of Agri-
cultural Research.

Ideally, the full text of all published
papers would be archived, says Christian
Bréchot, director-general of the Institute for
Health and Medical Research (INSERM).
But INSERM doesn’t plan to force
researchers to publish only in journals that
accept this, Bréchot says, so for the time
being, there will be gaps. “We have to be
realistic,” he says.

Meanwhile, all 13 universities in the
Netherlands have joined with the Nether-
lands Organization for Scientific Research
(NWO), a major science funder, and the
Royal Netherlands Academy of Arts and
Sciences and the Royal Library to develop a
network of databases called Digital Acade-
mic Repositories (DARE). Whether or not
researchers will be obliged to participate is
for each institute to decide, says program
manager Leo Waaijers. But to pique interest
and get the ball rolling, DARE will show-
case the works of some 200 of the country’s
top scientists next month in a project dubbed

Europe Steps Into the Open With
Plans for Electronic Archives
In a flurry of new proposals, institutes and funding agencies are laying the groundwork
for the free release of peer-reviewed papers

Informat ion Sharing

Old model. Proponents of open electronic archives say they are
working to create the megalibraries of the future.
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Scientists have known for decades that a gene
called Polycomb plays a key role in establish-
ing the body plans of organisms from fruit
flies to humans. Exactly how it does this has
been a big mystery, but recently that mystery
has begun to yield.

The proteins produced by Polycomb and
other genes with similar developmental
effects—they’re called the Polycomb group
proteins—for the most part turn off other

developmental control genes that establish
the fates of specific cells in the developing
embryo. Often this suppression—which
occurs once the developmental control genes
have done their work—is permanent and her-
itable, passed down to all those cells’ daugh-
ters throughout the life of the organism. “How
can you keep something off for the lifetime of
the organism?” asks biochemist Robert

Kingston of Harvard’s Massachusetts Gen-
eral Hospital in Boston. “That’s been fascinat-
ing to a lot of us for years.”

The new work shows that the Polycomb
group proteins, working in various combina-
tions with one another, accomplish this feat
by altering chromatin, the complex of DNA
and associated histone proteins that together
comprise a cell’s chromosomes. One set of
the proteins f irst marks the genes to be
silenced by attaching methyl groups to a spe-
cific histone called H3. A second set then

comes in to block transcription of the marked
genes into messenger RNA, although there is
controversy about how they actually do this.

Biologists are now finding that Polycomb
group proteins affect other important devel-
opmental events besides cell fate determina-
tion. They are apparently needed to maintain
the stem cells that form and replenish the
body’s tissues. They also help inactivate one

of the two X chromosomes carried by female
cells, which is needed to prevent an overdose
of X gene expression. In addition, mirroring
findings on other key developmental control
genes, researchers have recently linked
abnormal expression of one of the Polycomb
group genes to the development of prostate,
breast, and other cancers. 

A venerable history
The Polycomb gene turned up nearly 60 years
ago, discovered in experiments performed on
fruit flies by Pamela Lewis, wife of the late Ed
Lewis, a Nobel Prize–winning geneticist at
the California Institute of Technology in
Pasadena. Normal male fruit flies have bristly
structures called sex combs on their front legs
that they use for grasping females. Pamela
Lewis identified mutant flies that also had sex
combs on the second and third pairs of legs,
hence the name Polycomb.

The development of the flies had appar-
ently been altered so that their more posterior
segments were producing structures ordinar-
ily found on more anterior segments. In the
work that would eventually win the Nobel, Ed
Lewis went on to discover a series of develop-
mental mutations that disrupted the fly’s nor-
mal segmentation pattern, often causing ante-
rior structures to shift toward the rear. 

Mutational studies suggested that several
of the genes responsible for these shifts in cell
fate determination were linked together in the
genome, forming what became known as the
bithorax complex. The genetics also sug-
gested that the Polycomb protein normally
represses bithorax gene expression, keeping
the genes off in body segments where their
products don’t belong. This prevents struc-
tures such as sex combs or wings from form-
ing in the wrong body segments. 

Indeed, this is how the fly permanently
shuts down these developmental genes. Poly-

Combing Over the Polycomb
Group Proteins
From flies to people, the protein called Polycomb and its partners turn off genes and even an
entire chromosome during development.They may also play a role in cancer

Developmental  B io logy

PRC2

PRC1

Methyl group

Gene
suppression

Gene turnoff.The methyl groups added to histone 3 of chromatin by the Polycomb group complex PRC2
attract PRC1, which then shuts down nearby gene activity.

“Cream of Science.” Unlike the British agen-
cies, however, NWO has no plans to use its
muscle to enforce participation.

The German national science funding
organization, the DFG, is also a signatory 
to the Berlin Declaration. It covers
researchers’ expenses if they want to submit
to open-access journals that require a publi-
cation fee. Spokesperson Eva-Maria Streier
says the organization is considering
strengthening its position by adding a clause
to its grants that would require researchers
to deposit papers in an institutional archive
within a year of publication.

The experience of Germany’s Max
Planck Society, which took a lead role in
drafting the Berlin Declaration and hosted

the meeting where it was launched, high-
lights a few potential pitfalls. The organiza-
tion has built a pilot archive, called eDoc,
available to all Max Planck researchers. But
participation is voluntary—and far from
complete. Indeed, the Max Planck’s inde-
pendent structure prohibits the society from
requiring its researchers to archive their
work. In addition, Max Planck officials have
found that their historians, lawyers, biolo-
gists, and physicists have very different
ideas about open access. 

Indeed, leaders of several open-access ini-
tiatives note that their biggest challenge is not
publishers’ restrictions on copyright but
researchers’ inertia. Different tactics are
being considered to overcome it. Terry says

he hopes the Wellcome Trust’s moves will
help change that. “I describe it as passive
resistance,” he says. He points to a study by
the U.K.’s Joint Information Systems Com-
mittee that showed nearly 80% of scientists
said they would deposit their papers in an
archive if their funder required it. Only 
5% said they would refuse. In France,
researchers may be compelled to join by mak-
ing only papers deposited in open archives
count during their periodic evaluations, says
CNRS’s Laurent Romary. Kurt Melhorn of
the Max Planck Institute for Informatics in
Saarbrücken and a leader of the eDoc project,
says he hopes peer pressure will eventually do
the trick: “It’s a question of critical mass.”

–GRETCHEN VOGEL AND MARTIN ENSERINK
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comb can maintain gene repression for the life
of the fly, says Jeffrey Simon of the University
of Minnesota, Twin Cities. And the original
Polycomb is not alone in this gene repressive
activity. Over the years, fruit fly geneticists
identified several more genes that can, when
mutated, produce similar shifts in segmental
structures, indicating that they, too, suppress
bithorax and other gene activities.

Today, the Polycomb group of genes has
some 15 members. The others were also dis-
covered on the basis of their mutational
effects on flies, and for the most part they are
not structurally related to one another. They
are widely distributed in nature, however.
Polycomb group genes “are found in organ-
isms from flies to humans,” Simon says.
“Nearly every one is conserved.”

Uncovering the mechanism
Although intriguing, the fruit fly mutation stud-
ies could not provide insights into how Poly-
comb group proteins shut down gene activity.
Researchers needed to get their hands on the
actual genes, but the first Polycomb group gene
wasn’t cloned until 1991 when Renato Paro,
then a postdoc in David Hogness’s lab at Stan-
ford University School of Medicine in Califor-
nia, achieved the feat for Polycomb itself.

Analysis of the gene sequence provided
the first clue to the Polycomb protein’s modus
operandi. The gene encodes a protein with a
stretch of 37 amino acids that is similar to a
known chromatin-binding domain in a 
protein called HP1 (for heterochromatin-
associated protein 1). That suggested that
Polycomb interferes with gene activity by
attaching to chromatin in some fashion.

Shortly thereafter, researchers, including
Simon, Paro, who is now at the University of
Heidelberg, Germany, and Vincenzo Pirrotta,
who recently moved from the University of
Geneva, Switzerland, to Rutgers University in
Piscataway, New Jersey, identif ied DNA
sequences called Polycomb responsive ele-
ments (PREs). These are base sequences that
are necessary for the repression of nearby
genes by Polycomb group proteins. The
assumption is that the sequences help attract
the proteins to the right genes. Although uncer-

tainties remain, researchers have recently built
a picture of how that happens.

In particular, they’ve shown that gene
inactivation requires the cooperation of two
complexes of the various Polycomb
group proteins. The first, called PRC1
(for Polycomb repressive complex 1),
was isolated from the fruit fly about 5
years ago by Kingston, Nicole Francis,
who is also at Harvard, and their 
colleagues. PRC1 contains four core
proteins—Polycomb itself plus PH
(polyhomeotic), PSC (posterior sex
combs), and dRING1—and
binds to chromatin. Once
there, it blocks the
effects of a known
gene-activating
protein complex
called SWI/SNF.
Humans, it turns

out, carry struc-
turally similar proteins, which form a complex
with similar activity. PRC1 “seems to be the
engine of [gene] repression,” Kingston says.

The identification of a second complex of
Polycomb group proteins, PRC2, provided a
major insight into how PRC1 knows which
genes to target. In 2002, four groups, those of
Kingston, who was working with Simon and
Jürg Müller of the Max Planck Institute for
Developmental Biology in Tübingen, Ger-
many, Pirrotta, Danny Reinberg of the Uni-
versity of Medicine and Dentistry/Robert
Wood Johnson Medical School in Piscat-
away, and Yi Zhang of the University of North
Carolina, Chapel Hill, came across PRC2
more or less simultaneously.

The key observation about this complex
was that one of its components, known as E(Z)
for Enhancer of Zeste, has the ability to add
methyl groups to the amino acid lysine 27,

which is located in the tail at the end of histone
3 of chromatin. Much evidence acquired over
the past several years has shown that histone
modifications play a major role in regulating

the activity of genes,
turning them either on

or off, depending on the modifica-
tion. In PRC2’s case, the methyl
addition turns genes off, appar-

ently by attracting PRC1 to the genes
to be inactivated.
The researchers found that both com-

plexes target the same chromosomal sites and
that PRC2’s methylating activity is

needed for PRC1 binding. When
PRC2 methylates histone 3, it’s “like
putting a little signpost in the chro-
matin that says ‘PRC1 bind here,’ ”

Simon explains. Although there is still
some uncertainty about how PRC2 finds the
right chromatin regions to tag, a team includ-
ing Richard Jones of Southern Methodist Uni-
versity in Dallas, Texas, Judith Kassis of the
National Institute of Child Health and Human
Development in Bethesda, Maryland, and
Zhang have identified proteins that interact
both with PREs and with PRC complex pro-
teins that might possibly be involved in such
targeting.

Some uncertainties
Another outstanding issue for Polycomb
researchers concerns how PRC1 inhibits
gene activity. The simplest possibility is that
it compacts the chromatin structure so that
the transcribing machinery can’t get access
to the gene. There is some evidence for this.
Isolated chromatin looks something like
beads on a string; the beads are the so-called
nucleosomes, consisting of DNA wound
around a cluster of histone proteins, and the
string is additional DNA that links the
nucleosomes. Last year, Kingston, Francis,
and Christopher Woodcock of the Univer-
sity of Massachusetts, Amherst, used elec-
tron microscopy to show that PRC1 com-
pacts such nucleosome arrays, apparently
causing the beads to clump together to the
point at which they can no longer be distin-
guished. The researchers found that this
compaction requires a segment of PSC, one
of PRC1’s core proteins that is needed for

Tied up in knots. When not condensed, chromatin exists in a “beads on a string” conformation (left).
But when treated with PRC1, the beads clump together (middle, right).

N E W S F O C U S

Developmental regu-
lator. The Polycomb
protein (cyan), a por-
tion of which is shown
here bound to a histone
(yellow), helps ensure
that structures like sex
combs ( left , in the
micrograph) develop
on correct fruit fly body
segments.
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gene repression, a result indicating that the
two activities are linked.

But other researchers, such as Pirrotta,
aren’t so sure that PRC1 works simply by con-
densing the chromatin and thus blocking out
the transcription machinery. Using a standard
reporter gene assay for PRC1-mediated silenc-
ing, he and his colleagues recently showed that
such silencing doesn’t prevent binding by RNA
polymerase, the enzyme that copies the DNA
into messenger RNA. Instead, PRC1 appar-
ently keeps the polymerase from transcribing
the gene. “When we looked at the promoter
[where the enzyme binds], RNA polymerase is
there, but it can’t get moving and open the
DNA strands” to allow tran-
scription, Pirrotta says. More
work will be needed to clarify
this issue, but Kingston, for
one, suggests that both mecha-
nisms, DNA compaction and
inhibition of the transcription
machinery, might conceivably
come into play. 

Although methyl addition
to histone 3 by Polycomb
group proteins can clearly tag
genes for inactivation, the
finding doesn’t explain what
makes the inactivation perma-
nent. “The repressed state
remains over many mitotic
[cell] divisions. How is it maintained during
DNA replication?” Paro asks. Recent results
from his lab suggest a possibility.

In work published online on 1 March in
Genes and Development, the Heidelberg
workers described evidence suggesting that
Polycomb inactivation of PRE-associated
genes occurs continuously unless something
intervenes to prevent it. Thus, the silenced
state could be maintained throughout the life-
time of the organism. But obviously, not all of
these genes are shut down during develop-
ment. Some remain “on” to produce the fly’s
normal segmental structures and perform
other cellular functions. The Paro group has
evidence that this active state is enabled by
ongoing transcription of the PRE sequences,
which somehow prevents Polycomb-
mediated silencing, possibly because the tran-
scription alters chromatin structure in such as
a way as to block Polycomb binding.

A broader view
Recent work suggests that the developmental
significance of Polycomb group proteins goes
far beyond their effects on bithorax gene
expression. For example, the proteins con-
tribute to normal development by helping
inactivate one of the two X chromosomes car-
ried by female cells. Two years ago, Zhang’s
group and independently, those of Neil Brock-
dorff of Hammersmith Hospital in London and
Thomas Jenuwein of the Research Institute of

Molecular Pathology in Vienna, showed that
such X inactivation depends on PRC2. Among
other things, the researchers found that the
complex binds to an X chromosome when
inactivation begins and that PRC2-mediated
methylation is needed to stabilize the chro-
matin structure of the inactive X. 

The Polycomb group proteins also have
roles beyond developmental regulation. By
surveying the fruit fly genome for PRE
sequences, Paro and his colleagues identified
more than 150 genes throughout the genome
that could be subject to Polycomb repression.
Among these were various genes involved in
controlling cell growth and division.

Consistent with that, researchers have
recently linked anomalies in Polycomb group
gene expression with cancer development and
progression. In particular, Arul Chinnaiyan of
the University of Michigan Medical School in
Ann Arbor, Mark Rubin of the Dana-Farber
Cancer Institute in Boston, and their colleagues
have looked at the expression of EZH2, the
human equivalent of the fruit fly E(z) protein, in
prostate and breast cancers. They found that the
expression is much higher in cancers that have
spread (metastasized) to other tissues than it is
in localized tumors or normal tissue. Working
with a mouse model of prostate cancer, Rein-
berg and his colleagues have confirmed that
EZH2 production goes up as the cancers
progress from localized to metastatic.

Increased EZH2 expression may in fact be
a much-needed prognostic indicator for
prostate cancer. Although many men develop
small, localized prostate tumors as they age,
most of these never progress and metastasize.
“Most people die with [prostate cancer]
rather than of it,” Chinnaiyan says. But some
of those localized tumors will metastasize,
and currently it’s impossible to identify the
dangerous ones. This means that men may
have to undergo therapy unnecessarily, and
that can produce unpleasant side effects such
as incontinence and impotence.

But in a small study of surgically removed
human prostate cancers, published in the 
10 October 2002 issue of Nature, the Chin-

naiyan team found that increased EZH2
expression in small, localized tumors was
associated with a high risk of eventual disease
spread. The overexpression “portends aggres-
siveness and metastasis,” Chinnaiyan says. He
and his colleagues are now organizing a larger
clinical trial to confirm these preliminary
findings. In addition, the protein may even
provide a target for anticancer drugs. Chin-
naiyan and colleagues have found that block-
ing production of the protein inhibits the pro-
liferation of prostate cancer cells.

How EZH2 overproduction contributes to
cancer development remains murky, but one
possibility is that it disturbs normal gene con-

trol. Because Polycomb group
proteins mainly repress genes,
a flood of EZH2 may inhibit
tumor-suppressor genes or
genes that make proteins that
keep cells anchored in place so
that they can’t migrate to new
tissues as metastatic cells do.

Another clue comes from
Reinberg and his colleagues.
They found that EZH2 over-
production leads to formation
of a Polycomb protein complex
that differs in protein composi-
tion from PRC2. This could
also lead to changed patterns of
gene expression, he suggests. 

Intriguingly, EZH2 overexpression and
formation of the PRC variant occurs in undif-
ferentiated cells as well as in cancer cells. This
is consistent with the views of some
researchers that cancer cells behave as if they
have regressed to a more primitive develop-
mental state. It is also consistent with recent
findings by Jenuwein, Azim Surani of the
Wellcome/CRC Institute of Cancer and
Developmental Biology in Cambridge, U.K.,
and others suggesting that histone methyla-
tion mediated by EZH2 helps maintain stem
cells in their pluripotent developmental state.

The Polycomb group proteins are clearly
turning out to be highly versatile players in
a wide range of cellular activities. And still
more revelations may be in store. Within the
past year, researchers including Brockdorff
and Zhang have reported that some Poly-
comb group proteins can add the small pro-
tein ubiquitin to histone H2A. Originally
discovered as a tag that marks proteins for
destruction, ubiquitin has since been shown
to have many other roles in the cell, includ-
ing regulation of gene expression and 
protein migrations (Science, 13 September
2002, p. 1792).

The Polycomb-mediated histone ubiqui-
tination is involved in gene silencing, but
Zhang says its exact role isn’t yet known.
One thing is clear, however. At 60 years of
age, the Polycomb group proteins are still
showing plenty of life.  –JEAN MARX

Cancer indicator? Micrograph A shows normal prostate epithelium, B shows a pre-
cancerous lesion, and C, full-fledged cancer.As the cancer progresses, EZH2 expres-
sion (purple in D, E, and F) increases.
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LAWRENCE, KANSAS—This month, after voters
overwhelmingly approved a constitutional
amendment making Kansas the 18th state to
ban gay marriages, Reverend Jerry Johnston
announced that his next targets were evolu-
tion, gambling, and abortion. Over the next 
3 weeks, the pastor of the rapidly growing
First Family Church in Overland Park in
northeast Kansas delivered sermons attack-
ing Darwin’s theory and lauding intelligent
design (ID), the idea that a higher intelligence
played a role in creating life on Earth. “Get-
ting intelligent design into school curricula is
the worthiest cause of our time and the key to
reversing the country’s moral decline,” says
Johnston. “The evangelical and ID communi-
ties must work together to make that happen.”

That prospect sends chills down the
spines of most Kansas scientists and educa-
tors. They are already dreading the publicity
that is likely to accompany 6 days of hear-
ings next month by the Kansas State Board
of Education—a majority of whose mem-
bers are ID supporters—to kick off the
process of revising state science standards
for all Kansas students. The scientific com-
munity plans to boycott the hearings, calling
them a “kangaroo court,” but it isn’t ignoring
Johnston and his followers. Last week more
than 100 people opposed to making ID part
of the science curriculum held a meeting in a
liberal church here to test a new rallying cry:
A high-quality science education means
more jobs and a stronger economy. By
attracting business, civic, and religious lead-
ers, supporters hope to erode ID’s traditional
base and stave off changes that they believe
will make Kansas an undesirable location
for high-tech companies, academics, and
other knowledge-based workers.

“We need to turn K–12 education in
Kansas into a powerhouse producer of 
science-literate students,” says biologist Steve
Case of the University of Kansas, Lawrence,
chair of the board’s 26-member science stan-
dards writing committee and a speaker at the
meeting. “Teaching intelligent design would
do the opposite.”

The recent events are part of a seesaw bat-
tle over the science curriculum in Kansas.
State standards were revised in 1999 to make
room for ID. But those changes were reversed
2 years later, after voters booted out some of
the more conservative members on the 

10-person board. Last November, however,
evangelicals and ID proponents led by John
Calvert, a managing director of the Intelligent
Design Network in Shawnee Mission,
Kansas, helped propel conservatives back
into the majority, setting off a new push to
revise the standards.

Within a month, a minority within the
state standards writing committee proposed

changing the definition of science to include
explanations other than “natural” and to insert
the proposition that evolution was “a theory,
not a fact.” “It was a complete subversion of
the process,” says Case, who describes the ID
backers as having shown the “tenacity of pit
bulls.” Although Case told the state board that
the proposed changes had been soundly
defeated within the committee as part of its
deliberations, the board decided to hold hear-
ings on the issue.

“We feel that this is a legitimate scien-
tific controversy that needs to be laid out on
the table,” says Kathy Martin, one of the
three members on the panel that will preside
over the 5–7 and 12–14 May hearings. She

says the proceedings will likely lead to “cer-
tain revisions” in the science standards. 

Sue Gamble, a board member who
opposes the inclusion of ID in science teach-
ing, admits that her side let down its guard
after the state standards were revised in 2001.
At the same time, she says, “evangelical
megachurches galvanized their parishioners
into a formidable voting bloc that views evo-
lution as part of a whole amalgam of issues
that include gay marriages and abortion.”

The 21 April meeting here is part of a
belated attempt to catch up, say evolution sup-
porters. The site—Plymouth Congregational
Church, one of the state’s oldest and most lib-
eral churches—was intended to send a mes-
sage that the teaching of evolution is compati-
ble with religious doctrine. “Some people have

the mistaken notion that sci-
ence and faith are at logger-
heads. But there are vibrant
Christian communities here
that understand that the Bible is
not a scientific text,” says Ply-
mouth’s pastor, Peter Luckey.

John Burch, a local investor
who organized the meeting with
help from the nonprofit Kansas
Citizens for Science, warned
that introducing ID in school
curricula would undermine a
state-backed plan to invest $500
million over the next 10 years to
boost Kansas’s bioscience
industry. “Most industries today
want workers with analytical
skills,” says microbiologist
Charles Decedue, executive
director of the Higuchi Bio-
sciences Center at the Univer-
sity of Kansas, which is dedi-
cated to the development and
transfer of bioscience technolo-
gies. “ID does not foster analyt-
ical thinking because its argu-
ments are faith-based.”  

Don Covington, a vice pres-
ident of the Intelligent Design Network, is unim-
pressed by the economic argument. “Corporate
executives don’t discuss Darwinism while dis-
cussing business projects,” says Covington, who
was one of a half-dozen ID supporters in the
audience. As for ID instruction keeping families
away from the state, he says that when “kids find
out that they are going to learn the truth, they
might be excited to come here.” 

Burch hopes to win more support from
industry by meeting with researchers and
executives at local bioscience companies. And
he plans to keep the message simple. “Evolu-
tion versus intelligent design is not a scientific
issue,” he says. “It’s a workforce issue.”

–YUDHIJIT BHATTACHARJEE

Kansas Gears Up for Another
Battle Over Teaching Evolution
Scientists plan to avoid hearings by the Kansas Board of Education on intelligent design
and evolution. But they hope that economic arguments will carry the day

U.S . Educat ion

From the pulpit. Steve Case and other Kansas scientists hope to
make religious leaders allies in the debate over intelligent design.
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New Cambridge 
Center Emerges
“Emergence”—the idea that things are
more than the sum of their parts—is 
“one of the most compelling new concepts
in science,”according to the John Templeton
Foundation in Conshohocken, Pennsylvania.
It’s used to explain everything from the 
coalescence of dust into stars to the rise 
of intelligent organisms.

So the foundation is supporting a 
new group at Cambridge University, the 
Cambridge Templeton Consortium, which
starting this summer plans to hand out 
$3 million in grants for research on the
emergence of complex systems in three
areas:biochemistry, evolution,and cognition.

Inspired by the idea that the universe

would have been a nonstarter if fundamental
physical constants were slightly different,
the consortium wants to look for similar
fine-tuning in biology.“I am convinced that
there are deep structures in biology, and
evolution navigates over them,” says paleon-
tologist Simon Conway Morris, the consor-
tium’s director. If such structures exist, he
holds,humans might still emerge if evolution
had to start over again on Earth, and life on
other planets could be much like ours.

Molecular biologist Steven Benner of the
University of Florida, Gainesville, applauds
the initiative.“There is a strong need in the
biomolecular sciences” to address questions
such as “Why is life the way that it is?” he
says. Others are skeptical.“I don’t think 
that a scientific-theological-philosophical
mélange is going to make a significant 
contribution” to scientific knowledge, says

paleobiologist Doug Erwin of the Smith-
sonian Institution in Washington, D.C.
It’s worth a shot, though, argues Conway
Morris:“This is very much an experiment.”

Sex and Science (cont.)
The debate goes on. A panel of scientists
convened by the New York Academy of 
Sciences met in New York on 14 April to kick
around some of the dust raised by Harvard
President Lawrence Summers last January
when he suggested that biological sex differ-
ences might have something to do with why
there are fewer women than men in science.

“Way out on the end of the bell curve 
is where this controversy lies,” said Richard
Haier, a psychologist at the University of
California, Irvine, pointing out that males
dominate at the extreme reaches of math
achievement, vastly outnumbering females
among those who score above 700 on the
math SAT. Joshua Aronson, a psychologist at
New York University, countered that stereo-
types dramatically affect test performance.
Studies have shown that women do better
on math tests in an all-women test group,
he said:“Even one man in the room made
the women’s scores drop.”

Diane Halpern, a psychologist at 
Claremont McKenna College in Claremont,
California, observed that differences aren’t
necessarily deficiencies.“Maybe we should
be asking what is holding men back? They
get only 32% of the Ph.D.s in psychology.”
Sociologist Linda Gottfredson of the 
University of Delaware, Newark, cited
research showing women prefer fields that
deal with people rather than things.“Why
do we want equal proportions of men and
women in each profession?” she asked.
Nancy Hopkins, the Massachusetts Institute
of Technology biologist who helped raise
the dust in the first place, remained
unmoved, saying the numbers would be
different “if the door were truly open.”
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RANDOM SAMPLES
Edited by Constance Holden

Last year, Robert Wallace, a researcher with the Wildlife Conservation Society (WCS),
discovered a new species of tiny monkey in the Bolivian jungle.Now he’s raised money to
sustain the creature’s habitat, Madidi National Park, by auctioning off the rights to name
it.Earlier this month,WCS announced the results of the online auction:An Internet casino
called GoldenPalace.com won with a bid of $650,000. The monkey will henceforth be
known as Callicebus aureipalatii (Latin for golden palace). Little is known about the
diminutive fructivores except that—as depicted here—they like to hang onto each other
and holler in the morning.

This month, a French-Italian collaboration
announced the successful birth of a foal cloned
from a gelding. Now 2 months old, the foal was
produced by the French genetic engineering com-
pany Cryozootech and the Italian reproductive
technology lab LTR-CIZ.

The lab’s team, headed by Cesare Galli, has
improved on techniques it used 2 years ago to
produce the first horse clone, a mare. From 200
nuclear transfers using skin cells from Pieraz, a
retired thoroughbred Arabian endurance cham-
pion, the researchers got 34 embryos and three pregnancies, one of them successful.

Galli has predicted that cloning will revolutionize the horse-racing industry.But at present,
the thoroughbred racing community doesn’t even permit artificial insemination, much less
cloning.Paul Struthers of Britain’s Jockey Club says racers have a very restricted gene pool and
“there would be very serious implications for the long-term welfare of the thoroughbred were
the gene pool to be reduced further”by breeders all going after the progeny of superachievers.
But cloning could have a future with horses intended for show jumping, dressage, or
endurance racing—events with fewer breeding restrictions. Over 90% of dressage stallions
are gelded to make them more manageable, says Nicolas Robin of Cryozootech:“So imagine
how many gene lines are lost.” But no longer.The company is preserving cells from some
30 prize stallions and plans to market semen from their clones.

Monkeys Strike Gold

Champion Racer Cloned

Published by AAAS
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Tech wonders.Elwood
“Woody”Norris says there’s a
trick to being a good inventor:
Find something commonplace
in one area of science and
extend it to another sector. Last
week that trick paid off big, with
Norris winning the $500,000
Lemelson–Massachusetts Insti-
tute of Technology (MIT) prize
from the Lemelson Foundation.

Norris (below),67,of San
Diego,California,was honored
for his numerous inventions,

including a 
system that
focuses sound
waves akin to
the way a com-
mon flashlight
focuses light.
The invention,
called Hyper-
Sonic Sound, is
being used to

target advertising to individual
customers in a crowd without
disturbing their neighbors.

Norris has also worked on
making helicopters cheaper
and easier to operate. His one-
person helicopter, dubbed the
AirScooter, is expected to start
selling commercially this fall
for $50,000 each.

Last week the foundation
also gave its $100,000 lifetime
achievement award to IBM 
fellow Robert Dennard (above),
inventor of dynamic random
access memory, the “working
memory” for most computers.
That invention—along with the
integrated circuit, the metal
oxide field effect transistor, and
magnetic hard disk—is one of
the critical components of mod-
ern computing, says MIT electri-
cal engineer Dimitri Antoniadis.

Reaching out. One silver lining
in the HIV/AIDS pandemic, says
public health guru Fitzhugh 
Mullan, may be an increased U.S.
awareness of its responsibility to
address global health issues. Last
week, a panel from the National
Academies’ Institute of Medicine

(IOM) that he chairs proposed 
a way to institutionalize that
commitment through a 
U.S.-funded program to help 
15 impoverished countries cope
with the disease.

“I’ve waited 25 years for an
opportunity like this,”says 
Mullan,62,a former assistant

U.S. surgeon general now 
multitasking as a policy analyst,
author,and professor of pedi-
atrics and public health at George
Washington University in 
Washington,D.C.The IOM report,
Healers Abroad, calls for a U.S.
Global Health Service staffed by
a 150-member corps of experi-
enced medical professionals and
supplemented with as many as
2000 fellows—recent graduates
working off student loans as well
as those interrupting their
careers—who would be
deployed throughout the coun-
tries targeted by the President’s
Emergency Plan for AIDS Relief
(PEPFAR).Mullan calls the 
$140-million-a-year price tag a
“drop in the bucket”for the
multibillion dollar PEPFAR and
says he’d “be very disappointed”
if the U.S.State Department,
which requested the report,
doesn’t adopt most of the panel’s
recommendations within a year.
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PEOPLE
Edited by Yudhijit Bhattacharjee

Got any tips for this page? E-mail
people@aaas.org

Not alone. As one of only two women to lead a university in
the Arab world, epidemiological psychiatrist Rafia Ghubash
belongs to an exclusive club. But the 49-year-old president of
the Arabian Gulf University (AGU) in Bahrain is working hard
to lose that status.

This month Ghubash launches a network to help more
women scientists attain leadership positions and to attract
more women into science.The initial
goal will be “to simply make them
aware of how many they are and
provide role models,” says Ghubash.
That awareness, she hopes, will
counter pressure on women with
undergraduate science degrees to
become “teachers, nurses, or to drop
out entirely to raise families.”

Only a few hundred women from
the 22 Arab countries have signed up
for the network so far, but Ghubash
expects “at least a million” after its
official launch at a meeting of women
scientists at AGU on 15 May. A Web
site based at AGU will hold forums on issues such as gender bias
and feature a scientific newsletter. In a few months, women will
be able to post their CVs online and hunt for scholarships and jobs.

Junk science. Fed up with spam from a computer science conference soliciting papers, Jeremy
Stribling (center) and two other graduate students, Dan Aguayo (left) and Max Krohn (right), at the
Massachusetts Institute of Technology hit pay dirt by successfully submitting computer-generated
gibberish. The technique uses context-free grammar, which rearranges sentences in a way that is
grammatically correct but makes no sense.

“We suspected that their standards were low,” Stribling says of the World Multiconference on
Systemics, Cybernetics and Informatics, which accepted their
paper, “Rooter: A Methodology for the Typical Unification of
Access Points and Redundancy.” Following media coverage of
the prank, the organizers of the conference, to be held this
summer in Orlando, Florida, rejected the paper and refunded
the authors’ registration fee. General chair Nagib Callaos said
on the group’s Web site that “the acceptance of a small
percentage of nonreviewed papers does not significantly
decrease the quality level of a conference.”

Stribling’s group plans to continue their research at the
conference.“We plan to give a randomly generated talk,” he
says. “Even we won’t know the slides when we get there.”
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A Cry for Help
from Kansas

DEAR LADIES AND GENTLEMEN OF THE
American Science Community: As I write
this from my troubled home state of Kansas,
the State Board of Education is debating once
again whether to de-emphasize the theory of
evolution. Those in the majority on the Board
have stated that they are considering changing
the very definition of science to allow for
science classes to discuss the merits of
intelligent design. Kansas Attorney General
Phill Kline has said that he would defend the
Board’s actions.

Kansas may be a far-off, conservative
state for most of you, largely unimportant in
the affairs of your professional lives, but this
is a strong indicator that the very foundation
of science in the United States is at risk.

Other states have had this problem recently,
including Georgia, Alabama, and Ohio, and
this could happen to your state. What a
shame it would be if unqualified politicians
succeed in undoing centuries of scientific
progress in both the public’s perception of
science and its continuing advancement.
This is a wake-up call, ladies and gentlemen.
Please don’t let this happen in your state.

You may write to the Board by visiting
their Web site at www.ksbe.state.ks.us/
Welcome.html.

ERIC REYNOLDS

Overland Park, KS, USA.

What Causes Lesions
in Sperm Whale Bones?

THE DESCRIPTION OF “EXTENSIVE PROLIFERA-
tion and remodeling of cartilage and woven
bone” in sperm whales in the intriguing
Brevia by M. J. Moore and G. A. Early
(“Cumulative sperm whale bone damage
and the bends,” 24 Dec. 2004, p. 2215) is not
compatible with their diagnosis of avascular

necrosis (osteonecrosis). Avascular necrosis,
attributed to bends, has been clearly docu-
mented in extinct whales (1). Absence of
reactive new bone formation around areas
of dead bone is visualized as intraosseous
clefts or as articular subsidence, producing
a depressed zone (2–5). Moore and Early’s
description is compatible with another
known cetacean disease, spondyloarthropathy
(5, 6). This disorder is especially common
in the cetacean Lagenorhynchus ,
and zygapophyseal joint erosions of
spondyloarthropathy have also been
found in a blue whale (7).

The reported frequency of sperm
whale “avascular necrosis” is compatible
with the 100% reported in certain genera
of extinct mosasaurs (2), but substan-
tially greater than the frequency of
spondyloarthropathy found in other
mammals (5). While Moore and Early’s

diagnosis of avascular necrosis can-
not be substantiated, the pathology
frequency they suggest is also out-
side anticipated ranges (5 to 50%)
for spondyloarthropathy in mammals
(5, 8). Examination of their fig. 1 clearly
explains the apparent variation. The figure
illustrates bone character underlying
normal articular surfaces and the sub-
chondral erosions of spondyloarthropathy
(5, 9). The undulating surface with visible
pores (in most of the sections) is charac-
teristic of normal subchondral bone.
Also illustrated is erosive damage with

reactive new bone formation, characteristic of
spondyloarthropathy (4, 5, 8). 

BRUCE M. ROTHSCHILD

Arthritis Center of Northeast Ohio, Northeastern
Ohio Universities College of Medicine, 5500
Market Street,Youngstown, OH 44512, USA.
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IN THEIR BREVIA “CUMULATIVE SPERM WHALE
bone damage and the bends” (24 Dec.
2004, p. 2215), M. J. Moore and G. A. Early
interpret ontogenetically progressive, chronic
osteonecrosis in specimens collected over 111
years as being caused by nitrogen emboli—

with variations from or exogenous disruptions
(anthropogenic sonar) to diving patterns
possibly causing acute embolic disease.

However, their sample is from the post-
1860s mechanized whaling era, with expo-
sure to effects of both luse-jag—stalking to
surprise prey—and prøysser-jag—persistent
direct chasing to run down prey. An alterna-
tive hypothesis is that all the observed effects
are related to human impacts and are not

biologically normal. To test both hypotheses,
samples from open boat whaling (1710s to
1860s) that exploited the diving cycle of large
bulls (1), historic pre-exploitation strandings,
and prehistoric fossils must be studied.
Anthropogenic impacts also might be causal
in nonlethal implosions of mysticete auditory
bullae due to dysbaric conditions (2). 

EDWARD D. MITCHELL

Natural History Museum of Los Angeles County,
900 Exposition Boulevard, Los Angeles, CA 90007,
USA. E-mail: edmnhm@ix.netcom.com
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Response
IN RESPONSE TO ROTHSCHILD’S SUGGESTION
that the sperm whale bone lesions we
described as osteonecrotic are pathogno-
monic for spondyloarthropathy, we offer
the following observations: The extensive
proliferation and remodeling of cartilage
and woven bone that we described in sperm
whales is a central aspect of experimentally
induced dysbaric osteonecrosis in sheep (1).
However, in recent correspondence with
Rothschild, he kindly shared with us two
pertinent papers in press (2, 3) that describe
erosive subchondral lesions diagnosed as
spondyloarthropathy somewhat comparable
to some of the lesions we described in sperm
whale bones. Our diagnosis of osteonecrosis
can, of course, be questioned; however, the
selective benefits of such a high frequency
of spondyloarthopathy are obscure. In con-

Socializing sperm whales
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trast, any dysbaric cost could well be out-
weighed by the trophic advantage of access
to deep-sea squid and fish.

We remain puzzled by the large sub-
spherical bubble-like cavities, in rib and
chevron bones, illustrated in our paper.
These lesions do not appear to be compara-
ble to published descriptions of spondy-
loarthropathy, nor do the bizarre nasal bone
changes also illustrated. 

We therefore suggest that the diagnosis
of osteonecrosis needs to be conf irmed
with further histological and radiographical
study of nonautolyzed material from future
sperm whale mortalities. 

Mitchell suggests that the progressive
osteonecrotic lesions observed in sperm
whales over 111 years are best interpreted as
resulting from lesions induced by whaler
harassment and are thus human impacts. We
agree that further studies of earlier whaling,
stranding, and fossil cases are warranted to
test the alternative hypothesis. We are aware
of two pre-1860s stranded specimens: one
described by Melville (4) stranded in
Tunstall, Yorkshire, UK, in 1825, and another
that was beached and killed in 1661 at
Easington, County Durham, UK (5). In the
former case, weathering precludes diagnosis
of bone condition. Photographs of the latter
show no obvious lesions. Nevertheless, we
will continue to pursue Mitchell’s concerns
and report further as warranted.

MICHAEL J. MOORE AND GREG A. EARLY

Woods Hole Oceanographic Institution, Woods
Hole, MA 02543, USA.
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Ethics of Tobacco
Company Funding 

AS ONE OF THE RESEARCHERS INTERVIEWED BY
David Grimm for his article on tobacco
company funding of research (“Is tobacco
research turning over a new leaf ?”, News
Focus, 7 Jan., p. 36), I felt that it was an
informative and well-written piece. I took
some exception, however, to the last
sentence, which construed not accepting
funding from tobacco companies as taking
“the moral high road.” Those of us who
accept tobacco company funding with the
aim of saving lives through our research
are just as much on the “moral high road” as
those who oppose tobacco funding. Our
research, using tobacco company funding,
is dedicated to the development of improved
smoking cessation treatments, which will
help save lives (1–3). 

Federal sources of funding for research on
tobacco dependence are all too scarce. Even
those who vehemently oppose taking money
directly from tobacco companies take money
indirectly from tobacco companies, such as
that from the Master Settlement Agreement.
However, sadly, far too little of the funding
from the Master Settlement Agreement is
going into the intended uses of supporting

research and treatment of tobacco addiction.
Awarding grants directly from tobacco com-
panies to university-based research groups
provides better assurance that the money will
be used to combat tobacco addiction and
related problems. Understandably, safeguards
must be set in place to prevent tobacco
companies from controlling the direction of
the research or censoring the publication of
results. We have instituted such safeguards in
our research program. 

Current long-term success rates with
smoking cessation treatments in real-world
settings are dismally low, often less than 20%
(4). Tobacco company funding can be instru-
mental in the development, evaluation, and
dissemination of more effective treatments. 

JED E. ROSE

Director, Center for Nicotine and Smoking
Cessation Research, Duke University Medical
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Merits of a
New Drug Trial for ALS? 

AS NEUROSCIENTISTS WORKING ON AMY-
otrophic lateral sclerosis (ALS), we read with
interest the Perspective “Treating neurode-
generative diseases with antibiotics” by T. M.
Miller and D. W. Cleveland (21 Jan., p. 361)
and the article on which it comments, by J. D.
Rothstein et al. on the use of β-lactam antibi-

otics to treat ALS (1). We are impressed by
the screening of 1040 U.S. Food and Drug
Administration–approved compounds for
increased glutamate transport, which began
in the spring 2002 and led to initiation of a
clinical trial in ALS with ceftriaxone in
spring 2005. We are concerned that the previ-
ous results of clinical research on ceftriaxone
have been overlooked. In fact, a Medline

search identified eight negative
trials with ceftriaxone in ALS
patients, published between
1992 and 1996 (2–9).

The fact that ceftriaxone
increased glutamate uptake in
rat spinal cord sinaptosomes
has already been published
(2), and this prompted us to
verify the efficacy of the drug
in 108 ALS patients, with dis-
appointing results (2).

Thus, it seems that, although
for basic science the new

molecular biology approaches have provided
elegant and specific contributions to explain
the mechanism by which ceftriaxone
increases glutamate uptake, from a clinical
perspective, scientific research into ALS
has actually not improved over the last 10
years. The emphasis on this drug as a possible
solution to “one of the big challenges of this
century” is not appropriate, considering the
previous negative results.

ETTORE BEGHI,* CATERINA BENDOTTI,
TIZIANA MENNINI
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Response
OUR PERSPECTIVE HIGHLIGHTED THE RE-
markable discovery that a well-known peni-
cillin derivative, ceftriaxone, was not only
effective in fighting infection within the
nervous system, but also induced (at the
transcriptional level) the synthesis of the
major glutamate transporter within the
spinal cord (1). This transporter, which
serves to quickly dampen chemical signaling
from one neuron to another and thereby to
limit repetitive, excitotoxic neuronal firing,
is known to be lost in ALS, a disease that

Awarding grants directly
from tobacco companies to
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provides better assurance that the
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related problems.”

–ROSE

“

L E T T E R S

29 APRIL 2005 VOL 308 SCIENCE www.sciencemag.org
Published by AAAS



633

causes severe paralysis from a progressive
loss of motor neurons over a typical 2- to 5-
year course. Beghi et al. correctly note that
previous efforts (2–8) using short-term
administration of ceftriaxone (between 1
and 8 weeks) in a small number of patients
were conducted in the early 1990s after a
case report claiming a remarkable benefit
in a single patient (9). None of these short-
term efforts were double-blinded, nor were
placebo controls used, important trial
design features that would be necessary for
a persuasive outcome. In the most compre-
hensive of these (conducted by Beghi,
Mennini, and others), one-third of the 21
patients treated with ceftriaxone for the
longest period (5 to 8 weeks) were claimed
to have shown improvement (8). These
prior efforts do not dampen enthusiasm for
the discovery of induction of glutamate
transport by a drug already known to be
safe and to penetrate the blood-brain
barrier. A long-term, double-blinded, and
placebo-controlled trial in ALS is just what
the evidence warrants.

TIM MILLER AND DON CLEVELAND

Ludwig Institute for Cancer Research and the
Department of Medicine and Neurosciences,
University of California, San Diego, La Jolla, CA
92093, USA.
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CORRECTIONS AND CLARIFICATIONS

News Focus:“Mounting evidence indicts fine-particle
pollution” by J. Kaiser (25 Mar., p. 1858). The article
should not have described the lungs of asthmatics
in a clinical study as “damaged.” Lung function of
these mildly asthmatic subjects was not affected by
exposure to ultrafine particles. Asthmatics had 6
times more particles in their lungs than healthy
subjects only when exercising asthmatics were
compared to resting healthy subjects. Finally, many,
but not all, short-term epidemiologic studies have
linked sulfates and health effects. A study cited in
the sidebar “How dirty air hurts the heart” appeared
in the April/May issue of Inhalation Toxicology.

News of the Week: “Play and exercise protect
mouse brain from amyloid buildup” by J. Marx (11
Mar., p. 1547). In the story, Gary Arendash was
mistakenly identified as David Arendash. Also, Orly
Lazarov’s name was misspelled in the story and the
image credit.

Reports: “Nod2 mutation in Crohn’s disease poten-
tiates NF-κB activity and IL-1β processing” by S.

Maeda et al. (4 Feb., p. 734). It was brought to the
authors’ attention that the two control panels in
Fig. 4A look alike. After examining the issue, it was
realized that during preparation of the figure, one
of the control panels was mistakenly inserted
twice,and the other control was omitted.The correct
figure is shown here. The authors apologize for any
possible confusion and inconvenience that may
have been created. The results and conclusions
remain as before, i.e., increased macrophage apop-
tosis in the lamina propria of Nod22939ic (m/m)
mice after DSS treatment.

Policy Forum: “Do the largest protected areas con-
serve whales or whalers?” by L. R. Gerber et al. (28
Jan., p. 525). On page 525, in the second column,
last paragraph, the heading should read,“Lack of an
adaptive design.” In the third column, second para-
graph, the first sentence should read, “Current
debate has polarized IWC members into those who
advocate widespread sanctuary use and those who
believe that they are redundant under the
RMP/RMS [see supporting online material (SOM)].”
In the same paragraph, the fourth sentence should
read, “We assumed typical life history parameters
for baleen whales (i.e., we used demographic
parameters for the gray whale Eschrichtius
robustus) (13, 14 ).” On page 526, first column, first
full paragraph, the first sentence should read,
“Although this result was robust to small (±0.02)
changes in parameter values, our model includes
dispersal as diffusion, rather than as explicit migra-
tion, and does not consider density dependence,
demographic stochasticity, or environmental
noise.” The second sentence in that paragraph
should begin “However, given the uncertainties…”
The third sentence should read, “Our results are
consistent with results from previous work…” In
the fourth to last line of this column, the citation
should be (16) instead of (14). In the second col-
umn, first paragraph, the fifth sentence should

read, “A starting point would be the
establishment of IWC sanctuaries
conforming to more ecologically
based designation.” In the second
paragraph, lines 5 through 7 should
read, “populations of whales during
certain time periods (e.g., in breed-
ing grounds and/or feeding
areas)…” In the third column, the
first line should read “(SOM)” rather
than “(22).” The second sentence in
the third column should read,
“Nevertheless, the adherence to a
quota system would enhance whale
conservation by restricting the
times and areas of whale harvest-
ing, and by limiting the total catch.”
In the References and Notes, in (2),
the first line should read, “In accor-

dance with the IWC, ‘whaling’ refers to the…,”
and the citation in the last line should be (22).
In (9), the third author’s initials appear twice (K.D.).
Note (22) is now omitted, as the SOM is mentioned
in the text, and (23) and (24) should become (22)
and (23). The new note (23) [formerly (24)] should
read,“We thank D. P. DeMaster and two anonymous
reviewers for helpful comments, and the chair
(A. Zerbini)…”

Perspectives: “The maser at 50” by R. L. Walsworth
(8 Oct. 2004, p. 236).The figure legend is incorrect.
The photo shows the second maser, not the first.

Perspectives: “NAD to the rescue” by A. Bedalov and
J.A. Simon (13 Aug. 2004, p. 954). In reference 7, the
first author’s name was mispelled. It should be A.
Sajadi.

TECHNICAL COMMENT ABSTRACTS

COMMENT ON “Ecosystem
Properties and Forest Decline in
Contrasting Long-Term
Chronosequences”
Kanehiro Kitayama

Wardle et al. (Reports, 23 July 2004, p. 509) demon-
strated that forest decline following a transient peak
biomass is a common forest ecosystem dynamic
caused by increased soil-phosphorus limitation over
time. However, the decline they observed is attributa-
ble to the lack of phosphorus use–efficient species,and
is confined to regions of low tree species diversity.
Full text at

www.sciencemag.org/cgi/content/full/308/5722/633b

RESPONSE TO COMMENT ON
“Ecosystem Properties and Forest
Decline in Contrasting Long-Term
Chronosequences”
D.A. Wardle, L. R.Walker, R. D. Bardgett

Kitayama correctly recognizes that our study did not
include hyperdiverse tropical forests. However, the
data set he uses to test our ideas for tropical forests is
not relevant to the spatial scale that we considered,
and the mechanism that he proposes for these forests
is not supported by current ecological theory.
Full text at
www.sciencemag.org/cgi/content/full/308/5722/633c

Letters to the Editor
Letters (~300 words) discuss material published
in Science in the previous 6 months or issues of
general interest. They can be submitted
through the Web (www.submit2science.org) or
by regular mail (1200 New York Ave., NW,
Washington, DC 20005, USA). Letters are not
acknowledged upon receipt, nor are authors
generally consulted before publication.
Whether published in full or in part, letters are
subject to editing for clarity and space.
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Comment on ‘‘Ecosystem Properties
and Forest Decline in Contrasting

Long-Term Chronosequences’’
Wardle et al. (1) studied six long-term

chronosequences in Australia, Sweden,

Alaska, Hawaii, and New Zealand and found

that in the absence of major ecosystem

disturbance, a transient peak in forest bio-

mass is commonly followed by a forest

decline phase. They ascribed the decline of

forest biomass to the decline of soil phos-

phorus (P) availability. With increasing sub-

strate age, nitrogen to phosphorus (N:P)

ratios of fresh litter and humus increased in

the majority of chronosequences. The authors

concluded that similar phases of forest

decline occurred widely, from tropical to

temperate to boreal forest ecosystems. I

argue that their conclusion is premature and

that their forest dynamics model does not

take the function of species diversity into

consideration.

Wardle et al. (1) report that forest decline

is associated with increased P limitation rel-

ative to N and a reduced release of P from

decomposing litter. Geochemical changes in

soil phosphorus fractionation during long-

term soil development have been well es-

tablished (2). Subsequent biogeochemical

studies using the Hawaiian Islands as a mod-

el system have proven the shift of N limi-

tation in net primary productivity in the

developing phase to P limitation in the

retrogressive phase (3–5). However, the de-

cline of soil P availability cannot necessarily

be translated to ecosystem processes else-

where (6). I argue that the rise and decline of

forest biomass is peculiar only to the biomes

where regional tree-species diversity is im-

poverished. Unlike the Hawaiian model and

the forest ecosystems studied in (1), conspic-

uous forest decline does not occur in the main-

land tropics.

A meta-analysis of rain forests in the

mainland tropics demonstrates that fresh-

litter N:P ratios can vary widely, but that

aboveground biomass does not drastically

decline (Fig. 1). All sites far exceed the

litter N:P ratio of 16 (the Redfield ratio),

beyond which Wardle et al. argue that P is

limiting biological processes relative to N.

Aboveground biomass of mainland tropical

rain forests increases with increasing leaf-

litter N:P ratios for lowland sites or is more

or less constant for montane sites; either case

is inconsistent with the six chronosequences

presented in (1). Moreover, Wardle et al. used

basal area as an index of biomass, but this

cannot be justified because tree height and not

diameter is often a more decisive indicator of

forest biomass.

In the case of Borneo, three

tropical rain forests located ap-

proximately 1800 m above sea

level (asl) and close to each

other, but with contrasting soil

P availability, do not drastically

differ in forest biomass (7–9).

Unlike a chronosequence, soil

P availability in these forests

differs as a result of geology.

Nevertheless, the three sites

form a gradient of soil P avail-

ability, which is in effect com-

parable to a chronosequence. In

spite of six-fold differences in

the pool of labile inorganic P

and/or total P, the magnitude of

the decline of forest biomass is

small because of the displace-

ments of P use by efficient

species. In this soil P gradient,

the fresh-litter N:P ratio more

drastically increases with de-

creasing soil P pool than in the

six chronosequences in (1).

Why forest biomass does not drastically

decline in the mainland tropics is an intriguing

question. I argue that regional (not plot basis)

tree-species diversity is two to three orders of

magnitude greater in the mainland tropics than

in the six chronosequences and that proportion-

ately more tree species of high P-use efficien-

cies occur in the mainland tropics. Beta

diversity of tree species across all six chrono-

sequences is extremely low, which suggests that

either the same taxon or relatively few taxa oc-

cur throughout each of the six chronosequences

despite drastically different soil P pools Esee

species compositions in table S1 in (1)^. An

extreme case is the Hawaiian chronosequence,

where a single species, Metrosideros polymor-

pha, dominates the entire chronosequence.

The ability of a single tree species to adapt

to a wide rage of phosphorus levels is limited

relative to the adaptability of a collection of

different species. The decline of forest bio-

mass in response to reduced soil P availability

is thus more dramatic in a monodominant

system. In Southeast Asia, tropical rain forests

can maintain an extremely large biomass

(65 kg/m2) on infertile soils where litter N:P

ratios exceed 90, which suggests a limitation

of P relative to N (10). This clearly suggests

that P-use-efficient species (11) maintain the

biomass. Such plants probably use the labile P

that is replenished from organic P on deeply

weathered tropical soils. (6). The Wardle et al.

study ignores the important role of biodiver-

sity in terms of its community structure and

function.

Kanehiro Kitayama

Center for Ecological Research

Kyoto University

509-3 Hirano 2-Chome, Otsu

Shiga 520-2113, Japan

E-mail: kitayama@ecology.kyoto-u.ac.jp
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TECHNICAL COMMENT

Fig. 1. N:P ratios of fresh leaf litter and aboveground biomass
of rain forests in the mainland tropics (8, 10, 12–15) and in
Hawaii (5). Tropical rain forests of the mainland are divided
into lowland sites (below 1000 m asl) and montane sites
(1000 to 2700 m asl) because of the possible interaction of air
temperature and nutrients (P). For instance, plants need dif-
ferent amounts of P for a unit of photosynthesis under dif-
ferent air temperatures. The sites where both aboveground
biomass and litter N:P are measured are included.

www.sciencemag.org SCIENCE VOL 308 29 APRIL 2005 633b



Response to Comment on
‘‘Ecosystem Properties and Forest
Decline in Contrasting Long-Term

Chronosequences’’

Kitayama (1) correctly recognizes that the

six forested chronosequences we studied (2)

do not include any of the hyperdiverse for-

ests commonly found in the tropics. We wel-

come others to test whether the patterns we

found for our six sites also occur in other sys-

tems and also recognize that there are plau-

sible reasons as to why these patterns may or

may not occur. However, we believe that the

way Kitayama has attempted to test the valid-

ity of our ideas with regard to hyperdiverse

tropical rainforests has substantial limitations.

First, Kitayama pools data from six stud-

ies spanning the continental tropics and sug-

gests that nitrogen to phosphorus (N:P) ratios

and aboveground biomass are not negatively

related. However, this analysis involves indi-

vidual sites that span very large spatial scales,

across which a range of other driving factors

(notably macroclimate, geology, and distur-

bance regime) would vary considerably and

could well override effects of soil fertility. It

is well recognized that macroclimate is the

key driver of biogeochemical processes and

ecosystem functioning at large spatial scales,

whereas variables related to resource quality

are more important at local spatial scales,

where variations in climate are more likely

to be minor (3, 4). Kitayama_s demonstration

that N:P ratios are unimportant as drivers of

tree biomass at large spatial scales therefore

does not preclude these ratios from being

important drivers at local spatial scales such

as at the within-chronosequence scale that

we studied (2). His analysis is therefore not

relevant to the question that we have ad-

dressed. Kitayama_s own work in Borneo (5)

is more relevant, but is based on only three

sites that have formed on different geological

substrates rather than by pedogenesis along

a single substrate, as in our work. Whether

his findings are characteristic of hyperdi-

verse tropical forests at large remains to be

tested, and we maintain that this question

could best be tested by using long-term chrono-

sequence data.

Second, we have particular concerns about

the mechanistic basis that Kitayama proposes

to explain why hyperdiverse tropical rain-

forests apparently do not decline drastically

with increasing P limitation, i.e., that the ad-

ditional diversity that these forests have over

less diverse ones confers benefits for forest

stand nutrient efficiency. We note that our

chronosequences are not Bextremely low[ and

Bimpoverished[ in diversity, as claimed by

Kitayama; the Franz Josef and Cooloola se-

quences in particular have more than 30 tree

species that occur with some abundance.

More important, Kitayama_s proposed diver-

sity mechanism requires that increasing tree

diversity from tens of species (our study sites)

to hundreds of species (hyperdiverse tropical

rainforests) has beneficial effects on ecosys-

tem functions (in this case, the ability of forest

stands to resist decline by P limitation). This

mechanism assumes that ecosystem function-

ing (i.e., the rate of ecosystem-level processes)

increases monotonically with increasing diver-

sity at levels of plant species richness well

beyond 100 species. However, several studies

have found little effect of plant diversity on

ecosystem functioning except at very low levels

of diversity (6, 7). Even those studies that have

been the most generous in ascribing positive

roles of biodiversity to ecosystem functioning

(8, 9) have suggested an asymptotic relation

between diversity and function, which effective-

ly saturates at a diversity of around 10 species.

This relation is also supported by theoretical

predictions (10). The mechanistic basis that

Kitayama proposes therefore has no support

from literature on the diversity-function issue,

whether theoretical, experimental, or empirical.

Finally, Kitayama claims that our use of

basal area to show biomass decline during

retrogression is not justified. However, this

basal-area decline is matched by published

measured declines of tree height and/or tree

biomass for most of these chronosequences

(11–14). It is indisputable that tree biomass

drops sharply during retrogression for each

of our chronosequences, and this is apparent

from visual inspection of the stands that we

considered, including photographs of them

Esee figure S1 in (2)^.
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J
ennifer Washburn has written a very
engaging and useful book. Moreover,
University, Inc. is a book with attitude.
The author focuses her attention and dis-

may on the relentless growth in the commer-
cialization of education and scholarship
within universities, the resultant diminish-
ment of the intellectual commons, and the

elimination or blurring
of the boundaries that
separate the distinct
values and virtues of
academic life from
those of the commer-
cial sector. Washburn’s
quite legitimate con-
cern, which I share, is
that the university’s
roles as a disinterested
arbiter of knowledge
and society’s thought-

ful critic could be lost in an environment that
is increasingly dominated by the university’s
unrestrained search for increased resources.

The book has both pluses and minuses,
but I am glad it has been written. In addition,
I would encourage all those concerned with
the future of American higher education to
read it. Although the style and approach will
please some and alienate others, Washburn
thoughtfully addresses a set of important
issues that are often absent from our national
discourse on higher education.

The book’s most important asset is the
author’s genuine concern with the values that
ought to help structure the role and the func-
tion of universities in a society where the
influence of private markets and their associ-
ated materialistic values is ever more perva-
sive. Washburn offers a series of well-
researched cases that, at the very least, are
sobering reminders that things can and will go
wrong unless universities pay more than lip
service to their values and their distinct role in
society. Thus, despite the author’s penchant
for overstatement and for the substitution of
anecdotes for data and colorful phrases for
thoughtful assessments, she does lay bare
actual cases where highly respected universi-
ties and their faculties have behaved hypocrit-
ically and abandoned important academic
norms in the service of accumulating more

resources. As Derek Bok (former president of
Harvard University) and others have pointed
out, if universities cannot sustain a set of val-
ues that define what they will not do even for
money, there is little chance that they will ful-
fill their social responsibilities. 

The author, a journalist and fellow at the
New America Foundation, also provides a
useful historical sketch of how all this has
come about. Her account ranges from
Thomas Jefferson’s view of the “utilitarian
university,” through the 19th-century con-
troversy over whether higher education
should stress utilitarian goals or those of
liberal learning, to the impact of the Bayh-
Dole Act of 1980. Nevertheless, I find this
aspect of the book long on nostalgia for the
good old days. Washburn seems not to rec-
ognize that in those days American colleges
and universities fulfilled neither their schol-
arly nor educational functions and were
largely irrelevant to the nation’s affairs,
public or private. 

Even more perplexing is that Washburn
gives little thoughtful attention to certain
critically important
contemporary circum-
stances that directly
impact and constrain
the evolving role of aca-
demic institutions in the
United States. For
example, developments
both on scientific fron-
tiers and in f inancial
markets are changing
the balance of forces
between for-profit and
not-for-prof it institu-
tions within the scien-
tif ic endeavor. As a
result, not only has industry’s share of the
research enterprise grown much more
quickly than the corresponding academic-
based share, but the nature of certain aca-
demic-based research efforts has changed.
Besides, it is not sufficient to simply take
passing notice of the steadily declining state
support for U.S. public universities; one
must consider just how these vital universi-
ties are supposed to sustain their quality in
such an environment. 

Nor does Washburn give serious consider-
ation to the fact that the evolving tapestry of
American higher education involves many
quite distinct narratives. Indeed, given the het-

erogeneity of American higher education, its
civic purposes must be understood as requir-
ing different responses from differently situ-
ated institutions. Whereas the author seems
uncomfortable with the decentralization of
American higher education, I think that fea-
ture is one of its glories. Yes, the freedoms of
decentralization produce excesses, just as per-
sonal freedoms do. (In particular, it may be
harder for academic institutions acting alone
to resist the corrosive aspects of the increasing
commercialization of their activities.)
Nonetheless, the benefits offered by such
freedoms, for both persons and institutions,
more than compensate for the costs that are
incurred by the excesses that do occur. Lastly,
given that the social responsibilities of
American universities cover such a wide spec-
trum of activities, the book reflects little
understanding of exactly how variously situ-
ated universities can locate a position of
dynamic equipoise among the many different
legitimate responsibilities they have. 

The book concludes with suggestions
for a path forward. Washburn calls for uni-
versities to make a renewed commitment to
academic values—a call I heartily second.
She also offers a set of recommendations
that generally increase the authority of the
federal government or other third parties.
With the exception of a proposal aimed at
strengthening conflict-of-interest regula-

tions, I find these unper-
suasive and, in many
cases, a little naïve.

Despite these short-
comings, University,
Inc. is well worth read-
ing. Washburn’s mostly
fair-minded and engag-
ing presentation of vari-
ous examples (princi-
pally from biomedicine)
reminds us that in a rap-
idly changing world we
need to be constantly
and thoughtfully re-
viewing whether the

nature and content of higher education’s
portfolio of activities and policies need to
be rebalanced or redirected to help universi-
ties fulfill their highest social role. It is not
that academic values need to remain fixed;
indeed, universities must both create and
adapt to change. But to do so in ways that
best fulfill their social responsibilities, they
need to know which kinds of activities they
must do, which they may do, and which they
will not do if they are to avoid undermining
their most important values.

Furthermore, Washburn is correct on a
crucially important point: the values of the
market can and will overtake those of aca- C
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demia unless universities guard the latter
carefully. We must hope that universities
will do so. Society developed a separate set
of institutional frameworks for not-for-
profit organizations because many impor-
tant social objectives cannot be realized
through the operation of private markets.
Despite the great strengths of market mech-
anisms, they cannot provide all of the goods
and services society needs. 

10.1126/science.1110892

M I C R O B I O L O G Y

Appreciating Our
Usual Guests

Elaine Tuomanen

M
ention bacteria mingling with
humans and the f irst response is
alarm. In fact, the vast majority of

attention paid to the bacterial-human inter-
action focuses on pathogenesis. In
Microbial Inhabitants of Humans, Michael
Wilson cogently reminds us that by far the
more representative interactions are not
pathological but symbiotic. This authorita-
tive book fills a gaping hole in the literature
by describing how bacteria interrelate with
us. Wilson’s basic premise is that both
humans and bacteria benefit from peaceful
coexistence and that microbial colonization
plays an obligatory role in human health (as
much as invasion plays in disease). The
book’s strength lies in the exhaustive,
clearly organized evidence
that the author presents to
overwhelmingly document his
hypothesis. Wilson (a micro-
biologist at the Eastman
Dental Institute, University
College London) even ven-
tures into the area of manipu-
lation of colonization by 
probiotics, prebiotics, and
replacement therapies. His
hard-nosed look at the evidence in the area
of holistic medicine will be much appreci-
ated by the skeptic and the enthusiast alike. 

Some astounding numbers justify atten-
tion to our bacterial symbionts. There are
ten times more bacteria colonizing a human
than the number of human cells in the body
(1014 versus 1013, respectively). Over 700
taxa can be found at a single site. The struc-
tures of communities vary tremendously.
The gut might be considered New York

City, whereas the skin is perhaps
more like Memphis. Over 30 years
ago, dentists brought attention to
the concept of polymicrobial com-
munities in the formation of dental
caries. Seeking interventions, they
began serious work on the molecu-
lar mechanisms of bacterial
attachment to host cells, tooth
components, and even other bacte-
ria. The field then grew tremen-
dously as its implications for
mechanisms of pathogenesis in a
broad range of infections became
clear. Now we are familiar 
with microcolonies that become
biof ilms, the complex, matrix-
enclosed ecosystems described
structurally by fractals. Even more
recently, new podlike structures
built by host-bacterial interactions
have been discovered in the uri-
nary tract. The communication
between colonizing microbes and
host innate defense that drives the
evolution of these fascinating
niches relies heavily on quorum
sensing. Bacteria regulate their
community activities using
secreted peptides or small molecules, and
hosts detect or interfere with this cross-talk
to either cooperate with or kill the newcom-
ers. That this process is often peaceful and
mutually beneficial is a central message of
the book. 

The chapters cover the detailed relevant
anatomy and local defenses for each 
colonized site: skin, eye, respiratory tract,

genitourinary tract, gastroin-
testinal tract, and mouth.
Nonmedical readers will find
this information particularly
valuable for setting the archi-
tecture that underlies the 
symbiotic interactions. For
each anatomical site, Wilson
provides a list of which bacte-
ria are found where along
with brief descriptions of how

the community is sustained in healthy
humans and how it is disrupted during dis-
ease. The author also points out changes in
the biology of the community as a function
of age of the host, production of hormones,
etc. He has made a valuable contribution by
assembling in one place this comprehensive
body of information. 

Wilson interprets the patterns he docu-
ments as evidence that indigenous microbes
help maintain human health. For instance,
resident bacteria will kill incoming bacteria
and thereby protect the host. The author
presents a fascinating table that compares
features of germ-free and normal animals.
Among the differences: the presence of res-

ident microbiota enhances organ size, nutri-
tion (e.g., provides vitamins), detoxifica-
tion of ingested toxins, and chemotaxis of
macrophages and lymphocytes. 

The author explores the therapeutic
value of manipulating the indigenous
microbiota in a well-balanced discussion of
probiotics that considers the use of nonper-
manent colonizers for treatment of diar-
rhea, vaginosis, and dental cavities. He
briefly discusses prebiotics, nondigestible
foods that benefit the host by promoting
one or a few bacteria species in the colon.
And he presents the inhibition of microbial
adhesion as a possible mode of therapy for
tooth decay, urinary tract infections (e.g.,
cranberry juice contains an effective anti-
adhesive for Escherichia coli), and infec-
tions associated with the use of medical
devices. As in earlier chapters, he provides
tables that summarize scientifically valid
studies for each area.

Despite the many benefits of indigenous
microbiota, disease can clearly arise from
the “friendlies” in the context of abnormal-
ities in the host response (such as immuno-
compromise) or introduction of agents that
break the peace (for instance, catheters).
Nonetheless, Microbial Inhabitants of
Humans is striking for its balanced view of
the data. Rather than the usual litany of
threats, Wilson offers a more appropriate
acknowledgment of the benefits attending
coexistence with our indigenous microbes.

10.1126/science.1111460

Hard to hold on. Because mechanical and hydrodynamic
forces tend to dislodge microbial aggregates, many epithe-
lial cells—such as these from the cheek mucosa viewed in
confocal laser scanning microscopy—have only small num-
bers of individual bacteria attached to their surfaces.
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T
he importance of rivers and streams for
fresh water, food, and recreation is well
known, yet there is increasing evidence

that degradation of running waters is at an all-
time high (1). More than one-third of the
rivers in the United States are listed as
impaired or polluted (2), and freshwater
withdrawals in some regions are so extreme
that some major rivers no longer flow to the
sea year round (3). Extinction rates of fresh-
water fauna are five times that for terrestrial
biota (4, 5). Fortunately, stream and river
restoration can lead to species recovery,
improved inland and coastal water quality,
and new areas for wildlife habitat and recre-
ational activities (6–11).

River restoration has become a highly
profitable business (12, 13) and will play an
increasing role in environmental manage-
ment and policy decisions (7). A few high-
profile and large restoration projects such as
those on the Kissimmee River (11, 14) and
the Grand Canyon (15, 16) are well docu-
mented. However, most restoration projects
are small scale (implemented on less than 1
km of stream length), and information on
their implementation and outcome is not
readily accessible. This prompted us to build
a database of river restoration across the
United States with the goal of determining
the common elements of successful projects.

We found that existing restoration databases
are highly fragmented and often rely on ad
hoc or volunteer data entry. Thus, we devel-
oped methods for the unbiased collection
and cataloging of river and stream restora-
tion projects. Here, we report a synthesis of
information on 37,099 projects in the
National River Restoration Science
Synthesis (NRRSS) database.

The NRRSS database includes all stream
and river restoration projects present in
national databases as of July 2004, as well as a
large sample of river and stream restoration
projects from seven geographic regions (see
figure, below) [(17) part a]. Because we
wanted to document how restoration dollars
and efforts were allocated, we did not limit
data collection to projects that fit our defini-
tion of restoration. No judgments were made
of the validity of the terms “stream restora-
tion” or “project.” Use of national coverage
data sources] (17) part b] ensured inclusion of
projects from all 50 states. For the seven spe-
cific regions, we also collected information on
all restoration projects for which we could
obtain data, regardless of project size, restora-
tion method, implementer, or perceived suc-

cess or failure of the project. We identified a
priori 13 categories of restoration and classi-
fied each project according to its stated goal
[see table, page 637 and (17) part c].

The number of river restoration projects
increased exponentially during the last
decade, paralleling the increase in news
media and scientific reports [fig. S1 (17) part
d]. However, restoration efforts varied across
geographic regions. Most projects (88%) are
from the Pacific Northwest, the Chesapeake
Bay watershed, or California (see figure,
below). Data from national coverage sources
[(17) part b] made up <8% of projects in the
NRRSS database. Thus, while federal funding
supports some tracking efforts, national
restoration databases are not tracking the
majority of projects and lack information on
the regional differences in expenditures and
effort found with our approach.

The most commonly stated goals for
river restoration in the United States are (i)
to enhance water quality, (ii) to manage
riparian zones, (iii) to improve in-stream
habitat, (iv) for fish passage, and (v) for
bank stabilization (see figure, page 637).
Projects with these goals are typically small
in scale with median costs of <$45K (see
table, page 637). A large proportion of
restoration dollars are spent on fewer, more
expensive projects aimed at reconnecting
floodplains, modifying flows, improving
aesthetics or recreation, and reconfiguring
river and stream channels (see figure, page
637). Of the projects in our database, 20%
had no listed goals; in many cases, descrip-
tions were too limited to determine whether
projects were undertaken to restore stream
ecosystems or were merely river manipula-
tion projects (e.g., bank stabilization) (18).
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Only 58% of the project records
used to populate our database had
information on project costs. For this
subset, total costs came to $9.1 bil-
lion. Most of this was spent after
1990, with $7.5 billion in recorded
costs from 1990 to 2003 (from the
58% reporting costs). Applying this
cost estimate to the remaining ~40%
of projects [(17) part e], and taking
into account that we captured ~27%
of all stream and river restoration
projects in the 27 states not within one
of our regional nodes [(17) part e], at
least $14 to $15 billion has been spent
on restoration of streams and rivers
within the continental United States
since 1990, an average of >$1 billion
a year. This is probably an underestimate,
because data providers reported that the costs
listed in project records typically do not
include matching or in-kind contributions
such as agency labor. In addition, the data
sources we accessed did not capture costs for
the restoration of the Kissimmee River or the
full costs of Glen Canyon, San Francisco Bay,
Columbia, and Missouri river restoration
efforts, which would add hundreds of millions
to billions of dollars (17).

Our analysis confirms what the General
Accounting Office (GAO) has suggested in
recent reports to the U.S. Congress (19, 20):
a comprehensive assessment of restoration
progress for the United States, or even for
individual regions, is not possible with the
“piecemeal” information currently avail-
able. We found that only 10% of project
records indicated that any form of assess-
ment or monitoring occurred. Most of these
~3700 projects were not designed to evalu-
ate consequences of restoration activities or
to disseminate monitoring results.

Monitoring and assessment varied by

region: >20% of projects in the Southwest,
Southeast, and Central United States had
some form of monitoring, whereas only 6%
of project records in the Chesapeake Bay
watershed indicated that monitoring
occurred (see figure, page 636). Projects
with higher costs were more likely to be
monitored [average costs were $1.5 ± $0.7
million (95% CI), whereas unmonitored
project costs were $0.4 ± $0.08 million].
Regions with greater project density tended
to have lower average project costs and
reported a lower rate of monitoring. Further,
differences in regional regulations are likely.

Because most project records were inade-
quate to extract even the most rudimentary
information on project actions and outcomes,
it is apparent that many opportunities to learn
from successes and failures, and thus to
improve future practice, are being lost. The
largest and most costly programs have recog-
nized this problem and have enacted solutions
(16, 19). Unfortunately, the outcomes of most
of the tens of thousands of projects of small-to-
modest size are currently not adequately

tracked, yet cumulatively, their costs are
greater, and their reach is far broader. Much
greater effort is needed to gather and dissemi-
nate data on restoration methods and out-
comes, particularly given the magnitude of
costs. It is unrealistic to expect that every
restoration project will have extensive moni-
toring activities, but strategic pre- and
postassessments with standardized methods
could enable restoration practitioners and
managers to understand what types of activity
are accomplishing their goals (21). Ensuring
data compatibility in the tracking of restoration
projects and the documentation of results from
project evaluations are equally important. To
facilitate this effort, the NRRSS database
structure and schema are freely available (22).
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MEDIAN COSTS FOR GOAL CATEGORIES

NRRSS Median Examples of
goal category cost common restoration activities

Aesthetics/recreation/education (A/R/E) $63,000 Cleaning (e.g., trash removal)

Bank stabilization (BS) $42,000 Revegetation, bank grading

Channel reconfiguration (CR) $120,000 Bank or channel reshaping

Dam removal/retrofit (DR/R) $98,000 Revegetation

Fish passage (FP) $30,000 Fish ladders installed

Floodplain reconnection (FR) $207,000 Bank or channel reshaping

Flow modification (FM) $198,000 Flow regime enhancement

Instream habitat improvement (IHI) $20,000 Boulders/woody debris added

Instream species management (ISM) $77,000 Native species reintroduction

Land acquisition (LA) $812,000

Riparian management (RM) $15,000 Livestock exclusion

Stormwater management (SM) $180,000 Wetland construction

Water quality management (WQM) $19,000 Riparian buffer creation/maintenance

Median costs for goal categories.
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M
any technologies use the optical 
and electronic regions of the 
electromagnetic spectrum. Wave-

lengths <30 µm are used in optical data stor-
age, fiber-optic communications, and spec-
troscopy, whereas wavelengths >300 µm are
the domain of electronics, radio communi-
cations, and radar. In contrast, the “terahertz
gap” from 30 to 300 µm (1 to 10 THz) has
barely been exploited because no cheap and
practical sources of terahertz radiation exist.
In recent years, substantial progress has
been made in developing such devices.
Tehahertz lasers based on silicon would be
particularly desirable because of their com-
patibility with silicon technology. 

The development of a silicon-based 
terahertz laser is part of the larger effort to
build the first silicon-based laser. The latter
effort recently received a boost with the
announcement of an optically pumped sili-
con Raman laser operating at ~1.7 µm (1).
Such near-infrared wavelengths are impor-
tant for telecommunications.

A cheap and compact source of tera-
hertz radiation would open up many excit-
ing applications (2, 3). Many complex mol-
ecules have rotational and vibrational
modes in this region, and many materials
such as plastics, clothing, and semiconduc-
tors are transparent to terahertz radiation.
Terahertz spectroscopy could therefore be
used to detect and identify explosives,
bioweapons, and narcotics, as well as in
cancer screening and proteomics (the study
of proteins within the body). Terahertz
radiation can also be used for structural
imaging, much like x-rays but with greater
capabilities. For example, because tera-
hertz radiation is readily absorbed by
water, terahertz imaging could be used in
dental or skin cancer imaging to differenti-
ate between different tissue types. Security
screening with terahertz imaging could
detect ceramics as well as metals. Terahertz
imaging would also allow nondestructive
testing of a wide range of products in 
production monitoring.

Current terahertz lasers typically use a
mid-infrared CO2 laser to optically excite the
molecules in a gas cell (4). However, such
systems are complex and expensive. A more
recent development relies on transitions
between impurity states in doped silicon, thus
replacing the gas cell with a more practical
semiconductor crystal. Hübers and co-work-
ers have demonstrated lasing at wavelengths
of 50 to 60 µm (5 to 6 THz) from bulk silicon
doped with phosphorus, bismuth, and anti-
mony at temperatures of up to 30 K (see the
first figure) (5–7). In these systems, the emit-
ted photon energy depends on the energy
spacing of the impurity states and hence on
the dopant species used. The operation of any
laser depends on achieving population inver-
sion, where there are more carriers in an
upper energy level than in a lower one. In
doped bulk silicon, this can occur as a result
of the relatively long lifetime of the excited
state. Recently, Hübers et al. have reported

lasing at similar wavelengths from silicon
monocrystals doped with arsenic (8).

These silicon-based terahertz lasers are
being developed for applications in astron-
omy and atmospheric spectroscopy.
However, they require a separate optical
pump laser and operate only at low temper-
atures. An ideal laser would be electrically
pumped, directly emit terahertz radiation,

and operate at room temperature.
Impurity emission from doped

silicon can also be initiated by elec-
trical pumping. Lv et al. recently
demonstrated impurity-related
electroluminescence from 20 to 50µm (6 to 14 THz) from doped sili-
con under pulsed currents (9). The
results are encouraging and the
devices easy to fabricate, but the
emission degrades above 20 K.
Furthermore, if the devices are to
lase, population inversion is
required, and no evidence of this
was seen for these structures.

In 2002, Köhler et al. reported
the development of a terahertz
quantum cascade laser based on
layered III-V semiconductor het-
erostructures (10). The work was a
major step toward a compact and
practical electrically pumped tera-
hertz emitter. In a quantum cascade
laser, the charge carriers cascade
through a series of layers (“quan-
tum wells”) while emitting multiple
photons (see the second figure).
Population inversion is achieved
through careful control of the life-
times of the upper and lower states.
Quantum cascade lasers offer high

output powers and control of layer thickness,
allowing the emission wavelength to be
designed in. The latest III-V terahertz quantum
cascade lasers produce laser radiation at 2.9
THz with a power of 15 mW at 10 K (11).

However, III-V semiconductors are polar
materials, and photons with energies below
the optical phonon energy (~36 meV for
GaAs) therefore experience strong polar
optical phonon scattering. This effect reduces
the lifetime of the upper state as the tempera-
ture increases and is expected to severely
limit the high-temperature operation of tera-
hertz quantum cascade lasers. Indeed, the
highest operating temperature achieved to
date with a III-V terahertz quantum cascade
laser in pulsed operation is only ~150 K (12). 

Quantum cascade lasers based on sili-
con/germanium heterostructures are not
expected to suffer from this limitation,
because silicon is nonpolar and the silicon-
germanium bond results in negligible polar
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Frequency (THz)
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A terahertz phosphorus-doped silicon (Si:P) laser. A sharp
emission is seen at ~5.5 THz. Such terahertz silicon lasers
may eventually be used on telescopes such as the
Stratospheric Observatory for Infrared Astronomy. Left
inset: Optical pumping of Si:P (blue arrow) leads to 
terahertz laser emission (red arrow). Middle inset: In Si:P,
pump photons excite carriers from the 1s ground state to the
conduction band (c.b.) (blue arrow). The carriers fall to the
2p0 state by nonoptical transitions (gray arrows). During the
optical transition between the 2p0 and 1s states (red arrow),
a photon is emitted. Carriers then return to the 1s state.
1s(A1), 1s(T2), and 2p0 are the atomic-like states of the phos-
phorus dopant atoms.
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optical phonon scattering. In III-V terahertz
quantum cascade lasers, the upper state life-
time is substantially reduced above 40 K, but
in silicon/germanium structures, time-
resolved experiments have shown constant
lifetimes up to ~150 K (13). Silicon also has a
higher thermal conductivity than III-V mate-
rials. A silicon-based quantum cascade laser
therefore promises to be a good candidate for
a room-temperature terahertz source. 

Because of material considerations, all
silicon/germanium quantum cascade struc-
tures investigated to date have been based
on transitions in the valence band.
Unfortunately, the valence band is made up
of many interacting subbands, and the carri-
ers are holes (as opposed to electrons in the

conduction band) with a very
high effective mass. These and
other factors make the design
of successful silicon/germa-
nium quantum cascade struc-
tures more challenging than is
the case for III-V materials. 

Lynch et al. demonstrated
electroluminescence at 2.9 THz from transi-
tions between energy levels in the same well
(14). Bates et al. obtained similar results at 1.2
THz from transitions between energy levels in
neighboring wells; such interwell transitions
promise an increased upper state lifetime (15).
Recently, Paul et al. have grown a cascade
structure with a buried tungsten silicide layer
(16). Such silicides may provide the means to
grow cladding layers with good electrical con-
ductivity but low optical absorption, vital for
successful laser operation.

Optically pumped silicon impurity
lasers in the terahertz range have been
around for some years (5–8), but a compact,
electrically pumped terahertz laser operat-
ing at room temperature remains elusive.

The quantum cascade approach is arguably
the most promising; here, silicon/germa-
nium structures may offer key advantages
over III-V materials for high-temperature
operation. However, serious obstacles must
be overcome before a working silicon quan-
tum cascade laser can be produced.
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I
n the Foundation Trilogy, Isaac Asimov
placed psychohistorian Harry Seldon so
far into the future that Earth, the birth-

place of the Galactic civilization, has been
forgotten (1). Indeed, Star Trek’s teleporting
characters appear far more grounded in real-
ity than Seldon’s mathematical equations
that accurately predict the multigalactic soci-
ety’s fate thousands of years into the future.
Today, when reports about quantum telepor-
tation fill the pages of the best physics jour-
nals, we wonder how long it will be until a
real Harry Seldon produces an accurate
mathematical theory of human behavior.

It may be hard to believe, but conditions
for such a quantitative approach are increas-
ingly in place. Indeed, records of human

actions are already stored in numerous data-
bases. E-mail and phone records document
our social and professional interactions; travel
records and GPS navigation systems capture
our travel patterns and physical locations;
credit-card companies maintain records of
our shopping and entertainment habits.
Although in the wrong hands, these data sets
represent Orwellian tools of power, for scien-
tists they offer incredible insights into human
behavior. Combine this capability with the
sophisticated tool of network theory (2–7),
which analyzes relations between millions of
individuals, and you get a glimpse of an
unprecedented opportunity to quantify
human dynamics. Although a mathematical
theory of social complexity remains a pipe
dream, it is not as farfetched as it may have
appeared in 1942, when Foundation was first
published. Proof of this can be found in the
study by Guimerà et al. on page 697 of this
issue (8). By taking advantage of publicly

available data sets from both artistic and sci-
entif ic f ields, the authors offer powerful
insights into the mechanisms governing col-
lective human behavior.

Traditionally, the achievements of indi-
viduals such as Darwin and Einstein have
dominated the public’s image of science, yet
today some of the most groundbreaking work
is collaborative in nature (see the figure). But
how do such creative teams come about? Are
there discernible differences between collab-
orations that are sparklingly creative and
those that are less inventive? Guimerà et al.
use network theory to answer these ques-
tions. Their starting point is a collection of
fascinating data sets: a century-long record of
Broadway musicals and the publication
records of several fields of science. These
data sets allowed them to reconstruct the col-
laborative history of the individuals who con-
tributed to a particular show or research pub-
lication. The investigators document a chang-
ing creative enterprise in which advances
require an increasing number of contributors.
The history of Broadway is particularly illu-
minating: The team size responsible for pro-
ducing a show increased until the 1930s, after
which it leveled off, fluctuating at around
seven contributors for the past 70 years. In
contrast, science continues to search for its
optimal collaborative setup: The number of
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of the next period.A terahertz quantum cascade laser can have more than 100 such peri-
ods.Population inversion is achieved by designing the upper level to have a longer lifetime
than the lower one, which is rapidly depopulated by the continuum.
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coauthors in each scientif ic f ield has
increased monotonically during the past
decade. It is anyone’s guess when and where it
will reach a maximum. 

Until the late 1990s, the bulk of network
research focused on static properties, which
do not change with time (9). Yet a proper
understanding of most networks requires that
we characterize the assembly process that
generated them. Indeed, a map of such net-
works is not sufficient to understand the
structure of the World Wide Web—we must
describe how documents and links are added
and removed (3). Uncovering all interactions
between proteins is only the first step toward
understanding cellular networks—we must
also explore the importance of gene duplica-
tions and mutations that shape the interac-
tions between proteins and genes (10).
Similarly, to comprehend the structure of the
collaboration map, we must understand how
people form friendships and alliances. Given
that in the professional world friendships are
just as crucial as hard-nosed professional
interests, modeling the evolution of creative
teams may appear to be impossible.
Guimerà’s results indicate otherwise: They
show that a simple model successfully cap-
tures many qualitative features of the net-
work underlying the creative enterprise. In
their study, they distinguish between veter-
ans, who have participated in collaborations
before, and rookies, who are about to see

their names appear in print for the first time.
Two parameters are key: the fraction of vet-
eran members in a new team, and the degree
to which veterans involve their former col-
laborators. If choosing experienced veterans
is not a priority, the authors find that the net-
work will be broken up into many small
teams with little overlap between them. As
the likelihood of relying on veterans
increases, thanks to the extra links to earlier
collaborators, the teams coalesce through a
phase transition such that all players become
part of a single cluster.

Many professional networks—from the
web of actors in Hollywood to scientific collab-
orations (11, 12)—are scale-free (13), that is,
although most individuals have only a few col-
laborators, a few have hundreds and operate as
hubs. The legendary Paul Erdös, the father of
random network theory, with more than 500
collaborators, was probably the best known hub
within mathematics. The model that Guimerà
and co-workers propose does indeed account
for hubs, the emergence of which is rooted in
the rookies’ desire to involve their friends in
new teams. Indeed, the more collaborators an
individual has, the higher the chances are that
he or she will be invited to participate again.
This process—called preferential attachment
in network theory—is responsible for the emer-
gence of hubs through a rich-gets-richer
process (13) in which well-connected individu-
als continue to be in high demand.

How does this assembly process affect the
team’s performance? The results of the
Guimerà et al. study indicate that expertise
does matter: Teams publishing in high-
impact journals have a high fraction of
incumbents. But diversity matters too: Teams
with many former collaborative links offer
inferior performance. Thus, the recipe for
success seems relatively simple: When form-
ing a “dream team” make an effort to include
the most experienced people, whether or not
you have worked with them before. The
temptation to work mainly with friends will
eventually hurt performance.

In Asimov’s classic story, Harry Seldon’s
theory could not handle innovation. To stay
on the predictive side, the Foundation went to
great lengths to freeze all technological
development. Indeed, the most disruptive
social changes humanity has experienced are
intimately tied to new technologies, from the
steam engine to the Internet. It is tempting to
conclude, therefore, that given the unpre-
dictability of potential technologies, a theory
of human dynamics will have no chance of
success until scientific innovation ceases. A
more constructive approach, and one taken
by Guimerà at al., takes us in the opposite
direction, bringing innovation into a scien-
tific and mathematical perspective. 

Finally, will there ever be a Harry Seldon
and a mathematical theory of human behav-
ior? It is easy to maintain that human actions

Evolution of the scientific enterprise. (Left) For centuries, creative
individuals were embedded in an invisible college, that is, a community
of scholars whose exchange of ideas represented the basis for scien-
tific advances. Although intellectuals built on each other’s work and
communicated with each other, they published alone. Most great ideas
were attributed to a few influential thinkers: Galileo, Newton, Darwin,
and Einstein. Thus, the traditional scientific enterprise is best described
by many isolated nodes (blue circles). (Middle) In the 20th century,
science became an increasingly collaborative enterprise, resulting in
such iconic pairs as the physicist Crick and the biologist Watson (left),

who were responsible for unraveling DNA’s structure. The joint publi-
cations documenting these collaborations shed light on the invisible
college, replacing the hidden links with published coauthorships.
(Right) Although it is unlikely that large collaborations—such as the
D0 team in particle physics or the International Human Genome
Sequencing Consortium pictured here—will  come to dominate 
science, most fields need such collaborations. Indeed, the size of 
collaborative teams is increasing, turning the scientific enterprise into
a densely interconnected network whose evolution is driven by simple
universal laws.
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are too complex to be predictable. But skep-
tics are proven wrong each time a waiter
brings them ketchup with their fries, without
having been asked to. A master of consumer
behavior, the waiter concludes that very
likely they will ask for it. In the same way, a
data-driven understanding of human actions
could help us to translate into a predictive
mathematical language the fundamental
principles that drive a society’s collective
behavior. In a world in which all events are
recorded by computers, the conditions for
this research are increasingly in place. The
quantitative accumulation of such data
could easily spark a qualitative change,
helping many disparate facts to fall into a
coherent predictive theory. By demonstrat-
ing that the Web, the cell, or society is driven
by similar organizing principles, network

theory offers a successful conceptual frame-
work to approach the structure of many
complex systems. Perhaps a predictive
framework that captures the dynamics and
the behavior of networks is not too far
behind either. In the light of Guimerà et al.’s
results, we can be sure of one thing: While
pursuing a theory of human behavior, we
could overlook a Harry Seldon. A mathe-
matical theory of human dynamics may not
be the solitary achievement of a genius sci-
entist (14), but will likely emerge from the
combined efforts of an expert team with just
the right combination of expertise, collabo-
rative experience, and fresh ideas.
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O
cean waters are warm in some
places, cold in others, and also vary
widely in their salt content, or salin-

ity. As masses of water transit the globe in
ocean currents, these properties are modi-
fied by air-sea exchanges (including warm-

ing by sunshine and
freshening by rain)
and by subsurface
h y d r o d y n a m i c
processes referred

to as ocean mixing (1). On page 685 of this
issue, Schmitt et al. (2) report direct meas-
urements of one such mixing process.

Measurements of this kind are important
because the temperature and salinity of a
water mass govern its buoyancy, and hence
determine how it rises or sinks across ocean
surfaces of constant density. For example,
the Atlantic overturning circulation, which
transports heat from tropical to subpolar
regions, is supplied with sinking water
through buoyancy loss (mainly from sur-
face cooling) in the far North Atlantic. For
the water mass to complete the circuit, the
lost buoyancy must be regained further
south through some combination of air-sea
exchange and ocean mixing.

Knowledge of ocean mixing is thus a
prerequisite for understanding ocean circu-
lation. Such understanding is greatly aided
by ocean circulation models. Although
these models have become more sophisti-

cated in recent years (3), much room for
progress remains in how they treat mixing,
which occurs on spatial scales much
smaller than the models can represent
explicitly. To this end, measurements like
those of Schmitt et al. (2) provide vital
guidance.

In the absence of extensive data, early
models imposed relatively strong mixing
that was either uniform or a prescribed func-
tion of depth. The prescribed values were
consistent with theoretical estimates of mix-
ing that likewise assumed horizontal unifor-
mity (4). Meanwhile, indirect evidence was
accumulating that mixing throughout much
(and perhaps most) of the ocean might actu-
ally be much weaker. However, these meas-

urements relied on theoretical constructs to
link small-scale temperature and velocity
fluctuations to mixing (5, 6), and were thus
not immune from skepticism.

A more definitive answer was provided
by revolutionary direct measurements that
involved injection of a nearly inert com-
pound, sulfur hexafluoride (SF6), into the
ocean. SF6 can be detected in minute con-
centrations months or even years after
injection. Three large-scale experiments of
this kind have been performed to date. The
f irst of these, the North Atlantic Tracer
Release Experiment of 1992 to 1994, fol-
lowed the vertical spread of SF6 about the
300-m injection depth and showed that con-
clusions drawn from earlier indirect meas-
urements were substantially correct (7).

Though uniquely def initive, tracer-
release experiments require large commit-
ments of funding and ship time and there-
fore must be carefully targeted. The second
study, from 1996 to 1998, involved the
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applies to salinity, was approximately double that of heat.
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release of SF6 at a depth of 4000 m in the
Brazil Basin of the South Atlantic. It
revealed a very different regime, where
mixing is 10 to 100 times as strong as at the
lesser depths sampled by the 1992 to 1994
experiment (8). Indirect measurements
spanning the basin were also performed that
detected elevated mixing in the deepest
ocean over jagged features such as mid-
ocean ridges, but not over smooth abyssal
plains (9). The findings sparked a flurry of
studies that converged on a common con-
clusion: Tidal currents flowing over peaks
and valleys launch undersea waves, which
in turn power elevated mixing (10, 11). This
process largely governs the structure of the
abyssal ocean and contributes substantially
to the dissipation of tides.

The third major tracer-release experiment
is described by Schmitt et al. (see the figure)
(2). Performed in 2001, it targeted yet
another distinct mixing regime which,
though modest in extent, is exotic. In the
upper tropical Atlantic, immediately east of
the Caribbean, the ocean organizes itself into
10 or so steps, each 10 to 30 m high, which
can be laterally coherent for hundreds of
kilometers. Each step consists of a well-
mixed layer bounded above and below by rel-

atively thin interfaces in which temperature
and salinity decrease sharply with depth.

This grand “thermohaline staircase”
clearly owes its existence to salt f ingers,
which are centimeter-scale rising and sink-
ing tendrils that develop where warmer and
saltier water overlies cooler, fresher water.
In laboratory and numerical experiments,
salt fingers mix salinity much more effec-
tively than they mix heat (12, 13), but such a
dichotomy had not been firmly established
in the ocean. The difference in mixing rates
arises (as does salt fingering itself) because
molecular diffusion of salt is 100 times
slower than the diffusion of heat; thus,
excess salinity is “locked” into sinking fin-
gers, whereas excess heat tends to leak
away. Because SF6 diffuses at nearly the
same rate as salt, its transport by salt finger-
ing should also be comparable.

Based on SF6 dispersion, Schmitt et al.
deduce a mixing rate for salinity that is
approximately double that inferred indirectly
for temperature. This rate is intermediate
between the mixing rates in the upper eastern
North Atlantic (7) and those in the deep
Brazil Basin (8). A crucial property of mixing
by salt fingering is that it tends to enhance the
density contrasts between the abyssal and

upper ocean, whereas mixing driven by tides
and winds reduces the density contrasts.

The results reported by Schmitt et al. (2)
supply one more piece of a puzzle that
oceanographers must assemble to achieve a
fuller understanding of ocean mixing. This
understanding will in turn lead to more
accurate and reliable models of the oceans
and of climate.
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M
olecular motors abound in the cell.
Myosin motors power muscle con-
traction, kinesin motors move vesi-

cles from one end of the cell to the other, and
the ribosome processes along RNA. These
linearly operating molecular motors are all
powered by cleavage of the universal “fuel”
molecule ATP (adenosine 5´-triphosphate).
The ATP synthase (or F-ATPase), which pro-
duces ATP, is a f ine example of one of
nature’s rotary motors. F-ATPase consists of
two coupled motors, one electrically driven
and the other chemically driven. There are
several types of rotary motors, but only three
are electrically driven: the F0-portion of the
F-type ATPase, the V0-portion of V-type
ATPases, and the flagellar motor of bacteria.
The first two obey similar construction prin-
ciples, whereas the bacterial flagellar motor
is quite different. But all three types of rotary
motor contain a central, ion-binding rotor
ring that is embedded in the respective cou-

pling membrane of the cell. The first high-
resolution crystal structures of this ring are
now revealed by Meier et al. on page 659 (1)
and Murata et al. on page 654 (2) of this
issue. Meier and colleagues report the struc-
ture at 0.24-nm resolution of the c ring of the
F-type Na+-ATPase from Ilyobacter tartari-
cus (1). Meanwhile, Murata and co-workers
present the structure at 0.21-nm resolution of
the K ring of the V-type Na+-ATPase from
the bacterium Enterococcus hirae (2). Some
of the newly revealed properties are in keep-
ing with current mechanistic models,
whereas others defy previous postulates. 

F-type ATPases usually synthesize ATP
at the expense of ion-motive force, whereas
V-type ATPases generate ion-motive force at
the expense of ATP hydrolysis. Some
ATPase subunits share sequence homology,
whereas others are unique to each ATPase
family (3). ATPases transport either protons
(H+) or less commonly sodium cations (Na+)
across their respective coupling membrane.
These enzymes are constructed from two
rotary motors—the ion-driven motor F0 and
the chemical generator F1 in F-type ATPases,
and the V0 and V1 motor/generators in V-type
ATPases. The membrane-embedded F0 and

V0 domains mediate the movement of either
protons or Na+ ions across the membrane,
and the peripheral F1 and V1 domains inter-
act with ADP, inorganic phosphate, and ATP
(see the figure). F0 and F1, and V0 and V1,
respectively, are mechanically coupled by a
central rotating shaft and are held together by
an eccentric stalk. The central shaft together
with the ring to which it is firmly attached is
termed the rotor, and the rest of the ATPase is
called the stator. The ion-driven rotation of
the central c ring in F-type ATPases or K ring
in V-type ATPases relative to the peripheral
subunits of the F0 or V0 domains generates
torque. Transmission of this torque to the F1
or V1 domains drives them to operate over
the three C3-symmetrical reaction sites
where ATP is assembled from or cleaved into
ADP and inorganic phosphate in a stepped
rotation. The c ring in F0 is composed of 10,
11, or 14 identical polypeptides depending
on the organism (4–6). The 10 to 14 steps
that mark progression of the c ring are
adapted to the nonmatching C3 symmetry of
F1 owing to the elasticity of the rotary power
transmission between the two motors, which
is essential for their working together 
efficiently (7, 8). Previous structural data for
the c ring of F0 were derived from nuclear
magnetic resonance (NMR) (9), cryo–elec-
tron microscopy (cryo-EM) (10), x-ray crys-
tallography (6), and atomic force
microscopy (4, 5). However, these structural
data lacked sufficient resolution. An NMR
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structure of the monomeric c subunit in a
mixed solvent (9, 11) has been widely used
in modeling studies, and also for refining
one x-ray–derived model of the c ring (6). 

The new crystal structures of both the c
ring of F0 (1) and the K ring of V0 (2) reveal a
concave barrel with a pronounced waist in the
middle, and an inner septum that is probably
filled with and electrically sealed by mem-
brane lipids in vivo. The K ring of V0 is about
twice as wide as the c ring of F0, and Na+ bind-
ing sites are found in the waist of both F0 (1)
and V0 (2). Each protomer in the ring carries
an essential, ion-binding glutamic acid

residue (Glu) in the middle of the respective
carboxyl-terminal helix: Glu65 in the hairpin-
shaped subunit c of F0 from I. tartaricus (1)
and Glu139 in the subunit K double-hairpin of
V0 from E. hirae (2). To appreciate the new
features of both structures, we need to con-
sider how F0 and V0 may generate torque
(12–14). The ring is thought to undergo
Brownian rotational fluctuations relative to
the membrane portion of the stator (see the
figure). Fluctuations are subject to two elec-
trostatic constraints: The essential glutamic
acid residues in the ring must be negatively
charged when facing the positive stator and
neutralized by cation binding when facing
hydrophobic membrane lipids (see the fig-
ure). Two access channels for ions—that are
on either side of the stator, (and are not colin-

early located), thus creating chirality—com-
plete the electromotor. A cation that enters
through the lower access channel and binds to
the essential glutamic acid residue in the ring
relieves the electrostatic constraint such that
the ring is allowed to move one step farther
counterclockwise. Thus, the cation concentra-
tion gradient determines the direction of
rotary motion: counterclockwise if it is posi-
tive in the lower compartment, and clockwise
if it is negative in the lower compartment. In
this way, ion flow generates torque. This
Brownian ratchet generates directed motion
based on stochastic thermal fluctuations of the

ring against the stator and of ions flowing into
and out of the access channels. Since it was
first proposed, this concept has been modified
in two different ways: by invoking a swiveling
motion of one of the two helices of the hairpin,
and by assuming that the essential glutamic
acid residue in the repetitive hairpins is
directly accessible from one aqueous com-
partment. Both of these modifications are not
supported by the new structures. First, the new
c-ring crystal structure of F0, unlike the previ-
ously assumed one, is now fully compatible
with c-to-a cross-linking data (15, 16). This
eliminates the need to assume swiveling as
pointed out by Meier and colleagues (1).
Instead, the electromotor might operate by
rotation of the rigid ring. Second, the one-
channel model proposed by Dimroth’s group

(13, 17) is not supported by the new ring struc-
tures, as Murata et al. point out (2). Neither the
c-ring nor K-ring structures provide any obvi-
ous clues about the free accessibility from one
side of the essential glutamic acid residue in
the ring, but note the argument made by Meier
et al. (1), who still favor free accessibility
from one side.

The two-channel-and-ring Brownian
ratchet (12) remains a viable model for torque
generation in both the F-type and V-type 
electromotors. An alternative is the power-
stroke model (see the f igure, C). In this
model, a cation moves across the membrane
only when positioned between two half-
cylindrical channels at the point of their over-
lap, one half-channel being on the rotor and
the other on the stator (18). Because of the
oblique orientation of one half-channel and
the straight orientation of the other, a moving
cation forces the ring to rotate. This simple
power-stroke-only mechanism (see the 
figure) is difficult to accept because the new
ring structures show the bound ions moving
around with the ring. The Brownian ratchet
thus remains the most probable mechanism.
Whether there are partial power-stroke 
elements at the interface of contact between
the ring and the stator might be revealed by
future high-resolution structures of the stator
elements apposed to the ring.

It has come as a surprise to those working
on V-type ATPases that the crystal structure
of the Na+-translocating K ring shows
decameric symmetry (2). Indeed, Murata and
co-workers recently proposed a heptameric
structure on the basis of single-particle classi-
fication of cryo-EM images (19). On the one
hand, this discrepancy will certainly prompt a
reconsideration of the reliability of single-
particle image analyses. On the other hand, it
raises the question of whether the present K-
ring structure of the V-type ATPase from E.
hirae can be extrapolated to the V-type
ATPases of other organisms.

The structural symmetry of the F0 c ring
(10–14) versus the c ring of F1 implies a H+-
to-ATP stoichiometry of 3.3 to 4.7 (which
favors ATP formation). In eukaryotic V-type
ATPases, six (double hairpin-shaped) c sub-
units, each with only one ion-binding residue,
may compose the c ring, equivalent to the K
ring in E. hirae. This suggests an H+- to-ATP
stoichiometry of 2 to 1 (6 to 3), which would
favor ATP hydrolysis and proton pumping
against a large pH difference by the V-ATPase
(20). This low gear ratio has been held respon-
sible for the generation of a very acidic inter-
nal pH in certain organelles, for example, pH
2 in vacuoles of lemon fruit cells. This acidic
pH, as well as a voltage of 250 mV generated
by a V-type ATPase in the insect midgut, is dif-
ficult to reconcile with the presence of 10 K
subunits forming the rotor ring of the V-type
ATPases [gear ratio of 3.3 (10 to 3)]. The sug-
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A turning point for ATPase. (A) The F-type ATPase is composed of the F1 domain—which interacts
with ATP,ADP, and phosphate—and the F0 domain, which moves ions across the respective coupling
membrane. Both domains are mechanically coupled by a central rotary shaft and an eccentric stalk.
The membrane-embedded F0 domain contains the c ring, formed from identical hairpin-shaped pro-
tomers. Ion flow (here proton flow) spins the c ring relative to peripheral subunits of F0, thereby gen-
erating torque, which is transmitted by the rotary shaft to the F1 domain. F1 carries three reaction
sites for ATP synthesis/hydrolysis. (The figure is composed of several partial structures of F-ATPase
from various organisms.) (B) The Brownian rotary ratchet mechanism of ion conduction by an F-type
ATPase (12, 21). (C) Ratchet versus power-stroke mechanism of torque-generating ion translocation.
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gestion by Murata et al. (2) that the same ratio
may also be true for eukaryotic V-type
ATPases implies that we may have to rethink
how an internal pH of 2 is formed in the 
vacuoles of lemon cells or just accept that the
c ring of eukaryotic V-type ATPases (assem-
bled from three different gene products) has a
different symmetry. High-resolution struc-
tures of the V0 domain of the eukaryotic V-
type ATPase will hopefully resolve this issue. 
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I
f you see a person sitting at a dining table
and scooping out soup with a spoon, you
naturally understand the person’s intention

is to eat the soup with the spoon. However, if a
baby is sitting next to that person, the action of
scooping out the soup may be followed by the
action of feeding the baby. When we under-
stand the intentions of other people through
their actions, “action” (in this case, scooping
out the soup) should be understood in context.
What brain mechanisms link action under-
standing to a particular context? With regard to
action understanding, a class of neurons in the
brain called “mirror neurons” are thought to be
important because of their amazing ability to
transmit electrical impulses not only during
the execution of a particular action, but also
during observation of the equivalent action
being carried out by someone else (1–4). The
name mirror neuron reflects this remarkable
degree of visuo-motor congruency. If mirror
neurons also are involved in the understanding
of intention, then they must be activated
according to the context in which the action
occurs. On page 662 of this issue, Fogassi et al.
(5) explore mirror neurons in the inferior pari-
etal cortex of the monkey brain, and report a
relationship between mirror neurons and the
encoding of the context under which actions
occur. Their findings suggest that mirror neu-
rons in the inferior parietal cortex may be
responsible for understanding the intention of
action in other people.

Mirror neurons were originally discov-
ered in monkeys, first in the ventral premotor

cortex of the frontal lobe and then in the infe-
rior parietal cortex (2, 6). Recordings from
single neurons in the monkey brain revealed
several interesting features of mirror neurons
in addition to their congruent visuomotor
responses (2). First, activation of mirror neu-
rons appears to require biological motion;
that is, even if a mirror neuron shows a spe-
cific response to the observation of grasping,
it does not respond when grasping is
achieved using an artificial tool such as pli-
ers. Second, not only visual information but
also the sound of a particular action (such as
tearing paper) can induce mirror neurons to
f ire. Third, activation of mirror neurons
requires the achievement of the goal of the
action. For example, the observation of
grasping an object can activate mirror neu-
rons, but the observation of fake grasping in
the absence of an object, or of the object but
without any grasping action, cannot evoke
such discharges. Interestingly, under condi-
tions where monkeys clearly understand that
the goal of action has been achieved, mirror
neurons respond even when the end of the
action is occluded from their sight.

The third property, the requirement of
goal-directed action, prompts an expecta-
tion that, to some degree, mirror neurons
participate in understanding the intention
underlying action. However, because previ-
ous experiments identif ied this goal
dependency only in terms of the contact
between individuals and target objects, this
property alone seems to be insufficient for
understanding intentions that require infor-
mation about the context or the “hypergoal”
of actions. In their new work, Fogassi et al.
(5) recorded the discharges of neurons in
the rostral part of the inferior parietal cortex

(areas PF and PFG) of the monkey brain as
the monkeys carried out a behavioral test
with different action contexts. These inves-
tigators identif ied neurons that not only
have mirror properties but also are able to
encode actions in a context-dependent way. 

The authors introduced two action con-
texts (see the figure, B). Under one set of cir-
cumstances, monkeys reach toward and
grasp a food pellet, then eat it; under the other
set, monkeys reach toward and grasp a non-
food pellet and then place it inside a con-
tainer. The action of grasping an object is a
component common to the two situations,
but one that is followed by two different final
goals: grasp-to-eat or grasp-to-place. One
population of neurons showed discharges
specifically related to the grasping action.
The activity of these grasping-related neu-
rons was often modulated by the context of
the action. For example, some of these neu-
rons showed higher discharge rates during
grasping followed by eating relative to grasp-
ing followed by placing, and some showed
the opposite behavior. Control experiments
supported the idea that this modulation was
specifically dependent on the circumstance
of the action, and was not due to differences
in the target object (food or nonfood) or to
kinematics (the path or velocity of motion.)
These findings suggest that neurons in the
inferior parietal cortex encode particular
actions in context-dependent ways.

Of even more interest, the authors reveal
that this context-dependent encoding of
action has a close relationship with the mirror
properties of neurons in areas PF and PFG
(see the figure, C). They examined mirror
neurons that fire during both grasping execu-
tion and grasping observation. Among these,
some mirror neurons also exhibited context-
dependent modulation, and selectivity of this
modulation was preserved across both execu-
tion of the action and observation of the
action carried out by another individual.
Thus, if a mirror neuron exhibited higher fir-
ing rates during execution of a grasp-to-eat
action relative to a grasp-to-place action, this
neuron also exhibited greater activation dur-
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ing observation of a
grasp-to-eat action
relative to a grasp-to-
place action carried
out by someone else.

Although the
quantitative evi-
dence is weak, the
authors synthesize
an attractive hypoth-
esis from these
results. They postu-
late that the coexis-
tence of mirror prop-
erties and context-
dependent action
encoding in the inferior parietal
cortex provides the basis for
understanding intention (see the
figure, A). Neurons in the intra-
parietal sulcus, located dorsal to
the brain regions investigated in
the Fogassi et al. study, have been
implicated in several cognitive functions that
require integration of sensory and motor
information, such as movement planning,
spatial attention, and decision-making (7–9).
In particular, planning a specific movement
can be considered a part of the representation
of intention (9). On the other hand, the effect
of attention can be a confounding factor for
the situation-dependent modulation of mirror
neuron activity presented here (7). Because
grasp-to-eat seems to be a more intrinsic
behavior for monkeys than grasp-to-place, it
is possible that the grasp-to-eat task readily
captures their attention. Indeed, the data pre-
sented here indicate that a greater number of
inferior parietal neurons preferred a grasp-to-
eat condition over a grasp-to-place condition.
Regarding Fogassi et al.’s experimental
design, it might have been better if different
behavioral conditions had been balanced
from an ecological point of view.

The imaginative experiments presented
here raise further questions. First, so far, no
experimental data exist concerning whether
firing of mirror neurons in the ventral pre-
motor cortex also show modulation by the
action circumstances as is the case with mir-
ror neurons in the inferior parietal cortex.
Exploring functional differences between
ventral premotor and inferior parietal mirror
neurons is of particular interest. Second,
cognitive deficits caused by the disruption
of mirror neurons have not yet been clearly
identif ied. Although some clinical case
studies have suggested that damage around
the frontal opercular region (which probably
contains mirror neurons) causes deficits in
understanding actions, experimental lesions
in monkey mirror neurons will provide more
direct and informative evidence of this.
Third, as current hypotheses claim, the prop-
erties of mirror neurons may explain the

neuronal mechanisms that underlie the abil-
ity to associate self and others through
actions, such as the understanding of action
and intention, imitation, and shared atten-
tion. However, such cognitive abilities are
further developed and behaviorally more
relevant in humans than in monkeys. The
question is whether such human cognition
can be explained by an extension of the find-
ings with mirror neurons or whether there
are additional neuronal mechanisms that are
specific to humans. In particular, there is a
debate concerning the possibility that mirror
neurons constitute a prototype neuronal
mechanism underlying human theory of
mind or language ability (2–4). To investi-
gate evolutionary aspects of the function of
the mirror neuron system, we need compar-
ative functional studies between monkeys
and humans (10). Although elucidation of
their precise roles in cognition in monkeys
and humans awaits further experimental and

theoretical investigation, the astonishing
properties of mirror neurons point to a
unique principle that our brains use to link
self to nonself.
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Through the mirror neuron:And what Alice understood there. (A) Mirror neurons can be activated
not only when Alice reaches for Humpty Dumpty’s hand but also when she looks at Humpty reaching
for her hand.Through the activity of her mirror neurons,Alice can understand the action and intention
of Humpty. (B) In their study, Fogassi et al. (5) provide monkeys with two action contexts: reaching
toward and grasping a food pellet that the animals eat, and reaching toward and grasping a nonfood
pellet that the animals place inside a container. Note that the action of grasping is common to the two
contexts. (C) Top: Context-dependent modulation of mirror neuron activity in monkey parietal cortex
during the execution of an action. The mirror neuron shows higher firing rates around the time of
grasping followed by eating (left) relative to grasping followed by placing (right). Neuronal firing rates
are indicated by peristimulus time histograms. Bottom: Context-dependent modulation of mirror 
neuron firing during observation of the action. The same neuron as in the top panel is also activated
during the monkey’s observation of grasping by an experimenter. Again, activity of the mirror neuron
is modulated by the particular action context; that is, activity is higher when grasping is followed by
eating relative to grasping followed by placing an object. Note that the preference for context depend-
ency is preserved across the top and bottom panels. [(C) is modified from figure 5 of (5)]
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The Influence of Social Hierarchy
on Primate Health

Robert M. Sapolsky

Dominance hierarchies occur in numerous social species, and rank within them can greatly
influence the quality of life of an animal. In this review, I consider how rank can also
influence physiology and health. I first consider whether it is high- or low-ranking ani-
mals that are most stressed in a dominance hierarchy; this turns out to vary as a func-
tion of the social organization in different species and populations. I then review how the
stressful characteristics of social rank have adverse adrenocortical, cardiovascular, repro-
ductive, immunological, and neurobiological consequences. Finally, I consider how these
findings apply to the human realm of health, disease, and socioeconomic status.

O
ne of the greatest challenges in

public health is to understand the

Bsocioeconomic gradient.[ This refers

to the fact that in numerous Westernized

societies, stepwise descent in socioeconomic

status (SES) predicts increased risks of cardio-

vascular, respiratory, rheumatoid, and psychiat-

ric diseases; low birth weight; infant mortality;

and mortality from all causes (1–4). This rela-

tion is predominately due to the influence of

SES on health, rather than the converse, and the

disease incidences can be several times greater

at the lower extreme of the SES spectrum.

One set of questions raised by the gradient

concern its external causes. Despite human aver-

sion to inequity in some settings (5), many West-

ernized societies tolerate marked SES gradients

in health care access. Is this the predominant

cause of the health gradient, or is it more a func-

tion of differences in lifestyle risk factors or of

the psychosocial milieu in which poverty occurs?

Another set of questions concern the

physiological mediators of the SES-health

relationship—how, in a frequently used phrase

in the field, does poverty get under the skin?

These physiological questions are difficult to

study in humans, and an extensive literature

has focused instead on nonhuman animals. De-

spite the demonstration that some nonhu-

man species can also be averse to inequity (6),

groups of social animals often form dominance

hierarchies, producing marked inequalities in

access to resources. In such cases, an ani-

mal_s dominance rank can dramatically in-

fluence the quality of its life. Does rank also

influence the health of an animal?

The study of rank-health relations in animals

has often been framed in the context of stress

and the idea that animals of different ranks

experience different patterns of stress (Fig. 1).

A physical stressor is an external challenge to

homeostasis. A psychosocial stressor is the

anticipation, justified or not, that a challenge to

homeostasis looms. Psychosocial stressors

typically engender feelings of lack of control

and predictability and a sense of lacking

outlets for the frustration caused by the

stressor. Both types of stressor activate an

array of endocrine and neural adaptations (Fig.

2). When mobilized in response to an acute

physical challenge to homeostasis (such as

fleeing a predator), the stress response is

adaptive, mobilizing energy to exercising

muscle, increasing cardiovascular tone to

facilitate the delivery of such energy, and in-

hibiting unessential anabolism, such as growth,

repair, digestion, and reproduction. Chronic

activation of the stress response by chronic

psychosocial stressors (such as constant close

proximity to an anxiety-provoking member of

one_s own species) can increase the risk of

numerous diseases or exacerbate such pre-

existing diseases as hypertension, athero-

sclerosis, insulin-resistant diabetes, immune

suppression, reproductive impairments, and

affective disorders (7).

In most social species, dominance rank

influences the extent to which an individual

sustains physical and psychosocial stressors.

Thus, dominance rank can potentially influence

an individual animal_s vulnerability to stress-

related disease. In this review, I first consider

which social ranks are most stressful, with an

emphasis on nonhuman primates; stress can be

experienced by both high- and low-ranking

animals, and it varies as a function of the social

organization in different species and popula-

tions. I then review the pathology that occurs in

animals suffering from the most rank-related

social stress. Finally, I consider the relevance of

these hierarchy/health relationships to humans.

Which Ranks Are More Stressful?

No consensus exists as to whether dominant

or subordinate animals are more physiolog-

ically ‘‘stressed.’’ Research in the 1950s, since

discredited, argued that high rank was more

physiologically stressful (that is, the ‘‘execu-

tive stress syndrome,’’ which was purportedly

valid for both humans and other primates) (8).

By the 1960s, the prevailing view had become

that lower dominance rank carries the greatest

risk of stress-related disease (9). It has now

become clear that this too is an incorrect gen-

eralization. The contemporary view reflects

the heterogeneity that is the core of ethology:

Rank means different things in different spe-

cies and populations. Patterns that occur amid

this heterogeneity help to resolve many in-

consistencies in the data, showing that the

rank that experiences the most physical and

psychological stressors tends to display the

most severe stress-related pathologies (Fig. 2).

Resource inequity. The extent to which

resources are divided unequally among indi-

viduals varies as a function of the dominance

style of different species. At one extreme are

top-down ‘‘despotic’’ hierarchies in which

resource access is skewed markedly and dom-

inant positions are attained through aggression

and intimidation. In contrast, bottom-up ‘‘egal-

itarian’’ hierarchies have more equal resource

distribution, and dominance is attained with the

support of subordinate individuals (10). As will

be seen, social subordination in despotic species

can be associated with the greatest physiolog-

ical indices of stress. In contrast, this is not a

feature of subordination in egalitarian species.

Maintenance of dominance. In some spe-

cies, rank is lifelong and inherited (for example,

in female rhesus monkeys); in others, it may

fluctuate, reflecting what has been aptly termed

shifts in group ‘‘politics’’ (11). In species where

ranks shift, how does an individual, once

attaining a high rank, maintain it? At one ex-

treme among species with despotic hierarchies,

high-ranking individuals frequently and aggres-

sively reassert their domination over the subor-

dinate cohort (even in the absence of an overt

challenge). In such species, which include

dwarf mongooses, African wild dogs, and

ring-tailed lemurs, dominant individuals have

the greatest physiological indices of stress, most

plausibly reflecting the physical demands of

frequent fighting (12, 13). In contrast, in other
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despotic species, high-ranking individuals main-

tain dominance through psychological intimida-

tion rather than aggression (where, for example,

mere eye contact with the alpha individual

might elicit subordination gestures). In such

cases (e.g., savanna baboons, rhesus and

squirrel monkeys, mice, rats, and white-throated

sparrows), subordination is associated with the

greatest physiological indices, plausibly re-

flecting the frequent psychological stressors for

subordinates and the paucity of physical

stressors for dominant individuals (12–18).

Breeding style. In many species, including

some Old World primates, dominant alpha

individuals of both genders monopolize breed-

ing through aggression and intimidation. This

can be sufficiently stressful to impair fertility

in subordinates, producing ‘‘social contra-

ception.’’ A different picture occurs in coop-

erative breeders, where one breeding female

dominates other females, who are anovu-

latory. However, this subordination is mini-

mally stressful, not involving aggression or

harassment by the dominant female. Instead,

the anovulatory individuals are mostly younger

sisters, waiting their turn to breed and helping to

raise nieces and nephews (19). Among coop-

erative breeders such as marmosets, ring-tailed

lemurs, marmots, wolves, and Florida scrub

jays, subordinates show no more stress-related

pathophysiology than do dominant individuals

and may even have fewer indices (13, 19–21).

Stability of social ranks. When the hierar-

chy is stable in species where dominant in-

dividuals actively subjugate subordinates, it is the

latter who are most socially stressed; this can

particularly be the case in the most extreme ex-

ample of a stable hierarchy, namely, one in which

rank is hereditary. This reflects the high rates of

physical and psychological harassment of sub-

ordinates, their relative lack of social control and

predictability, their need to work harder to obtain

food, and their lack of social outlets such as

grooming or displacing aggression onto someone

more subordinate. During major hierarchical

reorganization, however, dominant individuals

at the center of the social tensions typically

experience the greatest amounts of physical and

psychological stress. As a result, during such

reorganization among wild baboons or soon after

group formation among species of captive

primates, dominant individuals have the greatest

physiological indices of stress; this has been

shown in talapoin monkeys, squirrel monkeys,

various macaque species, wild baboons, and

chimpanzees. Once hierarchies stabilize, subor-

dination becomes associated with the greatest

physiological indices of stress (22).

Subordinate coping strategies. Stress-

related physiological endpoints not only reflect

the frequency and severity of stressors but also

the availability and efficacy of coping outlets.

Such outlets most commonly involve social

support (such as grooming, physical contact, or

coalition formation). Moreover, the occurrence

in some species of reconciliative behaviors

between two individuals shortly after a compet-

itive interaction can be interpreted as a coping

outlet for the loser of that interaction (23). The

issue of coping outlets has been examined in a

meta-analysis of rank-physiology relationships

in both genders of an array of primate species.

Fig. 1. (A and B) Affiliative behavior among subordinates can reduce the effects of stress. (A) Chimpanzees engage in social
grooming. (B) A female tamarin monkey cares for another’s young while the mother feeds. (C and D) Stressful dominance
behavior may take physical or psychosocial forms. (C) Male savanna baboons may fight over a kill. (D) A dominant male baboon
intimidates a subordinate. [Image credit: Carin Cain/Science]
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Numerous variables related to social structure

were considered, and three were collectively

highly predictive of the occurrence of elevated

stress hormone levels among subordinate

animals: (i) high rates of being subjected to

stressors; (ii) low availability of social support;

and (iii) minimal presence of kin (24).

Subordinate avoidance of dominants. The

inability to physically avoid dominant indi-

viduals is associated with stress, and the ease

of avoidance varies by ecosystem. The spa-

tial constraints of a two-dimensional terrestrial

habitat differ from those of a three-dimensional

arboreal or aquatic setting, and living in an

open grassland differs from living in a plain

dense with bushes. As an extreme example,

subordinate animals in captivity have many

fewer means to evade dominant individuals

than they would in a natural setting (25). Thus,

although dominant wolves have elevated stress

hormone levels in the wild (21), subordinates

demonstrate this trait in captivity (26).

Subordinants’ use of alternative strategies.

Implicit in being subordinate are the notions that

one has reduced access to desirable resources

and that this can translate into reduced Darwin-

ian fitness. Sometimes, however, subordinate

animals can pursue alternative behavioral strat-

egies that, in effect, move them outside the

hierarchy. For example, low rank among males

of various Old World monkey species, as the

result of male-male competition, has been

thought to mean minimal reproductive access

to females. However, females actually have

considerable control over who they mate with.

These are often low-ranking individuals with

whom they have affiliative relationships (such as

frequent, nonsexual bouts of reciprocal groom-

ing) (27). Such males not only have greater

reproductive success than originally thought but

also fewer physiological indices of stress than

would be expected for their rank (28).

A different alternative strategy occurs

among orangutans. Dominant males have pro-

nounced secondary sexual characteristics,

whereas subordinate individuals appear ‘‘juve-

nile.’’ This appearance is not merely a chrono-

logical stage. Instead, it is a state of arrested

development in the presence of a dominant

male and can persist for years. When the domi-

nant male is removed, the apparently juvenile

individual develops secondary sexual traits.

This arrested state might seem to be a case of

stress-induced social contraception. However,

‘‘juvenile’’ males are fertile, have some repro-

ductive success (as they will force copulations

when a dominant male is absent), and do not

have elevated stress hormone levels or stress-

related reproductive impairments. Rather than a

stress-induced pathology, the arrest appears to

be an alternative strategy. It is actually males in

the process of the conspicuous, slow transition

to the dominant form with the most marked

physiological indices of stress (29).

Stress of dominating mating. In species with

a sharply demarcated mating season, or where a

few males disproportionately dominate mating,

male-male competition for mating access can

be fierce, dangerous, and at the cost of feeding

and of affiliative behaviors. This raises the

ironic possibility that dominant males may be

sufficiently stressed by such competition that

their testicular axes are suppressed. However,

various endocrine mechanisms have evolved

that buffer reproductive physiology under that

circumstance, either through blunting the re-

lease of stress hormones or blunting their ability

to suppress the testicular system (30).

Atmosphere and culture. The nature of

dominance varies with species and gender. Ad-

ditionally, different populations of a species vary

in their social milieu, and rank-physiology

relationships can vary as well. For example, pat-

terns of foraging by subordinate female spotted

hyenas differ markedly between the enclosed

Ngorongoro Crater and the open Serengeti

Plains in East Africa, and only in the latter is

subordination associated with elevated stress

hormone levels (31). As another example, the

elevated stress hormone levels observed among

subordinate female macaques do not occur in a

troop with atypically high rates of affiliative

support (32, 33). In the realm of animal

‘‘culture,’’ multigenerational transmission of a

culture of low aggression and high affiliation in

a troop of wild baboons results in subordinate

males that do not display the stress-related

pathophysiology found in other troops (34).

Personality. Precedent exists for modulation

of stress reactions by individuals’ personalities.

For example, independent of rank, primates

who distinguish poorly between threatening

and neutral stimuli, lack social outlets for

support, and are hyperreactive to novelty have

elevated stress hormone levels (35, 36) and

increased rates of atherosclerosis (37).

Thus, under a variety of circumstances, so-

cial dominance can be associated with the

most stress-related pathology, whereas in other

situations, this is a trait of subordinate individ-

uals. Are there common themes underlying

this variability? Broadly and logically, adverse

physiological profiles are most pronounced

among animals of the rank exposed to the most

physical and psychological stressors. This can

arise from (i) low degrees of social control and

predictability (as in dominant animals in unsta-

ble hierarchies and subordinate animals in small

living spaces); (ii) a paucity of outlets after ex-

posure to stressors (such as subordinate indi-

viduals in species lacking alternative strategies

to hierarchical competition); (iii) a paucity of

social support (for example, subordinate ani-

mals in settings with few kin and little access

to social grooming); or (iv) high rates of phys-

ical stressors (such as dominant individuals

who, as a function of their species or the insta-

bility of their hierarchy, must constantly reassert

their dominance by physical means). Moreover,

these links between rank and pathology can

be made even more dramatic by the culture

of a particular social group and by a personal-

ity prone toward interpreting ambiguous social

circumstances as psychologically stressful.

Negative Physiological Effects of
Stressful Social Ranking

Studies of both feral and captive animal pop-

ulations show that animals with specific
Fig. 2. Physiological correlates of the more stressful social rank. [Image credit: Bayard Colyear,
Stanford Visual Arts Services]
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dominance ranks tend to show characteristic

stress-related physiological profiles (Table 1).

We know that a particular rank gives rise to

a particular physiological profile, rather than

visa versa, because studies of individual cap-

tive animals before they are placed in social

groups indicate that physiological profiles of

singly-housed subjects do not predict their

subsequent ranks in a social group (38).

Several stress-related physiological end-

points have been found to be sensitive to rank.

The most frequently studied endpoint is the

blood level of glucocorticoids (GCs), adrenal

steroid hormones that are secreted during

stress, such as cortisol or hydrocortisone in

primates and corticosterone in many rodent

species. GCs typify the double-edged nature

of the stress response, as they help mediate

adaptation to short-term physical stressors yet

are pathogenic when secreted chronically.

Consistently, animals who are more social-

ly stressed by the dominance hierarchy show

indices of hyperactivity of the GC system. This

includes elevated basal levels of GCs, the en-

larged adrenal glands that accompany such

increased secretion, a sluggish GC stress re-

sponse in the face of a major homeostatic chal-

lenge, and impaired sensitivity of the system

to negative feedback regulation.

In some cases, it is dominant individuals

who show this profile. This includes species

where dominant individuals have to repeat-

edly and physically reassert their rank (e.g.,

feral populations of dwarf mongooses, Afri-

can wild dogs, female ring-tailed lemurs, and

male chimpanzees) (12, 13, 39); those that are

cooperative breeders (feral wolves and captive

marmosets and tamarins) (16, 21); and those

with transient periods of major rank instabil-

ity (feral baboons and captive populations of

talapoin, squirrel, and rhesus monkeys) (22).

In contrast, this profile is seen among sub-

ordinate individuals in species where high rank

is maintained through nonphysical intimida-

tion and the hierarchy is stable (feral male

baboons and captive populations of squirrel

and rhesus monkeys, tree shrews, rats, and mice)

(22, 40, 41); where subordinates are exposed

to frequent social stressors amid low availa-

bility of social support and minimal presence

of kin (feral ring-tailed lemurs and captive

populations of male rhesus or female talapoin

monkeys) (13, 24); and when animals are in an

enclosure too small to allow subordinate in-

dividuals to evade dominant ones (26).

A second prominent feature of the stress

response is secretion of the catecholamine hor-

mones (epinephrine and norepinephrine). These

hormones of the sympathetic nervous system are

secreted within seconds of the onset of a stressor

(versus minutes for GCs) and have many of the

same effects as GCs upon metabolism and

cardiovascular tone. Thus, as with GCs, although

the acute secretion of catecholamines is adapt-

ive, prolonged secretion can be pathogenic. The

speed with which catecholamines are secreted

typically precludes measuring basal circulating

levels (because of the stress caused by the

restraint of subjects for taking blood samples),

and the hormones are poorly and variably pre-

served in urine and feces. Thus, little is known

about rank-catecholamine relationships.

Prolonged stress adversely affects cardiovas-

cular function, producing (i) hypertension and

elevated heart rate; (ii) platelet aggregation and

increased circulating levels of lipids and choles-

terol, collectively promoting atherosclerotic pla-

que formation in injured blood vessels; (iii)

decreased levels of protective high-density lipo-

protein (HDL) cholesterol and/or elevated levels

of endangering low-density lipoprotein (LDL)

cholesterol; and (iv) vasoconstriction of damaged

coronary arteries. A small literature demonstrates

that animals who are more socially stressed by

the dominance hierarchy demonstrate (i) basal

hypertension; (ii) a sluggish activation of the

cardiovascular stress response after a challenge

and delayed recovery when it abates; (iii) a

pathogenic cholesterol profile; and (iv) increased

vulnerability to the atherogenic effects of a high-

fat diet. These are traits of subordinate individuals

when the dominance hierarchy is stable (among

captive fascicularis macaques of both genders

and among feral male savanna baboons) but of

dominant individuals of the same populations

when the hierarchy is unstable (37, 42, 43).

Chronic stress inhibits reproduction in both

genders, a classic example of stress suppressing a

costly anabolic process until more auspicious

times. In females, this suppression can take the

form of delayed puberty, decreased levels of

estrogen and progesterone, increased incidence

of anovulatory cycles, impaired implantation, great-

er risk of miscarriage, prolonged interbirth inter-

vals, and accelerated reproductive senescence.

Primate studies show that the stress of subor-

dination in a stable hierarchy (of cynomolgus

monkeys) is associated with decreased gonadal

hormone levels (42); there are conflicting data

as to whether dominance or subordination in

stable hierarchies of feral baboons is associated

with higher rates of miscarriage (44, 45).

Among males, prolonged and major stress

can suppress fertility; at an extreme in teleost

fish, this includes atrophy of testes and of

hypothalamic regions responsible for gonado-

tropin release (46). More commonly, stress

can suppress circulating testosterone levels (9).

However, there are many exceptions, as nu-

merous species are resistant to this effect when

the stressor is male-male competition during

mating seasons; moreover, it is not clear how

often these lower testosterone levels actually

affect behavior or fertility. There is no con-

sensus as to whether more socially stressed

individuals have lower basal testosterone lev-

els. However, such individuals (in this case,

subordinate male baboons in a stable hierar-

chy) are more vulnerable to the suppressive ef-

fects of stress on basal testosterone levels (9).

Stress has complex time- and severity-

dependent effects upon immunity. In general,

mild to moderate transient stressors enhance

immunity, particularly the first phase of the im-

mune response, namely innate immunity. Later

Table 1. Influence of societal characteristics on stress experienced by high- and low-ranking
individuals. An asterisk indicates no rank-related trend.

Societal characteristic
Individuals experiencing

the most stress

Dominance style and means of maintaining despotic dominance
Despotic hierarchy maintained through frequent

physical reassertion of dominance
High-ranking

Despotic hierarchy maintained through intimidation Low-ranking
Egalitarian hierarchy *

Style of breeding system
Cooperative High-ranking
Competitive *

Stability of ranks
Unstable High-ranking
Highly stable Low-ranking

Availability of coping outlets for subordinates
High availability *
Low availability Low-ranking

Ease with which subordinates avoid dominant individuals
Easy avoidance *
Difficult avoidance Low-ranking

Availability of alternative strategies to overt competition
Present *
Lacking Low-ranking

Personality
Dominants perceive neutral interactions as challenging;

subordinates take advantage of coping strategies
High-ranking

Dominants are adept at exerting social control and
highly affiliative; subordinates are poor at exploiting
opportunities for coping and support

Low-ranking
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phases of the stress response are immunosup-

pressive, returning immune function to baseline.

Should the later phase be prolonged by chronic

stress, immunosuppression can be severe

enough to compromise immune activation by

infectious challenges (47, 48). In contrast, a

failure of the later phase can increase the risk

of the immune overactivity that constitutes

autoimmunity. No studies have examined rank

differences in the first immunostimulatory

phase of the stress response or in the risk of

autoimmunity if the later suppressive stage

fails to occur. However, suppression of circu-

lating lymphocyte numbers and blunted im-

mune responsiveness to a challenge have been

reported among animals socially stressed by a

dominance hierarchy (subordinate rodents and

pigs subject to high rates of attack and domi-

nant chimpanzee males in an unstable captive

population). Less clear is whether such rank

effects are of sufficient magnitude to actually

increase the risk of infectious disease (47, 49).

Animals who are socially stressed by the

dominance hierarchy for prolonged periods un-

dergo neurobiological changes as well. This

can involve inhibition of neurogenesis, dendrit-

ic atrophy, and impairment of synaptic plas-

ticity in the hippocampus (50, 51) and altered

patterns of apoptotic cell death (increases in

the cortex and decreases in the hippocampus)

(52); these pathologies have been observed in

socially subordinate rodents and tree shrews

in stable hierarchies in captive populations.

Finally, a socially stressful position in a

hierarchy is also associated with alterations

in the neurochemistry of anxiety. Receptors

exist in the nervous system for the anti-

anxiety benzodiazepines (BDZs), which in-

clude the synthetic molecules diazepam and

chlordiazepoxide hydrochloride as well as

an as-yet uncharacterized endogenous BDZ.

Pharmacological blockade of BDZ receptors

caused the greatest disinhibition of anxiety-

related behaviors in subordinate males in a

stable hierarchy among feral baboons (34).

This rank difference was interpreted as reflect-

ing the demands for anxious vigilance among

such individuals, necessitating a greater coun-

teracting effect of endogenous BDZ tone.

Human Hierarchies and Health

The literature reviewed raises the obvious

question: Are these findings relevant to hu-

mans? Initially, they seem to be of minimal

relevance. Humans are not hierarchical in the

linear, unidimensional manner of many spe-

cies. For example, humans belong to multiple

hierarchies and tend to value most the one in

which they rank highest (for example, a low-

prestige employee who most values his role

as a deacon in his church). Furthermore, the

existence of internal standards makes humans

less subject to the psychological consequences

of rank. Finally, health-rank relations that are

easy to study can be highly artificial (e.g., ex-

amining the physiological consequences of

winning versus losing an athletic competition).

Despite these caveats, the SES gradient of

health among Westernized humans is a robust

example of social inequalities predicting patterns

of disease. As mentioned earlier, stepwise descent

in SES predicts a major increase in the incidence

of an array of diseases and mortality (1–4).

These health effects of SES are not a

result of poverty causing limited access to

health care. Robust SES-health gradients ex-

ist in countries with universal health care and

documented equality of access. In addition,

gradients exist for diseases with incidences

that are impervious to preventative health mea-

sures (e.g., juvenile diabetes) (2, 3).

Only a small portion of the SES-health

relationship is due to SES-related life-style dif-

ferences. In Westernized societies, lower SES is

associated with higher rates of smoking and

drinking to excess, less healthy diets, more

sedentary life-styles, crime- and toxin-riddled

communities, and fewer coping outlets (e.g.,

health club memberships and vacations). How-

ever, the most prominent of these factors col-

lectively account for only a small part of the

variability in the SES-health gradient (3).

Instead, increasing evidence suggests that the

gradient arises from psychosocial factors. Sub-

jective SES can be at least as predictive of health

as is objective SES (1); in other words, feeling

poor may be at the core of why being poor

predicts poor health. In the United States, at the

level of states or cities, the same low SES pre-

dicts poorer health in communities with greater

income inequality (4). Whereas large inequal-

ities decrease the availability of protective life-

style factors for the poor in a community (what

has been termed a ‘‘neomaterialist’’ explana-

tion for the inequality-health relationship)

(53), the disease consequences of feeling poor

are often rooted in the psychosocial conse-

quences of being made to feel poor by one’s

surroundings (4). Increased income inequality

typically decreases a community’s ‘‘social

capital’’ (shown in decreased levels of trust

and increased senses of alienation and dis-

enfranchisement), and such decreased capital

mediates the relationship between income

inequality and health (2).

Conclusions

Strong associations between social status and

health thus occur in numerous species, including

humans, with the poor health of those in the

‘‘wrong’’ rank related to their surfeit of physical

and psychosocial stressors. In considering these

issues in nonhuman species, the variability,

qualifiers, and nuances of the rank-health rela-

tionship are frequently emphasized, a testament

to the social complexity of other species. In

contrast, in humans, there is a robust im-

perviousness of SES-health associations to differ-

ences in social and economic systems. It is not

plausible that this human/nonhuman contrast re-

flects human sociality being less complex than

in, say, baboons. Instead, it is a testimony to the

power of humans, after inventing material tech-

nology and the unequal distribution of its

spoils, to corrosively subordinate its have-nots.
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Horsfield’s Hawk-Cuckoo Nestlings
Simulate Multiple Gapes for Begging

Keita D. Tanaka* and Keisuke Ueda

Nestlings of some brood parasitic birds evict

hosts_ eggs and young soon after hatching,

thereby avoiding discrimination by their hosts

while monopolizing parental care (1, 2). How-

ever, eviction carries a cost, because lone par-

asitic nestlings attract a reduced provisioning

rate (2, 3) and need to beg with supernormal

signals (2). For example, in the case of the

common cuckoo Cuculus canorus, a nestling

begs with extremely intense begging calls to

compensate for the deficient visual stimulus

associated with the display of its single gape,

which is smaller in total area than the gapes of

a whole brood of host chicks (2), although the

cuckoo chick itself is much larger than a host

chick and requires proportionately more food.

With chicks of the evicting Horsfield_s
hawk-cuckoo C. fugax, the size relationship

between host and parasite is similar to that of

the common cuckoo, so chicks will also need

to beg with additional signals. Here we de-

scribe a distinct form of signaling used by a

Horsfield_s hawk-cuckoo nestling to obtain

sufficient food. The chick displays a gape-

colored skin patch on the underside of each

wing to host parents as they deliver food to the

nest (Fig. 1A) (4). The display of the wing

patch might simulate extra gapes and so stim-

ulate increased provisioning. We tested this

hypothesis experimentally (5).

If a hawk-cuckoo chick displays the wing

patch as a begging signal, then the display ought

to reflect its nutritional need (2, 6). We analyzed

whether the frequency of display was affected

by the chicks_ nutritional need (n 0 6 nestlings).

The length of the interval between successive

feedings was used as an index of their hunger

condition. We found that cuckoo chicks were

less likely to display a wing patch during

begging as the interval between chick feedings

became shorter, when chicks were presumably

less hungry Egeneralized linear model (GLM),

c2
1
0 20.1, P G 0.0001^ (Fig. 1B) (5). We

suggest that a hawk-cuckoo chick solicits food

from its host parents using the patch.

We performed a dyeing experiment in the

field to test whether the wing patch actually

functions to stimulate host parents to supply

food. We set three experimental conditions and

compared feeding rates by host parents under

each: no manipulation (control I); applying a

transparent solution to the wing patch (control

II); and dyeing the wing patch black to cancel

the signal (dyeing). We expected that the host

parents would reduce their provisioning rates

when we dyed the patches black. As ex-

pected, the provisioning rates decreased only

under the dyeing condition (GLM, c2
1
0 6.93,

P 0 0.0085) (Fig. 1C) (5). Human handling of

nestlings had no significant effect on the

outcome (control II, c2
1
0 1.21, P 0 0.27).

We conclude that the Horsfield_s hawk-cuckoo

nestlings manipulate hosts to deliver sufficient

food by displaying the wing patch.

Because host parents actually tried to place

food mistakenly into the patch instead of a gape

(4), a hawk-cuckoo chick is likely to induce

overestimation of brood size by simulating a

begging gape with the patch. Although a wing

patch is not gape-shaped (Fig. 1A), it may be

that host parents misperceive it as a gape

because the inside of the nests built by three

host species are typically dark (4). The de-

creased visibility in the dark nests may make

host parents incapable of distinguishing be-

tween an actual gape and something that is

gape-colored and moving like a begging chick.

Whereas the common cuckoo chick relies

on vocal trickery, the Horsfield_s hawk-cuckoo

uses visual begging tricks to better exploit its

hosts, perhaps because the nest sites of its hosts

are more vulnerable to predators. Three host

species of the hawk-cuckoo usually nest on the

ground, and both parasite and host nestlings

rarely beg loudly (7); this is likely an adap-

tation to intense predatory pressure by mam-

mals because of the accessibility of the nests

(8). In our study area, at least 50% of the nests

were preyed upon each year. Host manipulation

by the hawk-cuckoo nestlings may have

evolved to stimulate host parents silently.
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Fig. 1. (A) Display of the wing patch. A fledgling
of the Horsfield’s hawk-cuckoo raises and quivers
the wing, exaggerating the wing patch as its host
father delivers food. (B) Frequencies of wing
patch display in relation to chicks’ hunger. Each
vertical bar shows the occurrence of the display
according to the length of the related interval
time: at 1, nestlings displayed the patch, and at 0,
they didn’t. The logistic curve (solid line)
represents the pooled probability for these six
nestlings that they will display the patch as the
time they are kept unfed increases, and broken
lines represent probabilities for individual nest-
lings (5). (C) Provisioning rates by host parents in
relation to the experimental treatments for six
nestlings (5). Boxes are composed of medians
with first and third quartiles, and error bars show
10th and 90th percentiles of the distributions of
hourly food deliveries in respective treatments.
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Structure of the Rotor
of the V-Type Naþ-ATPase

from Enterococcus hirae
Takeshi Murata,1 Ichiro Yamato,2 Yoshimi Kakinuma,3

Andrew G. W. Leslie,4* John E. Walker1*

The membrane rotor ring from the vacuolar-type (V-type) sodium ion–pumping
adenosine triphosphatase (Naþ-ATPase) from Enterococcus hirae consists of 10
NtpK subunits, which are homologs of the 16-kilodalton and 8-kilodalton
proteolipids found in other V-ATPases and in F1Fo- or F-ATPases, respectively.
Each NtpK subunit has four transmembrane a helices, with a sodium ion bound
between helices 2 and 4 at a site buried deeply in the membrane that includes
the essential residue glutamate-139. This site is probably connected to the
membrane surface by two half-channels in subunit NtpI, against which the
ring rotates. Symmetry mismatch between the rotor and catalytic domains
appears to be an intrinsic feature of both V- and F-ATPases.

In eukaryotic cells, vital processes such as

protein trafficking, endocytosis, neurotrans-

mitter release, and intracellular pH regula-

tion depend on the movement of ions across

membranes by vacuolar adenosine triphospha-

tases (V-ATPases) (1), which are multisubunit

complexes related to the F
1
F

o
- or F-ATPases

found in eubacteria, mitochondria, and chloro-

plasts (2). Both classes have globular catalytic

domains, V
1

and F
1
, where ATP is hydrolyzed

(and synthesized in F-ATPases), which are at-

tached by central and peripheral stalks to the

intrinsic membrane domains V
o

and F
o
, where

ions are pumped across the membrane. ATP

hydrolysis generates rotation of both the cen-

tral stalk and an attached membrane ring of

hydrophobic subunits. Ions are pumped through

a pathway in the interface between the rotating

ring and a static membrane component, which

is linked to the outside of the V
1

or F
1

domain

by the peripheral stalk.

Eukaryotic V-ATPases contain 13 differ-

ent polypeptides (1). Subunits A to H form the

V
1

domain. Subunits A and B are the counter-

parts of subunits b and a, respectively, in the

F-ATPases; three copies of each subunit are

arranged around the central stalk, which is

made of single copies of subunits D and F.

The precise locations of the remaining sub-

units (C, E, G, and H) are uncertain, but they

are thought to contribute to the peripheral

stalk. The remaining subunits—a, c, c¶, c¶¶,

and d—form V
o
. The closely related c, c¶, and

c¶¶ subunits are each composed of tandem ho-

mologous repeats of the sequences of F-type

c subunits (1). The F-type subunits are folded

into two transmembrane a helices that are

linked by a loop oriented to the same side of

the membrane as the F
1

domain (3, 4). Their

C-terminal a helices contain a conserved car-

boxylate side chain that is essential for ion

transport (5). A carboxylate is also conserved

in the equivalent position of helix 4 of the

V-type subunits c and c¶ (in the second repeat)

but not in helix 2 (the first repeat). Subunit c¶¶

has a fifth nonessential transmembrane a helix

at its N terminus, and its essential glutamate

is in helix 3 (6, 7). In the V-ATPase from

Saccharomyces cerevisiae, all three homo-

logs are assembled into V
o

and are essential

for a functional enzyme (7); and, like the c

subunits in F
o
, they probably form the V

o
ro-

tary ring. V-ATPases also occur in prokary-

otes; in Enterococcus hirae, a V-ATPase acts

as a sodium ion extrusion pump (8). Its nine

subunits are encoded in the Naþ-dependent

triphosphatase (ntp) operon. Subunits A, B,

D, and G make up the V
1

domain and are the

homologs of subunits b, a, g, and d, respec-

tively, in mitochondrial F-ATPases. Subunit C

of V-ATPase has no counterpart in F-ATPase

and may connect the foot of the central stalk

to V
o
, which is made of subunits K and I,

the homologs of the F-ATPase subunits c and

a, respectively. The K subunit (NtpK) is also

the homolog of the eukaryotic V-type c subunits

(Fig. 1A). Like the c subunits in eukaryotic V-

ATPases, the sequence of NtpK contains

tandem repeats in residues 1 to 79 and 80 to

156 with 22% identity and 44% similarity

(Fig. 1B).

A surprising feature of F-ATPases is that the

number of c protomers in the ring structures

appears to vary between species. A complex

of the F
1

domain with the c ring from the

hydrogen ion–pumping Hþ–F-ATPase from

S. cerevisiae contains 10 c protomers (4).

Isolated c rings from spinach chloroplasts con-

sist of 14 c protomers (9), and rings from the

sodium ion–pumping Naþ–F-ATPases from

Ilyobacter tartaricus are made of 11 protomers

(10). Biochemical and genetic evidence sug-

gests that the Hþ-ATPases in Escherichia coli

and Bacillus PS3 have 10 protomers per c ring

(11, 12).

Here we describe the structure at 2.1 )
resolution of the K ring from E. hirae, which

is the first high-resolution ring structure from

either a V-type or an F-type enzyme.

Structure of the K ring. The structural

data are summarized in Table 1. The 10

protomers of the K ring have very similar

structures (Fig. 2); the root mean square

deviation (RMSD) between a carbons is less

than 0.06 and 0.08 ) for all atoms, except

for crystal contact sites, where greater

deviations occur. Each protomer is folded

into five a helices, H0 to H4. H1 to H4 are

transmembrane segments, and as expected

from sequence homology, H1 and H2 resem-

ble H3 and H4. The RMSD between all main-

chain atoms in H1 and H2 (residues 11 to 46

and 51 to 79, respectively) compared with H3

and H4 (residues 87 to 122 and 127 to 155,

respectively) is 1.0 ). The 40 transmembrane

a helices are packed in two concentric rings.

H1 and H3 alternate in the inner ring, and H2

and H4 alternate in the outer ring. H1 and H3

(36 and 40 amino acids, respectively) are

considerably longer than H2 and H4 (29 and

30 residues, respectively). H1 is linked to H2

and H3 to H4 by loop regions (residues 47 to

50 and 125 to 126, respectively), which, by

analogy with F-ATPases, would lie proximal

to the central-stalk region in the intact enzyme

on the cytoplasmic side of the membrane.

Another short loop (residues 80 to 84) links

H2 and H3 on the periplasmic side of V
o

in

the intact enzyme. H0 (residues 1 to 8) also

lies distal from V
1
. It points inward and

slightly upward at 61- to the axis of H1

toward the center of the ring. H2 is kinked

around Pro62 and Gly63, and H4 bends in the

region of Met137 and Val138. The lower parts

of H2 and H4 bend outward from the axis of

the ring to approximately the same extent, as

do the upper parts (mean values 11- and 26-,
respectively); the bends in H1 and H3 are less

pronounced. The effect of these curvatures is
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to widen the upper and lower parts of the ring

relative to the central region, especially on the

cytoplasmic side (external and internal diame-

ters of 83 and 54 ), respectively). On the oppo-

site side of the membrane, the inward-pointing

H0 regions narrow the internal diameter of the

ring to 29 ).

The height of the K ring (68 )) is similar

to that of the c rings from the F-ATPases from

S. cerevisiae (58 )) (4) and I. tartaricus (70 ))

(10). These similarities arise from the relation-

ships between the sequences of the tandem

repeats in subunit K with the sequence of the

c subunit (Fig. 1B). For example, the first K

repeat and the S. cerevisiae c subunit are

45% similar and 17% identical, respec-

tively, and the second K repeat and c sub-

unit are 52% similar and 25% identical,

respectively. However, these similarities in

sequence and structure of the V- and F-type

protomers notwithstanding, their ring diameters

differ greatly, and the V-type ring is much

larger than the F-type ring (external and in-

ternal diameters at the top of the F-type ring in

S. cerevisiae are 55 and 27 ), respectively, and

in I. tartaricus, the values are 50 and 17 ); the

corresponding values in the K ring are 83 and

54 )) (fig. S1). These differences in diameter

probably reflect significant differences in the

association of the ring with the foot of the cen-

tral stalk. In F-ATPases, the interaction between

the ring and the central stalk subunits (g, d, and

e in the mitochondrial enzyme) is direct (4). In

bacterial V-type enzymes, the C subunit is

thought to be interposed between the equivalent

central stalk subunits and the ring (13) (in eu-

karyotic V-ATPases, the homolog of bacterial

subunit C is subunit d and not subunit C).

The Naþ-binding sites. In each NtpK sub-

unit, a strong peak of density between H2

and H4 adjacent to the g carboxylate of Glu139

was interpreted as a sodium ion. Other metal

cations were also considered (Ca, Mg, Mn,

Fe, Cu, Zn, and K), but Naþ was the only

metal cation in the crystallization medium,

and it fit the coordination geometry best (14).

Sodium ions bind to the E. hirae V-ATPase

with high affinity (15). Each sodium ion is

surrounded by five oxygen atoms 2.2 to 2.3 )
distant, four of them in the side chains of

Thr64, Gln65, Gln110, and Glu139 (Fig. 3A), and

the fifth in the main-chain carbonyl of Leu61.

Thus, residues in H2, H3, and H4 all con-

tribute to the Naþ-binding pocket (Fig. 3). The

bound sodium ions are occluded by the side

chain of Glu139, and the position of its g
carboxylate is stabilized by hydrogen bonds

with the side chains of Gln110, Tyr68, and

Thr64 (Fig. 3A). Access to the bound ion to

allow its exchange with the bulk phase (via a

half-channel in subunit I, see below) can be

achieved by changing the torsion angles of

the side chain of Glu139 without causing steric

hindrance (Fig. 3C), although additional move-

ments of adjacent side chains may also be

necessary. Residues above and below the Naþ-

binding site are all hydrophobic, and there is

no plausible intrinsic channel within the K ring

itself to provide access to the binding site from

either the cytoplasm or the periplasm.

Bound phospholipid, detergent, and wa-
ter molecules. After the 10 NtpK protomers

had been fitted into the electron density, many

peaks of positive density around the ring

remained uninterpreted. Twenty of them lying

close to the inside surface are bifurcated,

which suggests that they arise from the acyl

side chains of phospholipids. They are dis-

Table 1. Data collection and crystallographic analysis. Values in parentheses indicate the highest
resolution shell. The overall figure of merit (after density modification) is 0.247 (0.458).

Data set Native 1 Native 2 K2PtCl4 K2PtCl6 KAuCl4

Wavelength ()) 0. 9792 0. 9792 1. 072 1.072 1.0397
Resolution range ()) 61.3–2.10 67.4–2.30 87.7–2.80 67.4–3.20 67.4–2.90
Rmerge (%)* 9.1 (54.5) 7.1 (52.5) 10.0 (69.8) 17.0 (70.6) 9.1 (42.8)
Completeness (%) 99.4 (97.5) 88.4 (64.0) 99.9 (99.8) 98.8 (93.3) 97.9 (86.8)
Unique observations 184,567 124,148 78,994 48,674 69,975
Redundancy 3.7 (2.9) 3.8 (3.1) 13.7 (8.8) 4.0 (4.0) 4.4 (3.8)
I/s 9.1 (1.8) 12.1 (2.3) 17.5 (2.9) 7.1 (2.1) 12.2 (2.7)
Wilson B factor ()2) 32.3 44.9 72.1 88.8 76.4
Phasing statistics

Resolution range ()) 20–2.30 20–3.0 20–3.5 20–3.0
Number of heavy atom

sites
- - 20 10 19

Rcullisy (centric) - - 0.653 0.907 0.899
Phasing powerz [iso/ano] - - 1.40/1.120 0.70 0.59

*Rmerge 0 ShklSi kli(hkl) – Gl(hkl)9k /ShklSili(hkl), where h, k, and l are the Miller indices. .Rcullis 0 S¬FPH – FPk –
FH(calc)k/SkFPH – FPk, where FH(calc) is the calculated heavy-atom structure factor. -Phasing power 0 FH(calc)/E,
where E is phase-integrated lack of closure.

Fig. 1. Sequences of proteolipids from V- and F-ATPases (32). They were
aligned with ClustalW (33). Dashes denote insertions. (A) The 16-kD pro-
teolipids from V-ATPases from E. hirae (NtpK), the yeast vacuole (Yv-c),
and human lysosomes (Hs-16k), and from gap junctions of Nephrops
norvegicus (Nn-16k). The secondary structure, the positions of helices H0
to H4, and residue numbers of NtpK are shown above. Red and blue res-
idues are exposed inside and outside the K ring, respectively. Violet and

light blue vertical boxes denote identical and similar residues, respec-
tively. (B) The tandem repeats of NtpK aligned with c subunits of F-ATPases
from E. coli (Ec-c), yeast mitochondria (Ym-c), P. modestum (Pm-c), and
I. tartaricus (It-c). The N- and C-terminal residues are numbered on the
left and right, respectively. Residues with conserved essential side chains
are shaded red. Amino acids forming the Naþ-binding site are boxed in
(A) and (B).
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tributed equally between the upper and low-

er regions of the model, with the openings of

the bifurcation oriented downward in the up-

per layer and upward in the lower region, as

expected in a phospholipid bilayer. The up-

per bifurcated moieties, but not the lower ones

where the density is more limited, extend into

regions of density that have been interpret-

ed as phosphatidylglycerol (PG) head groups,

because PG is the most abundant (57.1%)

phospholipid head group in E. hirae (16). Be-

cause the most common fatty acyl chain in

E. hirae phospholipids is C
16

(17), 10 1,2-

dipalmitoyl-phosphatidylglycerol (DPPG) and

10 1,2-dipalmitoyl-glycerol (DPG) moieties

were modeled into the upper and lower fea-

tures, respectively (Fig. 4). The phosphate of

the DPPG in the upper layer makes electro-

static interactions with Lys32 in H1 (O5-Ne

distance 3.7 )), and there is a hydrogen

bond between O2 in the glycerol moiety and

Lys32 of an adjacent protomer (distance 3.4 ))

(Fig. 4B). One of the DPPG acyl chains

interacts with H1 via the side chains of

Leu17, Thr21, and Phe25, and with H3 via

the side chain of Phe101 in the adjacent

protomer. The other DPPG acyl chain inter-

acts with H1 via Phe25 and with H3 via the

side chains of Phe101 and Phe105 (listed side

chains have a buried surface area 915 )2). The

glycerol O9 of DPG in the lower layer forms

a hydrogen bond with the main chain amido

of Met2 (distance 3.1 )), and it also interacts

with the a-amino group (distance 3.5 )).

One of its acyl chains binds to H0 via the

side chain of Met1 and binds to Phe14 and

Leu17 in H1 of the adjacent protomer (to the

left) and to Leu97 of the protomer two to the

left. The other acyl chain binds to Met1 and

Met2 in H0; Leu17 in H1; and Leu90, Leu93,

and Leu97 in the adjacent protomer to the left.

The thickness of the internal hydrophobic re-

gion of the lipid bilayer (the separation be-

tween the lipid glycerol backbone region on

the two sides of the membrane) is about 25 ).

In a lipid bilayer of di-(C16:0), this thickness

is estimated to be about 26 ) (18).

Within the annulus of the bound phospho-

lipid bilayer, additional regions of electron

density are associated with the upper phos-

pholipid leaflet but not the lower one. Thirty

regions of elongated density were interpreted

as acyl side chains (C
5

to C
10

) in a second

shell of phospholipids, although the possi-

bility that they derive from detergent mole-

cules cannot be excluded (Fig. 4, A and C).

There was no significant electron density in

the central part of the ring, which suggests

that phospholipids in this region are mobile

and disordered.

It is evident that all external bound phos-

pholipids were lost during the isolation of K

rings, because no bifurcated regions of den-

sity were associated with the outside of the

ring. During crystallization, both dodecyl- and

undecylmaltoside were present, and a number

of features next to the external regions toward

the top of H2 and H4 have been interpreted

as detergent molecules. The maltose ring is

resolved in two molecules at crystal contact

sites (Fig. 4A), and they appear to be undecyl-

rather than dodecylmaltosides, but it is not

possible to be certain. Twenty additional elon-

gated features at approximately the same dis-

tance from the top of the ring have been

interpreted as undecyl moieties, but the malt-

ose moieties are disordered (Fig. 4, A to D).

The model also contains 348 water molecules

(Fig. 4) (16).

Coupling of the K ring and the central
stalk. In the Hþ-V-ATPase from Thermus

thermophilus, subunit C is thought to be at

the foot of the central stalk (13). It is a pointed

molecule made of 12 a helices surrounding a

core of six additional a helices, all lying ap-

proximately parallel to a threefold axis of pseu-

dosymmetry. It has been proposed that the

tapered end of this bundle (diameter, 28 ))

penetrates 12 ) into the membrane ring (13).

In T. thermophilus, the c protomers (subunit

L) have two transmembrane a helices, simi-

lar to the F-type c subunits, and the ring was

modeled as 12 protomers of the c monomer

Fig. 3. The Naþ-binding pocket viewed from
outside the K ring. The color code for helices
H1 to H4 and the Naþ ion is the same as in Fig.
2. Oxygen and nitrogen atoms are red and dark
blue, respectively. Dotted lines are Naþ-O bonds
and potential hydrogen bonds, with distances in
). Residues involved in Naþ binding are shown
in stick (A) or space-filling (B and C) represen-
tation. In (B) and (C), the Naþ ion is in light blue,
and residues not involved in binding it are rep-
resented as the solvent-accessible surface. In (C),
to open the Naþ-binding pocket, the torsion
angles of the side chain of Glu139 have been
changed from (–170, 72), as determined in the
structure, to (70, 170).

Fig. 2. Structure of the K
ring. The ribbon represen-
tations are shown in mo-
no (A and B) and in stereo
(C). H0 (residues 1 to 8),
H1 (11 to 46), H2 (51 to
79), H3 (85 to 124), H4
(127 to 156), and loops
(9 to 10, 47 to 50, 80 to
84, and 125 to 126) are
colored violet, blue, green,
orange, yellow, and red, re-
spectively. The Naþ ions
are shown as light blue
spheres. (A) shows a view
from the cytoplasmic side
of the membrane; (B) and
(C) show side views of the
K ring and of the mono-
mer, respectively. The cy-
toplasmic and periplasmic
sides of the membrane are
indicated.
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from E. coli F-ATPase determined by solu-

tion nuclear magnetic resonance (NMR) (3),

giving a pore diameter of 30 ), to act as a

closely fitting socket for the 28 ) taper of

subunit C. The sequence of NtpC is 20%

identical and 40% similar to that of the C sub-

unit of T. thermophilus, and it is likely to have

a similar structure. The T. thermophilus C

subunit structure was docked with the K ring,

and, with the taper of subunit C penetrating

into the central cavity almost to the narrowest

region at the midpoint of the ring, it occupies

most of the cavity, although some structural

changes would be needed to achieve an exten-

sive interaction (Fig. 4E). This model of the

K ring with the C subunit differs substan-

tially from the proposal (13) for the interac-

tion of the C subunit with the c ring in T.

thermophilus, where the smaller diameter of

a ring assumed to be composed of 12 F-type

c protomers restricts the penetration to the

tip of the taper in subunit C.

Sodium ion translocation. Three key

questions about the mechanism for transmem-

brane Naþ translocation are as follows: (i)

How does the outer surface of the ring inter-

act with the phospholipid bilayer. (ii) What

is the nature of the interactions of the ring

with subunit I? (iii) To what extent is the

Naþ-binding site accessible to the external

milieu? Although no phospholipids are bound

to the outer surface, their likely regions of in-

teraction with the K ring can be inferred from

features such as the distribution of charged and

hydrophobic side chains and the locations of

bound water molecules. In known structures of

membrane proteins, tyrosine, asparagine, and

lysine residues (and also arginine, histidine,

tryptophan, and serine) are often found near

phospholipid head groups, acting as primary

ligands for phosphodiester groups, and ad-

ditional stabilization sometimes comes from

threonine and glutamine residues (18, 19). The

outside of the K ring has a hydrophobic belt

39 ) wide (Fig. 4D, a-carbon distance be-

tween Lys130 and Asn155) corresponding to

the head-group separation in a lipid bilayer

(18). This position for the lipid bilayer allows

interactions between phosphodiester groups

in the upper leaflet and the side chains of

Gln54, Thr129, and Lys130, and in the lower

leaflet with Asn79 and Asn155. The distribu-

tion of bound water and detergent molecules

supports this interpretation. This arrange-

ment places the Naþ-binding site close to

the center of the bilayer, as in the c ring in I.

tartaricus (10). Although several polar residues

involved in binding the Naþ ion are exposed

on the outer surface of the K ring, the network

of hydrogen bonds surrounding the Naþ site

satisfies all potential hydrogen-bonding groups

(Fig. 3A). With a bound Naþ, there is no

energy penalty for these residues being near

the center of the bilayer.

The position of the Naþ-binding site close

to the middle of the lipid bilayer, and the ab-

sence of any intrinsic K-ring channel leading

to the site, support a ‘‘two–half-channel’’ ion

translocation model (Fig. 5) as proposed for

F-ATPases (20). The clockwise rotation of the

K ring, as viewed from the cytoplasm, brings

an occupied Naþ-binding site into the K-ring–

subunit-I interface. The proximity of the Naþ

site to NtpI-Arg573, which is essential for ion

transport (21), produces an electrostatic inter-

action between Arg573 and Glu139, disrupting

the hydrogen-bond network and releasing the

Naþ ion into the periplasm via a half-channel

in NtpI (the ion release may possibly be as-

sisted by electrostatic repulsion by R573). Fur-

ther rotation, which may disrupt the Arg-Glu

interaction, brings the site into contact with a

second half-channel, resulting in the binding

of a cytoplasmic Naþ ion. With the site oc-

cupied, the energy barrier to further rotation

is lowered, bringing the site beyond the I–K-

ring interface. This model differs from an

earlier one for the V-ATPase based on Naþ-

exchange experiments in detergent (8, 15) where

a single channel connected the ion-binding site

to the periplasm at the I–K-ring interface, giving

free cytoplasmic access to most Naþ-binding

sites. The earlier model is incompatible with

the structure, and the kinetics of exchange

(fast- and slow-exchange sites 91.7 and 0.16

minj1, respectively) are much slower than

physiological ion-pumping rates.

A ‘‘single channel’’ model of Naþ trans-

location has also been proposed for the F-

ATPase from Propioniogenium modestum

(22), where the Naþ-binding site is placed

close to the membrane center on the basis of

biochemical evidence (23, 24), but Naþ-

exchange experiments have been interpreted

as suggesting free cytoplasmic access to the

sites (25). The observations were reconciled

by proposing an intrinsic c-ring channel con-

necting the ion-binding sites to the cytoplasm

(10, 23, 2).

In a three-dimensional model of the c ring

of the Naþ-F-ATPase from I. tartaricus based

Fig. 4. Localization of lipid, detergent, and water molecules and interaction of the K ring with
subunit C. The solvent-accessible surface of the K ring is colored according to the electrostatic
potential (red, negative; blue, positive; gray, neutral). Lipids and detergents are shown in space-
filling representation (C and O atoms are green and red, respectively). The C atoms of incomplete
acyl chains from either lipid or detergent are orange. Yellow spheres are water molecules. (A) View
from the cytoplasm. Three circles show crystal contacts. (B) Cut-away view showing the interior
surface of one half of the ring and one pair of lipids in the bilayer inside the ring. Dashed lines
show the location of the hydrophobic core of the lipid bilayer inside the ring, which is defined as
the region between the lipid glycerol backbone moieties. (C and D) Side views, respectively, of the
surface of the K monomer with lipids and detergent tails and of the outer surface of the whole ring
with all resolved detergent and water molecules. In (D), the extent of the hydrophobic belt, 39 Å, is
indicated by a vertical line. (E) Coupling of the K ring and the central stalk. The T. thermophilus
subunit C (colored red, Protein Data Bank code 1r5z) (13) was docked manually into the K ring;
one half of the K ring (blue) is shown with interior lipids (in space-filling representation; C and O
atoms are green and red, respectively). The marked distances, 21 and 24.5 Å are, respectively,
the depth of penetration of subunit C into the K ring and the extent to which subunit C protrudes
from the ring and thus its contribution to the height of the central stalk.
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on electron cryogenic microscopy (10), rods

of density for the N- and C-terminal helices

in an 11-fold ring and weaker connecting den-

sities were observed, but side chains could

not be identified. The model was constructed

with a series of conserved glycines (resi-

dues 27, 29, 31, and 33) facing neighboring

subunits in the inner ring of helices, with

Gln32 (involved in Naþ binding) facing the

C-terminal helix to achieve the tight packing

of the inner helices suggested by conservation

of the glycines. There was less information

to constrain the orientation of the C-terminal

helix, but because both Glu65 and Ser66 are

implicated in Naþ binding (26), the face of

the helix containing these residues was placed

toward the N-terminal helix, allowing a chain

of polar residues (Gln61, Thr56, Ser55, Asp52,

and Lys50) to connect the Naþ-binding site

to the cytoplasm, providing free access to the

Naþ-binding site.

To explore this proposal, a model of the I.

tartaricus c ring based on the NtpK structure

has been constructed (16). From this model,

it appears that there is no intrinsic ion chan-

nel in the I. tartaricus ring. Thus, it is likely

that Naþ translocation in the F-ATPases from

I. tartaricus and P. modestum also relies on

two half-channels (in subunit a) rather than

on a single periplasmic channel, and this fea-

ture is common to ion transport mechanisms

in both F-and V-ATPases.

The overall fold of helices H3 and H4 of

NtpK is very similar to the low-pH NMR

structure of an E. coli c monomer (3). How-

ever, the position of the essential carboxylate

(Glu139 in NtpK and Asp61 in E. coli subunit

c) differs by almost half an a-helical turn,

corresponding to a rotation around the axis

of the helix of approximately 150-. In view

of the sequence similarity and because Asp61 is

assumed to be protonated in the NMR struc-

ture so that the ion binding site is occupied in

both proteins, this result is surprising. A

more detailed comparison of the NtpK and

c-ring models will be described elsewhere.

Symmetry of rotor rings in V- and F-
ATPases. By single-particle averaging of the

same preparation of K rings as used for crystal-

lography, a sevenfold symmetry was observed

(27), which is incompatible with the structure

of the K ring. A proper explanation of this dis-

crepancy has not yet been found, but the x-ray

structure demonstrates the 10-fold symmetry

unequivocally, and it is likely that this is the

symmetry of the ring in the fully assembled

V-ATPase. Also, given the close sequence

relationship between K subunits and c sub-

units in other V-ATPases, the 10-fold sym-

metry of the K rings is likely to have wider

significance for V-ATPases. On the basis of

various strands of evidence, including chemi-

cal analysis (28) and electron microscopy (29),

it has become accepted that the symmetry of

V-type rings is sixfold. This situation is rem-

iniscent of the history of c-ring stoichiom-

etries in F-ATPases, where, on the basis of

similar kinds of experimentation, it was

thought that the c rings had 12-fold sym-

metry, until higher resolution structural in-

formation demonstrated clearly the 10-fold

symmetry in the F
1
-c

10
complex from the F-

ATPase from S. cerevisiae (4) and 11-fold

and 14-fold symmetries in rings isolated from

the Naþ-ATPases from I. tartaricus (10) and

the Hþ-ATPase from spinach chloroplasts

(9), respectively. Thus, the earlier sixfold

symmetries of c rings from V-ATPases will

require reevaluation by high-resolution struc-

tural methods.

The fundamental importance of the ob-

served ring stoichiometries is twofold. First,

the range of values suggests that not all spe-

cies pay the same energetic price either to

make an ATP molecule in the F-ATPases or to

pump a proton or a sodium ion in V-ATPases

and bacterial F-ATPases. According to extant

models for ATP synthesis, each 360- rotation

of the central stalk and the attached c ring

generates three ATP molecules in the F
1

do-

main, and the generation of a 360- rotation

requires each of the c subunits in the ring to

translocate an ion. Thus, the number of pro-

tons (or sodium ions) required to make an

ATP molecule in enzymes with c ring sym-

metries of 10, 14, and 11 will be 3.3, 4.7, and

3.7, respectively. Similarly, hydrolysis of an

ATP molecule in the V-ATPase from E. hirae

will be coupled to the outward translocation of

3.3 sodium ions. Second, the mismatch of sym-

metries between catalytic and membrane do-

mains observed now in both F- and V-ATPases

could be an important intrinsic feature of both

enzyme types, helping to reduce potential-

energy barriers to rotation that might otherwise

exist in enzymes with matching symmetries

(4). Symmetry mismatch is also a feature of

the machinery for packaging DNA into bacte-

riophage heads (30) and of the bacterial flagel-

lar motor (31). Like the F- and V- ATPases,

both machines have a rotary action.
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Structure of the Rotor Ring of
F-Type Naþ-ATPase from

Ilyobacter tartaricus
Thomas Meier,1 Patrick Polzer,2 Kay Diederichs,2*

Wolfram Welte,2 Peter Dimroth1*

In the crystal structure of the membrane-embedded rotor ring of the sodium
ion–translocating adenosine 5¶-triphosphate (ATP) synthase of Ilyobacter
tartaricus at 2.4 angstrom resolution, 11 c subunits are assembled into an
hourglass-shaped cylinder with 11-fold symmetry. Sodium ions are bound in a
locked conformation close to the outer surface of the cylinder near the middle
of the membrane. The structure supports an ion-translocation mechanism in
the intact ATP synthase in which the binding site converts from the locked
conformation into one that opens toward subunit a as the rotor ring moves
through the subunit a/c interface.

In the F
1
F

o
ATP synthase, the cytoplasmic F

1

catalytic domain (subunits a
3
b

3
gde) is linked

by means of a central and a peripheral stalk

(subunits g/e and b
2
/d, respectively) to the in-

trinsic membrane domain called F
o

(subunits

ab
2
c

10-14
). Each of these domains functions as

a reversible rotary motor and exchanges energy

with the opposite motor by mechanical rotation

of the central stalk. During ATP synthesis,

energy stored in an electrochemical gradient of

protons or Naþ ions fuels the F
o

motor, which

causes the stalk to rotate with the inherently

asymmetric g subunit acting as a camshaft to

continuously change the conformation of each

catalytic b subunit. These sequential intercon-

versions, which result in ATP synthesis, en-

dow the binding sites with different nucleotide

affinities Efor reviews see (1–3)^. The rotational

model, which explains a wealth of bio-

chemical and kinetic data, is impressively sup-

ported by the crystal structure of F
1

(4) and

was experimentally verified by biochemical,

spectroscopic, and microscopic techniques (5).

The F
o

motor consists of an oligomeric ring

of c subunits that is abutted laterally by the a

and b
2

subunits (6). The c ring, together with

g/e subunits, forms the rotor assembly, which

spins against the stator components ab
2
da

3
b

3
.

Ion translocation at the interface between sub-

unit a and the c ring, driven by the ion motive

force, is thought to generate torque (7–10)

applied to the g subunit, which is then used to

promote the conformational changes required

for ATP synthesis at the F
1

catalytic sites.

Despite intense efforts, little is known

about the structural details of F
o
. This lack of

information hinders our understanding of

how this molecular motor functions. The

nuclear magnetic resonance (NMR) struc-

tures of the c monomer of Escherichia coli

(7, 11) showed that the protein is folded into

two a helices linked by a loop. Other struc-

tural studies indicated that the c subunits of

the oligomer are tightly packed into two con-

centric rings of helices (12, 13). The number

of c monomers per ring varies between n 0
10, 11, and 14 units in the ATP synthases

from yeast (12), I. tartaricus (13), and

spinach chloroplasts (14), respectively.

Structure of the c ring. We chose to de-

termine the crystal structure of the I. tartaricus

c ring because of its inherent stability and rel-

ative ease of isolation (15). After purification

and crystallization of wild-type c ring (16), the

structure was solved (table S1) by molecular

replacement (17) using a medium-resolution

(6 )) c-ring backbone model derived from

electron crystallography (13). The asymmetric

unit of the crystal contains 4 c rings. These

rings are arranged in two parallel, but laterally

translated, c-ring dimers each formed by a

coaxial association of two rings that interact

with their termini in a tail-to-tail fashion. A non-

crystallographic symmetry restraint was imposed

during refinement at 2.4 ) over the 44 mono-

mers in the asymmetric unit (3916 residues)

with the exclusion of the loop regions that form

crystal contacts, which substantially improved

the electron density and resulted in an atomic

model without Ramachandran plot outliers.

The electron density map of a single c ring

shows a cylindrical, hourglass-shaped protein

complex of È70 ) in height, and with an outer

diameter of È40 ) in the middle and È50 ) at

the top and bottom. Eleven c subunits, each

composed of two membrane-spanning a helices

forming a hairpin, are arranged around an 11-

fold axis, creating a tightly packed inner ring

with their N-terminal helices (Fig. 1). The C-

terminal helices pack into the grooves formed

between N-terminal helices, producing an outer

ring, in agreement with previous medium-

resolution structures (12, 13). In the electron

density map, the backbone and side chains of

all amino acids are clearly defined, except for

the C-terminal glycine. The N- and C-terminal

helices are connected by a loop formed by

the highly conserved peptide Arg45, Gln46,

and Pro47, which is exposed to the cyto-

plasmic surface (Fig. 2) (18, 19). The chain

termini are exposed to the periplasm.

The C-terminal helices are shorter than the

N-terminal helices, owing to a break at Tyr80

followed by another short helix of one turn

(Figs. 1 and 2). For each helix, an individual

plane can be found that roughly contains the

axis of the helix and the c-ring symmetry axis

(Fig. 1A). All helices show a bend of about 20-
in the middle of the membrane (at Pro28 and

Glu65 in the N-terminal and the C-terminal

helices, respectively), causing the narrow part

of the hourglass shape. Moreover, the bend

tilts the helices in the cytoplasmic half out of

the plane by È10-, yielding a right-handed

twisted packing (Fig. 1A). When the c ring is

viewed from the cytoplasm, it rotates counter-

clockwise during ATP synthesis (20) against

the drag imposed by the F
1

motor components.

Thus, the resulting torque might decrease the

bend and increase the interhelical distance in

the cytoplasmic part of the c ring, depending

on the energies involved. Such a conforma-

tional change under load might serve to store

elastic energy in the c ring, adding to that de-

scribed for the central and peripheral stalk

subunits (21). A change in the twist of the

helices is supported by calculations (22) that

show in the lowest-order mode a torsional

1Institut für Mikrobiologie, Eidgenössische Technische
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movement of the cytoplasmic against the peri-

plasmic surface of the c ring (fig. S1).

Vonck et al. (13) determined the position of

the periplasmic and the cytoplasmic interfaces

of the membrane surrounding the c ring, which

are approximately at Tyr80 and Ser55, respec-

tively (Fig. 2). On the inner surface of the c

ring, near the N- and C-termini, the map shows

an extended electron density that can be mod-

eled by an alkyl chain of nine C atoms per c

subunit. We propose that detergents are bound

here at a position corresponding to that of the

external leaflet of the membrane. The Phe5 resi-

dues at the periplasmic end of the inner surface

form a ring that possibly marks the position of

the glycerol backbone of phospholipids. Such

a positioning of lipids would correlate to the

‘‘central plug’’ feature seen in two-dimensional

crystals of c rings (23). Despite the lack of di-

rect evidence for a bilayer inside the c ring, its

existence can be inferred from the hydrophobic

surface that extends beyond the electron density

of the alkyl chains until Tyr34 (fig. S2B). How-

ever, the internal bilayer appears to be wider

and shifted toward the periplasmic surface

with respect to its external counterpart.

Structure of the sodium ion binding
site. The c ring was crystallized in buffer con-

taining 100 mM sodium acetate, which pro-

motes Naþ binding as shown by established

techniques (15). The Naþ ions are seen in the

map as 11 distinct densities at the bend of the

helices, close to the outer surface of the c ring.

Figure 2 shows a section of the c ring with two

C-terminal and one N-terminal helix forming a

Naþ-binding unit. The coordination sphere is

formed by side-chain oxygens of Gln32 (Oe1)

and Glu65 (Oe2) of one subunit and the hydrox-

yl oxygen of Ser66 and the backbone carbonyl

oxygen of Val63 of the neighboring subunit

(Figs. 2 and 3). The distance between the lig-

anding atoms and the ion is 2.37 T 0.14 ). The

liganding residues are in good accordance with

mutational studies, which recognized Gln32,

Glu65, and Ser66 as being essential for Naþ

binding (24), and their arrangement was

confirmed as a Naþ binding site using the

algorithm of Nayal and Di Cera (25). The crys-

tal structure shows the bound ion surrounded

by a network of hydrogen bonds: The Oe1 of

Glu65 accepts hydrogen bonds from the hy-

droxyl groups of Ser66 and Tyr70, and the Ne2

of Gln32 donates a hydrogen bond to Oe2 of

Glu65 (Fig. 3). These hydrogen bonds serve to

keep Glu65 deprotonated at physiological pH

(26) in order to allow Naþ binding and to lock

it into its ion-binding conformation. This ar-

rangement of residues and their hydrogen

bonds obviously serves to optimize the solva-

tion energy (27) of the Naþ ion and results in a

locked conformation of the ion binding site.

We propose that the present structure with

the side chain of Tyr70 facing outward and

stabilizing the side-chain conformation of

Glu65 represents the conformation outside of

the subunit a/c interface. Toward the peri-

plasmic surface from the binding site, the

structure forms a cavity (fig. S2B) to which

the side chain of Tyr70 could relocate to al-

low unloading and loading of the binding site

to and from subunit a. This relocation may

be part of an unlocking mechanism.

The Naþ binding signature is conserved in

all known Naþ-translocating ATP synthases

and appears in the c subunits of other an-
Fig. 1. Structure of the I. tartaricus c11 ring in
ribbon representation. Subunits are shown in
different colors. (A) View perpendicular to the
membrane from the cytoplasmic side. Two sub-
units are labeled. (B) Side view. The blue spheres represent the bound Naþ ions. Detergent
molecules inside the ring are shown with red and gray spheres for clarity. The membrane is
indicated as a gray shaded bar (width, 35 )). The images were created with PyMOL (36).

Fig. 2. Section of the c ring showing
the interface between the N-terminal
and two C-terminal helices with those
side chains discussed in the text. This
three-helix bundle represents a func-
tional unit responsible for Naþ bind-
ing and allowing access of the ion to
the binding site. The view is normal to
the external surface of the c ring with
the ring axis approximately vertical.
The color coding of the subunits is the
same as in Fig. 1A.

Fig. 3. Electron density map (red, Naþ omit
map at 3.0 s; blue, 2Fobs j Fcalc map at 1.4 s)
and residues of the Naþ binding site formed by
two c subunits, A and B. Naþ coordination and
selected hydrogen bonds are indicated with
dashed lines. Distances are given in ). The blue
sphere indicates the center of the bound Naþ

ion. The view is the same as in Fig. 2.
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aerobic bacteria, suggesting that they may

indeed harbor a Naþ-ATP synthase (Fig. 4).

Notably, none of these amino acids are con-

served in proton-translocating ATP synthases,

except for the acidic residue at position 65

(I. tartaricus numbering, Fig. 4), which is

implicated in proton binding. Despite these

differences in sequence, proton- and Naþ-

driven F
o

motors must share the same basic

structure because of the demonstration that

chimeric ATP synthases are functional (28).

Ion translocation in Fo complexes. Previ-

ous models of the E. coli c ring were based on

monomeric structures of the c subunit deter-

mined by NMR at pH 5 (11) and pH 8 (7) in

solutions using organic solvents and were as-

sumed to represent the protonated and unproton-

ated structures outside and inside the subunit a/c

interface, respectively. In these models, the proton

binding Asp61 (position 65 in I. tartaricus) of

those c subunits, which are in contact with the

lipids, faces toward the N-terminal helices.

Within the subunit a/c interface, the C-terminal

helix is proposed to swivel by È140- clockwise

(as viewed from the cytoplasm), which relocates

Asp61 to become accessible to subunit a (29).

The latter conformation is supported by cysteine

cross-linking in F
o

complexes. These experi-

ments indicate that residues at the same helical

face as the proton binding site (Ile55, Ala62,

Met65, Gly69, Leu72, and Tyr73) are accessible

from subunit a and thus must be located on the

surface of the c ring (30).

In the structure presented here, the place-

ment of the Naþ binding site near the surface of

the c ring between two C-terminal helices

allows for ion transfer to and from subunit a

after side-chain movements and does not require

large rearrangements of the protein backbone. If

the structure of the decameric E. coli c ring is

modeled according to that of I. tartaricus, all

residue positions that formed cross-links with

subunit a are exposed to the surface (fig. S3).

We therefore presume that the tertiary fold of

the E. coli c monomer in the NMR experiments

does not match that in the oligomeric c ring,

and we note that the compact structure of the

c ring would impose severe sterical restraints

against the proposed swiveling.

In addition, the known specific reactivity of

the ion-binding carboxyl group with the bulky

dicyclohexylcarbodiimide (DCCD) could not

be explained if the former is occluded between

N- and C-terminal helices. With this specificity

in mind, we inspected the c-ring surface near

Glu65, looking for a DCCD-accessible binding

site. A pocket sufficiently large to accommo-

date binding of bulky organic molecules ex-

tends from Glu65 to Val58 at the ring surface

within the interface between an N-terminal and

two C-terminal helices (fig. S2A). The pocket

is lined by small hydrophobic residues and is

open to the membrane from where the hydro-

phobic DCCD molecule is thought to bind. The

pocket might also contribute a binding site for

other hydrophobic organic molecules such as

the new class of diarylquinoline antibiotics

against tuberculosis that target subunit c of

Mycobacterium tuberculosis (31).

To allow for unloading and loading of the

ion binding site, the locked conformation must

be converted to an open one during passage

of the site through the subunit a/c interface.

This interconversion may be enabled by modu-

lating the electrostatic interactions of the bind-

ing site with the universally conserved Arg227

of subunit a (32) as the site passes this posi-

tively charged residue during rotation (fig. S4).

The path of the ion leading from the bind-

ing site into the cytoplasm is presently unknown.

Two possibilities are discussed: a channel

through subunit a (10) or through the c ring

itself (3). In accord with the latter possibility,

biochemical data suggest that the Naþ exit path

is built intrinsically into the c ring (15). In the

present c-ring structure, a channel leading from

the binding site to the cytoplasmic surface could

not be identified. Similarly, a channel-like

pore is not visible in the structure of the Ca2þ

ATPase (adenosine triphosphatase), which op-

erates at a rate comparable to that of the ATP

synthase (33), and in myoglobin (34). In con-

trast to these proteins with a low rate of ion

flux, proteins with a structurally evident chan-

nel (e.g., potassium channel) have diffusion-

limited transport rates up to 108 ions per sec-

ond (35), six orders of magnitude faster than

the ATP synthase. However, dynamic fluc-

tuations of the protein may open transient

pathways for Naþ conduction so that a wider

pore is not evident in the structure.

Taken together, the structural features of

ion binding in the membrane-embedded c

ring have profound implications for loading

and unloading of the binding site because they

represent stringent restraints for possible ex-

planations of the F
o

motor function.
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Parietal Lobe: From
Action Organization to

Intention Understanding
Leonardo Fogassi,1,2* Pier Francesco Ferrari,2 Benno Gesierich,2

Stefano Rozzi,2 Fabian Chersi,2 Giacomo Rizzolatti2

Inferior parietal lobule (IPL) neurons were studied when monkeys performed
motor acts embedded in different actions and when they observed similar
acts done by an experimenter. Most motor IPL neurons coding a specific act
(e.g., grasping) showed markedly different activations when this act was part
of different actions (e.g., for eating or for placing). Many motor IPL neurons
also discharged during the observation of acts done by others. Most re-
sponded differentially when the same observed act was embedded in a spe-
cific action. These neurons fired during the observation of an act, before the
beginning of the subsequent acts specifying the action. Thus, these neurons
not only code the observed motor act but also allow the observer to under-
stand the agent’s intentions.

The posterior part of the parietal lobe has been

traditionally considered as a typical association

cortex. In this view, in the posterior parietal

cortex, afferents from two or more sensory

channels integrate, and this multimodal sensory

association is the basis for some types of per-

cepts, such as space. However, the works of

Mountcastle (1) and Hyv.rinen (2), and sub-

sequent studies carried out in several labora-

tories (3–7), showed that the posterior parietal

cortex, besides Bputting together[ different sen-

sory modalities (association function), also

codes motor actions and provides the repre-

sentations of these motor actions with spe-

cific sensory information. This view stresses

the importance of sensorimotor integration in

the emergence of perception.

Recently, we reexamined the functional

properties of the convexity of IPL (PF/PFG

complex) in monkeys, testing the activity of

single neurons in response to sensory stimuli

and during monkey_s active movements (8).

As previously reported (2), we found that

IPL convexity has a motor somatotopic or-

ganization. Most interestingly, we found that

many IPL neurons discharge both when the

monkey performs a given motor act and when

it observes a similar motor act done by another

individual; these neurons are known as parie-

tal mirror neurons (9–11). Here, we present

data on the motor organization of IPL and on

its mirror properties.

The coding of motor acts in the in-
ferior parietal lobule. Neurons were record-

ed from the rostral sector of IPL (Fig. 1A) in

two monkeys. All studied neurons (n 0 165)

were active in association with grasping move-

ments of the hand (grasping neurons). They

were formally tested in two main conditions.

In the first condition, the monkey, starting

from a fixed position (Fig. 1B, left), reached

for and grasped a piece of food located in

front of it and brought the food to the mouth

(Fig. 1B, right, I). In the second condition,

the monkey reached for and grasped an ob-

ject, located as described above, and placed it

into a container (Fig. 1B, right, II). In the first

condition, the monkey ate the food brought to

the mouth; in the second it was rewarded after

correct accomplishment of the task.

Although some neurons discharged with

the same strength regardless of the motor act

that followed grasping, the large majority were

influenced by the subsequent motor act. Ex-

amples are shown in Fig. 1C. Unit 67 dis-

charged during grasping when grasping was

followed by bringing the food to the mouth.

In contrast, its discharge was virtually absent

when grasping was followed by placing. Unit

161 exemplifies the opposite behavior. This

neuron discharged very strongly when grasping

was followed by placing, whereas only a weak

discharge was present when grasping was fol-

lowed by bringing to the mouth. Finally, Unit

158 did not show any significant difference

in discharge intensity in the two conditions.

Table 1A summarizes the behavior of all

recorded neurons. About two-thirds of neu-

rons discharged preferentially (P G 0.05) when

grasping was embedded into a specific motor

action (12). The neuron selectivity remained

unmodified when the conditions were blocked,

as in Fig. 1, or interleaved (fig. S1).

Figure 1D shows the intensity and time

course of neuron discharge of the grasp-to-

eat and grasp-to-place populations in the two

basic conditions. The population analysis (12),

based on all selective neurons recorded from

monkey M2, confirmed the data observed in

individual neurons.

To control for the possibility that the dif-

ferential discharge of neurons during the same

motor act could be due to differences in the

stimuli that the monkeys grasped, monkeys

were trained to grasp an identical piece of food

in both conditions. Food placing was achieved

by showing the monkey a piece of food that

the monkey particularly liked before each trial.

After correct placing, the monkey received the

preferred food. Unit 122 (Fig. 2) demonstrates

that neuron selectivity did not depend on the

stimulus used. The same result was found in

all tested neurons (n 0 28), regardless of

whether they coded grasping to eat (n 0 22)

or grasping to place (n 0 6) (12).

It is well known from human studies that

the first motor act of an action is influenced

by the next acts of that action (13). We also

found that reaching-to-grasp movement fol-

lowed by arm flexion (bringing the food to
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the mouth) was executed significantly faster

than the same movement followed by arm

abduction (placing the food into the contain-

er), the wrist peak velocity being 68.4 and

62.8 cm/s, respectively (t 0 2.75, P G 0.05).

To render the reaching-to-grasp movement for

placing kinematically more similar to that for

eating, we introduced a third experimental

condition. In this condition, the monkey was

trained to grasp a piece of food (or an object)

and to place it into a container located near

the monkey’s mouth (Fig. 1B, III). In terms

of the goal, this new placing condition was

identical to the previous one, but it required an

arm flexion, as in the bringing-to-the-mouth

condition. The kinematic analysis showed

that the wrist peak velocity (74.8 cm/s) in

the new placing condition was faster not

only than that in the original placing con-

dition (t 0 6.45, P G 0.0001) but also than

that in the grasping-to-eat condition (t 0
2.31, P G 0.05). [For further kinematics data,

see (12) and fig. S2].

The analysis of neurons studied in the three

conditions (n 0 18) showed that the grasping

selectivity was independent of kinematics pa-

rameters. All neurons that discharged best dur-

ing the grasping-to-eat condition (n 0 14)

discharged less in the grasping-to-place condi-

tion, both when placing was done in the con-

tainer located near the target (basic condition,

wrist velocity lower than in the grasping-to-eat

condition) and when placing was done in the

container located near the mouth (new condi-

tion, wrist velocity greater than in the grasping-

to-eat condition). An example is shown in

Fig. 2 (Unit 43). Similarly, all neurons that dis-

charged best during grasping to place in the

basic condition (n 0 4) maintained the same

selectivity when placing was done in the

container located near the mouth, despite the

different movement kinematics in the two con-

ditions. The main factor that determined the

discharge intensity was, therefore, the goal of

the action and not the kinematics [see (12) for

more details].

To control whether the force exerted by

the monkey to grasp the objects placed at the

target location could be responsible for the

differential activation of IPL neurons, a me-

chanical device that could hold the objects

with two different strengths was used. Twelve

neurons were tested with this device. No

change in neuron selectivity was found in

these neurons when the monkey grasped the

objects using the two different forces (12).

Visual properties of mirror neurons
in the inferior parietal lobule. In the IPL,

there are neurons endowed with mirror prop-

erties. We studied 41 mirror neurons, all dis-

charging both during grasping observation and

grasping execution, in a visual task in which

the experimenter performed, in front of the

monkey, the same actions that the monkey

did in the motor task, that is, grasping to eat

and grasping to place (12).

Some neurons discharged with the same

strength regardless of the motor act following

the observed grasping. The majority of neurons,

however, were differentially activated depending

on whether the observed grasping was followed

by bringing to the mouth or by placing. Examples

are shown in Fig. 3. Unit 87 discharged vig-

orously when the monkey observed the exper-

imenter grasping a piece of food, provided that

he subsequently brought the food to his mouth.

In contrast, the neuron’s discharge was much

weaker when, after grasping an object, the ex-
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Fig. 1. (A) Lateral view of the monkey brain showing the sector of IPL
(gray shading) from which the neurons were recorded. cs, central sulcus;
ips, inferior parietal sulcus. (B) The apparatus and the paradigm used for
the motor task. (C) Activity of three IPL neurons during grasping in con-
ditions I and II. Rasters and histograms are synchronized with the mo-
ment when the monkey touched the object to be grasped. Red bars,
monkey releases the hand from the starting position; green bars, monkey

touches the container; x axis, time, bin 0 20 ms; y axis, discharge fre-
quency. (D) Responses of the population of neurons selective for grasp-
ing to eat and grasping to place tested in conditions I and II. The two
vertical lines in the two panels indicate the moment when the monkey
touched the object and the moment in which the grasping was com-
pleted, respectively. The y axes are in normalized units. [For description
of population analysis, see (12).]
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perimenter placed it into the container. Unit 39

illustrates the opposite behavior. Finally, Unit

80 did not show any significant difference in

discharge intensity in the two conditions.

Table 1B summarizes the behavior of all

tested mirror neurons. As in the motor condi-

tions, the majority of neurons (75.6%) were

influenced by the final goal of the action. Neu-

rons responding to the observation of grasping

to eat constituted the most represented neu-

ron category.

The difference in discharge observed in

the two basic conditions of the experiment

could be, in principle, attributed to the two dif-

ferent types of objects (food or solids) grasped

by the experimenter. A series of neurons (n 0
20) was thus tested in a modified version of

the visual task consisting now of three con-

ditions: grasping food to eat, grasping food

to place, and grasping solid to place. For all

neurons, the selectivity remained the same

regardless of which object (food or solid) was

grasped by the experimenter (12). Twelve of

the tested neurons did not show any difference

when the experimenter grasped food or solid

to place (Fig. 4, Unit 126), whereas eight

neurons, all selective for the observation of

grasping to eat, discharged more strongly in

the placing conditions when the grasped

object was food (Fig. 4, Unit 109).

As mentioned above, all 41 neurons test-

ed with the visual task discharged during both

grasping observation and grasping execution.

In 19 of them, all motorically selective for one

type of action (15 grasping-to-eat neurons and

4 grasping-to-place neurons), we studied their

higher order visuomotor congruence by com-

paring their visual and motor selectivity during

grasping-to-eat and grasping-to-place actions.

The great majority of the tested neurons

(16 out of 19) showed the same specificity

during grasping observation and grasping

execution (13 out of 15 and 3 out of 4 in the

case of grasping to eat and grasping to place,

respectively). Figure 5A shows an example

of a congruent mirror neuron (Unit 169). The

analysis of population-averaged responses of

all neurons, comparing their visual and motor

selectivity, is presented in Fig. 5B (12).

The coding of actions in the inferior
parietal lobule. IPL neurons discharge in

association with specific motor acts. The pres-

ent study shows that most of them code the

same act (grasping) in a different way accord-

ing to the final goal of the action in which the

act is embedded. Control experiments showed

that this selectivity is not due to spurious fac-

tors such as the force exerted to grasp the

object or differences in movement kinemat-

ics during object grasping determined by the

subsequent arm movements.

Similarly, other factors, such as motivation

and attention, that are known to influence the

activity of the posterior parietal neurons (1, 2, 7)

cannot explain the present findings. First, the

type of reward the monkey received was the

same in both grasping-to-eat and grasping-to-

place conditions. Second, in the same experi-

mental session we found intermixed neurons

Fig. 3. Visual responses
of IPL mirror neurons
during the observation
of grasping to eat and
grasping to place done
by an experimenter.
Conventions as in Fig. 1.
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Fig. 2. Discharge of two IPL neurons during active grasping. Unit 122 strongly discharges when the
monkey grasps a piece of food to eat (top), whereas it does not respond when the monkey grasps
an object (center) or a piece of food (bottom) to place. Unit 43 strongly discharges when the
monkey grasps a piece of food to eat (top), whereas the discharge is significantly weaker (12)
when the monkey grasps a piece of food to place into a container positioned near the mouth
(center) or near the grasped object location (bottom). Conventions as in Fig. 1.
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showing specificity for grasping to place and for

grasping to eat. Third, in a few experiments we

alternated trials in which the monkey had to

grasp to eat with others in which the monkey had

to grasp to place. The neuron selectivity remain-

ed the same as during blocked trials (fig. S1).

The finding that most IPL neurons code

the same motor act differently depending on

the final action goal may appear counter-

intuitive. From an engineering point of view,

it should be more economical to have a multi-

purpose system of neurons for grasping, and

for other motor acts, that can be used when-

ever necessary. This would allow the possi-

bility of having a smaller number of neurons

coding the same motor act. There is, how-

ever, another aspect of motor organization

that must be taken into consideration. One of

the most striking aspects of action execution

in animals is the fluidity with which the dif-

ferent motor acts follow one another. This

‘‘kinetic melody’’ (14) requires a close link

between the different motor acts forming the

entire action so that its execution can occur

without any gap. The system we found in the

parietal lobe appears to have exactly this func-

tion. Motor acts are not related to one another

independent of the global aim of the action

but appear to form prewired intentional chains

in which each motor act is facilitated by the

previously executed one (15).

The organization of IPL receptive fields also

favors a model that postulates a chain between

neurons coding subsequent motor acts. Fre-

quently, IPL neurons that respond to the passive

flexion of the forearm have tactile receptive

fields located on the mouth, and some of them

respond in addition during grasping actions of

the mouth (16). These neurons appear to facili-

tate the mouth opening when an object is touch-

ed or grasped by the monkey’s hand. Recently,

several examples of this predictive chained

organization in IPL have been described (7).

There are no available data on the pos-

sible specificity of ventral premotor cortex

neurons in coding the same motor act accord-

ing to the action to which it belongs. Two

series of considerations suggest, however, that

the same chained organization also exists in

this region. First, the IPL is anatomically con-

nected directly with the ventral premotor cor-

tex (17–19). Thus, it is hard to believe that the

parietal specificity would be lost in the next

motor station. Second, and most important,

the receptive field organization of the ventral

premotor cortex shows characteristics similar

to that just mentioned for the IPL (20).

Reading the intention of others: The
inferior parietal mechanism. When an in-

dividual starts the first motor act of an ac-

tion, he or she has clearly in mind what the

final goal of the action is to which the motor

act belongs. In the present study, the mon-

key’s decision on what to do with the object

is undoubtedly made before the onset of the

grasping movement. The action intention is

set before the beginning of the movements

and is already reflected in the first motor act.

This motor reflection of action intention

and the chained motor organization of IPL

neurons have profound consequences on a fun-

damental cognitive capacity, that of under-

standing the intention of others.

It is generally accepted that the fundamen-

tal role of mirror neurons is to allow the ob-

serving individual to understand the goal of the

observed motor act (21–23). The rationale of

this interpretation is the following: Because the

monkey knows the outcome of the motor act it

executes, it recognizes the goal of the motor

act done by another individual when this act

triggers the same set of neurons that are ac-

tive during the execution of that act.

The finding of the present experiment is that

IPL mirror neurons, in addition to recognizing

the goal of the observed motor act, discriminate

identical motor acts according to the action in

which these acts are embedded. Because the

discriminated motor act is part of a chain lead-

Table 1. IPL neurons tested during execution and observation of grasping to eat and grasping to place.

(A) Number of neurons tested during the execution of the motor task.
Influenced by the final goal Not influenced by the final goal Total

Eating 9 Placing Placing 9 Eating Eating 0 Placing
77 (72.6%) 29 (27.4%)

106 (64.2%) 59 (35.8%) 165 (100%)

(B) Number of neurons tested during the observation of the motor task done by the experimenter.
Influenced by the final goal Not influenced by the final goal Total

Eating 9 Placing Placing 9 Eating Eating 0 Placing
23 (74.2%) 8 (25.8%)

31 (75.6%) 10 (24.4%) 41 (100%)

1s

Unit 126 Unit 109

100

S
pk

/s

100

Grasp to eat
(food)

Grasp to place
(food)

Grasp to place
(object)

Fig. 4. Visual responses of two IPL mirror neurons during the observation of grasping done by an
experimenter. Unit 126 illustrates the case of a neuron selective for grasping to eat whose re-
sponsiveness is not influenced by the type of target (food or object) grasped by the experimenter.
Unit 109 shows the responses of another grasping-to-eat neuron. As for Unit 126, the visual
selectivity remains the same regardless of the object grasped by the experimenter, but the in-
tensity of the discharge is modulated by the type of grasped stimulus.
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ing to the final goal of the action, this neuronal

property allows the monkey to predict the goal

of the observed action and, thus, to ‘‘read’’

the intention of the acting individual.

This mechanism for understanding inten-

tion appears to be rather simple. Depending on

which motor chain is activated, the observer

is going to have an internal representation of

what, most likely, the action agent is going

to do. What is more complex is to specify

how the selection of a particular chain oc-

curs. After all, what the observer sees is just

a hand grasping a piece of food or an object.

Various factors may determine this selec-

tion. The first is the context in which the action

is executed. In our experiment, the presence or

absence of the container clearly indicated the

action that the experimenter was intending to

do. The second factor is the type of object that

the experimenter grasped. Typically, food is

grasped to be eaten, whereas this is, of course,

not the case for solids. Thus, because of this

food-action association, the observation of a

motor act directed toward food more likely trig-

gers neurons coding grasping to eat than neurons

coding grasping for other purposes. This asso-

ciation is, obviously, not mandatory. If it were,

the vision of a piece of food would always

trigger the chain of motor acts that code eating.

The two factors (context and object type)

were found to interact. In several instances

(e.g., Unit 109, Fig. 4), we observed that neu-

rons coding grasping to eat also discharged,

although weakly, during grasping to place

when the object to be placed was food but

not when it was a solid. It was as if the eating

chain were activated, although slightly, by food

despite the presence of contextual cues indicat-

ing that placing was the most likely action. A

few neurons, instead of showing an interme-

diate discharge when the nature of the stim-

ulus (food) and context conflicted, decreased

their discharge with time when the same ac-

tion was repeated. It was as if the activity of

the placing chain progressively inhibited the

activity of neurons of the eating chain (fig. S3).

It is outside the aim of the present study

to describe the effects of these factors and

their reciprocal influence on the selection of

different chains of motor acts in detail. It is

important to note, however, that the rich con-

nections of the IPL (24, 25) with areas cod-

ing biological actions [areas of the superior

temporal sulcus (26, 27)] and object seman-

tics [inferotemporal lobe (28, 29)] render this

cortical region particularly suitable for the se-

lection of the coded motor acts according to

external contingencies.

Understanding ‘‘other minds’’ constitutes a

special domain of cognition (30). Brain im-

aging studies suggest that several areas might

be involved in this function (31–33). Given the

complexity of the problem, it would be naı̈ve to

claim that the mechanism described in the

present study is the sole mechanism underly-

ing mind reading, yet the present data show a

neural mechanism through which a basic as-

pect of understanding intention may be solved.

Furthermore, they represent an example of

how action and cognition are linked with one

another and how the refinement of the motor

organization may determine the emergence of

complex cognitive functions.
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Amplification of Acetylcholine-
Binding Catenanes from Dynamic

Combinatorial Libraries
Ruby T. S. Lam, Ana Belenguer, Sarah L. Roberts,

Christoph Naumann, Thibaut Jarrosson,
Sijbren Otto, Jeremy K. M. Sanders*

Directed chemical synthesis can produce a vast range of molecular structures,
but the intended product must be known at the outset. In contrast, evolution
in nature can lead to efficient receptors and catalysts whose structures defy
prediction. To access such unpredictable structures, we prepared dynamic com-
binatorial libraries in which reversibly binding building blocks assemble around
a receptor target. We selected for an acetylcholine receptor by adding the
neurotransmitter to solutions of dipeptide hydrazones [proline-phenylalanine
or proline-(cyclohexyl)alanine], which reversibly combine through hydrazone
linkages. At thermodynamic equilibrium, the dominant receptor structure was
an elaborate [2]-catenane consisting of two interlocked macrocyclic trimers.
This complex receptor with a 100 nM affinity for acetylcholine could be isolated
on a preparative scale in 67% yield.

Dynamic combinatorial chemistry is a power-

ful approach for the preparation of unpredict-

able receptors for recognition and catalysis

(1–7). Its key feature is the dynamic combi-

natorial library, in which each library member

is assembled from building blocks that bond

reversibly to one another under the reaction

conditions. As a result of this reversibility, all

library members can interconvert to give a dis-

tribution that is under thermodynamic control.

Addition of a guest molecule, or template, that

can selectively recognize one receptor in the

library will serve to increase the concentration

of that host at the expense of unsuccessful

structures in the library. The successful host is

then isolated and identified. Such systems dis-

play feedback amplification of molecules with

the desired properties in a manner that is rem-

iniscent of the mammalian immune system.

Typically, however, this approach has produced

relatively simple structures such as macro-

cycles or topologically linear species (8).

As a neurotransmitter, acetylcholine (ACh)

is an attractive target for studies of molecular

recognition. We report here that ACh acts

as a template to amplify E2^-catenanes from

small peptide-hydrazone building blocks whose

properties and chemistry we have previously

described (9). In solution, six of these build-

ing blocks assemble around ACh into a remark-

ably complex receptor structure comprising

two linked 42-membered rings.

Library formation was initiated by addi-

tion of trifluoroacetic acid (43 equivalents)

to a room-temperature 20 mM solution of

the peptide building block pPFm (1) in 95:5

(v/v) chloroform/dimethyl sulfoxide (DMSO)

(Fig. 1). High-performance liquid chroma-

tography (HPLC) analysis showed that linear

intermediates were formed on a time scale of

minutes, converting over the next 60 min into

a series of simple cyclic oligomers up to at

least the cyclic hexamer. In the absence of

added template, the library reached equi-

librium in 3 days. The main components of

this library were identified by mass spectrom-

etry (MS) as the cyclic dimer (2, MHþ 0
781.4), trimer (3, MHþ 0 1172.5), and tetra-

mer (4, MHþ 0 1562.8), with small amounts

of pentamer (5, MHþ 0 1952.9), hexamer

(6, MHþ 0 2342.0), and traces of higher

oligomers.

Next, we added of 200 mM ACh chloride

to the solution to serve as a binding tem-
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*To whom correspondence should be addressed.
E-mail: jkms@cam.ac.uk Fig. 1. A pPFm dynamic combinatorial library.
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plate. We found that the cyclic dimer 2 was

amplified initially, becoming the major product

of the library (Fig. 2). However, this was a ki-

netically rather than a thermodynamically favor-

ed product, and within an hour a new product,

7, isomeric with the cyclic hexamer (MHþ 0

2342.0), was formed at the expense of all the

other material in the library. This compound

was not observed in the absence of ACh. Both

6 and 7 display a doubly charged molecular ion

at mass/charge ratio (m/z) 1172 (Fig. 3, A and

B), but they show quite different electrospray

MS/MS fragmentation behavior. The simple

hexamer, 6, fragments sequentially to pentamer

and smaller components (Fig. 3D), whereas the

new templated product, 7, fragments directly to

trimer (Fig. 3C). This fragmentation be-

havior is typical of a E2^-catenane (10) and

indicates that the product consists of two iden-

tical interlocked cyclic trimers. Because each

ring is chiral, there are two possible dia-

stereomers of the E2^-catenane (Fig. 1); the

nuclear magnetic resonance (NMR) evidence

presented below confirms the gross structure

proposed and indicates that only one of the

two possible diastereomers is amplified. The

1:1 catenane:ACh complex can also be ob-

served as the singly charged species at m/z

2488.0 by electrospray MS.

The E2^-catenane continued to accumulate

over a period of many days, eventually reach-

ing 70% of the material in the library as

judged by HPLC; it must have been formed

via a pathway that is inherently improbable,

and therefore its evolution and accumulation

were slow, but as the product was formed it

was stabilized by the template. The isolated

yield of E2^-catenane was 67%. Because the

HPLC detection limit for E2^-catenane is well

below 1%, this corresponds to an amplifica-

tion of more than three orders of magnitude.

Fig. 2. HPLC traces (ab-
sorption at 290 nm) of the
pPFm libraries. (A) In the
presence of ACh, a series
of cyclic and linear interme-
diates are observed 2 min
after initiation of library
formation. (B) [2]-Catenane
(7) is first observed within
25 min. (C) Cyclic dimer
2 is substantially amplified
in the first 3 days. (D) The
yield of ACh receptor 7 is
optimized after 44 days of
equilibration. (E) In the
absence of ACh, the pPFm
library reaches equilibrium
in 3 days. HPLC analyses
were performed with a
reversed-phase Symmetry
C18 column (250 mm by
4.6 mm, particle size 5 mm)
using gradient elution of
tetrahydrofuran and water
at 45-C.

Fig. 3. (A) Electrospray MS spectrum of [2]-catenane (7Hþ at 1172.0)
shows the same molecular ion mass as that of (B) hexamer (6Hþ at
1172.6). (C) Electrospray MS/MS of 7Hþ displays the direct fragmentation

of [2]-catenane to trimer, differentiating it from hexamer, which shows (D)
sequential fragmentation of 6Hþ into pentamer, tetramer, trimer, dimer,
and monomer.
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The 1H NMR spectrum of the E2^-catenane

in 95:5 CDCl
3
/DMSO-d

6
displays large clumps

of broad signals that indicate the presence of

several slowly interconverting conformers (Fig.

4B). Upon addition of ACh or related ligands,

the spectrum sharpens and reveals the pres-

ence of three inequivalent sets of building

blocks in slow exchange (Fig. 4A). Thus, in

the complex with ACh, the two rings are re-

lated by symmetry but the rotation of one ring

with respect to the other is slow on the NMR

time scale. The relative simplicity of the spec-

trum of the catenane-ACh complex indicates

(i) that only one diastereomer is present, and

(ii) that ACh selects only one conformation

of the E2^-catenane from the many possibilities.

We previously observed the latter behavior in a

much simpler ACh-binding peptide-hydrazone

macrocycle (11).
1H and 13C NMR spectra of the complex

in CD
2
Cl

2
show the same symmetry and very

similar chemical shifts, but binding is weaker

in this solvent and allows exchange signals

between free and bound ACh to be observed

in nuclear Overhauser effect (NOE) spectra.

Bound ACh proton signals are shifted up-

field by 0.4 to 1.7 parts per million (ppm)

(Fig. 4), and both sets of methylene protons

become diastereotopic in the chiral environ-

ment, as expected (11). Intramolecular NOEs

within the E2^-catenane and within the bound

ACh resonances confirm the assignments shown

in Fig. 4, but no NOEs are observed between

host and guest.

The amplification of a receptor containing

six building blocks from a library that contains

substantial concentrations of dimers and trimers

is statistically highly unfavorable; it demands a

strongly selective binding of ACh for the E2^-
catenane relative to the smaller and simpler

macrocycles (12). This conclusion was con-

firmed by isothermal titration microcalorimetry

(ITC): Strongly exothermic binding was ob-

served (binding constant K 0 1.4 � 107 M–1,

enthalpy change DH 0 –22.9 kJ mol–1, entropy

change TDS 0 þ17.8 kJ mol–1) between E2^-
catenane and ACh in 95:5 CHCl

3
/DMSO.

Binding constants of ACh to the trimer 3

and tetramer 4 were much smaller: K 0 1.5 �
103 M–1 and K 0 5.7 � 103 M–1, respective-

ly. The dimer is rather insoluble; no binding

was observed in a saturated solution (0.06 mM).

Several sets of observations suggest that

the trimethylammonium moiety of ACh is the

primary recognition site. Choline itself is too

insoluble in our solvent system to allow effec-

tive templating or ITC experiments, but it is

solubilized by the E2^-catenane; the symmetry

and chemical shifts of the choline-catenane

complex are essentially identical to those of

the ACh complex. In a 1H NMR competition

experiment, two sets of equally intense proton

signals were observed, which shows that the

E2^-catenane binds choline and ACh with simi-

lar affinity. Replacing one methyl group in ACh

by ethyl, to give Me
2
EtNþCH

2
CH

2
OCOMe,

reduces K by a factor of 100 to 105 Mj1; this

result confirms the importance of the Me
3
Nþ

group (13). Lengthening the template esterify-

ing chain from acetyl to butyryl has a minimal

effect on binding or templating efficiency.

Replacement of the side-chain aromatic

group of phenylalanine in 1 by a cyclohexyl

group to give the pPCm analog (9) led to a

very similar library, from which the analo-

gous E2^-catenane was amplified by ACh. Its

yield, NMR spectrum, and binding properties

(K 0 3.0 � 106 M–1) were similar to those

of the original E2^-catenane; hence, the aromat-

ic side chain is not essential to the binding

process.

The molecular recognition processes and

the three-dimensional structures underlying

the results described here have yet to be eluci-

dated in detail. However, these results indicate

that the potential for dynamic combinatorial

chemistry is greater than previously envisaged.

Given sufficient time, highly unexpected struc-

tures can be formed by templating in a single

flask and isolated on a preparative scale. There

are many reports of carefully designed E2^-
catenane syntheses (14–16) and occasional

reports of accidental E2^-catenane synthesis

(17), but the results described here demon-

strate the creation of a E2^-catenane that is,

by virtue of its mode of synthesis, functionally

highly effective as a receptor.
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Fig. 4. (A and B) 1H NMR spectra (13.0 to 0 ppm) of [2]-catenane in CDCl3/DMSO-d6 at 300 K in the
presence of 2.0 equiv of ACh and 4 ml of D2O (A) and in the absence of ACh (B). (C) Structure of 7 with
1H NMR chemical shifts of some key protons in the catenane-ACh complex. Assignments to building
blocks are arbitrary. (D and E) Chemical shifts of free ACh (D) and ACh bound to compound 7 (E).
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Experimental Verification of
Designer Surface Plasmons

Alastair P. Hibbins,* Benjamin R. Evans, J. Roy Sambles

We studied the microwave reflectivity of a structured, near perfectly con-
ducting substrate that was designed to verify the existence of a theoretically
proposed new class of surface mode. Measurements of the mode’s dispersion
curve show that it correctly approaches the predicted asymptotic frequency;
the curve also agrees well with that derived from a computer simulation.
Modeling of the field distribution on resonance provides evidence of strong
localization of the electric field at the interface and substantial power flow
along the interface, thus verifying the surface plasmon–like nature of the mode.

Conductors support electromagnetic surface

waves (1, 2) over a broad range of frequen-

cies, ranging from dc and radio frequencies

up to the visible. These modes propagate along

the interface with a dielectric, and they com-

prise an electromagnetic field coupled to the

oscillations of conduction electrons. At visible

wavelengths, the mode that travels along a

metal surface is called a surface plasmon (SP).

It is characterized by strongly enhanced fields

at the interface, which decay exponentially

with distance Eon the order of 10 nm in the

metal and È100 nm in the dielectric (3–5)^.
However, in the microwave regime, metals

can often be treated as near-perfect conduc-

tors. The fields associated with surface waves

at these frequencies penetrate È1 mm into the

metal but extend many hundreds of wave-

lengths into the dielectric above (Fig. 1A). In

other words, this mode is not bound at the

interface and is simply a surface current.

It was recently predicted (6) that even in

the perfectly conducting limit, the same metal,

textured with subwavelength holes, can sup-

port strongly localized SP-like waves. This is

because the holes may allow some of the field

to penetrate into the substrate, hence changing

the field-matching situation at the surface

(Fig. 1B). The holes in the metal act as wave-

guides and therefore have a cutoff frequency

below which no propagating modes are al-

lowed. Hence, below cutoff, only evanescent

fields exist on the metal side of the interface,

and it is exactly this field characteristic that is

required for a surface mode. The cutoff fre-

quency of the modes in the waveguides is

equivalent to an effective Bsurface plasma[
frequency of the structured surface, which

for holes of square cross section (a � a) is

given by

ncutoff 0
c

2a
ffiffiffiffiffiffiffiffiffi

ehmh

p ð1Þ

where c is the velocity of light in vacuum and

e
h

and m
h

are the relative permittivity and

permeability of the material filling the holes,

respectively. Hence, this frequency can be

engineered to occur at almost any frequency

below the natural surface plasma frequency

of a metal Ewhich is usually in the ultraviolet

range (4)^.

We provide experimental evidence of the

resonance of a surface mode propagating across

the surface of a near perfectly conducting

substrate perforated with holes. By carefully

choosing the size and periodicity of the holes,

the effective Bsurface plasma[ frequency has

been lowered to the microwave regime. We

have observed resonant absorption at different

angles of incidence (q) and have thereby been

able to plot much of the dispersion curve. The

results agree exceptionally well with those

determined using a finite element method

(FEM) model (7), and we are able to witness

the mode_s asymptotic approach to the pre-

dicted effective Bsurface plasma[ frequency

limit. The model is also used to calculate and

illustrate the field solutions on resonance, and

hence to verify the SP-like nature of the mode.

Our sample is a 300 mm � 300 mm ar-

ray of hollow, square-ended brass tubes of

length 45 mm, side length d 0 9.525 mm,

and inner dimension a 0 6.960 mm. From

Eq. 1, n
cutoff

0 21.54 GHz. The tubes are

carefully arranged, square face down, on a flat

brass plate and tightly clamped together. Note

that the plate supporting the tubes will have no

substantial effect on the surface mode, because

we are only interested in frequencies below

n
cutoff

. A modification of the originally pro-

posed structure (6) is the addition of a periodic

array of cylindrical rods (radius r 0 1.0 mm)

with pitch 2d positioned on the surface of the

array of tubes (Fig. 2). These allow for control

of the strength of diffractive coupling to the
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Fig. 3. The dispersion of the surface mode
on the air-filled sample. Radiation is TM-
polarized and incident in the xz plane (8 0
0-). The frequency of the resonance is
derived from experimental (�) and mod-
eled (solid line) data sets. The shaded re-
gion corresponds to momentum space
within which surface modes may not be
directly coupled to, as they are beyond
the light line. The dashed line represents
the first-order diffracted light lines cen-
tered on kx 0 T2p/(2d) 0 T330 m–1 asso-
ciated with the array of cylindrical rods.
The dot-dashed line similarly corresponds
to first-order diffraction from the array of brass tubes. (Inset) TM-polarized reflectivity spectrum
obtained at q 0 È14-, illustrating the resonant surface mode at È12.3 GHz.

Fig. 2. Photograph of the experimental sample
showing the square brass tubes (d 0 9.525 mm,
a 0 6.960 mm) and brass cylindrical rods (radius r 0
1.0 mm). The coordinate system is also shown.

Fig. 1. Schematic representation of electric
fields associated with a mode propagating along
the surface of a metal. At microwave frequen-
cies, the metal is almost perfectly conducting.
(A) The field is almost completely excluded
from the substrate but extends for many hun-
dreds of wavelengths into the dielectric region
above. The mode is essentially a surface cur-
rent. (B) An effective penetration depth is
achieved by perforating the substrate with an
array of subwavelength holes. The holes allow
the fields to decay exponentially into the
structure, and they closely resemble those of
a surface plasmon propagating on metals in
the visible regime.
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mode, which would otherwise be very weak.

In addition, relying on the d periodicity alone

would only allow for observation of the

surface mode either close to n
cutoff

or at very

high values of q. The former could result in

confusion with the onset of propagating

waveguide modes, whereas the latter is not

experimentally favorable. However, the first-

order B2d[ diffracted light lines associated

with the rods will cross the frequency axis at

È15.7 GHz. Because a band gap in the dis-

persion of the surface mode will be estab-

lished at this crossing (normal incidence), the

mode_s resonant frequency will be reduced

below this point. For this reason, the reflectivity

features associated with the surface mode

cannot be confused with the onset of diffraction.

Our initial set of reflectivity measure-

ments was recorded at a series of fixed values

of q with collimated millimeter-wave radi-

ation (10 GHz e n e 15 GHz) incident in the

xz plane (8 0 0-). By positioning the trans-

mitting horn antenna at the focus of a mirror

with radius of curvature 4 m, we reduced the

amount of beam spread in the system. The

specularly reflected signal was then detected

by a second horn antenna, and the orientations

of both horn antennae were set to pass only

transverse magnetic (TM)–polarized radia-

tion. The inset of Fig. 3 illustrates a typical

experimental reflectivity spectrum recorded

at q 0 È14-. The main part of Fig. 3 shows

the distribution of the resonant mode posi-

tions derived from the experimental and

modeled reflectivity spectra as a function of

in-plane momentum (k
x
0 k

0
sin q) and fre-

quency. Although there is a small spread in

the experimental data points (associated with

the difficulty in making accurate measurements

of q), the experiment is in excellent agreement

with the modeled dispersion curve.

Further verification of the SP-like charac-

teristics of the mode is provided by examining

the modeled field distributions at the resonant

frequency. For example, consider the reso-

nance of the mode shown in the inset of Fig. 3

(n 0 12.3 GHz). The time-averaged electric

field strength is shown in Fig. 4A with the

instantaneous electric field vector distribu-

tion (plotted at a time in phase corresponding

to maximum enhancement) superimposed.

Regions of strongest field are clearly located

directly above the metal regions of the sur-

face, and the field-line loops are highly rem-

iniscent of the SP fields on metals (4, 5). The

data in Fig. 4C further strengthen the SP

argument, showing the exponentially de-

caying electric field strength away from the

surface. Note how the exponential decay

constant into the effective medium is about

one-fifth that into the dielectric half-space

above. The Poynting vector plot (Fig. 4B)

provides further verification of the nature of

the mode: The region of greatest power flow

is strongly enhanced just above the surface,

flowing parallel to the average surface plane

(as would be expected for a SP).

To summarize so far, we have associated

a measured dip in reflectance with the pro-

posed surface modes (6) and have shown that

the field profiles on resonance are strongly

reminiscent of SPs. However, the dispersion

of the mode does not asymptotically approach

n
cutoff

; instead, it is perturbed by the SP band

gap at normal incidence. (Note that only the

lower energy band of the gap may be coupled

to; the upper band mode would correspond to

charge located in the voids.) We now show

that the asymptotic approach to n
cutoff

can be

achieved by rotating the plane of incidence

by 90- (i.e., the yz plane, 8 0 90-) and filling

the tubes with a dielectric.

First consider the dispersion of the mode

supported by a structure in the original 8 0
0- geometry, but this time filling the tubes

with wax Ee
wax

0 2.3 (8)^ (Fig. 5A). Re-

member that the mode observed in the 8 0 0-
geometry is coupled via the evanescent

fields of the þ1 B2d[ diffracted order (due

to the rods). Although there is a small reduc-

tion of the resonant frequency close to nor-

mal incidence, the dispersion looks similar to

that of the air-filled sample because the per-

turbation is still dominated by the effect of

the band gap. Once again, only the lower

energy band can be coupled to, and therefore

no asymptotic approach to n
cutoff

is seen.

Now consider how the band diagram changes

by rotating the plane of incidence by 90-.

Fig. 4. Modeled fields on reso-
nance of the mode seen in Fig.
3 (n 0 12.3 GHz and q 0 14-).
(A) Time-averaged (grayscale)

and instantaneous (arrowheads) electric field strengths, where the latter is plotted at a phase
corresponding to maximum enhancement. (B) Poynting vector direction (arrowheads) and mag-
nitude (grayscale). White areas correspond to enhancement in electric field strength by a factor of
Q40 and of power flow by a factor of 300. (C) Time-averaged electric field strength calculated for
either side of the sample surface (z 0 0) at the center of a tube waveguide (i.e., at a perpendicular
distance of a/2 from the inside walls). The decays on either side of the peak have been fitted to
single exponentials (l, decay constant).

Fig. 5. The dispersion of the surface
mode on the wax-filled brass tube array.
Radiation is TM-polarized and incident in
(A) the xz plane (8 0 0-) and (B) the yz
plane (8 0 90-). The frequency of the
resonance is derived from experimental
(�) and modeled (solid line) data sets.
The shaded region corresponds to mo-
mentum space within which surface
modes may not be directly coupled to,
as they are beyond the light line. The
dashed lines represent the first-order
diffracted light lines associated with the
array of cylindrical rods. The dot-dashed
lines similarly correspond to first-order
diffraction from the square array of brass
tubes. Horizontal dotted lines correspond
to ncutoff.
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Clearly, at normal incidence, the resonant

frequency of this mode must remain un-

changed, as must the frequency at which the

diffracted order begins to propagate. In the

rotated geometry (8 0 90-), diffraction due

to the rods will be in a plane orthogonal to

the plane of incidence, and the frequency as-

sociated with the onset of diffraction will

increase hyperbolically with wave vector (k
y
0

k
0

sin q). Our measurements and modeling

show (Fig. 5B) that close to normal incidence,

the dispersion of the mode exhibits the ex-

pected dependence. The mode asymptotical-

ly approaches a frequency Èn
cutoff

for larger

values of k
y
. A small difference between

n
cutoff

and the observed limit is not surpris-

ing, as Eq. 1 does not take into account the

finite length of the tubes. The results from

the wax-filled sample thus fully confirm the

expected behavior.

The idea of Bdesigner[ surface modes

proposed by Pendry et al. (6) promises the

ability to engineer a SP at almost any fre-

quency. Our results verify the propagation

of SP-like modes on structured, near per-

fectly conducting substrates. These new

Bmetamaterials[ offer the ability of applying

near-field, surface plasmon–induced con-

cepts, which have been well studied in the

visible regime, to the microwave domain.
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All-Optical Switching in
Rubidium Vapor

Andrew M. C. Dawes, Lucas Illing, Susan M. Clark,
Daniel J. Gauthier*

We report on an all-optical switch that operates at low light levels. It consists
of laser beams counterpropagating through a warm rubidium vapor that in-
duce an off-axis optical pattern. A switching laser beam causes this pattern to
rotate even when the power in the switching beam is much lower than the
power in the pattern. The observed switching energy density is very low, sug-
gesting that the switch might operate at the single-photon level with system
optimization. This approach opens the possibility of realizing a single-photon
switch for quantum information networks and for improving transparent op-
tical telecommunication networks.

An important component of high-speed optical

communication networks is an all-optical

switch, where an incoming Bswitching[ beam

redirects other beams through light-by-light

scattering in a nonlinear optical material (1, 2).

For quantum information networks, it is

important to develop optical switches that

are actuated by a single photon (3). Unfor-

tunately, because the nonlinear optical in-

teraction strength of most materials is so

small, achieving single-photon switching is

difficult. This problem appears to be solved

through modern quantum-interference methods,

in which the nonlinear interaction strength

can be increased by many orders of magnitude

(3–10). It is also important to develop all-

optical switches where the output beam is

controlled by a weaker switching beam, so

they can be used as cascaded classical or

quantum computational elements (11). Current

switches, in contrast, tend to control a weak

beam with a strong one.

In this Report, we describe an all-optical

switch that combines the extreme sensitiv-

ity of instability-generated transverse opti-

cal patterns to tiny perturbations (12–16) with

quantum-interference methods (3–10). A trans-

verse optical pattern is the spatial structure

of the electromagnetic field in the plane per-

pendicular to the propagation direction. As

an example, the transverse optical pattern cor-

responding to two beams of light is a pair of

spots. We control such a pattern with a beam

whose power is a factor of 6500 times smaller

than the power contained in the pattern itself,

verifying that the switch is cascadable. Also,

the switch is actuated with as few as 2700

photons and thus operates in the low-light-

level regime. A measured switching energy

density E È 3 � 10j3 photons/(l2/2p), where

l 0 780 nm is the wavelength of the

switching beam, suggests that the switch might

operate at the single-photon level with sys-

tem optimization such as changing the pump-

beam size or vapor cell geometry (17).

Our experimental setup consists of a weak

switching beam that controls the direction

of laser beams emerging from a warm laser-

pumped rubidium vapor. Two pump laser

beams counterpropagate through the vapor

and induce an instability that generates new

beams of light (i.e., a transverse optical pat-

tern) when the power of the pump beams is

above a critical level (17), as shown sche-

matically in Fig. 1. The instability arises from

mirrorless parametric self-oscillation (17–26)

due to the strong nonlinear coupling between

the laser beams and atoms. Mirrorless self-

oscillation occurs when the parametric gain

due to nonlinear wave-mixing processes be-

comes infinite. Under this condition, infini-

tesimal fluctuations in the electromagnetic

field strength trigger the generation of new

beams of light. The threshold for this insta-

bility is lowest (and the parametric gain en-

hanced) when the frequency of the pump

beams is set near the 87Rb 5S
1/2

6 5P
3/2

res-

onance (780-nm transition wavelength). The

setup is extremely simple in comparison to

most other low-light-level all-optical switch-

ing methods (7, 8), and the spectral character-

istics of the switching and output light match

well with recently demonstrated single-photon

sources and storage media (27, 28).

For a perfectly symmetric experimental

setup, the instability-generated light (referred

to henceforth as Boutput[ light) is emitted

both forward and backward along cones cen-

tered on the pump beams, as shown in Fig. 1A.

The angle between the pump-beam axis and

the cone is on the order of È5 mrad and is

determined by competition between two differ-

ent nonlinear optical processes: backward four-

wave mixing in the phase-conjugation geometry

and forward four-wave mixing (17, 23, 24).

The generated light has a state of polariza-

tion that is linear and orthogonal to that of

the linearly copolarized pump beams (25);

hence, it is easy to separate the output and

pump light with the use of polarizing elements.

Once separated, the output light propagating

in one direction (e.g., the forward direction)

can appear as a ring on a measurement screen

that is perpendicular to the propagation direc-

tion and in the far field (Fig. 1, A and B). This

ring is known as a transverse optical pattern

(18) and is one of many patterns that occur in

a wide variety of nonlinear systems spanning

the scientific disciplines (29).

Weak symmetry breaking caused by slight

imperfections in the experimental setup re-

duces the symmetry of the optical pattern

and selects its orientation (23). For high pump
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powers, the pattern consists of six spots

with sixfold symmetry, as shown schemat-

ically in Fig. 1C. For lower powers near the

instability threshold, only two spots appear

in the far field in both directions (forward

and backward), as shown schematically in

Fig. 1D. The azimuthal angle of the spots

(and the corresponding beams) is dictated

by the system asymmetry, which can be ad-

justed by slight misalignment of the pump

beams or application of a weak magnetic

field. The orientation of the spots is stable for

several minutes in the absence of a switch-

ing beam.

In our all-optical switch, the direction of

the bright output beams (total power P
out

) is

controlled by applying a weak switching la-

ser beam with a state of polarization that is

linear and orthogonal to that of the pump

beams (Fig. 2). The azimuthal angle of the

output beams is extremely sensitive to tiny

perturbations because the symmetry break-

ing of our setup is so small (17). Directing

the switching beam along the conical sur-

face at a different azimuthal angle (Fig. 2B)

causes the output beams to rotate to a new

angle, while P
out

remains essentially un-

changed. Typically, the orientation of the

output beams rotates to the direction of the

switching beam and we find that the pattern

is most easily perturbed when the switch-

ing beam is injected at azimuthal angles of

T60-, thereby preserving the sixfold sym-

metry of the pattern observed for higher

pump powers. Notably, the switching beam

also controls the output beams in the back-

ward direction.

We now describe the behavior of our

switch for two values of the peak power P
s

of the switching beam, where the spots rotate

by –60- in the presence of a switching beam.

In the absence of a switching beam (P
s
0 0),

we observed the pattern shown in Fig. 3A,

where P
out

0 1.5 mW and the total power

emitted from the vapor cell in the forward

direction in both states of polarization is 19

mW. For the higher power switching beam

(P
s
0 2.5 nW), we observed complete rota-

tion of the output beams (Fig. 3B), whereas

we found that only approximately half the

power in the beams rotates to the new azi-

muthal angle (Fig. 3C) at the lower switching

power (P
s
0 230 pW). However, we observed

high-contrast switching in both cases.

To quantify the dynamic behavior of the

device, we turned the switching beam on

and off and measured the resulting change

in the output beams. Figure 4, A and B,

show the temporal evolution of the power

for P
s
0 2.5 nW on a coarse time, where it

is seen that power variation at each location

is out of phase, indicating full redirection of

the optical power (movie S1).

At higher temporal resolution (Fig. 4C),

weak periodic modulation of the emitted light

due to a dynamic instability (25) is apparent.

This modulation corresponds to small fluctua-

tions in the power of the pattern, although its

orientation is stable. Even in the presence of

this modulation, the contrast-to-noise ratio

of the switch is at least 30:1 (defined as the

change in power between the on and off

states: root-mean-square value of the fluc-

tuations). The rise time of the switch is t 0
4 ms, which we believe is largely governed

by the rubidium ground-state optical pump-

ing time (23).

Under the conditions shown in Fig. 3B,

the total power in the output beams in the

forward direction is equal to P
out

0 1.5 mW,

whereas the power of the input switching

beam is only P
s
0 2.5 nW. That is, a switch-

ing beam controls the behavior of output

Fig. 1. Generation and symmetry of transverse
optical patterns. (A) Two linearly copolarized
pump beams (red) counterpropagate through
warm 87Rb vapor. A modulational instability
generates orthogonally polarized light, which is
emitted along cones (blue) and forms a trans-
verse optical pattern (red) on a screen perpen-
dicular to the propagation direction. (B to D)
Schematic of the transverse optical pattern
for (B) a perfectly symmetric setup, (C) weakly
broken symmetry and high pump power, and
(D) weakly broken symmetry and low pump
power.

Fig. 2. The two states
of the switch. (A) The
off state. Weak symme-
try breaking results in
a two-spot output pat-
tern. (B) The on state.
A weak switching beam
(yellow), directed along
the cone (blue), causes
the output pattern to
rotate. The state of po-
larization of the switch-
ing beam (yellow) is
linear and orthogonal
to that of the pump
beams (red).

Fig. 3. Low-light-level all-optical switching. The lower panels show a false-color rendition of the
detected optical power of the output light (gray, low power; red, high power), and the upper
panels are a three-dimensional representation of the same data. (A) The off state with Ps 0 0. The
output light forms a two-spot transverse optical pattern. (B) The on state with Ps 0 2.5 nW. The
two-spot output pattern is rotated by –60-. (C) The on state with Ps 0 230 pW. Approximately
half the output power is rotated by –60-.
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beams that are at least 600 times stronger.

Based on the time response of the switch,

the number of photons needed to change its

state is given by N
p
0 tP

s
/E

p
0 40,000,

where E
p
0 2.55 � 10j19 J is the photon

energy, and the switching energy is equal

to N
p
E

p
0 10 fJ. Optical switches that oper-

ate with similarly low energies have been

proposed previously, but their application

to few-photon switching has not been dis-

cussed (12, 14, 15).

Another metric to characterize low-light-

level switches is the energy density E, given

in units of photons per (l2/2p). This metric

gives the number of photons needed to ac-

tuate a switch with a transverse dimension

that has been reduced as much as possible—

the diffraction limit of the interacting beams

(5, 11). For the spot size of the switching

beam used in our experiment (1/e intensity

radius of 166 mm), we find that E È 4.4 �
10j2 photons/(l2/2p), corresponding to 11

zeptoJ/(l2/2p).

Similar behavior is observed for the low-

er switching power, as shown in Fig. 3C. In

this case, a weak switching beam controls

output beams that are 6500 times stronger.

Even though there is only partial switching,

the contrast-to-noise ratio is greater than

10:1 (Fig. 4, D and E, and movie S2). As

seen in Fig. 4F, t 0 3 ms, which is somewhat

faster than that observed at the higher pow-

er, possibly due to the fact that only part of

the output light rotates to the new angle.

Using this response time, we find N
p
0 2700

photons, N
p
E

p
0 690 aJ, and E È 3 � 10j3

photons/(l2/2p) E770 yoctoJ/(l2/2p)^.
These results demonstrate that a switch

based on transverse optical patterns is capa-

ble of controlling high-power beams with

weak ones, exhibits much higher sensitivity,

and can be realized with the use of a simple

experimental setup. Such a switch could be

used as a binary element in a computation

or communication system because, at high

switching beam power, our device operates

like a transistor used in digital logic (i.e.,

the transistor_s output is either off or satu-

rated). Additionally, this switch could be

used as a router if information is impressed

on the output light (e.g., by modulating the

pump beams).

For comparison, the sensitivity of our

switch, characterized by E, far exceeds that

demonstrated by other methods such as elec-

tromagnetically induced transparency (EIT).

To date, the best EIT-based switch results

have been reported by Braje et al. (8) who

have achieved E È 23 photons/(l2/2p); our

switch is more than 5000 times as sensi-

tive. Furthermore, the EIT experimental setup

is much more complicated, requiring the

use of cooled and trapped rubidium atoms

and limited to output beams that are much

weaker than the input switching beam. Re-

cently, a transient switch based on laser

beams propagating through a warm rubidium

vapor in a simple setup has been reported,

but it does not operate in the low-light-level

regime (10).

Although speculative, our technique might

be useful at telecommunication wavelengths

where high-quantum efficiency, low-noise,

single-photon detectors are difficult to realize.

For these wavelengths, the rubidium vapor

could be replaced with a molecular gas, such

as acetylene or hydrogen cyanide, both of

which have resonances in the telecommuni-

cations band. A low-light-level incident beam

could then be detected by switching the out-

put beam onto a standard telecommunications-

band detector.

In addition, our general method of ex-

ploiting the sensitivity of patterns to small

perturbations may find application in other

scientific disciplines. For example, modula-

tional instabilities, which often give rise to

pattern formation, have been observed in mat-

ter waves created with ultracold quantum gases

(30), suggesting that atom switching might

be possible by perturbing the gas with a few

injected atoms.

Our results may also have implications

concerning the fundamental limits of general-

purpose computation devices. Many years

ago, Keyes (11) realized that thermal energy

dissipation places limits on the operational

speed of a logic element. By assuming that a

saturation-based optical switch has E È 1

photon/(l2/2p), he concluded that optical logic

elements are limited to rates below 1010 s–1.

Our observed switching energy density is more

than a factor of 300 below that assumed by

Keyes, suggesting that optical devices might

surpass his estimated limit.

References and Notes
1. R. Ramaswami, K. N. Sivarajan, in Optical Networks:

A Practical Perspective (Morgan Kaufmann, San
Francisco, CA, ed. 2, 2002), ch. 12.

2. H. M. Gibbs, Optical Bistability: Controlling Light with
Light (Academic Press, Orlando, FL, 1985).

3. M. D. Lukin, Rev. Mod. Phys. 75, 457 (2003).
4. H. Schmidt, A. Imamoglu, Opt. Lett. 21, 1936 (1996).
5. S. E. Harris, Y. Yamamoto, Phys. Rev. Lett. 81, 3611

(1998).
6. M. D. Lukin, A. Imamoglu, Phys. Rev. Lett. 84, 1419

(2000).
7. M. Yan, E. G. Rickey, Y. Zhu, Phys. Rev. A. 64, 041801

(2001).
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Fig. 4. Dynamical behavior of
the low-level all-optical switch.
In the plane of the measurement
screen, we place one aperture at
the center of one of the spots
shown in Fig. 3A (the off state of
the switch) and another at the
center of one of the spots shown
in Fig. 3B (the on state). Tempo-
ral evolution of the output power
passing through (A and C) the on-
state aperture for Ps 0 2.5 nW,
(B) the off-state aperture for Ps 0
2.5 nW, (D and F) the on-state
aperture for Ps 0 230 pW, and
(E) the off-state aperture for Ps 0
230 pW. The fit lines in (C) and
(F) are determined using a sig-
moidal function. The rise-time of
the switch based on this fit is (C) t 0 4 ms for Ps 0 2.5 nW and (F) t 0 3 ms for Ps 0 230 pW. arb.
units, arbitrary units.
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Extracting a Climate Signal from
169 Glacier Records

J. Oerlemans

I constructed a temperature history for different parts of the world from 169
glacier length records. Using a first-order theory of glacier dynamics, I related
changes in glacier length to changes in temperature. The derived temperature
histories are fully independent of proxy and instrumental data used in earlier
reconstructions. Moderate global warming started in the middle of the 19th
century. The reconstructed warming in the first half of the 20th century is
0.5 kelvin. This warming was notably coherent over the globe. The warming
signals from glaciers at low and high elevations appear to be very similar.

The worldwide retreat of many glaciers during

the past few decades is frequently mentioned as

a clear and unambiguous sign of global warm-

ing (1, 2). Recent glaciometeorological field

experiments and modeling studies have led

to a much improved understanding of the

link between climate processes and glacier

mass balance (3, 4). Yet, the climatic infor-

mation contained in records of glacier ge-

ometry, particularly glacier length, has only

partly been exploited. This is perhaps due to

the nature of the data. Because data points

on glacier length are irregularly spaced in

time (Fig. 1), the data are more difficult to

handle than some other proxies. Therefore, in

most temperature reconstructions of the late

Holocene climate, glacier records are not in-

cluded and most information comes from tree

rings (5, 6).

Compared with biogenic climate indica-

tors like tree rings, glacier systems react in a

relatively simple way to climate change. The

transfer function does not change in time and

geometric effects can be addressed. Interest-

ingly, many glaciers are found at high ele-

vations. This implies that a climate signal

reflected in glacier fluctuations can be studied

as a function of height. The recent discussion

on the possible discrepancy between surface-

temperature observations and satellite mea-

surements (7) and the problems involved in

analyzing radiosonde temperature data (8)

demonstrates the importance of climate

proxies from high-elevation sites.

Although glacier retreat is mentioned in

almost all assessments on climate change, the

number of systematic studies of longer rec-

ords is quite small. Some glaciers have been

studied in great detail Eincluding Storglaci.ren,

Sweden (9); Nigardsbreen, Norway (10);

Rhonegletscher, Switzerland (11); and Untere

Grindelwaldgletscher, Switzerland (12)^, but

the methods used cannot be applied to a

large sample because the required input data

are not available. Direct mass-balance obser-

vations have been analyzed to estimate the

contribution of glaciers to sea-level change

(13). Unfortunately, such observations started

only in the second half of the 20th century

and do not provide information about the

transition from the Little Ice Age to the cur-

rent climatic state.

Here, I present an objective climatic

interpretation of glacier length records from

all over the world. A linear inverse model

provides the basis for an individual treatment

of all length records. Differences in the cli-

mate sensitivity and response time of glaciers

are taken into account.

Records of glacier length were compiled

from various sources, building on a data set

from an earlier study (14). It was possible to

extend the set of 48 records to a set of 169

records from glaciers found at widely dif-

fering latitudes and elevations. The core of

the data set comes from the files of the World

Glacier Monitoring Service in Z[rich (15).

Records were then included from glaciers in

Patagonia (16), southern Greenland (17),

Iceland (18), and Jan Mayen (19). Additional

information was taken from the Satellite

Image Atlas of Glaciers of the World (20)

and from reports of the Swiss Academy of

Sciences (21). The character of the records

differs widely (Fig. 1). Some start in 1600

and have typically 10 data points until 1900

and more afterward. Other records start

around 1900 but have annual resolution

throughout. The longest record is that of the

Untere Grindelwaldgletscher, which starts in

1534 (22).

Data points in the earlier parts of glacier

records are sparse but normally quite reliable.

The information on maximum stands from

sketches, etches, paintings, and photographs

can be checked with moraine systems that are

still in place today. However, records based

on information from moraines dated by li-

chenometry or fossil wood without any ad-

ditional evidence have not been used in the

present study.

The records are not spread equally over the

globe. There is a strong bias toward the Euro-

pean Alps, where a wealth of documents exists

and glacier monitoring was introduced rela-

tively early. Fluctuations of some glaciers in

Iceland and Scandinavia before 1800 have

also been documented well (18, 23, 24). Gla-

cier records in North America have not been

kept up to date and many series do not extend

beyond 1985. The 169 glaciers in the data set

are located in the European Alps (93 records),

Caucasus (8), tropical Africa (5), Central Asia

(9), Irian Jaya (2), New Zealand (2), Patago-

nia (6), Northwest America (27), South

Greenland (1), Iceland (4), Jan Mayen (1),

Svalbard (3), and Scandinavia (8). In discus-

sing the results, glaciers are grouped into re-

gions, which are referred to as the Southern

Hemisphere (tropics, New Zealand, and Pat-

agonia), Northwest America (mainly Canadian

Rockies), the Atlantic sector (South Greenland,

Iceland, Jan Mayen, Svalbard, and Scan-

Institute for Marine and Atmospheric Research, Utrecht
University, Princetonplein 5, 3584 CC Utrecht, Neth-
erlands. E-mail: j.oerlemans@phys.uu.nl

Fig. 1. Examples of glacier length
records from different parts of
the world. Each dot represents a
data point. Data points are
scarce before 1900; after 1900 a
considerable number of records
have annual resolution.
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dinavia), and the Alps and Asia (Caucasus and

Central Asia).

In all records, data points were connected

by interpolation. Normally cubic splines were

used. However, in some cases a combination

of linear interpolation and fitting with splines

performed better. All interpolated records

were visually checked for spurious effects.

The number of records reveals a strong

increase at the end of the 19th century, both for

the Alps and for all other glaciers (Fig. 2A).

Stacking all records yields a curve for the

change in mean glacier length (Fig. 2B). The

curve was not smoothed, implying that some

irregularities occur when a glacier with a

large change in length is added to the sample

(or disappears from the sample at the very

end). The curve for all glaciers outside the

Alps is notably similar to the curve for the

entire sample. This reflects the notion that

glacier retreat on the century time scale is

rather uniform over the globe. Around 1800,

mean glacier length was decreasing and this

decrease accelerated gradually. The present

data set thus suggests that the Little Ice Age

was at its maximum around 1800 rather than

at the end of the 19th century as indicated by

some other temperature proxies (6).

Histograms of mean retreat rates for

selected periods show that very few glaciers

in the sample actually became longer (fig. S1).

For the period from 1860 to 1900 (36 records),

one glacier advanced and all of the others

retreated. For the period from 1900 to 1980,

142 of the 144 glaciers retreated.

The response of a glacier to climate change

depends on its geometry and on the climatic

setting. To unravel the climate signal con-

tained in the glacier length records, it is

necessary to discriminate with respect to the

climate sensitivity c and to the response time t
(the time a glacier needs to approach a new

equilibrium state). Similar to other climate

proxies, glacier length fluctuations are the

product of variations in more than one mete-

orological parameter. Glacier mass balance

depends mainly on air temperature, solar radi-

ation, and precipitation. Extensive meteoro-

logical experiments on glaciers have shown

that the primary source for melt energy is

solar radiation but that fluctuations in the

mass balance through the years are mainly

due to temperature and precipitation (25, 26).

Mass-balance modeling for a large number of

glaciers has shown that a 25% increase in

annual precipitation is typically needed to

compensate for the mass loss due to a uniform

1 K warming (3, 27). These results, combined

with evidence that precipitation anomalies

normally have smaller spatial and temporal

scales than those of temperature anomalies

(2), indicate that glacier fluctuations over dec-

ades to centuries on a continental scale are

primarily driven by temperature. Here, the

climate sensitivity c is therefore defined as the

decrease in equilibrium glacier length per de-

gree temperature increase.

The simplest approach that deals with lag

effects is a linear response equation:

dL¶ðtÞ
dt

0 j
1

t
EcT ¶ðtÞ þ L¶ðtÞ^ ð1Þ

Here, t is time, L¶ is the glacier length with

respect to a reference state, and T ¶ is a

temperature perturbation (annual mean) with

respect to a reference state. The inverse

model is now obtained by solving for T ¶:

T ¶ðtÞ 0 j
1

c
L¶ðtÞ þ t

dL¶ðtÞ
dt

� �

ð2Þ

For any glacier length record, the corre-

sponding temperature history can be obtained

with Eq. 2 once the climate sensitivity and

response time are known.

A number of glaciers have been studied by

explicit numerical modeling (28) or more

refined linear inverse modeling (29). Howev-

er, the input data required for these methods is

not available for most glaciers considered

here. Therefore, c and t were determined from

a simple theory of glacier dynamics, calibrated

with results from numerical studies (30).

Climate sensitivity depends in particular on

the surface slope (a geometric effect) and the

annual precipitation (a mass-balance effect).

Glaciers in a wetter climate are more sensitive

(31, 3), and this is taken into account (30). As

a result, in the sample of 169 glaciers, c varies

by a factor of 10, from È1 to È10 km K–1

(fig. S2). The response time is to a large extent

determined by the slope and the balance

gradient (the rate at which the mass gain or

loss changes with elevation). Values of t vary

from about 10 years for the steepest glaciers to

a few hundreds of years for the largest glaciers

in the sample with a small slope (the glaciers

in Svalbard). Most of the values are in the

range of 40 to 100 years (fig. S2).

Because the right-hand side of Eq. 2

contains the time derivative of glacier length,

the calculated temperature curves can be

noisy. This noise was removed by filtering,

which effectively smoothed out the variability

on time scales shorter than about a decade.

Reconstructed temperatures for five re-

gions are shown in Fig. 3A. The interpretation

of the temperature curves before 1800 should

be done with caution, because the number of

records is small (Fig. 2A). From 1860 onward,

most regions show a temperature increase. In

the first half of the 20th century the temper-

ature rise is notably similar for all regions:

about 0.5 K in 40 years. After 1945, the global

mean temperature drops slightly until 1970,

when it starts to rise again. For North America,

the reconstruction shows a marked cooling af-

ter 1940, which seems to be at odds with the

substantial retreat observed for most glaciers

during the past 20 years. This apparent dis-

crepancy is due to the fact that many records

from North America are not up to date and

end in the period of 1975 to 1990 (table S1).

The global mean temperature shown in

Fig. 3A is a weighted mean for the period

from 1834 to 1990. To obtain a curve for the

period from 1600 to 1990, it can be combined

with a stacked temperature reconstruction for

all glaciers before 1834 (Fig. 3B). The major

sources of error for the global mean temper-

ature reconstruction are (i) the influence of

meteorological variables other than tempera-

ture, (ii) uncertainty in the climate sensitivity

of the glaciers (which affects the amplitude

Fig. 2. (A) Number of
records for the last 300
years. The decline after
1990 is due to a large
delay in the reporting
and publishing of data
in a suitable form. (B)
Stacked records of gla-
cier length. Irregular-
ities occur when a
glacier with a large
length change is add-
ed. However, this does
not necessarily involve
a large change in cli-
matic conditions be-
cause glaciers exhibiting large changes are normally those that have a large climate sensitivity (and thus respond in a more pronounced way to, for instance,
a temperature change). After 1900, the irregularities disappear because the number of glaciers in the sample increases strongly.
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of the temperature reconstruction), (iii) un-

certainty in the response times (which affects

the phase of the temperature reconstruction),

and (iv) the number of glacier length records

and degree of global coverage. An error es-

timate was made by assigning T20% errors to

climate sensitivities and response times of

individual glaciers and by making 10 sub-

samples of glacier length records (randomly

removing 50% of the records). In total, 100

alternative temperature reconstructions were

generated. The standard deviation calculated

from this set of reconstructions is taken as an

estimate of the error in the best estimate

based on all records. This standard deviation

has been smoothed in time. Changes in the

resulting bandwidth reflect first of all the

effect of the steadily increasing number of

glacier records (Fig. 3B). The possibility that

changes in precipitation are responsible for

part of the observed glacier fluctuations cannot

be excluded. However, a very large drying on a

global scale would be needed to explain the

worldwide glacier retreat, and there is no

independent evidence at all of such a phenom-

enon (2).

The derived global temperature record is

in broad agreement with other reconstruc-

tions and for the last part also with the in-

strumental record (fig. S3). However, the

glacier reconstruction shows a somewhat

larger amplitude on the century time scale.

Because glaciers need time to react and the

number of records drops sharply after 1995,

the warming seen in the instrumental record

over the past 15 years is not yet reflected in

the reconstruction.

Temperature curves appear to be very

similar for glaciers with low and high median

elevation (fig. S4A). Low and high glaciers

are classified as glaciers with median eleva-

tion below and above 2850 m, respectively

(fig. S5). For this threshold, the number of

glaciers in both classes is approximately

equal. Although the evidence is not conclusive

because only a limited altitudinal range is

considered, the glacier record does not show

any sign of a height dependence of the global

warming signal.

Glaciers witnessed a particularly strong

warming at high northern latitudes in the first

decades of the 20th century (fig. S4B). Unlike

the global mean signal, reconstructed tem-

perature shows a minimum in the second

half of the 19th century, when the Northern

Hemisphere mid-latitudes were already warm-

ing up.

The temperature reconstruction presented

here is fully independent of other sources

(proxy or instrumental). It thus provides com-

plementary evidence on the magnitude of the

current global warming, on the time that this

warming started, and on the notion that in the

lower troposphere the warming appears to be

independent of elevation.
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23. G. Østrem, O. Liestøl, B. Wold, Nor. Geogr. Tidsskr. 30,
187 (1976).

24. J. Bogen, B. Wold, G. Østrem, in Glacier Fluctuations
and Climatic Change, J. Oerlemans, Ed. (Kluwer,
Dordrecht, Netherlands, 1989), pp. 305–323.

25. W. Greuell, C. J. J. P. Smeets, J. Geophys. Res. 106,
31,717 (2001).

26. J. Oerlemans et al., Bound.-Layer Meteor. 92, 3 (1999).
27. R. J. Braithwaite, Y. Zhang, J. Glaciol. 46, 7 (2000).
28. J. Oerlemans et al., Clim. Dyn. 14, 267 (1998).
29. E. J. Klok, J. Oerlemans, Holocene 13, 343 (2003).
30. Climate sensitivity c and response time t are modeled

as c 0 2.3P0.6s–1 and t 0 13.6 b–1s–1(1 þ 20s)–1/2L–1/2.
Here, P is the climatological annual precipitation in
m/year, s is the mean surface slope of the glacier, b is
the altitudinal mass-balance gradient, and L is the
glacier length in the reference case in meters. These
formulations were obtained by calibrating a simple
model of glacier dynamics [(3), pages 61 and 73] with
more explicit numerical modeling of a limited set of
glaciers [(3), pages 83 to 92]. Values for P were
obtained from climate stations and climate atlases.
The balance gradient has been related to P by b 0
0.006P1/2 (here P is in m/year).

31. M. F. Meier, Science 226, 1418 (1984).
32. I thank all colleagues that helped to collect data, in

particular E. J. Klok.

Supporting Online Material
www.sciencemag.org/cgi/content/full/1107046/DC1
Figs. S1 to S5
Tables S1 and S2
References

2 November 2004; accepted 18 January 2005
Published online 3 March 2005;
10.1126/science.1107046
Include this information when citing this paper.

YearYear

Te
m

p
er

at
u

re
 (

K
)

Te
m

p
er

at
u

re
 (

K
)

A B

Fig. 3. (A) Temperature reconstruction for various regions. The black
curve shows an estimated global mean value, obtained by giving
weights of 0.5 to the Southern Hemisphere (SH), 0.1 to Northwest
America, 0.15 to the Atlantic sector, 0.1 to the Alps, and 0.15 to Asia.

(B) Best estimate of the global mean temperature obtained by com-
bining the weighted global mean temperature from 1834 with the
stacked temperature record before 1834. The band indicates the es-
timated standard deviation.
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Early Local Last Glacial Maximum
in the Tropical Andes

Jacqueline A. Smith,1* Geoffrey O. Seltzer,1. Daniel L. Farber,2

Donald T. Rodbell,3 Robert C. Finkel4

The local last glacial maximum in the tropical Andes was earlier and less exten-
sive than previously thought, based on 106 cosmogenic ages (from beryllium-10
dating) from moraines in Peru and Bolivia. Glaciers reached their greatest ex-
tent in the last glacial cycle È34,000 years before the present and were re-
treating by È21,000 years before the present, implying that tropical controls
on ice volumes were asynchronous with those in the Northern Hemisphere. Our
estimates of snowline depression reflect about half the temperature change
indicated by previous widely cited figures, which helps resolve the discrepancy
between estimates of terrestrial and marine temperature depression during the
last glacial cycle.

It is unclear whether the last glacial maximum

(LGM) was a globally synchronous event or

whether a local last glacial maximum (LLGM)

occurred in the tropics at a different time (1).

This issue has broad implications for our un-

derstanding of the forcings that underlie the

massive global climate changes associated

with glacial cycles, and it underpins all paleo-

climate reconstructions for the tropics. An ab-

solute chronology for the last glacial cycle

and ice coverage in the tropics is unavailable,

largely because of the limitations of radio-

carbon dating and the scarcity of datable ma-

terial in glacial environments above 4000 m

above sea level (masl). Existing glacial chro-

nologies for the tropics are based primarily

on minimum-limiting radiocarbon dates and

relative dating techniques (2). An absolute

chronology would have important implica-

tions for paleoclimate reconstructions and the

debates over the synchroneity of glaciation in

the Northern and Southern Hemispheres (3),

the synchroneity of continental and mountain

glaciation (4), the magnitude of tropical cli-

mate change at the LGM (5–7), and the rela-

tion between sea surface temperatures (SSTs)

and temperatures over continental regions (8).

Snowline depression of È1000 m at a pre-

sumed LGM age of È21 thousand years before

the present (ky B.P.) is often cited as evidence

for terrestrial temperatures 5- to 6-C cooler

than at present in the tropics (6). However,

the climatic interpretation of snowline depres-

sion is complicated (9), because the timing of

glacial coverage in the tropics has been poor-

ly constrained. Here we present an absolute

chronology of the LLGM based on cosmo-

genic dating (10Be) of erratics on moraines in

the tropical Andes of Peru and Bolivia.

We selected field areas that allowed direct

comparison of our terrestrial glacial chronol-

ogy to existing lacustrine paleoclimate records

from nearby lakes: Lake Junin (11-S, 76-W)

in central Peru and Lake Titicaca (16-S, 69-W)

on the Peruvian-Bolivian Altiplano (Fig. 1).

Both lakes predate the last glacial-interglacial

transition and have provided valuable paleo-

climate proxy records in the form of sedi-

ment cores (10–14). Lake Junin and Lake

Titicaca lie on high plateaus (93800 masl) be-

tween the eastern and western cordillera of

the Andes and receive moisture predominant-

ly from easterly winds crossing the Amazon

Basin during the austral summer (15). We

dated moraines in four valleys in the eastern

cordillera bordering Lake Junin and in Milluni

and Zongo Valleys in the Cordillera Real, ap-

proximately 35 km east of Lake Titicaca (fig.

S1 and supporting online text). We used the

concentration of cosmogenic 10Be to deter-

mine the exposure ages of boulders on mo-

raines in the study areas (Table 1 and table S1)

(16, 17). Analytical uncertainties on the entire

set of exposure ages average 3.0 T 1.5% (17).

We assigned dated moraines to one of four

moraine groups (A to D) based on an assess-

ment of the position of the moraine within

the valley, the geomorphic character of the

moraine, and the exposure ages obtained from

the moraine.

In the Junin valleys (Fig. 2A and fig. S1,

A to D), 146 10Be exposure ages clearly

distinguish moraines deposited late in the last

glacial cycle from moraines that are consid-

erably older (Fig. 3). Exposure ages of boul-

ders on LLGM moraines are typically 34 to

22 ky B.P.; ages on older moraines generally

predate the last glacial cycle (965 ky B.P.) and

in many cases are dated 9200 ky B.P. (18). In

the west-facing valleys, the LLGM moraine is

the lower of two end moraines that are lo-

cated midway downvalley; a younger (È20

to 16 ky B.P.) moraine typically dams a lake

(or paleolake) 1 to 2 km upvalley from the

LLGM ice limit.

In the Cordillera Real (Fig. 2B and fig. S1,

E and F), all 42 of the 10Be exposure ages fall

within the last glacial cycle (table S1). In Mil-

luni Valley, exposure ages on two sharp-crested

parallel lateral moraines sampled at È4500

to 4600 masl lie between 34 and 23 ky B.P.

(with two younger outliers). Exposure ages

on a recessional moraine at È4650 masl are

late glacial to early Holocene (18 to 9 ky

B.P.). All exposure ages from Zongo Valley,

even those from the lateral moraines at

3400 to 3500 masl, are late glacial (G20 ka)

or younger (19).

The pattern of LLGM moraine ages in

the Junin region is consistent from valley to

valley, whereas the pattern in the Cordillera

Real is not. Exposure ages in the Junin region

suggest that glaciers reached their maximum

extent of the last glacial cycle as early asÈ34 ky

B.P. Recession was under way by È21 ky

B.P., followed by stillstand or readvance
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Fig. 1. Site location
maps of the study areas.
(A) South America, with
area covered by (B) in-
dicated. (B) Map of Peru,
Bolivia, and adjacent
countries, showing the
general location of Lake
Junin and the Junin val-
leys, Lake Titicaca, and
Milluni and Zongo Val-
leys in the Cordillera
Real. The 3000-m con-
tour line bounds the
eastern and western
cordillera of the Andes
and the intervening high
plateaus, including the
Altiplano.

R E P O R T S

29 APRIL 2005 VOL 308 SCIENCE www.sciencemag.org678



between È16 and 20 ky B.P. In Milluni

Valley, the maximum extent of ice during

the last glacial cycle occurred È34 to 23 ky

B.P., with subsequent recession and several

stillstands or readvances (20). In Zongo

Valley, however, late-glacial ice extended

downvalley more than 1 km lower in altitude

than ice of similar age in Milluni Valley. We

have not yet identified a moraine older than

20 ky B.P. in Zongo Valley. If the LLGM

terminus descended past 3400 masl to

È3000 masl, as seems likely from geomor-

phic evidence, M[ller_s (21) estimate of

È4100 to 4200 masl for the LLGM limit

was too high by at least 700 m and perhaps by

more than 1 km.

Our glacial chronology is consistent with

the paleoclimate proxy records from Lake

Junin and Lake Titicaca. Seltzer et al. (10, 11)

used magnetic susceptibility (MS) and strati-

graphic records to bracket the LLGM between

È30 ky B.P. and È21 ky B.P. in a sediment

core from Lake Junin with a basal age of È40
14C ky B.P. (radiocarbon years before the

present). MS in Lake Junin sediments was

elevated (relative to Holocene and late-glacial

levels) even before 30 ky B.P., including

sharp increases È37 to 35 and È33 ky B.P.

(10, 11). Seltzer et al. (10) identified the

glacial-interglacial transition with a dramatic

drop in MS È21 ky B.P. and the onset of full

deglaciation with the increase in organic

carbon È16 ky B.P. Our record from the

Junin valleys suggests maximum ice extent

È34 to 22 ky B.P., ice retreat from the

terminal moraine by 21 ky B.P., formation of

a second end moraine upvalley between È20

and 16 ky B.P., and steady retreat after È15 ky

B.P. Lake Titicaca sediment cores indicate a

wet glacial period and the onset of deglaciation

È24 to 19 ky B.P. The LGM and late-glacial

period (until È15 ky B.P.) on the Altiplano

were wet (12, 13) and lake levels were high

(14). Temperature decreased by È5-C from

27.5 to 21 ky B.P. and warming began È21

ky B.P. (14). Seltzer et al. (11) identified the

glacial-interglacial transition with decreases

in MS and sedimentation rates È24 and

È19.5 ky B.P., respectively, in two sediment

cores from Lake Titicaca that show elevated

MS before the transition. Our glacial chro-

nology shows maximum ice extent in Mil-

luni Valley È34 to 23 ky B.P. and

construction of a recessional moraine (È10

km upvalley and È50 m higher in altitude) by

18 ky B.P. Exposure ages suggest that ice re-

mained in Zongo Valley almost into the

Holocene.

We estimate that equilibrium-line altitude

(ELA) depression at the LLGM was 300 to

600 m in the Junin valleys and Milluni

Valley and 800 to 1000 m in Zongo Valley

(fig. S2). Even with uncertainty of T100 m,

our estimates of LLGM ELA depression for

the Junin valleys and Milluni Valley are

about half of published estimates of 900 to

1000 m for the tropical Andes (6, 7). We can

use the position of LLGM moraines to

constrain paleoclimatic change at the time

of moraine deposition. If we assume that the

change in ELA (DELA) was entirely a

function of a change in temperature (DT),

we estimate a DT of –2- to –4-C in the Junin

valleys and Milluni Valley at the LLGM

Eusing a moist adiabatic lapse rate of 6-C/km

(7)^. Recent estimates put the LLGM temper-

ature depression in the tropical Andes and

Amazon Basin at È5-C (14, 22) and the

change in SST in the eastern equatorial Pa-

cific at –2.8- T 0.7-C (23). If the Junin and

Milluni estimates of DELA accurately reflect

the DT at the LLGM, as these recent DT

estimates suggest, then we can infer that the

Zongo Valley glacier was anomalously long.

Table 1. Exposure ages (10Be) for moraine groups A to C deposited during the last glacial cycle (17). Statistical data are shown for sample ages excluding outliers (I)
and for all sample ages (II). As used here, the term ‘‘outliers’’ refers to exposure ages greater than 2 standard deviations (SD) from the mean age of the moraine group.

Moraine
group

(I) Mean age
(excluding
outliers)
(years)

SD of the ages
(excluding
outliers)
(years)

Age range
(excluding
outliers)
(years)

(II) Mean age
(all samples)

(years)

SD of
the ages

(all samples)
(years)

Age range
(all samples)

(years)

Number of
samples

(including
outliers)

Number of
outliers

(92s from
mean)

Relative
SD*

Analytical
uncertaintyy

A 14,500 2,000 11,500–18,400 15,300 4,300 11,500–31,100 19 1 14% 4.1%
B 16,300 2,900 7,900–22,700 15,900 4,400 3,500–29,700 50 4 18% 4.2%
C 27,800 6,400 15,500–53,200 32,100 27,200 15,500–189,900 37 1 17% 3.2%

*Relative SD 0 (SD of the ages, excluding outliers)/(mean 10Be age, excluding outliers). .Analytical uncertainty is the blank-corrected uncertainty in the accelerator mass
spectrometer measurements.

Fig. 2. Exposure ages of moraines in the Junin valleys (A) and Milluni and Zongo Valleys (B) based
on cosmogenic dating with 10Be. Thin gray lines are contour lines, with altitudes in masl; contour
intervals are 200 m (A) and 500 m (B). Heavier solid lines indicate distinct moraines observed in
the field and/or on aerial photographs; dashed lines indicate less distinct moraines or boulder
trains. Ages shown were calculated without erosion or uplift (17). Analytical uncertainties on
exposure ages average 3.0 T 1.5% for all moraine groups combined (moraine groups A, B, C, and
D). The LLGM in both areas was reached È34 ky B.P. (A) The Junin valleys include Alcacocha Valley
(1), Antacocha Valley (2), Calcalcocha Valley (3), and Collpa Valley (4). In west-facing Junin
valleys, LLGM glaciers (moraine group C) were small relative to glaciers that deposited larger
moraines downvalley (moraine group D) before the last glacial cycle (d65 ky B.P.). (B) In Milluni
Valley (5) and Zongo Valley (6), all moraines that we have dated were deposited during the last
glacial cycle (G65 ky B.P.). Contemporaneous moraines lie more than 1000 m lower in Zongo
Valley than in Milluni Valley. Detailed sampling locations are illustrated in fig. S1.
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The length of the Zongo Valley glacier can

be explained by the effects of local factors

such as shading by the sheer valley walls (24)

and debris cover on the ice surface (25), com-

pounded by orographically controlled precipita-

tion resulting from moisture-bearing easterlies

(26) and/or the positive feedback set up by

ice advancing into a steep, positive precipi-

tation gradient. Thus, our findings sound a

note of caution for the use of generalized

ELA estimates in paleoclimate reconstruc-

tions for areas of complex topography such

as the Andes.

We propose that a shifting balance between

temperature and precipitation changes pro-

moted glacier development and expansion

early in the last glacial cycle and that warm-

ing initiated deglaciation È21 ky B.P. The

SST record from the Cocos Ridge in the east-

ern equatorial Pacific (Fig. 3) shows overall

lower SSTs from È70 to 12 ky B.P., with

sharp decreases at È68 to 65 ky B.P., È38 ky

B.P., È30 to 25 ky B.P., and È22 to 16 ky

B.P. (23). Published moisture records sug-

gest that the last glacial cycle was wetter than

the present (27, 28). A moisture record for the

Salar de Uyuni (È20-S) on the southern

Bolivian Altiplano (27) indicates a dry period

from È67 to 61 ky B.P., followed by wetter

conditions with periods of perennial lakes

from È60 to 15 ky B.P., and finally dry con-

ditions from È15 ky B.P. to the present. Ice

may have begun to accumulate in the highest

areas as soon as precipitation increased at È60

ky B.P. and then expanded after the sharp SST

cooling at È38 ky B.P. (23). With increased

precipitation and persistent cool temperatures,

glaciers in the highest areas reached their

maxima at È34 ky B.P., while ice began to

accumulate and/or expand in the broader

Junin valleys with lower headwalls. Glaciers

retreated behind their end moraines at È22

to 21 ky B.P. in response to warming. Gla-

ciers stabilized at their new positions for

È5000 years, from È20 to 16 ky B.P.; the

resulting recessional moraines dam lakes (or

paleolakes) in the west-facing Junin valleys

(fig. S1). The scarcity of younger moraines

upvalley from these lakes indicates that the

subsequent and final deglaciation was steady,

leaving the basins relatively free of fluvio-

glacial deposits and till. Decreasing precipita-

tion (driven by the precession cycle) and

further warming after È15 ky B.P. made this

last deglaciation a rapid one. However, in

steep and deep valleys on the eastern side of

the eastern cordillera, such as Zongo Valley,

deglaciation proceeded differently. There, the

combination of sheer valley walls that shaded

the glacier; rockfall and erosional debris that

insulated the ice; and orographically con-

trolled precipitation that supplied the accumu-

lation area maintained the glacier terminus at

an altitude more than 1 km lower than those

of contemporaneous termini of paleoglaciers

on the western side (fig. S1).

Our results indicate that the LLGM in the

tropical Andes began È34 ky B.P., thus pre-

ceding by as much as È10 to 12 ky B.P. the

maximum continental ice volume of the last

glacial cycle as inferred from the marine oxy-

gen isotope record (29). We estimate that ELA

depression was typically about half the widely

cited value of È900 to 1000 m, except where

local factors enhanced glacier size. The close

agreement between our 10Be-derived chro-

nology and paleoclimate proxy records from

nearby lakes shows that these tropical moun-

tain glaciers are sensitive indicators of tropi-

cal climate that integrate a combination of

climatic variables into a seemingly simple

signal. The mountain glaciers of the tropical

Andes apparently reached their maximum ex-

tent of the last glacial cycle before the con-

tinental ice sheets (Fig. 3) (29). Records of

mountain glaciations from some other mid-

and high-latitude regions have shown similar

divergence from global ice volume records

(29–31), thus reflecting a complex mosaic of

regional climatic patterns during the last gla-

cial cycle.

The asynchroneity in timing of the LLGM

in the tropics and ice extent in the Northern

Hemisphere implies that the climate-forcing

mechanisms were decoupled at some level

during the last glacial cycle. This, in turn,

challenges conclusions about interhemispheric

teleconnections that are based on the assump-

tion that the LGM was globally synchronous

(3) and that the magnitude of mountain snow-

line depression was uniform everywhere.

References and Notes
1. G. O. Seltzer, Quat. Sci. Rev. 20, 1063 (2001).
2. J. A. Smith, G. O. Seltzer, D. T. Rodbell, A. G. Klein,

Quat. Int., in press.
3. P. U. Clark, R. B. Alley, D. Pollard, Science 286, 1104

(1999).
4. A. Gillespie, P. Molnar, Rev. Geophys. 33, 311 (1995).
5. CLIMAP, Geol. Soc. Am. Map Chart Ser. MC-36 (1981).
6. S. C. Porter, Quat. Sci. Rev. 20, 1067 (2001).
7. A. G. Klein, G. O. Seltzer, B. L. Isacks, Quat. Sci. Rev.

18, 63 (1999).
8. D. Rind, D. Peteet, Quat. Res. 24, 1 (1985).
9. G. O. Seltzer, Quat. Res. 41, 154 (1994).

10. G. Seltzer, D. Rodbell, S. Burns, Geology 28, 35 (2000).
11. G. O. Seltzer et al., Science 296, 1685 (2002).
12. P. A. Baker et al., Science 291, 640 (2001).
13. P. M. Tapia, S. C. Fritz, P. A. Baker, G. O. Seltzer, R. B.

Dunbar, Palaeogeogr. Palaeoclimatol. Palaeoecol. 194,
139 (2003).

14. G. M. Paduano, M. B. Bush, P. A. Baker, S. C. Fritz, G. O.
Seltzer, Palaeogeogr. Palaeoclimatol. Palaeoecol. 194,
259 (2003).

15. R. Garreaud, M. Vuille, A. C. Clement, Palaeogeogr.
Palaeoclimatol. Palaeoecol. 194, 5 (2003).

16. J. C. Gosse, F. M. Phillips, Quat. Sci. Rev. 20, 1475
(2001).

17. Details of materials, methods, 10Be data, and calcula-
tions are available as supporting material on Science
Online.

18. J. A. Smith, D. L. Farber, R. C. Finkel, G. O. Seltzer, D. T.
Rodbell, Geol. Soc. Am. Annu. Meeting Progr. 34, 131
(2002).

19. On the lowest lateral moraine (È3400 masl), the
exposure ages of boulders of the same lithology as
the adjacent bedrock (granite) are young (È3 to
12 ky B.P.), whereas those of erratic lithologies (schist/
quartzite) are late glacial (È15 to 17 ky B.P.), sug-
gesting a localized rockfall component of the boulder
population. This was not noted at other sampling
locations.

Fig. 3. Exposure ages and paleoclimate proxy
records for 0 to 40 ky B.P. The top three panels
are histograms and probability density (PD) curves
(32) showing age distributions for cosmogenic
10Be exposure ages in moraine groups C, B, and
A, respectively, from the top down; n refers to
the number of samples included in the histogram
and PD curves. Analytical uncertainties on expo-
sure ages average 3.8 T 1.4% for moraine groups
A, B, and C combined (moraine group D is omit-
ted). Two exposure ages 940 ky B.P. have been
omitted from the histogram for moraine group C
(see table S1). The bottom panel shows borehole
gamma radiation readings [in counts per second
(cps)] from the Salar de Uyuni, Bolivia [outer left
y axis, black curve (27)], SSTs at the Cocos Ridge
reconstructed from Mg/Ca ratios in foraminifer
shells from core TR163-19 [inner left y axis, blue
curve (23)], and the SPECMAP stacked benthic
d18O record [right y axis, red curve (29)]. Higher
borehole gamma readings are interpreted as
indicating wetter conditions (27), and higher
(positive) benthic d18O values are interpreted
as indicating greater global ice volume (29). The
vertical blue band spanning the four panels marks
the LLGM in the tropical Andes.

R E P O R T S

29 APRIL 2005 VOL 308 SCIENCE www.sciencemag.org680



20. The presence of boulders with a span of exposure
ages (È34 to 22 ky B.P.) on the LLGM moraines may
mean that glacier termini remained close to their max-
ima for up to È12,000 years or fluctuated, building
composite moraines. It is also possible that younger
ages represent the effects of boulder exhumation,
movement, or differential boulder erosion.

21. R. Müller, thesis, University of Zürich (1985).
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Laboratory Earthquakes Along
Inhomogeneous Faults:

Directionality and Supershear
Kaiwen Xia,1,2* Ares J. Rosakis,1. Hiroo Kanamori,2 James R. Rice3

We report on the experimental observation of spontaneously nucleated
ruptures occurring on frictionally held bimaterial interfaces with small
amounts of wave speed mismatch. Rupture is always found to be asymmetric
bilateral. In one direction, rupture always propagates at the generalized
Rayleigh wave speed, whereas in the opposite direction it is subshear or it
transitions to supershear. The lack of a preferred rupture direction and the
conditions leading to supershear are discussed in relation to existing theory
and to the earthquake sequence in Parkfield, California, and in North Anatolia.

There is evidence for supershear rupture prop-

agation during earthquakes (1–6), and the link

between large earthquakes and the conditions

leading to supershear has been established

experimentally (7).

Although many of the physical aspects of

dynamic rupture (including supershear) are

recently becoming clearer in relation to homo-

geneous faults (i.e., faults separating the same

material) (7–13), the behavior of spontaneously

nucleated ruptures in inhomogeneous faults

(i.e., separating materials with different wave

speeds) is still experimentally unexplored

except in (14). Because many large earth-

quakes rupture on faults separating rock masses

with different wave speeds, the mechanics of

sliding in bimaterial systems is relevant to

seismology. Specifically, the questions of

whether a preferred rupture direction exists

(11), whether a unilateral or bilateral faulting

dominates (15), and what the condition is for

supershear rupture propagation are particularly

relevant to fault dynamics. These questions are

also relevant to hazard potentials of large

earthquakes, because directionality and rupture

speed control near-field ground motions.

According to analysis and numerics, there

are two types of such steady, self-sustained

pulses (16, 17). One type corresponds to rup-

ture growth in the direction of slip in the lower

wave speed material of the system, and this

direction is referred to as the positive direction

(10, 11). The rupture pulses belonging to this

type are subshear and always propagate with a

steady velocity V 0 þC
GR

, the generalized

Rayleigh (GR) wave speed of the system. In

this work, we refer to such ruptures as positive

GR ruptures and abbreviate them as þGR

ruptures. The second type of self-sustained

ruptures corresponds to propagation in the

negative direction opposite to þGR ruptures

(17, 18). Such pulses are supershear and al-

ways propagate with a steady velocity that is

slightly lower than the P-wave speed of the

material with the lower wave speed (V 0
jC 2

P
). In the present paper, we will abbre-

viate such ruptures as jP
SLOW

ruptures.

Our experiments examined the effect of

material contrast on the rupture growth of

spontaneously nucleated dynamic ruptures

hosted by inhomogeneous, frictional inter-

faces. These interfaces are held together by

static, far-field pressure-shear simulating natu-

ral tectonic loads. The experiments mimic

natural earthquakes where bimaterial contrast

between intact rock masses seldom exceeds

30% in shear wave speeds (10). The experi-

mental setup is similar to that used in our

previous study of rupture in homogeneous

interfaces (7). This configuration has proven

effective in producing accurate, full-field, and

real-time information of generic rupture char-

acteristics that can ultimately be related to the

rupture behavior of natural fault systems.

A Homalite-100 EHomalite (Division of

BIG, Incorporated), Wilmington, DE^ plate

(material 1, top) and a polycarbonate plate

(material 2, bottom) are held together by far-

field load, P (Fig. 1). The ratio of shear wave

speeds in the materials, C1
S
/C2

S
0 1.25, is

chosen to be at the high end of the naturally

occurring bimaterial range so that the inter-

facial phenomena of interest are observable in

the experiments. The shear wave speeds (Fig.

1) are directly measured for each material by

following the shear wave fronts with the use of

high-speed photography and photoelasticity.

Photoelasticity, being sensitive to maximum

shear stress fields, is perfectly suited for mea-

suring shear wave speeds and for scrutinizing

shear-dominated rupture processes in brittle,

transparent, and birefringent solids (7). The P-

wave speeds were calculated by using

measured values of Poisson_s ratios (n1 0
0.35, n2 0 0.38) and by using the directly

measured shear wave speeds. Plain strain values

were used, because we are interested in

processes that take place at short wavelengths

near the front of the rupture. An independent

measurement of the longitudinal wave (P wave)

speeds in the plates using ultrasonic transducers

has confirmed these calculated values to within

5%. GR waves for this bimaterial pair exist,

and their speed is calculated to be C
GR

0 959

m/s, a value which is close to the shear wave

speed of polycarbonate.

The dynamic rupture is triggered by means

of an exploding wire mechanism, which

simulates a localized pressure release at the

desired location of the simulated hypocenter

(7). About 32 experiments featuring different

angles, a (20-, 22.5-, and 25-), and far-field

loading P (10, 13, and 18 MPa) were per-

formed, and the rupture events were repeat-

edly visualized in intervals of 3 ms by a

digital high-speed camera system used in

conjunction with dynamic photoelasticity (7).
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The higher level of angles was limited by the

static frictional characteristics of the inter-

face. Depending on P and a, three distinct

and repeatable rupture behaviors were ob-

served. In all cases, the two separate, semi-

circular traces of the shear waves in the two

materials were visible as discontinuities in

the maximum shear stress field. The ruptures

were always bilateral and became progres-

sively asymmetric with time within the time

window of all experiments.

Two distinct rupture tips, one propagating

to the west and the other to the east with

velocities VE and VW, respectively, were

identified by a distinct concentration of fringe

lines (Fig. 2). For this case (case 1), both tips

propagated at subshear velocities, VE G VW G
C2

S
G C1

S
. Differentiation of the rupture length

time histories, obtained from a series of high-

speed images, allows for estimation of the

rupture velocity histories. The rupture prop-

agating to the west is in the direction of slip

of the lower wave speed material (positive

direction). Within experimental error, this

rupture is found to propagate at a constant

velocity close to C
GR

(VW 0 950 m/s ,

þC
GR

). The rupture propagating to the east

(negative direction) grows at an almost con-

stant subshear velocity VE 0 j900 m/s,

which is slower than the Rayleigh wave

speed, C2
R
, in the slower wave speed material.

The observations were similar for smaller a
values and compressive P loads as well. In

this case, the rupture speed to the east

remained sub-Rayleigh (VE G C1
R

G C2
R
).

However, its velocity varied continuously

across experiments with different load lev-

els and angles. In particular, smaller a and

lower P resulted in V E being lower fractions

of C2
R
.

A distinct but equally repeatable rupture

case (case 2) was observed for higher values

of a and P. These conditions correspond to

higher values of driving stress or to con-

ditions closer to incipient uniform sliding of

the entire interface. A typical example

corresponding to a 0 25- and P 0 18 MPa

(Fig. 3) shows that the rupture was bilateral

with a westward tip trailing behind both

shear wave traces. This tip propagated at a

constant velocity VW , þC
GR

. This observa-

tion is identical to the situation described

above in relation to lower values of a and P.

The eastward propagating tip, however, is

different from the previously described case.

This tip propagated with a velocity faster than

both the shear wave speeds. Moreover, its

structure (Fig. 3) is distinctly different from

the structure of westward moving þGR type

of rupture. As a conclusive proof of its

supershear velocity, two distinct shear shock

waves are clearly visible. The magnitude of

the velocity of the eastward rupture kVEk was

1920 m/s, which is È12% less than the

longitudinal wave (P wave) speed, C2
P
, of the

lower wave speed material. kVEk is also equal

to 1.6C1
S

or is slightly higher than
ffiffiffi

2
p

C 2
S .

Both cases described above feature west-

ward propagating ruptures that are of the þGR

type. Irrespective of the values of a and P,

these ruptures have a constant speed V W ,

þC
GR

and they propagate in the positive

direction. However, those two cases also

feature eastward ruptures that are distinctly

different in nature. For sufficiently low P and a,

the eastward ruptures, which propagate in the

negative direction, are purely subshear with-

in the time window of our experiments. For

large enough P and a, however, eastward

ruptures propagate with a constant super-

shear velocity whose magnitude is slightly

less than C 2
P

and are thus of the jP
SLOW

type. To visualize an intermediate situation

and a controlled transition from one case to

the other within the field of view, we

reduced P to 13 MPa (Fig. 4, A and B). In-

deed for this case (case 3), Fig. 4 shows a

smooth transition from case 1 to case 2

within the same experiment. Although the

westward rupture remains of the þGR type

throughout the experiment, the eastward

rupture jumps from a constant subshear

velocity (j910 m/s) to a constant supershear

velocity (j1920 m/s) and thus transitions to

the jP
SLOW

type. The rupture length-versus-

time plot (Fig. 5) also shows the abrupt

transition of the eastward rupture from a

subshear velocity to a velocity whose mag-

nitude is slightly less than C2
P
. This happens

at a transition length, L, which is È25 mm.

The eastward transition behavior of case 3

(Figs. 4 and 5) is similar to the one we have

discussed (7) in relation to homogeneous

interfaces, whereas the transition length, L, is

also a decreasing function of a and P. The

ruptures that propagate in the negative di-

rection require a certain minimum rupture

length before they become supershear. This

observation suggests a link between super-

shear growth in the negative direction and

large earthquakes. In contrast, no such tran-

sition was observed for þGR ruptures,

irrespective of a, P, and rupture length.

Although it is difficult to determine wheth-

er the ruptures are pulse-like, crack-like, or a

mixture of the two, the observations confirm

the existence of two distinct self-sustained and

constant speed rupture modes. These are

similar to the ones that have been theoretically

and numerically predicted (10, 11, 17, 19–21).

In particular, a þGR type of rupture mode is

always excited instantaneously in the positive

direction. Furthermore, a jP
SLOW

mode is

observed as long as the rupture propagating in

the negative direction is allowed to grow to

sufficiently long distances from the hypo-

center. The triggering of the jP
SLOW

mode is

always preceded by a purely subshear, crack-

like rupture whose velocity depends on

loading and geometry as well as on the bi-

material characteristics. Therefore, the exis-

tence of this preliminary and apparently

transient stage is one of the main differences

with early numerical and theoretical predic-

tions (11, 16, 17, 19, 20, 22, 23).

Another difference from some of the

numerical predictions (11, 17, 20, 21) is the

consistent experimental observation of bilat-

eral rupturing. In contrast to the experiments,

the above numerical predictions only excite

one or the other of the two self-sustained

rupture modes (17), giving rise to purely

unilateral rupture events. They also favor the

triggering of the þGR mode in low wave

speed mismatch bimaterial systems (11, 20).

This kind of preference has led to the labeling

of the positive direction as the preferred

rupture direction (11). These numerical results

are also consistent with the notion of rupture

directionality (15), whereas our experiments

are not. One exception to this rule is provid-

Fig. 1. Laboratory earthquake model composed
of two photoelastic plates of the same geom-
etry. The higher wave speed material at the top
(Homalite-100) has a density r1 0 1262 kg/m3,
a shear wave speed C1

S 0 1200 m/s, and a
longitudinal wave speed C1

P 0 2,498 m/s. The
lower wave speed material at the bottom
(polycarbonate) has a density r2 0 1192 kg/m3,
a shear wave speed C2

S 0 960 m/s, and a
longitudinal wave speed C2

P 0 2,182 m/s. The
fault is simulated by a frictionally held contact
interface with an angle to the applied load,
which is varied to mimic a wide range of tec-
tonic load conditions. Spontaneous rupture is
triggered at the hypocenter through an exploding
wire mechanism. The static compressive load P is
applied through a hydraulic press. By arbitrary
convention, the fault strike runs in the east-west
direction with the lower wave speed solid
located on the south side. As viewed from the
camera, a rupture will produce right lateral slip.
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ed by the early numerical analysis by Harris

and Day (24), which consistently reports

asymmetric bilateral rupture growth in a va-

riety of low speed contrasts in homogeneous

fault systems. The results of Harris and Day

are qualitatively similar to the experimental

observations of cases 1 and 2. However, no

transition is reported. To reconcile the observed

differences between models and our experi-

ments, we note that unstable slip rupture propa-

gation has also been observed (7) on Homalite/

Homalite and polycarbonate/polycarbonate

interfaces. Such unstable rupture growth would

be possible only if there was a reduction of

friction with slip and/or slip rate, and hence

such reduction must be a property of both

materials when sliding against themselves. It is

then plausible to assume that a similar reduc-

tion of friction occurs along the Homalite/

polycarbonate interface. Hence, its rupture

behavior should not be expected to fully

correspond to the idealized models of a dis-

similar material interface with constant co-

efficient of friction. Indeed the goal of some

of the early theoretical and numerical studies

(10, 11, 16, 17, 19, 20, 22, 23) was to in-

vestigate what kind of unstable slip would

develop on a surface that, as judged from

conventional friction notions, was superfi-

cially stable in the sense that its friction

coefficient, f, did not decrease with slip and/or

slip rate. For most brittle solids, however,

ample evidence exists that f does decrease

with increase of slip and/or slip rate. As a

result, a proper model for natural faulting

along a bimaterial interface should include

both a weakening of f and the slip-normal

stress coupling effects of the bimaterial

situation. Indeed, such a weakening model

was included by Harris and Day (24). Given

the above, it would be an invalid interpretation

of the results of the earlier set of papers to

conclude that the rupture (including preference

for specific rupture mode) scenarios they

predict constitute the full set of scenarios

available to a real earthquake, of which f

decreases with increasing slip and/or slip rate.

The consistently bilateral nature of rupture

predicted by Harris and Day (24) is perhaps an

indication of the effect of including a slip

weakening frictional law in their calculations.

Our experiments do not support a prefer-

ence of rupture direction. Although they

support the idea that frictional ruptures in the

positive direction always propagate at a spe-

cific constant velocity (V 0 þC
GR

), they still

allow for self-sustained intersonic ruptures

eventually growing in the negative direction.

This possibility becomes more likely if their

transient, subshear, and precursory ruptures

propagate over a long enough distance and are

not arrested prior to transitioning to super-

shear. The requirement of a critical transition

length in the negative direction thus provides

a link between large earthquakes and the

occurrence of self-sustained supershear rup-

ture in the negative direction.

The 1999, M7.4, Izmit earthquake in

Turkey is perhaps a good example for which

both modes of self-sustained rupture may have

been simultaneously present, as is the case in

our experiments. The event was a right-lateral

bilateral rupture on a straight segment of the

North Anatolian fault. The westward prop-

agating rupture had a speed close to the

Rayleigh wave speed, whereas the eastward

rupture had a supershear speed that was

slightly above the
ffiffiffi

2
p

times the shear wave

speed of crustal rock (3, 25). Because the

geometry of our laboratory earthquake is

similar to the Izmit event, direct comparison

of the Izmit earthquake and the case de-

scribed in Fig. 3 reveals similarities. In ad-

dition to the right lateral asymmetric bilateral

rupture, case 2 featured a subshear westward

rupture propagating at þC
GR

. To the east,

however, the laboratory rupture propagated at

a velocity whose magnitude was slightly

lower than C2
P
, which also happens to be

equal to 1.6C1
S

for the particular bimaterial

contrast of the experiments. Indeed, if one

interprets the Izmit event as occurring in an

inhomogeneous fault with the lower wave

speed material being situated at the southern

side of the fault, the field observations and

the experimental measurements of both rup-

ture directions and speeds are consistent.

Moreover, when the bimaterial contrast is

low enough, the differences between C
GR

and

the average of the two Rayleigh wave speeds,

(C1
R

þ C 2
R

)/2, as well as the difference

between 1.6C1
S

and
ffiffiffi

2
p

ðC1
SþC 2

SÞ=2, would

be small enough not to be distinguished by

the inversion process. In addition, viewing

the fault as inhomogeneous can explain the

choice of direction for the subshear and the

supershear branches, respectively (26). The

1999 D[zce earthquake can also be inter-

preted along a similar line of argument as used

for Izmit. The D[zce rupture featured right

lateral slip, and it extended the Izmit rupture

zone 40 km eastward through asymmetric

bilateral slip (3). Modelling indicates subshear

westward and supershear eastward rupture

fronts. The direct comparison with case 2

(Fig. 3) thus provides an explanation for the

rupture direction and velocity. This explana-

Fig. 2. (Left) Rupture
case 1. The photoelastic
patterns for an experi-
ment with a 0 22.5-
and P 0 18 MPa. Both
ruptures to the east and
the west are subshear.
Fig. 3. (Right) Rupture
case 2. For a 0 25- and
P 0 18 MPa, the bilat-
eral rupture features
two distinct tips. The
one propagating to the
west (positive direc-
tion) has a velocity
VW , þCGR, whereas
the one propagating
to the east (negative
direction) is super-
shear (V E). (Upper in-
sert) Two clear lines
of discontinuity in the
maximum shear con-
tours of photoelasticity.
Each of these lines
(shear shock waves) is located at two different angles, b1 0 41- and
b2 0 30-, to the north and to the south of the fault, respectively. The
two angles, bn, n 0 1,2, are related to the shear wave speeds Cn

S and
to the rupture velocity V E, by bn 0 sin–1(VE/Cn

S). This relation

provides independent means of estimating V E from each individual
frame of the high speed camera record without reliance on the less
accurate rupture length history. Both methods yield consistent
values of V E 0 j1920 m/s.
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tion is plausible if one assumes that the

material to the south of the North Anatolian

fault, at its western end, is the lower wave

speed solid.

By using similar arguments to the ones

used for Izmit and D[zce, one can perhaps

provide a unified rationalization of the seem-

ingly random rupture directions and rupture

velocities of the series of earthquakes that

have occurred since 1939 along the North

Anatolian fault and ended in 1999 with the

Izmit and D[zce events. The following ar-

gument requires the assumption that, in av-

erage and along its entire length, the North

Anatolian fault features the same type of

bimaterial inhomogeneity as the one that has

been summarized for Izmit and D[zce.

Limited evidence supporting such an assump-

tion is currently available (27). If this is true,

in some average sense, one would expect that

the slight majority (60%) of the large (M Q

6.8) earthquake events (i.e., 1939-M7.9,

1942-M6.9, 1944-M7.5, 1951-M6.8, 1957-

M6.8, and 1967-M7.0), which featured west-

ward propagating ruptures, were probably of

the þGR type. In other words, that implies

that they were classical subshear ruptures that

propagated at þC
GR

in the positive direction.

The remaining four ruptures (i.e., 1943-M7.7,

1949-M7.1, 1999-M7.4, and 1999-M7.1) of

the series were irregular in the sense that they

featured dominant eastward growth branches,

which were probably of the –P
SLOW

type.

The Parkfield earthquake sequence pre-

sents another interesting case in the context of

bimaterial rupture. The slip is right-lateral, and

the crust on the west side has faster wave

speeds than on the east side (28). The two most

recent Parkfield earthquakes ruptured the

same section of the San Andreas fault. The

rupture directions of the 1934 and the 1966

events were southeastward (positive direc-

tion), whereas the 2004 earthquake ruptured

in the opposite direction (negative direction).

Results from early constant friction coefficient

studies in bimaterials (16, 17, 19, 20, 22, 23)

implies that the positive (southeastward)

direction of the 1934 and the 1966 events

is a preferred direction. According to this

notion, the negative (northwestward) direction

of the 2004 earthquake would not be favored.

However, our experiments have demonstrated

that a rupture in the negative direction can

occur.
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Fig. 4. Rupture case 3.
Experimental results
for a 0 25- and P 0
13 MPa showing tran-
sition of the eastward-
moving rupture to super-
shear. The westward
rupture retains a con-
stant velocity V W ,
þCGR. (A) Before transi-
tion to supershear. (B)
After transition to super-
shear.

Fig. 5. Rupture time-distance plot for an exper-
iment with a 0 25- and P 0 13 MPa.
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Enhanced Diapycnal Mixing
by Salt Fingers in the Thermocline

of the Tropical Atlantic
R. W. Schmitt,* J. R. Ledwell, E. T. Montgomery,

K. L. Polzin, J. M. Toole

Diapycnal mixing plays a significant role in the ocean’s circulation and uptake of
heat and carbon dioxide, but has not been quantified in salt finger–driven thermo-
haline staircases. We recently performed a tracer release experiment in the western
tropical Atlantic staircase at È400 m depth. The observed dispersion implies an
effective diapycnal diffusivity for tracer and salt of 0.8 to 0.9 � 10j4 m2/s.
Temperature microstructure data interpreted in terms of a vertical production-
dissipation balance yields a smaller effective diffusivity for heat of 0.45 (T 0.2) �
10j4 m2/s, consistent with salt fingers and well above the mixing ascribable to
mechanical turbulence.

Since the discovery of salt fingers by Stern (1)

in 1960, there has been much speculation about

their role in oceanic mixing (2, 3). Fieldwork

has suggested the importance of salt fingers to

the dynamics of fine scale intrusions (4) and in

regional water mass transformations (5–7), but

their contribution to the rates of diapycnal

mixing has not been quantified. The difficulty

has been due in part to uncertainties in the

methods of measuring and interpreting oceanic

microstructure for double-diffusive mixing.

Because tracer release experiments (TREs)

are complementary to the analysis of micro-

structure data, they offer an independent means

of quantifying diapycnal mixing in the ocean.

TREs have been successfully carried out in an

eastern subtropical gyre area Ethe North

Atlantic Tracer Release Experiment, NATRE

(8, 9)^ and an abyssal region above rough

bathymetry (10, 11). To address the salt finger

question, we recently performed a TRE in the

western tropical North Atlantic where warm,

high-salinity Subtropical Underwater overlies

cooler, fresher Antarctic Intermediate Water

(5, 12). Here the stratification through the

main thermocline is often characterized by 10

or more layers (each 10 to 30 m thick), having

near-uniform temperature and salinity, that are

separated by 0.5- to 5-m-thick high-gradient

interfaces (Fig. 1A). Such Bstaircase[ layering

in both the laboratory and ocean is a well-

known manifestation of the salt finger form of

double-diffusive convection (13), in which the

greater diffusivity of heat over that of dis-

solved salts allows release of the potential

energy of the salinity distribution in centimeter-

scale convection cells.

We conducted fine structure and microstruc-

ture surveys in the western tropical Atlantic in

January to February and October to December

2001 using the free-falling Bhigh-resolution pro-

filer[ (HRP) (14). Temperature (T) and salinity

(S) profiles from many sites revealed a step-

like stratification through the main thermo-

cline between 200 and 600 m depth (Fig. 1A).

Temperature contrasts between adjacent layers

sometimes approached 1-C. Staircase stratifi-

cation was most commonly observed within

the frontal region between the saltier North At-

lantic Central Waters and fresher South Atlantic

Central Waters, indicated in Fig. 2 by the salin-

ity contour 35.1 on the density surface of the

release. Our survey found a broad expanse

where staircase stratification may occur that

was generally consistent with the area defined

by prior surveys (5, 12).

The density ratio (Rr 0 aDT/bDS, where

the thermal expansion coefficient is a 0
j1
r

¯r
¯T

, the haline contraction coefficient is

b 0 1
r
¯r
¯S

, and DT and DS are the layer-to-

layer temperature and salinity changes) was

1.4 to 1.7 across most interfaces, which

indicates a strong propensity for salt finger-

ing (15). Thermohaline staircases readily

form in laboratory experiments with density

ratios near one; salt fingers occupy the high-

gradient interfaces and provide an up-gradient

buoyancy flux that drives convective motions

in the layers, maintaining weak stratification

there. Thermal microstructure on the oceanic

interfaces was elevated above levels normally

found in the subtropical thermocline (even after

accounting for the enhanced vertical tempera-

ture gradients of the interfaces). The dissipation

rate of thermal variance cq 0 6kqq¶2z

� �

, where

q¶z represents the microscale (centimeter) fluc-

tuations in the vertical temperature gradi-

ent, shows prominent peaks at the interfaces

(Fig. 1B), although evidence for the narrow-

bandwidth temperature anomalies previously

seen in horizontally towed data (16, 17) was

lacking in these vertical profiles. A measure of

the propensity for salt fingering is the theoret-

ical salt finger growth rate that can be calculated

from the separately measured meter-scale verti-
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Fig. 1. Profiles of potential temperature and salinity (A), the dissipation rate of thermal variance
(B), and the salt finger growth rate (C) for HRP dive 38 (12-24.7¶N, 53-40.0¶W on 7 November
2001). The SF6 tracer was injected into the layer with potential temperature of about 10-C
(centered on 350 db in this profile) in January 2001.
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cal temperature and salinity gradients (15) (Fig.

1C). The finger growth rate is large at the in-

terfaces (steps) and zero in the mixed layers

(risers), a pattern very similar to that of log

(cq). This result is consistent with the Bfrozen-

growth[ model of oceanic salt fingers (15, 18).

Salt fingers transport buoyancy-scaled T

and S vertically at different rates, and so, the

vertical salt flux cannot be directly assessed

from thermal microstructure data. None-

theless, we infer that the normalized vertical

salt flux is greater than that for heat within the

staircase by inspection of the horizontal

variation of temperature and salinity within

the layers. As observed previously (5), spatial

variations of temperature and salinity within a

given layer are highly correlated, with the

ensemble of T/S values following a distinct

slope across density surfaces at an apparent

lateral density ratio of 0.85. This ratio is con-

sistent with a vertical flux divergence due to

salt fingering and is not consistent with any

other known oceanic mixing process (19). To

quantify the mixing rate for salt (and other

scalars) in the staircase, we released sulfur

hexaflouride (SF
6
) in one of the layers and

measured its subsequent dispersion. SF
6

should

mix like salt in the ocean because the molec-

ular diffusivities differ by less than 10%. The

advective-diffusive balances are therefore

nearly the same, and so the ratio of the verti-

cal flux to vertical gradient is expected to be

the same when quantities are averaged over a

volume containing many mixing events.

During the January to February 2001

cruise, 175 kg of SF
6

was released into a

midstaircase layer in a patch centered near

12-45¶N, 53-45¶W. The layer temperature

was about 10-C and salinity was about 35.1,

T/S values near the median of those sampled

regionally for this layer. The tracer patch

was laid out with a series of eight tows of

an injector sled that pumped liquid SF
6

through atomizing nozzles. Sled depth was

controlled by the vessel winch with guid-

ance from a sled-mounted conductivity-

temperature-depth (CTD) instrument and

additional temperature-conductivity sensors

placed 10 m above and below. Tracer was

pumped only when the sled was positioned

within the well-mixed layer and the layer

potential density anomaly was between

27.041 kg/m3 and 27.052 kg/m3. This initial

patch fell within an area that was È28 km in

diameter. A survey completed within 2 weeks

of injection indicated that nearly 92% of the

tracer was in the 10-C layer, some having

already mixed to neighboring interfaces and

layers.

Nearly 10 months later, in October to

December 2001, the tracer patch was again

sampled during an extensive regional survey

(Fig. 2). At each station, the SF
6

concentra-

tion in discrete water samples collected in

conjunction with CTD casts was measured

using electron capture gas chromatography.

Concentration estimates were then adjusted

to remove a background profile estimated

from data obtained outside the patch. The

vertical integral of adjusted SF
6

concentration

was mapped over an area of 1.3 � 106 km2.

Tracer dispersal was anisotropic (strongly

zonal), with SF
6

found in three main patches.

About 50% of the injected tracer could be

accounted for by this survey; subsequent

survey work in 2003 suggested that the

bulk of the Bmissing[ tracer was in the

Caribbean Sea west of the October to Decem-

ber 2001 survey area. The concentration profile

data were subsequently integrated horizontally

along isopycnals for the sampled regions east

and west of the Lesser Antilles (Fig. 3). Over

the 293 days between the midpoints of the

injection and survey, the square root of the

second moment of the vertical tracer distribu-

tion grew to 61 m. In contrast, this quantity

grew to only 30 m after 12 months in the

NATRE (8, 9). Although the normalized

concentration profiles have similar shape, the

center of mass of the eastern region_s
distribution is about 20 m below that for the

Caribbean region (and the injection isopycnal

surface). This pattern appears to be partly the

consequence of vertical shear in the North

Equatorial Current that dominates the study

region and partly the result of some sinking of

the tracer.

As was described in (9), a model for the

diapycnal dispersion was applied to the

observations to diagnose the tracer_s effective

diapycnal diffusivity. The resulting diffusiv-

ity estimate is 0.8 to 0.9 � 10j4 m2/s, with

most of the uncertainty arising from the

interpretation of the offset of the center of

mass of the distribution. For reference, tracer

diffusivity estimates from the eastern North

Atlantic thermocline in NATRE were 0.12 �
10j4 m2/s for the first 6 months and 0.17 �
10j4 m2/s over 24 months. The present tracer-

based estimate can be compared with the

diffusivity inferred from the microstructure

measurements. Several microstructure-based

measures of mixing intensity are available

based on the dissipation rate of thermal

variance, cq; the dissipation rate of turbulent

kinetic energy, e; and two different models

for their interpretation: one for shear-driven

turbulence and one for salt fingering. The

formulae for diffusivities from the two models

are as follows:

Turbulence (20, 21) (with flux Richardson

number, R
f
0 0.17 T 0.03):

Kq 0 KS 0 Kr 0
Rf

1 j Rf

e
N 2

, 0:2
e

N 2

Kq 0 KS 0
cq

2qz
2

Salt fingers (22) (with Rr 0 1.7 and flux ratio

g 0 0.75):

KS 0
Rr j 1

1 j g
e

N2
, 2:8

e
N2

KS 0
Rr

g
cq

2qz
2
, 2:3Kq

Kq 0
cq

2qz
2

Fig. 2. Salt finger TRE map. The ‘‘X’’ near 54-W indicates the release area; the red rectangle northwest of
the X shows the area where the tracer was found about 2 weeks after the release. The color map shows the
column integral of tracer above background, in 10j9 mol/m2, about 10 months after the release, with the
stations shown as dots. The column integral at the stations north of the Greater Antilles was
indistinguishable from background. The dashed lines indicate where the salinity was 35.1 on the density
surface of the tracer release for the 10-month survey. On this surface, it is saltier to the north and fresher
to the south. The tracer was not fully delimited, particularly in the northeast and the southwest.
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In the above, Kq, K
S
, and Kr are the eddy dif-

fusivities for heat, salt, and density; N 20j g

r
¯r
¯z

is the squared buoyancy frequency, where g is

gravity; and qz is the mean vertical temperature

gradient.

The key distinction between these two

processes is found in the eddy diffusivities for

heat and salt: they are equal for fully developed

turbulence, but differ by a factor of È2 for salt

fingers, assuming a flux ratio of 0.75, a value

consistent with laboratory, theory, and oceanic

observations (23). From the HRP survey,

overall averages of cq, e, and the vertical

temperature and density gradients were

formed between the potential density anomaly

surfaces 26.968 and 27.128, which make up

the 1-SD range of the vertical tracer spread. In

this density interval Gcq9 0 3.5 � 10j8 K2/s,

Ge9 0 1.0 � 10j9 W/kg, with 95% confi-

dence intervals of 2.3 to 5.1 � 10j8 K2/s and

0.4 to 2.3 � 10j9 W/kg, respectively (24).

These large-area average dissipations include

both layers and interfaces and are somewhat

larger than prior microstructure observations

at one staircase site in the region (16, 25),

which probably reflects the greater range of

phenomena likely to be observed over this

wide region. The foregoing formulae yield the

diffusivities shown in Table 1 when applied to

these overall averages. We find best agree-

ment between K
S

inferred from the tracer

dispersion and that derived by applying the

salt finger model to the thermal dissipation

data. The diffusivity estimated from the con-

ventional turbulence model applied to the vis-

cous dissipation data is a factor of five too

small to explain the observed tracer dispersion.

Parts of the foregoing analysis are based on

conventional vertical production-dissipation

balances for temperature microstructure (21).

Lateral stirring on isopycnal surfaces would

complicate this interpretation. Within a thermo-

haline front, temperature and salinity anom-

alies can be generated by double-diffusive

fluxes that cause the anomalies to migrate

across density surfaces (26–28) and may even

provide a mechanism for staircase formation

(29). Such migration may account for some of

the tracer dispersion and would alter the

interpretation of the thermal dissipation mea-

surements (30, 31). Similarly, some fraction of

the observed turbulent dissipation is likely to

be contributed by internal wave processes.

However, the enhanced diapycnal dispersion

of SF
6

in the staircase region relative to

NATRE, the strongly layered stratification

with few temperature inversions, the distinct

temperature-salinity relations within the layers

(5), the enhanced thermal microstructure in the

salt-finger-favorable depth intervals with small

turbulent dissipation, and past evidence for

bandwidth-limited microstructure in these steps

(16, 17) lead us to conclude that salt fingering

is contributing to enhanced vertical mixing in

the western tropical thermocline of the North

Atlantic with an effective diapycnal diffusivity

for salt and tracers twice that of heat.

The significant vertical dispersion of tracer

observed in this thermohaline staircase sup-

ports the idea that salt fingers significantly

enhance mixing in certain parts of the main

thermocline. Our derived salt diffusivity of

0.8j0.9� 10j4 m2/s is an order of magnitude

larger than that predicted for typical internal

wave breaking within the mid-latitude ther-

mocline. Indeed, for this low-latitude region,

parameterization of mixing supported by

the background internal wave field (32, 33)

indicates that a diffusivity of only È0.02 �
10j4 m2/s should be expected. The tracer-

derived diffusivity is also larger than that

implied by microstructure measurements pre-

viously made in this staircase (16, 25, 34).

However, it is in agreement with the salt finger

model applied to those dissipation data (35), as

well as to our new observations. Notably, the

diapycnal tracer mixing rate observed in the

western tropical Atlantic is 5 times that ob-

served in the eastern subtropical Atlantic

during NATRE, because of the presence of

the thermohaline staircase. The staircase ap-

pears to transform the T-S structure of the

thermocline waters entering the Caribbean,

increasing the salinity and density of Antarctic

Intermediate Water (36) and preconditioning it

for sinking at higher latitudes. The efficient

vertical transport within this strong tropical

thermocline must be taken into account in

oceanic and climate models, where the param-

Table 1. Diffusivities for salt and heat estimated from HRP measurements of cq, the dissipation rate of
thermal variance and e, the dissipation rate of kinetic energy (penultimate row) � 104 m2/s. The
separate formulae for salt fingering and turbulent interpretations of the data are given. The estimates
are based on the mean quantities over all stations occupied during the fall cruise between the potential
density surfaces of 1026.968 and 1027.128 kg/m3, as these surfaces represent the 1-SD spread of the
tracer. The 95% confidence interval for each estimate is given in the bottom row, based on statistics of
the observed microstructure variables (24). Additional systematic errors may arise due to the
uncertainties in the constants of the formulae.

Finger formulae (for Rr 0 1.71, g 0 0.75) Turbulence formulae (for Rf 0 0.17)

KS Kq KS Kq

Rr

g
cq

2qz
2

Rr j 1

1 j g
e

N2

cq

2qz
2

g
Rr

ðRr j 1Þ
ð1 j gÞ

e
N2

cq

2qz
2

Rf

1 j Rf

e
N2

cq

2qz
2

Rf

1 j Rf

e
N2

1.03 2.40 0.45 1.07 0.45 0.17 0.45 0.17
0.56–1.8 0.8–6.6 0.26–0.75 0.36–2.7 0.26–0.75 0.06–0.42 0.26–0.75 0.06–0.42

Fig. 3. Average vertical distri-
bution of tracer about the
injection density surface east
of the Caribbean (solid line)
and within the Caribbean Sea
(dashed line) after 10 months.
Tracer concentrations have
been normalized such that
the vertical integral is unity.
The dotted lines delimit the
initial tracer distribution. Aver-
aging was done in density
space, and the profiles were
converted to physical space
through the mean density
profile for the stations east of
Barbados.
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eterization of diapycnal mixing continues to

be a major uncertainty in assessing the ocean_s
ability to sequester heat, pollutants, and carbon

dioxide.
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Insect-Resistant GM Rice in Farmers’
Fields: Assessing Productivity and

Health Effects in China
Jikun Huang,1* Ruifa Hu,1 Scott Rozelle,2 Carl Pray3

Although no country to date has released a major genetically modified (GM)
food grain crop, China is on the threshold of commercializing GM rice. This
paper studies two of the four GM varieties that are now in farm-level pre-
production trials, the last step before commercialization. Farm surveys of ran-
domly selected farm households that are cultivating the insect-resistant GM
rice varieties, without the aid of experimental station technicians, demonstrate
that when compared with households cultivating non-GM rice, small and poor
farm households benefit from adopting GM rice by both higher crop yields and
reduced use of pesticides, which also contribute to improved health.

Despite promises that GM crops could make

a contribution to the reduction of hunger

throughout the world, GM varieties are pri-

marily used for industrial crops, such as cotton,

and feed crops for animals (1–3). The diffi-

culties of commercializing GM rice (and other

food crops) appear to be causing declines in

the amount and direction of public and pri-

vate biotechnology research (4). Consequently,

GM rice has not been commercialized any-

where in the world, and little is in the pipe-

line in most countries. Even China, a country

that aggressively commercialized Bt cotton

and invested heavily into research on GM

food crops, has not commercialized any major

food crops.

One reason that commercialization may

not have proceeded is that there has been little

independent evidence on whether GM food

crops would really improve farmer welfare.

This study_s objective is to report on the re-

sults of an economic analysis that uses data

from eight rice preproduction trial sites in

China. We attempt to answer three questions:

Does GM rice help reduce pesticide use in the

fields of farmers? Do the new varieties of GM

rice increase the yields for farmers? Are there

any identifiable health effects on the farmers

that adopt GM rice strains?

China_s biotechnology research program

has generated a wide array of new technolo-

gies, including several GM rice varieties (5).

A number of GM rice varieties have entered

and passed field and environmental release

trials, and four varieties are in preproduction

trials in farmers_ fields. Two of the varieties—

the two in which the scientists that developed

the varieties gave our study team permission

to undertake economic analysis—are the focus

of this study (5). One variety, GM Xianyou

63, was created to be resistant to rice stem

borer and leaf roller by insertion of a Chinese-

created Bacillus thuringiensis (Bt) gene (5, 6).

The other variety, GM II–Youming 86, also

was created to be resistant to rice stem borers,

but in this case, the resistance was created by

introducing a modifed cowpea trypsin inhib-

itor (CpTI) gene into rice (5–8). The insect-

resistant GM varieties entered preproduction

trials in 2001.

The nature of China_s preproduction trial

system has facilitated the analysis of the effect

of insect-resistant GM rice on farm households

before commercialization. The preproduction

trials of GM Xianyou 63 are being conducted

by farmers in seven villages in five counties in

Hubei province. The trials for GM II–Youming

86 are being conducted in one village in Fujian

province. In the preproduction villages, house-

holds were randomly selected to participate in

the study. All of the farmers that were ran-

domly selected did participate (i.e., there were

no drop-outs), and so all farmers in the sam-

ple villages can be divided into two groups—

adopters and nonadopters. Each adopter was

provided with a fixed amount of insect-resistant

GM rice seed. For households with limited

land size, the seed was enough to cover all of

their plots (henceforth, full adopters). Others

received only enough to cover part of their

plots (partial adopters). Except for being pro-

vided insect-resistant GM rice seed (at the

same price as they would have paid for non-

GM varieties), there were no subsidies, and

adopters cultivated the insect-resistant GM

rice without the assistance of technicians. Be-

cause farmers use their own periodic, in-field
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observations on the severity of pest infestation

to decide whether or not to apply pesticides

on both the insect-resistant GM and non-GM

rice (that is, they are not following a prescribed

dosage), the study can provide an estimate of

the amount of farm-level pesticide reduction

that can come from the adoption of the insect-

resistant GM rice.

Our analysis presented here is based on

surveys of a randomly selected subsample of

households in the preproduction villages. Dur-

ing the first year of the study (2002), in six of

the eight sample villages, there were only a

limited number of adopters, and so all of them

were chosen (some were full; the rest were

partial adopters). A similar number were ran-

domly chosen from all adopters in the other

two villages. In total, 40 adopters (28 partial

and 12 full) were chosen in 2002. In addition,

37 nonadopters (about one for each adopter)

were chosen randomly from the pool of non-

adopters in each village. In total, 77 house-

holds were surveyed in 2002. During 2003, a

similar strategy was used, but because more

insect-resistant GM seed was distributed, more

adopters were added to the survey. Overall,

101 were interviewed in 2003 (32 nonadopters,

53 partial adopters, and 16 full adopters). There

were 69 households that were interviewed in

both years.

The enumerators, using producer-recall in-

terviewing techniques, collected information

on inputs and outputs for all of the plots on

which the farmers produced rice, including

detailed information on pesticide use and the

variety of rice grown. Farmers also recounted

the prices paid for pesticides and whether

or not the plot was adversely affected by a

weather shock. In total, the survey obtained

data from 347 rice production plots: 123 plots

planted with the insect-resistant GM rice vari-

eties and 224 plots planted with non-GM

rice.

Data from the surveys demonstrate that

the characteristics of rice producers using the

insect-resistant GM rice and non-GM rice are

nearly identical and that the main difference

between the households is in the level of pes-

ticide use (9). For example, there is no sta-

tistical difference between the size of the farm

or the plot or plots, the share of rice in the

household_s cropping pattern, or the house-

hold head_s age or education. In contrast, there

is a large difference in the use of pesticides

(Table 1) (10). GM rice farmers apply the same

types of pesticides but apply them less than

once per season (0.5 times) compared with 3.7

times per season by non-GM rice farmers. The

difference in the levels of pesticide use on

insect-resistant GM and non-GM rice is sta-

tistically significant. On a per hectare basis,

the quantity of and expenditure on pesticides of

non-GM rice production is 8 to 10 times as

high, respectively, as those for insect-resistant

GM rice. Insect-resistant GM rice adopters

spend only 31 yuan per season per hectare

on only 2.0 kg of pesticide for spraying for

pests, whereas nonadopters spend 243 yuan

for 21.2 kg.

Because other factors might affect pesti-

cide use when comparing insect-resistant GM

rice and non-GM rice, multiple regression can

determine the net impact of the adoption of

insect-resistant GM varieties on pesticide use.

To estimate a use function for pesticide by

China_s rice farmers in the sample areas, the

following model is used:

Pesticide use 0 fðGM rice varieties;

pesticide price; weather effects;

year effects; producer and farm

characteristicsÞ ð1Þ
Equation (1) is similar to models that have

been used elsewhere in the literature (11, 12).

To empirically estimate Eq. (1), the data from

the survey are used to create variables that

are based on standard definitions (13). The de-

pendent variable for the analysis is the quan-

tity of pesticides used per season (although

substantively identical results are generat-

ed from either the number of sprayings per

season or the value of pesticide use). The

independent variable of interest, the use of

the insect-resistant GM rice varieties, is mea-

sured by including a single dummy variable

(GM rice, both varieties) which equals 1 if the

farmer used either GM Xianyou 63 or GM II–

Youming 86. In an alternative specification,

the use of GM rice is measured by including

two GM variety–specific dummy variables

(GM Xianyou 63 and GM II–Youming 86)

and two non-GM variety dummy variables.

A set of household 0 to 1 indicator variables

(108 of them—one for each sample house-

hold minus 1) is included to isolate the effect

of GM varieties on pesticide use from observed

and unobserved producer characteristics.

The regression analysis illustrates the im-

portance of insect-resistant GM rice vari-

eties in reducing pesticide use (Table 2, rows

2 to 6). The significant, negative coefficient

on the BGM rice, both variety[ variable means

that GM rice use allows farmers to reduce

pesticide use by 16.77 kg/ha, a reduction of

nearly 80% (when compared with pesticide

use of farmers using non-GM varieties—

Table 1, row 3). The negative and signifi-

cant coefficients on the GM Xianyou 63

and GM II–Youming 86 variables also

demonstrate that each variety significantly

reduces pesticides. Although the magnitudes

of the coefficients differ, tests show that

there is no statistical difference between the

actual effects of the two insect-resistant GM

varieties on pesticide use (Table 2, rows 3

and 4) (14).

The data also show that there is a dif-

ference, albeit narrower, between yields of

insect-resistant GM and non-GM varieties.

According to the descriptive data in Table 1,

the mean of insect-resistant GM rice yields

(6364 kg/ha) is higher than those of non-GM

varieties (6151), although only by 3.5%. A

box plot also shows that the median of insect-

resistant GM rice yields is marginally higher

than those of non-GM rice (fig. S1). ANOVA

tests that differentiate among year, village,

and GM versus non-GM effects demonstrate

that the effect is statistically significant (15).

Multiple regression analysis largely sup-

ports the descriptive results (Table 2). Holding

all household-level effects, plot-specific inputs,

and certain other plot characteristics constant,

the yields of insect-resistant GM varieties

are 6% higher than those of non-GM vari-

eties. When examining the effects of specific

varieties (compared with other conventional

varieties—the base category), the yields of GM

Xianyou 63 are shown to be 9% higher (at

the 10% level of significance) than other con-

ventional varieties. Although the yields of GM

II–Youming 86 are not found to be signifi-

cantly different from conventional non-GM

varieties, this result in part may be due to

the fact that there are relatively few obser-

vations (because preproduction trials of GM

II–Youming 86 are from one village only,

and there are relatively few farm households

that were partial adopters). Therefore, accord-

ing to the descriptive and multiple regression

analyses, although the evidence on effect

of the insect-resistant GM rice varieties on

increasing yields is not as overwhelming

as that which examines the relationship

between the GM rice varieties and pesti-

cides, the GM Xianyou 63 rice variety does

appear to increase yields (between 6 and

9%) (16).

The high incidence of pesticide-related ill-

ness in households in developing countries,

including China, created an interest in track-

ing the health effects of insect-resistant GM

rice adoption (11, 12, 17). To assess the ef-

fects in this study_s sample, enumerators asked

Table 1. Pesticide use and yields of insect-resistant
GM rice adopters and nonadopters in preproduc-
tion trials in China, 2002–2003 (means T SD).
Insect-resistant GM rice includes two varieties, GM
Xianyou 63 and GM II–Youming 86. Data are
from the authors’ survey.

Parameter Adopters Nonadopters

Pesticide spray
(times)

0.50 T 0.81 3.70 T 1.91

Expenditure on
pesticide
(yuan/ha)

31 T 49 243 T 185

Pesticide use
(kg/ha)

2.0 T 2.8 21.2 T 15.6

Pesticide spray
labor (days/ha)

0.73 T 1.50 9.10 T 7.73

Rice yield (kg/ha) 6364 T 1294 6151 T 1517
No. of observations

(plots)
123 224
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households about how the use of pesticides

affected their health during, or immediately

after, the time that they applied pesticides

(18). Specifically, the questionnaire asked the

farmers, BDuring or after spraying for pesti-

cides on your farm, did you suffer from any

of the following symptoms: headaches, nau-

sea, skin irritation, digestive discomfort, or

other problems?[ If the respondent answered

Byes,[ a follow-up question was asked:

BAfter beginning to feel poorly, did you take

any one of the following actions: 1) visit a

doctor; 2) go home and recover at home; 3)

take some other explicit action to mitigate

the symptoms?[ If the respondent answered

Byes[ to both of the questions, it was recorded

as a case of pesticide-induced illness.

In the same way that research on Bt cotton

adoption showed that the productivity effects

of Bt cotton were supplemented by positive

health effects (3), according to the analysis

based on the survey data, similar effects occur

within the sample rice-growing households.

Among the sample farmers, there were no

full adopters that reported being affected ad-

versely by pesticide use in either 2002 or

2003 (Table 3). Of those that cultivated both

insect-resistant GM and non-GM plots, 7.7%

of households in 2002 and 10.9% of house-

holds in 2003 reported that their health was

affected adversely by pesticide use; none, how-

ever, reported being affected after working

on the sample GM plot. Of those that used

only non-GM varieties, the health of 8.3% of

households in 2002 and 3% in 2003 was af-

fected adversely.

This study provides evidence that there are

positive impacts of the insect-resistant GM

rice on productivity and farmer health. Insect-

resistant GM rice yields were 6 to 9% higher

than conventional varieties, with an 80% re-

duction in pesticide usage and a reduction

in their adverse health effects. Such high po-

tential benefits suggest that products from

China_s plant biotechnology industry could

be an effective way to increase both compet-

itiveness internationally and rural incomes

domestically. The benefits are only magnified

if the health effects are added. The impli-

cations of the commercialization of GM rice

in China also could far exceed the produc-

tivity and health effects on its own producers.

Paarlberg suggests that if China were to com-

mercialize a major crop, such as rice, it is

possible that it would influence the decisions

about the commercialization of GM crops in

the rest of the world (4).
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Table 2. Estimated parameters using a household fixed-effects model for estimating the effect of insect-
resistant GM rice varieties on farmers’ pesticide application and the yields of households in
preproduction trials in China. The coefficients from the multiple regression model represent the net
effect of insect-resistant GM rice varieties on pesticide use and yield, with the other plot-varying
variables in the model held constant. For rice variety dummies, the base value is other non-GM varieties.
Model 1 has both varieties as one variable; model 2 has treated the two varieties separately. The use of
household fixed effects is accomplished by including 108 household dummy variables (equals 1 for the
household and 0 otherwise), which allows for the control for all unobserved non–time-varying producer
and farm characteristics. Values are means T SD. The symbols *, ., and - denote significance at 1, 5, and
10%, respectively. Data are from the authors’ survey.

Variables
Pesticide use (kg/ha) Yields (kg/ha) in log

Model 1 Model 2 Model 1 Model 2

Intercept 19.93 T 1.17* 19.78 T 1.32* 7.55 T 0.50* 7.61 T 0.51*
Variety dummies

GM rice, both varieties –16.77 T 1.28* 0.06 T 0.03-
Variety-specific dummy variables

GM Xianyou 63 –17.15 T 2.60* 0.09 T 0.05-
GM II–Youming 86 –25.33 T 5.48* 0.02 T 0.10
Non-GM Xianyou 63 1.04 T 2.61 –0.03 T 0.05
Non–GM II–Youming 86 –1.25 T 3.82 0.07 T 0.07

Control variables
Pesticide price (yuan/kg) –0.02 T 0.03 –0.02 T 0.03
Natural disaster dummy

(affected 0 1)
8.56 T 2.65* 8.65 T 2.65* –0.51 T 0.05* –0.51 T 0.05*

2003 year dummy –0.17 T 1.20 –0.01 T 1.24 –0.05 T 0.02. –0.05 T 0.02.
Labor (log) 0.17 T 0.07. 0.17 T 0.07.
Fertilizer (log) 0.04 T 0.06 0.03 T 0.06
Machine (log) 0.00 T 0.01 0.00 T 0.01
Other inputs (log) 0.03 T 0.04 0.02 T 0.04
Pesticides (log) 0.00 T 0.00 0.00 T 0.00

Household dummy variables Included but not reported
No. of observations 347 347 347 347

Table 3. The effect of insect-resistant GM rice use on the health effects of farmers in sample
preproduction village sites in China, 2002–2003. Full adopters planted insect-resistant GM rice only;
partial adopters planted both GM and non-GM rice; and nonadopters planted non-GM rice only. The
numbers are the percentage of sample households that were adversely affected by pesticides. Data are
from the authors’ survey.

Adverse health effects
reported and year

Full adopters
Partial adopters

Nonadopters
GM plot Non-GM plot

2002 0.0 0.0 7.7 8.3
2003 0.0 0.0 10.9 3.0
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A Rapid Shift in a Classic
Clinal Pattern in Drosophila
Reflecting Climate Change

P. A. Umina,1 A. R. Weeks,2 M. R. Kearney,2

S. W. McKechnie,1 A. A. Hoffmann2*

Geographical clines in genetic polymorphisms are widely used as evidence of
climatic selection and are expected to shift with climate change. We show
that the classic latitudinal cline in the alcohol dehydrogenase polymorphism
of Drosophila melanogaster has shifted over 20 years in eastern coastal Aus-
tralia. Southern high-latitude populations now have the genetic constitution
of more northerly populations, equivalent to a shift of 4- in latitude. A simi-
lar shift was detected for a genetically independent inversion polymorphism,
whereas two other linked polymorphisms exhibiting weaker clinal patterns
have remained relatively stable. These genetic changes are likely to reflect
increasingly warmer and drier conditions and may serve as sensitive biomarkers
for climate change.

Clinal variation in genetic polymorphisms and

traits occurs in natural populations of numer-

ous species. Such variation provides strong

evidence of natural selection and adaptation

to different environmental variables, particu-

larly climatic conditions (1). Perhaps the most

compelling evidence for climatic selection

generating clinal patterns comes from the

many studies on latitudinal clinal variation in

Drosophila melanogaster. This cosmopolitan

species is closely associated with human ac-

tivities, and its abundance is typically high in

farmed areas and in decaying fruit and veg-

etable matter. Latitudinal clines have been

shown in D. melanogaster for traits such as

body size, development time, and thermal re-

sistance (2–4) and for various genetic markers

at the allele and karyotype level (5–8).

The alcohol dehydrogenase (Adh) locus

in this species is one of the most thorough-

ly studied examples of a genetic latitudinal

cline in any organism, with the AdhS allele

increasing in frequency with decreasing lat-

itude in both the Northern and Southern hemi-

spheres (5, 9, 10). Temperature-related fac-

tors influence population allele frequencies

both in the field (6, 11) and in the laboratory

(12, 13); rainfall and humidity levels have

also been implicated (5).

Using molecular markers for Adh (14),

we recharacterized the D. melanogaster cline

along coastal eastern Australia in 2002 and

2004 and compared the results to data from

earlier studies (5, 15) that involved collections

in 1979 and 1982. The combined data set from

these different periods showed a significant

difference in elevation but not in the slope of

the regression lines (Fig. 1 and Table 1), with

elevation shifting in the direction expected with

rising temperatures and global warming (6, 16).

Because the AdhS allele that predominates

in tropical populations is now at a higher fre-

quency in all populations, there has been a

tendency for populations to evolve toward the

genetic composition of lower latitude popula-

tions. Conversely, we found no differences in

either line slope (t 0 1.164, df 0 30, P 0 0.254)

or line elevation (t 0 0.842, df 0 31, P 0 0.406)

between the 2002 and 2004 collections. Nor

did we find any differences in slope (t 0 0.973,

df 0 42, P 0 0.336) or elevation (t 0 0.305,

df 0 43, P 0 0.762) between the 1979 and

1982 collections.

In studies of latitudinal transects, the AdhS

allele has been positively associated with

In(2L)t, a cosmopolitan inversion that also

clines latitudinally (6, 7). Adh is located just

outside the proximal breakpoint of this inver-

sion, whereas a-Gpdh, the gene encoding

another commonly studied cytosolic enzyme

(sn-glycerol-3-phosphate dehydrogenase), is

inside it; in natural populations, this locus is

usually in disequilibrium with the inversion.

We examined changes in patterns at both

the a-Gpdh locus (14) and for In(2L)t, again

pooling across years on the basis of nonsig-

nificant changes in slope and elevation. In

the earlier studies (7, 15), In(2L)t had been

scored cytologically after laboratory culture

of lines, but we used a molecular marker to

1Centre for Environmental Stress and Adaptation
Research, School of Biological Sciences, Monash
University, Clayton, Victoria 3800, Australia. 2Centre
for Environmental Stress and Adaptation Research, La
Trobe University, Bundoora, Victoria 3086, Australia.

*To whom correspondence should be addressed.
E-mail: ary@unimelb.edu.au

Fig. 1. Change in latitudinal
patterns, between 1979 and
1982 and between 2002 and
2004, of the frequencies of
the S allele of alcohol dehy-
drogenase (AdhS), the inver-
sions In(3R)Payne and In(2L)t,
and the F allele of sn-glycerol-
3-phosphate dehydrogenase
(a-GpdhF). Open symbols and
dashed lines indicate 1979–
1982 pooled data points (ex-
cept a-GpdhF where only
1979 data were available);
solid symbols and solid lines
indicate 2002–2004 pooled
data.
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score this inversion directly on field flies, fol-

lowing Andolfatto et al. (14, 17). The 1979–

1982 and 2002–2004 data for In(2L)t did not

differ significantly in terms of either the slope

or elevation of the regression lines (Fig. 1 and

Table 1), although there was a nonsignificant

trend in the same direction to that observed

for Adh. Although a weak latitudinal cline has

been suggested previously for a-Gpdh in Aus-

tralia (5, 18), we found no significant linear

association between a-Gpdh and latitude in

the 2002 (t 0 0.945, P 0 0.361) and 2004 (t 0
1.675, P 0 0.113) collections (Fig. 1). Further-

more, there was no significant difference in the

mean frequency of a-Gpdh between the 1979

and the pooled 2002–2004 populations (t 0
–1.764, df 0 53, P 0 0.084). Therefore, de-

spite the genetic and possible adaptive inter-

dependence of a-Gpdh and In(2L)t with Adh,

they have remained relatively unchanged in

latitudinal position.

We estimated the magnitude of the shift

in elevation of the clinal pattern for the Adh

polymorphism, as well as for a common cosmo-

politan inversion on a different chromosome,

In(3R)Payne, which also clines with latitude

and has shifted in elevation (but not slope) in

the past 20 years (19) (Fig. 1 and Table 1). For

Adh, the shift corresponded to 3.9- in latitude

Ebootstrap 95% confidence limits (CLs) of 2.01

and 5.92^, equivalent to more than 400 km. For

In(3R)Payne the shift was larger, at 7.3- in

latitude (CLs of 4.85 and 10.51), correspond-

ing to a shift of more than 800 km.

What factors might be responsible for these

latitudinal shifts? Adh frequencies have previ-

ously been related to temperature and rainfall

(5, 11, 16), and because these factors vary cli-

nally, they are likely contenders. The climate

along the eastern coast of Australia is grad-

ually becoming warmer and drier, and re-

cent evidence shows that over the past 50

years these changes have increased markedly

as a result of human activities (20, 21). Mean

temperature is increasing at most coastal

locations at a rate of 0.1- to 0.3-C every 10

years, whereas rainfall is decreasing at a rate

of 10 to 70 mm per year. These changes are

also evident in a comparison of data from

weather stations along the eastern coast of

Australia covering the area sampled for the

molecular markers. Average differences be-

tween 1978 and 1981 and between 2000 and

2003 (1 to 2 years before each set of collec-

tions) were compared for 36 weather stations

along the eastern coast at low altitudes (G50 m)

on the basis of data from the Australian Bureau

of Meteorology (22). There were significant

differences (using paired t tests) between years

in 11 of the 15 climatic variables considered.

When data for four of these variables—change

in mean daily maximum temperature of the

coldest month (t 0 4.288, df 0 35, P G 0.001),

change in average daily maximum tempera-

ture (t 0 7.218, df 0 35, P G 0.001), change

in mean daily humidity at 9 a.m. (t 0 –4.918,

df 0 29, P G 0.001), and change in total an-

nual rainfall (t 0 –2.437, df 0 28, P 0 0.021)—

are plotted against latitude, they indicate high-

er mean daily maximum temperatures, lower

humidity, and a decrease in rainfall at most

latitudes (Fig. 2).

Combinations of climatic variables are like-

ly to provide the best indicators of the shifts

in genetic constitution, because changes in

any one of these single climatic variables do

not appear to account for the extent of the

latitudinal shift observed. For instance, the

0.66-C shift in the maximum daily temper-

ature of the coldest month across samples

amounts to a shift in latitude of only 1.3-,
which is outside the lower bootstrap confi-

dence intervals of the shifts estimated for both

Adh and In(3R)Payne. The combined effect of

different climatic factors may underlie the

changed environment that has driven the coast-

al shift in AdhS and In(3R)Payne frequencies.

Table 1. Linear regressions examining associations between markers and latitude in 1979–1982 and 2002–2004 collections of D. melanogaster from the east
coast of Australia. Probability tests for differences between slopes and elevations of the regression equations are also provided.

Marker Year
Regression
equation

R2 t P

P values for comparison
of two collections

Slope Elevation

AdhS 2002–2004 y 0 –0.028x þ 1.794 0.899 16.873 G0.001
0.677 G0.001

1979–1982 y 0 –0.026x þ 1.651 0.664 9.314 G0.001
In(2L)t 2002–2004 y 0 –0.018x þ 0.982 0.551 6.272 G0.001

0.480 0.079
1979–1982 y 0 –0.020x þ 1.009 0.652 9.077 G0.001

In(3R)Payne 2002–2004 y 0 –0.033x þ 1.797 0.772 10.413 G0.001
0.586 G0.001

1979–1982 y 0 –0.035x þ 1.619 0.696 10.047 G0.001

Fig. 2. Differences between
1979–1982 and 2002–2004
values for four climatic
variables plotted against
latitude. Positive values
indicate higher scores for
2002–2004.
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Climatically driven changes in the genetic

constitution of D. melanogaster populations

are not entirely unexpected, because climate-

associated changes in chromosomal inver-

sions have been documented for the Drosophila

species D. robusta (23) and D. subobscura (24).

In addition, previous Drosophila field studies

suggest that changes in frequencies of inver-

sions and single-gene alleles can occur rapidly

(25) as well as seasonally (26, 27). On the

basis of distribution records, it is thought that

D. melanogaster first entered Australia from

the north about 100 years ago (28). Despite

the relative recency of this introduction and

molecular data indicating a high rate of gene

flow (29), clinal variation is well established

for several traits and several genetic poly-

mophisms along the Australian eastern coast

(3, 30). Therefore, the genetic shift document-

ed here is unlikely to be the tail end of adap-

tation to a temporally stable environmental

transect by an introduced species; instead, it

may be part of a rapid genetic response of a

species to climate change, as has recently

been suggested for an adaptive trait in an-

other insect species (31).

The Adh enzyme polymorphism in D. mel-

anogaster and the common cosmopolitan in-

versions in this species are valuable examples

of clinal variation along latitudinal gradients,

resulting in genetic constitutions appropriate

to local climatic conditions. The shift in poly-

morphisms with climatic change indicates how

Adh Eand potentially In(3R)Payne^ can be linked

to the dynamics of adaptive processes. We

have shown that adaptive polymorphisms

could provide monitoring tools for detecting

the impact of climate change on populations.
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PERIOD1-Associated Proteins
Modulate the Negative Limb of the

Mammalian Circadian Oscillator
Steven A. Brown,1* Juergen Ripperger,1 Sebastian Kadener,2

Fabienne Fleury-Olela,1 Francis Vilbois,3 Michael Rosbash,2

Ueli Schibler1*

The clock proteins PERIOD1 (PER1) and PERIOD2 (PER2) play essential roles in
a negative transcriptional feedback loop that generates circadian rhythms in
mammalian cells. We identified two PER1-associated factors, NONO and
WDR5, that modulate PER activity. The reduction of NONO expression by
RNA interference (RNAi) attenuated circadian rhythms in mammalian cells,
and fruit flies carrying a hypomorphic allele were nearly arrhythmic. WDR5, a
subunit of histone methyltransferase complexes, augmented PER-mediated
transcriptional repression, and its reduction by RNAi diminished circadian
histone methylations at the promoter of a clock gene.

About 10% of all mammalian transcripts show

daily oscillations of abundance (1). These rhyth-

mic fluctuations are governed by a molecular

circadian clock, whose function relies on two

interconnected feedback loops of transcription.

In the major negative feedback loop, tran-

scription of the Period (Per1 and Per2) and

Cryptochrome (Cry1 and Cry2) genes, and of

Rev-Erba, an orphan nuclear receptor gene, is

activated by the transcription factors CLOCK

and BMAL1 and repressed by the PERIOD

(PER) and CRYPTOCHROME (CRY) pro-

teins themselves (2). Although PERs interact

with CRYs (3), the mechanism by which they

repress CLOCK:BMAL1–mediated clock gene

transcription remains poorly understood.

To elucidate the sizes of the PER1 and PER2

complexes involved in this process, we fraction-

ated nuclear extracts of mouse livers by gel

filtration chromatography. During the night,

the two proteins formed similarly large com-

plexes (91 MD) (Fig. 1A), whose abundance

and size distribution changed during the day

(fig. S1). Thus, PERs associate with other pro-

teins that may play roles in the function of

the circadian oscillator. To identify them, we

generated a Rat-1 fibroblast cell line that ex-

presses a PER1 protein containing a 6xHis tag

and a V5 epitope tag at its C terminus. The ex-

pression of a His-V5-PER1 protein was three

times higher than that of endogenous PER1 in

unsynchronized cells (Fig. 1B, lanes 1 and 2)

and did not interfere with the circadian tran-

scription of other clock or clock-controlled

genes (4).

Nuclear extracts from His-V5-PER1 cells

were harvested 3 hours after the induction of

circadian rhythms by serum treatment. Because

clock-controlled genes such as Dbp and Rev-

erba are repressed during this time period (5),

PER-mediated transcriptional repression would

likely be operative as well. After chromatogra-

phy of this extract was performed on nickel
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chelate resin, superose 6, and V5 antibody–

Sepharose (fig. S2A), the eluted proteins were

size-fractionated by gel electrophoresis and

stained with colloidal Coomassie blue (Fig.

1B, lane 3). Individual bands were excised, and

the peptides they contained were identified by

tandem mass spectrometry. In addition to

peptides from CRY1 and CRY2, which are

already known to be PER1-interacting proteins

(3), peptides from two other factors, NONO

and WDR5, were identified. NONO has been

characterized previously as an RNA- and

DNA-binding protein that could be involved

in splicing, transcriptional repression, and RNA

export (6); and its Drosophila homolog, NonA,

has been implicated in visual acuity and

courtship behavior (7). WDR5 is a member of

a histone methyltransferase complex (8) and

has been implicated in cell differentiation

processes (9). RNA and proteins for both fac-

tors are expressed at constant levels throughout

the day in a variety of tissues, including the

suprachiasmatic nucleus, which is the site of

the central circadian clock in the mammalian

hypothalamus (fig. S3). However, the apparent

sizes of the NONO protein complexes in liver

nuclei varied during the day, and a size dif-

ference of these complexes was also observed

between wild-type mice and mice lacking

functional PER proteins (Fig. 1C).

To verify the association of WDR5 and

NONO with PER1, gel filtration chromatogra-

phy was performed on cellular extracts. A

portion of the NONO protein coeluted with

PER1, and complete immunodepletion of His-

V5-PER1 before fractionation resulted in a

decrease in apparent size for some NONO

proteins (fig. S2B, fractions 56 to 58). Because

the majority of the WDR5 protein was present

in complexes of sizes close to those that contain

PER1, and because we estimate WDR5 to be 10

times more abundant than PER1 in the cell, it

was impossible to estimate the fraction of

WDR5 that co-migrates with PER1 by using

this assay (4). Nevertheless, epitope-tagged

PER1 or PER2 coimmunoprecipitated with

WDR5 and NONO (Fig. 1D), and both

WDR5 and NONO were immunologically de-

Fig. 2. (A) 3T3 cells were transfected with NONO-luciferase fusions, as
well as the pSUPER empty vector or the NONO-specific siRNA hairpin
expression vectors pSUPER-NONO-siRNA6 or pSUPER-NONO-siRNA7.
NONO-luciferase levels were measured by luminometry of whole-cell
extracts. (B) 3T3 cells were transfected with NONO-luciferase fusions, as
well as with the pSUPER blank siRNA hairpin expression vector or the
NONO-specific hairpin vectors pSUPER-NONO-siRNA6 or pSUPER-
NONO-siRNA7. After synchronization of circadian rhythms with dexa-
methasone, BMAL11-luciferase (top) and DBP-luciferase (bottom)

expression levels were measured by continuous live-cell luminometry.
(C) Cells cotransfected with pSUPER or pSUPER-NONO-siRNA6 and the
pCS2 YFP-Venus expression vector were treated with dexamethasone
and then FACS-sorted for the presence of YFP 12 or 24 hours later. RNA
from YFP-positive cells was analyzed by real-time quantitative polymer-
ase chain reaction (PCR) by using indicated probes and normalized as
described in (20). In addition, NONO protein in sorted whole-cell extract
from duplicate plates was measured by Western blot (inset). GAPDH,
glyceraldehyde phosphate dehydrogenase; ctrl, control.

Fig. 1. (A) Crude nuclear extract from ZT18 (time measured from lights-on
in a 12-hour light-dark cycle) was fractionated by gel filtration chro-
matography (Biogel A1.5m, Bio-Rad, Hercules, CA), and fractions were
analyzed by Western blot probed with anti-PER1 and anti-PER2. x axis,
fraction number (smaller numbers are larger complexes); y axis, signal
intensity in arbitrary units. The elution peak of thyroglobulin (660 kD) is
shown for reference (see also fig. S1). (B) Lanes 1 and 2 show whole-cell
extracts from RAT1 cells and His-V5-PER1 cells that were analyzed on a
Western blot probed with anti-PER1. Lane 3 shows colloidal Coomassie-
stained gel of purified material; peptides identified by mass spectrometry

are shown at right. (C) Nuclear extract from wild-type mice killed at ZT6
(top) or ZT18 (middle), or from Per1j/j-Per2j/j double-knockout mice
(bottom) was purified by nickel-nitriloacetic acid (NiNTA) chromatography
and then analyzed on a Western blot probed with anti-NONO. (D)
Extracts from serum-treated RAT1 cells, V5-His-PER1 cells, or V5-His-
PER2 cells were purified by NiNTA chromatography and then analyzed by
Western blot with anti-WDR5 (top) or with anti-NONO (bottom). (Left)
One-fiftieth of the crude extract used; (right) purified.
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tectable after chromatography as per the initial

purification (fig. S2C).

To determine whether WDR5 and NONO

control circadian gene expression, RNA inter-

ference (RNAi) experiments were conducted to

reduce target protein levels. For NONO, 12

short RNAi hairpin sequences (10) were

screened for their ability to reduce luciferase

expression in mouse 3T3 fibroblasts that were

transiently transfected with a plasmid that

expresses a luciferase-NONO hybrid transcript.

Two of these hairpins, which elicited 4- or 10-

fold reductions in luciferase levels (Fig. 2A),

were expressed in 3T3 cells with the circadian

reporter plasmids pBmal1-luc or pDbp-luc that

express luciferase in opposite circadian phases.

The circadian rhythms of transfected cells

were synchronized (11), and circadian cycles

of Bmal-luc and Dbp-luc expression were

measured by real-time luminometry (12). The

RNAi hairpin vector that reduced NONO-luc

transcription fourfold shortened the circadian

period of transcription by approximately 2 hours.

The other hairpin, which reduced NONO-luc

transcription 10-fold, attenuated circadian tran-

scription of both reporter genes by at least 20

times and increased the expression of the Bmal1-

luc fusion construct (Fig. 2B).

To measure the effect of NONO depletion

on endogenous gene expression, 3T3 cells were

cotransfected with a NONO–small interfering

RNA (siRNA) vector and a yellow fluorescent

protein (YFP) vector, synchronized, and then

sorted with a fluorescence-activated cell sorter

(FACS) to purify YFP-expressing cells at two

different times of day. Endogenous NONO

transcript and protein levels were reduced in

these cells. Bmal1 transcript levels exhibited

no temporal variation and were constantly

high. However, transcript levels of Rev-erba
and Dbp were constantly low (Fig. 2C), sug-

gesting that the wild-type NONO protein does

not aid in the repression of these genes but

rather antagonizes it.

NonA, the Drosophila homolog of NONO,

plays an important physiological role, because

flies harboring a P element–mediated deletion

of this gene are extremely sick (13). However,

because flies homozygous for the strongly

hypomorphic nonA allele P14 are viable and

fertile (7), we were able to examine whether

NonA also plays a role in the generation of

circadian rhythms in Drosophila. nonAP14/P14

flies were behaviorally nearly arrhythmic and

hyperactive (Fig. 3A and fig. S4). In addition,

the rhythmicity of mRNA from the clock gene

timeless was greatly attenuated, indicating that

the nonAP14 mutation interferes with the basic

function of the circadian oscillator (Fig. 3C).

The WDR5 protein has been identified as a

member of a histone methyltransferase complex

(8). Consistent with this function, histone

methyltransferase activity could be precipitated

from His-V5-PER1 fibroblast extracts with

antibodies to V5 (anti-V5), anti-PER2, and

anti-WDR5. It could also be enriched from

evening but not morning nuclear extracts of

mouse livers with anti-PER2 (Fig. 4A). Be-

cause PER-regulated gene expression is low

at night, it is likely that this methyltranferase

activity has a repressive function. Such a re-

pressive effect would be characteristic of his-

tone H3 lysine 9 (H3K9) methylation, among

other types (14). Nevertheless, WDR5 has

been associated with a histone H3K4 methyl-

transferase containing a SET1 domain (8),

which is mostly thought to be involved in

the activation of transcription (15). Hence,

both histone modifications were examined at

a PER1-regulated circadian promoter in the

presence and absence of WDR5.

A lentivirally mediated system (16) was

used to generate a cell line that represses en-

dogenous Wdr5 RNA and protein levels about

five times in a doxycycline-inducible fashion

(fig. S5). Circadian cycling in these cells was

synchronized (11), and chromatin was har-

vested from cells grown in the presence or

absence of doxycycline at the time of max-

imum and minimum Rev-erba transcription.

Methylation of histone H3K4 and histone

H3K9 at the Rev-erba promoter was examined

by chromatin immunoprecipitation (ChIP). In

uninduced cells expressing normal levels of

WDR5, circadian methylation was observed in

phase with Rev-erba transcription at H3K4,

and antiphase to it at H3K9. In doxycycline-

treated cells, however, both rhythms were

nearly abolished (Fig. 4B). Down-regulation

of WDR5 expression produced only moder-

ate changes in clock gene expression. PER-

regulated genes such as Per2 and Rev-erba
were somewhat derepressed initially, and

mRNA accumulation was then phase-delayed

by about 2 hours (Fig. 4B and fig. S6). Ex-

pression of other circadian transcripts such

as Cry1 mRNA, Clock mRNA, and Bmal1

mRNA were unaffected (4). Similarly, when

the same cells were analyzed with circadian

luciferase reporter genes and real-time lumi-

nometry, the period length of cyclic gene ex-

Fig. 3. (A) Locomotor activities of male Canton S or nonAP14/P14 flies were analyzed by infrared
beam-break studies in continuously dark (DD) conditions. Sample data from a single fly are shown
at left, and data from 10 flies are plotted at right (fig. S3). (B) Identical experiment to (A) but
measured in flies exposed to 12 hours of light and 12 hours of darkness per day (LD). (C) RNA from
wild-type and mutant flies was prepared from four separate pools of 10 fly heads harvested at the
indicated time of day, and the quantity of Tim RNA was determined by Taqman real-time PCR.
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pression was unchanged (fig S6), suggesting

that these two histone modifications are ei-

ther compensatory or irrelevant for circadian

clock function. Because overall biolumines-

cence from multiple reporters was also re-

duced, we conclude that WDR5 reduction has

a pleiotropic effect on cellular processes un-

related to circadian clock function. Therefore,

although circadian histone methylation was

drastically affected, we could not verify a di-

rect role for WDR5 in the circadian clock via

our loss-of-function experiments.

PER proteins repress the activity of the

circadian activators CLOCK and BMAL in

transient transfection assays (17). The tran-

sient expression of WDR5 repressed CLOCK:

BMAL1–mediated transcription to the same

extent as the transient expression of the PER2

or CRY1 proteins, and inhibition of tran-

scription by either PER2 or WDR5 could be

partially blocked by cotransfecting a WDR5

siRNA vector. This hairpin reduced expres-

sion levels of a WDR5-luc fusion transcript

threefold in parallel experiments (Fig. 4C).

Thus, WDR5 can aid the PER-CRY complex

in repressing CLOCK:BMAL1–mediated

transcription, although this effect might be

indirect. Because NONO was 50 times less

efficiently expressed than WDR5, PER2, or

CRY1 in these experiments, it was not pos-

sible to demonstrate its supposed antagonistic

effect by this method.

We have identified two proteins, NONO

and WDR5, that can associate with the mam-

malian PER1 protein. Our data suggest that

NONO probably operates antagonistically to

PER proteins in mammalian cells, and that it is

essential to normal circadian rhythmicity in

mammals and in Drosophila. Mutations in the

Drosophila homologs of PER1 and NONO

were previously coidentified in a screen for

courtship behavior defects (18). Overexpres-

sion experiments suggest that WDR5 assists

PER function in mammalian cells. Its reduc-

tion affected two different antiphasic circadi-

an histone modifications, H3K4 and H3K9,

which are thought to have opposite effects

(14, 15), but WDR5 had only moderate con-

sequences for circadian clock function. Hence,

further studies of WDR5 and of histone

posttranslational modifications at circadian

promoters will be essential for understanding

its contribution to clock function. We suggest

that the antagonistic activities of these pro-

teins might help to render the circadian clock

more resilient to noise—caused by changes in

temperature and nutrients, or by stochastic

fluctuations in transcription rates—that could

affect the concentrations of critical clock com-

ponents (19).
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Fig. 4. (A) The left panel shows nuclear extract from serum-
treated V5-His-PER1 cells immunoprecipitated with the indicated
antibodies. Extracts were analyzed for histone methyltransferase
activity as described in (20). The right panel shows nuclear
extracts from mouse livers harvested at ZT6 (PER2 levels low)
and ZT18 (PER2 levels high) immunoprecipitated with anti-
PER2 or anti-WDR5, and the histone methyltransferase activity
of the precipitates was analyzed and quantified relative to mock
precipitation. (B) Dexamethasone-treated 3T3-WDR5-siRNA
cells (Tdoxycycline) were harvested at the minimum and max-
imum of Rev-erba expression, and subjected to ChIP analysis
with trimethyl H3K4 or dimethyl H3K9 antibody and Rev-erba
promoter primers. RNA from duplicate plates was analyzed by
Taqman real-time PCR (fig. S5). (C) 3T3 fibroblasts were trans-
fected with the indicated expression vectors, and luciferase was
measured after 3 days. Lanes 1 to 8, Dbp E-box–luciferase re-
porter; lanes 9 to 11, mutated E-box reporter; lanes 12 to 16,
transfection T Wdr5-targeting siRNA vector.
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Team Assembly Mechanisms
Determine Collaboration Network
Structure and Team Performance

Roger Guimerà,1* Brian Uzzi,2* Jarrett Spiro,3

Luı́s A. Nunes Amaral1.

Agents in creative enterprises are embedded in networks that inspire, support,
and evaluate their work. Here, we investigate how the mechanisms by which
creative teams self-assemble determine the structure of these collaboration
networks. We propose a model for the self-assembly of creative teams that has
its basis in three parameters: team size, the fraction of newcomers in new
productions, and the tendency of incumbents to repeat previous collaborations.
The model suggests that the emergence of a large connected community of
practitioners can be described as a phase transition. We find that team assem-
bly mechanisms determine both the structure of the collaboration network and
team performance for teams derived from both artistic and scientific fields.

Teams are assembled because of the need to

incorporate individuals with different ideas,

skills, and resources. Creativity is spurred

when proven innovations in one domain are

introduced into a new domain, solving old

problems and inspiring fresh thinking (1–4).

However, research shows that the right bal-

ance of diversity on a team is elusive. Al-

though diversity may potentially spur creativity,

it typically promotes conflict and miscom-

munication (5–7). It also runs counter to the

security most individuals experience in working

and sharing ideas with past collaborators (8).

Successful teams evolve toward a size that is

large enough to enable specialization and

effective division of labor among teammates

but small enough to avoid overwhelming

costs of group coordination (9). Here, we

investigate empirically and theoretically the

mechanisms by which teams of creative

agents are assembled. We also investigate

how these microscopic team assembly mech-

anisms determine both the macroscopic

structure of a creative field and the success

of certain teams in using the resources and

knowledge available in the field. We develop

a model for the assembly of teams of cre-

ative agents in which the selection of the

members of a team is controlled by three

parameters: (i) the number, m, of team mem-

bers; (ii) the probability, p, of selecting incum-

bents, that is, agents already belonging to the

network; and (iii) the propensity, q, of incum-

bents to select past collaborators. The model

predicts the existence of two phases that are

determined by the values of m, p, and q. In

one phase, there is a large cluster connecting

a substantial fraction of the agents, whereas

in the other phase the agents form a large

number of isolated clusters.

We analyzed data from both artistic and

scientific fields where collaboration needs

have experienced pressures such as differen-

tiation and specialization, internationaliza-

tion, and commercialization (4, 10, 11): (i)

the Broadway musical industry (BMI) and

(ii) the scientific disciplines of social psy-

chology, economics, ecology, and astronomy

(Table 1). For the BMI, we considered all

2258 productions in the period from 1877 to

1990 (12, 13). Productions are defined as

musical shows that were performed at least

once in Broadway. The team members com-

prise individuals responsible for composing

the music, writing the libretto and the lyrics,

designing the choreography, directing, and

producing the show, but not the actors that

performed in it. For each of the scientific dis-

ciplines, we considered all collaborations that

resulted in publications in recognized journals

within the fields studied (14): seven social

psychology journals, nine economics journals,

10 ecology journals, and six astronomy jour-

nals (Table 2). Collaboration networks (15–19)

were then built for each of the journals in-

dependently and for the whole discipline by

merging the data from the journals within a

discipline (Materials and Methods).

The evolution of team sizes in the BMI

bears out the expectation that team size and

composition depend on the intricacy of the

creative task. In the period from 1877 to

1929, when the form of the Broadway musi-

cal show was still being worked out through

trial and error (12), there was a steady in-

crease in the number of artists per produc-

tion, from an average of two to an average of

seven (Fig. 1A). This increase in size suggests

that teams evolved to manage the complexity

of the new artistic form. By the late 1920s, the

Broadway musical reached the form we know

today, as did team composition (4). Since then,

the typical set of artists creating a Broadway

musical have been choreographer, composer,

director, librettist, lyricist, and producer. For

the following 55 years, a period that includes

the Great Depression, World War II, and the

postwar boom, the average size of teams re-

mained around seven (20).

We find similar scenarios for the evolution

of team size in scientific collaborations. The

four fields experienced an increase in team size

with time (Fig. 1, B to E). The increase has

been roughly linear in social psychology and

economics and faster than linear in ecology

and astronomy. For social psychology, team

size growth rate was greater for high-impact

compared with low-impact journals, suggesting

that team size not only depends on the intri-

cacy of the enterprise but also that successful

teams might adapt faster to external pressures.

The analysis of team size cannot capture

the fact that teams are embedded in a larger

network (3). This complex network (21–26),

which is the result of past collaborations and
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Table 1. Global network properties of the fields studied. The sources for the BMI
are (12) and (13). The data analyzed excludes revivals and focus on the steady-state
period from 1940 to 1985. The data for scientific publications was obtained from
the Web of Science. We selected recognized journals in each of the different
scientific fields (Table 2). For each field, we show the total number of productions

and agents in all the periods considered, the values of p and q estimated with the
model from the data, the fR, the size, N, of the network in the last year of the period
considered, the value, Nmod, predicted by the model, the fraction, S, of agents that
belong to the largest cluster, and the value, Smod, predicted by the model. S takes
values between 0 and 1 and does not depend on the size of the network (31).

Field Period Productions Agents p q fR N Nmod S Smod

BMI 1877–1990 2258 4113 0.52 0.77 0.16 428 420 0.70 0.80
Social psychology 1955–2004 16,526 23,029 0.56 0.78 0.22 11,412 14,408 0.68 0.67
Economics 1955–2004 14,870 23,236 0.57 0.73 0.22 9527 11,172 0.54 0.50
Ecology 1955–2004 26,888 38,609 0.59 0.76 0.23 23,166 26,498 0.75 0.84
Astronomy 1955–2004 30,552 30,192 0.76 0.82 0.39 18,021 22,794 0.92 0.98
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the medium in which future collaborations

will develop, acts as a storehouse for the pool

of knowledge created within the field. The

way the members of a team are embedded in

the larger network affects the manner in

which they access the knowledge in the field.

Therefore, teams formed by individuals with

large but disparate sets of collaborators are

more likely to draw from a more diverse res-

ervoir of knowledge. At the same time and

for the same reasons, the way teams are or-

ganized into a larger network affects the like-

lihood of breakthroughs occuring in a given

field.

The agents composing a team may be

classified according to their experience. Some

agents are newcomers, that is, rookies, with

little experience and unseasoned skills. Other

agents are incumbents. They are established

persons with a track record, a reputation, and

identifiable talents. The differentiation of agents

into newcomers and incumbents results in

four possible types of links within a team:

(i) newcomer-newcomer, (ii) newcomer-

incumbent, (iii) incumbent-incumbent, and

(iv) repeat incumbent-incumbent. The dis-

tribution of different types of links reflects

the team_s underlying diversity. For exam-

ple, if teams have a preponderance of repeat

incumbent-incumbent links, it is less likely

that they will have innovative ideas because

their shared experiences tend to homogenize

their pool of knowledge. In contrast, teams with

a variety of types of links are likely to have more

diverse perspectives to draw from and therefore

to contribute more innovative solutions.

Because quantifying the emergence and

the effects of team diversity (2, 9, 27–29) is

more difficult than measuring team size, we

consider next a model for the assembly of

teams. In our model, we assemble N teams in

temporal sequence. The assembly of each

team is controlled by three parameters: m, p,

and q. The first parameter, m, is the number

of agents in a team. In our investigations of

the model, we considered three situations:

(i) keep m constant, (ii) draw m from a dis-

tribution, or (iii) use a sequence of m values

obtained from the data. For the theoretical

analysis of the model, we kept m constant,

whereas comparison with an empirical data

set was done with the use of the sequence of

m(t) values in the corresponding data set.

The second parameter, p, is the probabil-

ity of a team member being an incumbent.

Higher values of p indicate fewer opportu-

nities for newcomers to enter a field. The

third parameter, q, represents the inclination

for incumbents to collaborate with prior

collaborators rather than initiate a new col-

laboration with an incumbent they have not

worked with in the past.

We start at time zero with an endless pool

of newcomers. Newcomers become incum-

bents the first time step after being selected

for a team. Each time step t, we assemble a

new team and add it to the network (Fig. 2).

We select sequentially m(t) different agents.

Each agent in a team has a probability, p, of

being drawn from the pool of incumbents and

a probability, 1 j p, of being drawn from the

pool of newcomers. If the agent is drawn from

the incumbents’ pool and there is already

another incumbent in the team, then (i) with

probability q the new agent is randomly se-

lected from among the set of collaborators of

a randomly selected incumbent already in the

team; (ii) otherwise, he or she is selected at

random among all incumbents in the network.

Table 2. Journal-specific network structure. We present the same information as in Table 1 for each of
the journals studied. We ranked journals within each field according to their impact factor (IF). For some
low-impact journals, the fR is too high to be reproducible with the model. In those cases, which we
represent by q 9 1, simulations of the model are done with q 0 1. The model still reproduces the
empirical results quite well for these cases.

Journal IF Period Agents p q fR S Smod

Social psychology
J. Pers. Soc. Psychol. 3.862 1965–2003 9112 0.56 0.74 0.20 0.75 0.79
J. Exp. Soc. Psychol. 2.131 1965–2004 2133 0.40 0.76 0.11 0.44 0.07
Pers. Soc. Psychol. B 1.839 1976–2004 4339 0.45 0.74 0.14 0.54 0.47
Eur. J. Soc. Psychol. 1.060 1971–2004 1790 0.41 0.93 0.15 0.44 0.08
J. Appl. Soc. Psychol. 0.523 1971–2004 4602 0.33 1.00 0.10 0.06 0.02
J. Soc. Psychol. 0.291 1956–2004 6294 0.32 91 0.12 0.05 0.01
Soc. Behav. Personal. 0.227 1973–2004 1981 0.26 91 0.08 0.03 0.01

Economics
Q. J. Econ. 4.756 1956–2004 2320 0.37 0.58 0.08 0.26 0.05
Econometrica 2.215 1965–2004 3351 0.45 0.67 0.13 0.26 0.05
J. Polit. Econ. 2.196 1956–2004 3464 0.30 0.88 0.07 0.06 0.01
Am. Econ. Rev. 1.938 1956–2004 6807 0.42 0.84 0.15 0.27 0.02
Econ. J. 1.295 1956–2004 4528 0.31 0.99 0.09 0.08 0.01
Eur. Econ. Rev. 1.021 1969–2004 2585 0.35 0.85 0.10 0.15 0.02
J. Econ. Theory 0.833 1969–2004 2062 0.28 91 0.08 0.51 0.03
Econ. Lett. 0.337 1978–2004 5129 0.31 0.98 0.10 0.01 0.01
Appl. Econ. 0.200 1969–2004 4488 0.26 91 0.08 0.01 0.01

Ecology
Am. Nat. 4.059 1955–2004 4990 0.44 0.70 0.13 0.49 0.19
Ecology 3.701 1965–2003 8885 0.48 0.71 0.15 0.56 0.65
Oecologia 3.128 1969–2004 10,545 0.44 0.81 0.15 0.51 0.36
Ecol. Appl. 2.852 1991–2004 3417 0.29 0.99 0.08 0.30 0.06
J. Ecol. 2.833 1955–2004 3639 0.43 0.91 0.15 0.40 0.19
Funct. Ecol. 2.351 1989–2004 2873 0.36 91 0.13 0.05 0.02
Oikos 2.142 1961–2004 6589 0.43 0.84 0.15 0.48 0.11
Biol. Conserv. 2.056 1977–2004 5821 0.27 91 0.09 0.08 0.01
Ecol. Model. 1.561 1978–2004 5260 0.35 91 0.13 0.14 0.02
J. Nat. Hist. 0.497 1967–2004 2631 0.36 91 0.04 0.13 0.01

Astronomy
Astron. J. 5.647 1965–2003 10,832 0.78 0.86 0.40 0.96 0.99
Publ. Astron. Soc. Pac. 3.529 1955–2004 6769 0.58 0.78 0.22 0.85 0.89
Icarus 2.611 1983–2004 4357 0.72 0.90 0.38 0.89 0.97
Publ. Astron. Soc. Jpn. 2.312 1965–2004 2432 0.77 0.95 0.44 0.95 0.99
Astrophys. Space Sci. 0.522 1968–2004 10,823 0.55 1.00 0.29 0.60 0.05
IAU Symp. 0.237 1984–2004 10,185 0.60 0.75 0.23 0.80 0.92
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Fig. 1. Time evolution of the typical number of team members in (A) the BMI and scientific collab-
orations in the disciplines of (B) social psychology, (C) economics, (D) ecology, and (E) astronomy.
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Lastly, agents that remain inactive for

longer than t time steps are removed from the

network. This rule is motivated by the obser-

vation that agents do not remain in the network

forever: agents age and retire, change careers,

and so on. The removal process enables the

network to reach a steady state after a transient

time. Our results do not depend in the specific

value of t (Materials and Methods).

Through participation in a team, agents

become part of a large network (30). This fact

prompted us to examine the topology of the

network of collaborations among the practi-

tioners of a given field. More specifically,

we asked, BIs there a large connected cluster

comprising most of the agents or is the net-

work composed of numerous smaller clus-

ters?[ A large connected cluster would be

supporting evidence for the so-called invisible

college, the web of social and professional

contacts linking scientists across universities

proposed by de Solla Price (31) and Merton

(32). A large number of small clusters would

be indicative of a field made up of isolated

schools of thought. For all five fields con-

sidered here, we find that the network con-

tains a large connected cluster.

As is typically done in the study of per-

colation phase transitions (33), we use the

fraction S of agents that belong to the largest

cluster of the network to quantify the tran-

sition between these two regimes: invisible

college or isolated schools. We explore sys-

tematically the (p,q) parameter space of the

model. We find that the system undergoes

a percolation transition (33) at a critical line,

p
c
(m,q). That is, the system experiences a

sharp transition from a multitude of small

clusters to a situation in which one large clus-

ter, comprising a substantial fraction S of the

individuals, emerges: the so-called giant com-

ponent (Fig. 3). The transition line p
c
(m,q)

therefore determines the tipping point for the

emergence of the invisible college (34). Our

analysis shows that the existence of this

transition is independent of the average number

of agents bmÀ in a collaboration, although the

precise value of p
c
(m,q) does depend on m.

The proximity to the transition line, which

depends on the distribution of the different

types of links, determines the structure of the

largest cluster (Fig. 3A). In the vicinity of the

transition, the largest cluster has an almost

linear or branched structure (Fig. 3A) ( p 0
0.30). As one moves toward larger p, the

largest cluster starts to have more and more

loops (Fig. 3A) (p 0 0.35), and, eventually, it

becomes a densely connected network (Fig.

3A) ( p 0 0.60).

Networks with the same fraction, S, of

nodes in the largest cluster do not necessarily

correspond to networks with identical prop-

erties. Each point in the (p,q) parameter space

is characterized by both S and the fraction,

f
R
, of repeat incumbent-incumbent links. For

example, in Fig. 3C, the line f
R
0 0.32 cor-

responds to those values of p and q for which

32% of all links in new teams are between

repeat collaborators (35). The f
R

has a nota-

ble impact on the dynamics of the network.

When f
R

is large, collaborations are firmly

established, and therefore the structure of the

network changes very slowly. In contrast, low

values of f
R

correspond to enterprises with

high turnover and very fast dynamics. Inter-

mediate values of f
R

are related to situations

in which collaboration patterns with peers are

fluid (Materials and Methods).

For each of the five fields for which we

have empirical data, we measure the relative

size of the giant component S (Materials and

Methods). For all fields considered, S is

larger than 50% (Table 1). This result pro-

vides quantitative evidence for the existence

of an invisible college in all the fields. In-

triguingly, the relative sizes of the giant com-

ponent is similar for three of the four fields

considered: S 0 0.70, S 0 0.68, and S 0 0.75

for BMI, social psychology, and ecology,

respectively. However, for astronomy S was

significantly larger (0.92), whereas for eco-

nomics it was significantly smaller (0.54).

To gain further insight in the structure of

collaboration networks, we used our model

to estimate the values of p and q for each

field. Given the temporal sequence of teams

producing the network of collaborations, one

can calculate the fraction of incumbents and

the fraction of repeat incumbent-incumbent

links. These fractions and the model enable

us to then estimate the values of p and q that

are consistent with the data (36).

We estimated p and q for each field and

then simulated the model to predict the key

properties of the network of collaborations,

including the degree distribution of the

network and the fraction S of nodes in the

Fig. 2. Modeling the emergence of collaboration networks in creative enterprises. (A) Creation of a
team with m 0 3 agents. Consider, at time zero, a collaboration network comprising five agents, all
incumbents (blue circles). Along with the incumbents, there is a large pool of newcomers (green
circles) available to participate in new teams. Each agent in a team has a probability p of being
drawn from the pool of incumbents and a probability 1 j p of being drawn from the pool of new-
comers. For the second and subsequent agents selected from the incumbents’ pool: (i) with probability
q, the new agent is randomly selected from among the set of collaborators of a randomly selected
incumbent already in the team; (ii) otherwise, he or she is selected at random among all incumbents in
the network. For concreteness, let us assume that incumbent 4 is selected as the first agent in the new
team (leftmost box). Let us also assume that the second agent is an incumbent, too (center-left box). In
this example, the second agent is a past collaborator of agent 4, specifically agent 3 (center-right box).
Lastly, the third agent is selected from the pool of newcomers; this agent becomes incumbent 6
(rightmost box). In these boxes and in the following panels and figures, blue lines indicate newcomer-
newcomer collaborations, green lines indicate newcomer-incumbent collaborations, yellow lines indi-
cate new incumbent-incumbent collaborations, and red lines indicate repeat collaborations. (B) Time
evolution of the network of collaborations according to the model for p 0 0.5, q 0 0.5, and m 0 3.
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largest cluster. By comparing predictions of

the model with the empirical results, we are

able to test and validate the model. We first

compare the degree distribution of the col-

laboration networks with the predictions of

the model (Fig. 4, A to E) and find that the

model predicts the empirical degree distri-

butions remarkably well. In Table 1, we

compare the predictions of the model for S

with the measured values. The model cor-

rectly predicts that an invisible college con-

taining more than 50% of the nodes exists in

all cases. Additionally, the values of S pre-

dicted by the model are in close agreement

with the empirical results.

To investigate how changes of the team

assembly mechanism affect the structure of the

network, we used the model to generate net-

works with the same sequence of team sizes as

the data but with different values of p and q.

We show in Fig. 4, F to J, that four out of the

five creative networks we consider are very

close to the tipping line at which an invisible

college emerges. The exception is astronomy.

We also find that, for astronomy, the f
R

is

significantly larger than for the other fields.

If diversity affects team performance and

our model correctly captures how diversity is

related to the way teams are assembled, then

the parameters p and q must be related to team

performance. To investigate this issue, we con-

sidered for the four scientific fields how teams

publishing in different journals are assembled.

We used each journal_s impact factor as a

proxy for the typical quality of teams’ output.

We then studied the different journals sepa-

rately to quantify the relationship between team

assembly mechanisms and performance.

In Fig. 5, we show the values of p, q, and

S for the journals in each of the fields as a

function of the impact factor of the journal.

We found that p was positively correlated

with impact factor for economics, ecology,

and social psychology, whereas q was nega-

tively correlated with impact factor for the

Fig. 3. Predictions of the model. (A) Phase transition in the structure of the
collaboration network. We plot only the largest cluster in the network. For
small p, the network is formed by numerous small clusters ( p 0 0.10). At
the critical point pc, the tipping point, a large cluster emerges, that is, a
cluster that contains a substantial fraction of the agents. In the vicinity of
the transition, the largest cluster has an almost linear or branched structure
( p 0 0.30). As p increases, the largest cluster starts to have loops ( p 0 0.35)
and eventually becomes a densely connected cluster containing essentially
all nodes in the network ( p 0 0.60). We show results for q 0 0.5 and m 0 4,
where m is the number of agents in a team. (B) The transition described in
(A) can be characterized by the fraction S of nodes that belong to the giant
component, the order parameter, and the average size bsÀ of the other
clusters, the susceptibility (33). The model displays a second-order
percolation transition as the fraction p of incumbents increases from 0 to

1. The transition occurs for p 0 pc, which coincides with the maximum of
bsÀ. Note that pc is a decreasing function of m. We show results for q 0 0.5
and m 0 4 and m 0 8. (C) We display graphically the value of S as a
function of p and q for m 0 4. For any value of q, the model displays the
percolation transition, and the critical fraction pc depends on q, de-
fining a percolation line pc(m,q). The critical line pc(m,q) is an increasing
function of q. Even though the order parameter S is an important param-
eter to quantify the structure of the network, not all points with the
same S, that is, all points represented with the same color, correspond
to fields with identical properties. This result is made clear by the lines
of equal fR. The upper-right corner of the ( p,q) plane is characterized
by fR close to one, whereas the lower-left corner corresponds to fR
close to zero. As we show in Fig. 4, all fields considered have parameter
values above the transition line.
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same fields. The result for p implies that suc-

cessful teams have a higher fraction of incum-

bents, who contribute expertise and know-how

to the team, whereas the result for q implies

that teams that are less diverse typically have

lower levels of performance.

The relative size S of the giant compo-

nent in a journal was also associated with

performance for ecology and social psychol-

ogy. Teams publishing in journals with a high-

impact factor typically give rise to a large

giant component, whereas teams publishing in

low-impact journals typically form small iso-

lated clusters. This suggests that teams publish-

ing in high-impact journals perform a better

sampling of the knowledge within a field and

thus are able to more efficiently use the re-

sources of the invisible college. Surprisingly,

neither p, q, or S were significantly correlated

with impact factor in astronomy. This distin-

guishes astronomy from the other creative

enterprises considered.

We have shown that team size evolves

with time, probably up to an optimal size as

in the case of the BMI. A similar process

may be occurring for the parameters quanti-

fying expertise, p, and diversity, q. Four of

the five fields considered, all except astron-

omy, have very similar values of p and q,

thus suggesting that a Buniversal[ set of

Fig. 4. Network structure of different creative fields. Degree distributions
for (A) the BMI, (B) the field of social psychology, (C) the field of eco-
nomics, (D) the field of ecology, and (E) the field of astronomy. We carried
out with the use of the sequence {m(t)} of team sizes found in the
empirical data and with the values of p and q estimated from the
measured fractions of the different types of links. We present the pre-
dictions of the model with the lines and the empirical degree dis-
tributions with the open circles. For all cases considered, the data falls
within the 95% confidence intervals of the predictions of the model.
The ( p,q) parameter space of the network of collaborators is shown for
(F) the BMI, (G) the field of social psychology, (H) the field of economics,
(I) the field of ecology, and (J) the field of astronomy. The solid lines

separating the red and the blue regions indicate the values of p and q for
which 50% of the nodes belong to the largest cluster, that is, the
percolation transition at which a giant component, the invisible college,
emerges. The distance from the percolation line predicts the overall
structure of the network. For example, the networks in astronomy are
well above the tipping line and have a very dense structure (Table 1).
In contrast, all other fields are close to the transition and have rela-
tively sparse giant components. Another important characteristic of
the network is provided by the value of fR. To help with the inter-
pretation of the results, we plot with dotted lines the curves for fR 0 0.32.
For four of the creative networks considered, we find fR G 0.25. For
astronomy, we find fR 0 0.39.
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Fig. 5. Relation between team assembly mechanisms, network structure, and performance. We
calculate the values of p, q, and S for several journals in each of the four scientific fields con-
sidered. In a few cases, q should be larger than one in order to reproduce the empirical values of fR;
in these cases, q is considered one and the corresponding points are shaded. We plot the values of
p, q, and S as a function of the impact factor of the journal and then use the Spearman rank-order
correlation coefficient rs to determine significant correlations. Shaded graphs indicate significantly
correlated variables at the 95% confidence level.
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optimal values might exist. The fact that in

astronomy there are no correlations between

p, q, or S and the impact of journals also

indicates that this field is different from the

others. Whether these differences are caused

by the needs imposed by the creative enter-

prise itself or to historical or other reasons is

a question that we cannot answer conclusively.
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The Dynamics of Interhemispheric
Compensatory Processes

in Mental Imagery
A. T. Sack,1* J. A. Camprodon,2 A. Pascual-Leone,2 R. Goebel1

The capacity to generate and analyze mental visual images is essential for many
cognitive abilities. We combined triple-pulse transcranial magnetic stimulation
(tpTMS) and repetitive TMS (rTMS) to determine which distinct aspect of mental
imagery is carried out by the left and right parietal lobe and to reveal inter-
hemispheric compensatory interactions. The left parietal lobe was predom-
inant in generating mental images, whereas the right parietal lobe was specialized
in the spatial comparison of the imagined content. Furthermore, in case of an
rTMS-induced left parietal lesion, the right parietal cortex could immediately
compensate such a left parietal disruption by taking over the specific function of
the left hemisphere.

Mental imagery refers to the experience of

a perception in the absence of a corre-

sponding physical stimulus. In our everyday

life, mental imagery represents a crucial ele-

ment of numerous cognitive abilities, such as

object recognition, reasoning, language com-

prehension, and memory. Because of its im-

portance, the exact processes associated with

imagery have long occupied cognitive psychol-

ogists and been a matter of debate and con-

troversy (1).

Mental imagery is accompanied by the

activation of frontoparietal networks (2–5),

but the exact brain areas engaged in imagery

depend on the specific features of the imagery

task (6). When spatial comparisons between

imagined objects are required, most functional

imaging studies show bilateral parietal activa-

tion in homologous intraparietal sulcus areas of

the left and right hemispheres (3). However,

neuropsychological studies on patients with

focal brain lesions generally support a domi-

nant role of the left hemisphere in imagery

E(7), but see (8)^.
Time-resolved functional magnetic reso-

nance imaging (fMRI) has been used to address

this apparent contradiction between functional

imaging studies and findings in focal brain

injury patients (4). An earlier cluster of ac-

tivation in both parietal cortices (with left

predominance) can be separated from a late

cluster confined to the right parietal cortex

(Fig. 1). These results support the involve-

ment of both parietal lobes in mental imagery

but suggest that each parietal lobe has a

distinct functional role at different moments

in time. The sequential parietal activation

might represent a transition from an earlier

more distributed processing stage of image

generation to a later right-hemispheric later-

alized stage of spatial analysis of the images

(4). In a combined fMRI and rTMS study, only

rTMS to the right parietal lobe led to an

impairment of spatial imagery performance

1Department of Cognitive Neuroscience, Faculty of
Psychology, Maastricht University, Post Office Box
616, 6200 MD Maastricht, Netherlands. 2Center for
Non-invasive Brain Stimulation, Beth Israel Deacon-
ess Medical Center and Harvard Medical School, 330
Brookline Avenue, Kirstein Building KS 452, Boston,
MA 02215, USA.

*To whom correspondence should be addressed.
E-mail: a.sack@psychology.unimaas.nl

R E P O R T S

29 APRIL 2005 VOL 308 SCIENCE www.sciencemag.org702



during and immediately after rTMS (5).

Hence, only the right parietal activity seems

to be functionally relevant for spatial imag-

ery, whereas the rTMS-induced disruption

of the left parietal activity has no measur-

able impact on the ability to perform the im-

agery task.

However, the behavioral consequences of

focal disruption of brain activity (by injury or

transiently by rTMS) show the ability of the

rest of the brain to cope with the insult.

Therefore, the apparently unaffected imagery

performance after left parietal disruption could

be due to compensatory processes within a

distributed neural network that cannot be

sustained after right parietal disruption. We

hypothesized that the right parietal cortex is

critical for the spatial comparison of mental

images but is also able to compensate a dis-

ruption of left parietal activity during image

generation. This assumes that in case of a left

parietal lesion, the right parietal cortex will

subserve both functions, image generation and

spatial comparison.

We introduced a previously untested TMS

procedure, which combines the respective

advantages of creating a temporary virtual le-

sion by rTMS with the precise chronometric

study offered by event-related tpTMS (9). We

used tpTMS to chart the time points at which

right parietal activity is critical for spatial

imagery, depending on whether the homolo-

gous left parietal cortex had or had not been

suppressed by preceding rTMS (Fig. 2).

Subjects were asked to imagine two analog

clock faces based on acoustically presented

times (e.g., two o_clock and five o_clock) and

to judge at which of the two times the clock

hands form the greater angle (4, 5, 10). This

task requires the subjects to first generate

visual mental images of two analog clocks

and then mentally compare the angles formed

by the clock hands (11). The different mental

processes associated with the mental clock task

include the encoding of the acoustic stimuli,

the generation and maintenance of the mental

images, the spatial comparison, and the deci-

sion and response by button press (Fig. 1). We

hypothesized that tpTMS over the right parietal

cortex would only impair performance when

applied at a specific late time point during the

task (representing the spatial comparison

stage). Moreover, if the right parietal cortex

can compensate a disruption of left parietal

activity (representing image generation), a

functional lesion of the left parietal cortex by

means of preceding rTMS should result in an

extension of this late critical time point of

right parietal activity toward an earlier time

point. This implies that in case of a left parietal

lesion, the right parietal cortex is able to sub-

serve image generation and spatial comparison

(Fig. 2).

Every subject completed four right parietal

tpTMS runs, two with and two without pre-

ceding left parietal rTMS (rTMS factor) (12).

A within-subject repeated measures analysis of

variance with the two-level rTMS factor and a

four-level time factor of right parietal disrup-

tion revealed a significant interaction (F 0
6.358; P 0 0.05). More specifically, in the runs

without preceding rTMS over the left parietal

cortex (intact left parietal lobe), tpTMS over

the right parietal cortex only significantly

impaired the behavioral performance in the

mental clock task when applied at a time in-

terval of 4200 ms after trial onset (13), which

fell within time bin 3 (spatial comparison;

Student_s t test 0 4.099, df 0 5, P G 0.05;

Fig. 3; individual data available in fig. S1).

This highly specific and rather late time point

corresponds well to the highly lateralized right

parietal activity cluster previously revealed by

time-resolved fMRI (4). In contrast, in the

runs with preceding rTMS (i.e., during the

temporary disruption of left parietal cortical

function), the temporal characteristics of the

behavioral effects of tpTMS to right parietal

cortex changed significantly and now not only

included time bin 3 (spatial comparison; t 0
4.511, df 0 5, P G 0.05) but also several

earlier time intervals (14) during time bin 2

(image generation; t 0 6.217, df 0 5, P G 0.05;

Fig. 3; see also fig. S1 for individual data).

These earlier time windows correspond well

to the bilaterally distributed parietal activation

cluster revealed by time-resolved fMRI (4).

Analysis of the error rates revealed no signif-

icant differences between the different time

Fig. 1. Brain areas activated during spatial imagery. Temporal sequence of cognitive processes as-
sociated with the mental clock task (A) and the activated brain areas as revealed by time-resolved fMRI
based on a different subject sample from a previous study. (B) View from the occipital pole of both
inflated hemispheres. The color code from blue, to green, to yellow, to red indicates the sequence of
activated brain areas associated with the four required cognitive processes. The results distinguish an
earlier, bilateral parietal activation (green) from a later, strictly right parietal activation (yellow).

Fig. 2. TMS protocol.
tpTMS (red coil) identi-
fies the time points at
which right parietal ac-
tivity is critical for spa-
tial imagery (A) after
sham TMS has been
applied to the left pa-
rietal cortex (gray coil)
and (B) after inducing a
virtual lesion to the left
parietal cortex by pre-
ceding rTMS (blue coil).
PPC, posterior parietal
cortex.
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points and/or conditions (fig. S2). In an ad-

ditional control experiment, left parietal rTMS

alone, without subsequent right parietal tpTMS,

led to no significant impairments in the task

performance of the mental clock task (t 0
0.601; df 0 5; P 0 0.574).

Based on the temporal activation sequence

from left to right parietal cortex during an

imagery task that involves the generation as

well as spatial comparison of mental images

(4), we applied tpTMS to fractionate spe-

cialized processing components in the right

parietal cortex. We were able to show that

an rTMS-induced unilateral disruption can

lead to a significant change in the critical

functional time point, at which activations in

the homologous cortical area of the contra-

lateral hemisphere are crucial for the execution

of a specific function. Whereas the mental

process of spatial comparison is highly later-

alized to the right hemisphere, image gener-

ation shows only a weak left-hemispheric

lateralization with a more bilateral distribu-

tion. By charting and comparing the time

courses of critical right parietal activity with

and without preceding left parietal disrup-

tion, our data suggest that the right hemi-

sphere is able to compensate for (virtual)

lesions of the left hemisphere by taking over

this specific mental process. Whereas an rTMS-

induced left parietal disruption alone did not

impair task performance, a subsequent right

parietal tpTMS early in the task (during im-

age generation) unmasked the behavioral

deficit, most likely by blocking the right pa-

rietal compensation.

Discrepancies across studies concerning the

hemispheric lateralization during mental imag-

ery likely arise, because different aspects of

imagery are carried out by different parts of a

bihemispheric neural network. Our results are

in accordance with neuropsychological models

of spatial imagery, which propose that the gen-

eration of mental images relies primarily on

structures in the posterior left hemisphere,

whereas spatial operations on these images

are subserved by the posterior right hemisphere

(15). Moreover, our results reveal that in case

of left parietal disruption, the generation of

mental images might be carried out by the right

hemisphere as part of an asymmetric inter-

hemispheric compensatory mechanism. An

isolated deficit of the ability to generate inner

visual images after unilateral lesion is clinical-

ly hardly ever reported (8), which could be

explained on the basis of the compensatory

processes revealed in our study. This also

parallels evidence from spatial hemineglect,

which mostly occurs after right hemispheric

lesions. This phenomenon has been explained

on the basis of an asymmetrical distribution of

spatial attention (16), in which a right parietal

lesion would lead to hemineglect for the left

visual field, whereas a respective left parietal

lesion could be compensated for by the right

hemisphere. However, also on the basis of

such an asymmetrical distribution of inter-

hemispheric attention, it cannot be assumed

that the two hemispheres simply process

information independently. Human cognition

rather includes highly complex processes of

interhemispheric competition, cooperation,

and suppression. It remains speculative wheth-

er the revealed functional compensation repre-

sents a real cortical reorganization or whether

the right hemisphere compensates the behav-

ioral consequence due to the bilateral dis-

tribution of image generation; our results

are in line with the latter. In this respect, the

mental process of image generation might

indeed be carried out by both hemispheres.

However, under normal physiological circum-

stances, the functional necessity of the right

hemisphere becomes redundant because of

the left hemispheric dominance. Hence, the

revealed compensatory processes might be

based on a disruption of the suppressive in-

fluence of one hemisphere within an inter-

hemispheric competition. The release of this

suppressive influence by rTMS would then

restore the functional relevance of the con-

tralateral hemisphere, thereby compensating

or even enhancing the cognitive functions it

subserves (17).
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On 18 March, 100 years and a day after
26-year-old Albert Einstein sent off the
first of his 1905 papers that were destined
to revolutionize physics, National Institutes
of Health (NIH)  Director Elias Zerhouni
invoked the name of another Nobelist,
biochemist Marshall Nirenberg, at a meeting
held to unveil a new report on the plight of
young researchers today. Nirenberg won his
Nobel Prize at 41—even younger than
Einstein. “In today’s world,” Zerhouni noted,
“Marshall Nirenberg would get
his Nobel Prize before he got
his first NIH grant.”

Today’s young biomed-
ical researchers, notes the
National Research Coun-
cil (NRC) report Bridges
to Independence, don’t win
their first independent faculty
appointment until a median
age of 36, and they don’t
reach the milestone that
marks their  real
debut as independent
investigators—their
first competitive NIH
research grant—until
a median age of 42.
This late start doesn’t
just stunt individual
careers, warns the
report. It also threat-
ens the vitality of the
nation’s scientif ic
enterprise. 

Moreover,  for
most aspiring bio-
medical scientists,
there  won’t  be an
a c a d e m i c  j o b  a t
the  end of that long
apprenticeship: There
are simply far  more
people in the pipeline than there are
available academic positions. Given that
inescapable arithmetic, experts advise
today’s budding biomedical Einsteins
and Nirenbergs to think more broadly
about their future scientif ic careers.
“The number-one thing that every postdoc
needs to think about is what they want to
do when they grow up,” says Ida Chow,
executive officer of the Society of Devel-
opmental Biology.

Funding patterns and holding patterns
NIH funding is itself largely responsible for the
slowdown, explains the report. Over the past
several decades, NIH has financed a swift rise
in the number of life science Ph.D.s and then
supported them—mostly by means of extra-
mural research grants made to universities—in
postdoctoral appointments that have become,
in the report’s words, “a ‘holding pattern’ for
thousands of young scientists” who find them-
selves unable to move on to traditional faculty

posts. The postdoc—a de facto
requirement for an academic research

career—now averages just under 5 years. For
many life science postdocs, especially among
the 80% paid out of NIH grants to principal
investigators, “ ‘postdoctoral training’ …
has turned into ‘postdoctoral employment’—
with the postdoc remaining at the same
professional position with little advancement
of professional training,” the report says.

“Simply put,” notes the report in a model of
understatement, “there are not enough tenure-
track academic positions for the available pool

of biomedical researchers.” Between 1993 and
2000, the number of U.S. life science Ph.D.s
under age 35 holding coveted tenure-track jobs
in major research universities declined by
12.1%, to 543; meanwhile, the number of U.S.
biomedical Ph.D.s in that age range increased
by 59%, to nearly 20,000, and tens of thousands
more scientists with foreign Ph.D.s came to fill
postdoc positions in U.S. labs.

The traditional “linear progression” from
“graduate school to postdoctoral positions to
assistant professorships, then obtaining fund-
ing and tenure” now works for only a small
minority of young scientists, the report
explains. Instead of this simple progression,

young scientists confront “a com-
plex network of current career

pathways” to a variety of occu-
pations using scientific train-
ing, many of them outside
academe. In addition, increas-

ing numbers of scientists hold
non–tenure-track university

posts, a type of appointment that
increased 55% between 1990

and 2001, a rate approxi-
mately seven times faster

than that of tenure-track
posts. The great major-
ity of postdocs seeking
stable career employ-
ment must therefore
take what the academic
world has long regarded
as “alternative” jobs
with unfamiliar profes-
sional cultures and skill
requirements that scien-
tists generally do not
encounter in graduate
school or a mentor’s lab.

Building bridges to
opportunity
I n  l i g h t  o f  t h e s e
changes, what can post-

docs do to prepare themselves to move beyond
the training phase, wherever that move might
take them? A first step is to jettison the notion
of jobs outside academe as “alternative” work,
advises Chow. “The word ‘alternative’ gives a
bad connotation of second class,” she says.
A far better term, she believes, is “career
choices,” specif ically “the many career
choices that science graduates—from the
bachelors to the doctorate—have today
compared to a generation ago.”

Opportunities include industry—which in
2001 employed some 35% of life scienceC
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Not Your Father’s Postdoc
In today’s scientific labor market, just doing good science is no longer enough.
Postdocs need realistic expectations, good information, and an entrepreneurial
attitude toward their careers

Thomas Cech
b. 1947

Age
19 Entered Grinnell College
23 Started grad school at UC  
 Berkeley 
28 Earned Ph.D. from UC   
 Berkeley
 Started postdoc at MIT
31 1st faculty position   
 (University of Colorado,  
 Boulder)
41 Appointed Howard Hughes  
 Medical Institute Investigator
 Albert Lasker Award in   
 Basic Medical Research
42 1989 Nobel Prize in   
 chemistry

Marshall Nirenberg
b. 1927

Age
21 Received B.S. in   
 zoology from University of  
 Florida, Gainesville
25 M.Sc. in zoology from 
 University of Florida
30 Ph.D. in biochemistry from 
 University of Michigan, 
 Ann Arbor
32 Postdoc at NIH
33 Appointed research  
 biochemist at NIH
35 Made section head, 
 Biomedical Genetics, NIH
38 Won National Medal of   
 Science
41 Won Nobel Prize

Albert Einstein
b.1879

Age
23 Began work at Patent Office
26 Annus mirabilus 
32 1st permanent post
42 Won Nobel Prize 

Researchers today 
win their first 

competitive NIH 
grant at a median 
age of 42. These 
three scientists 

won Nobel Prizes 
at that age.

Published by AAAS



SO
U

RC
E:

N
IH

718 29 APRIL 2005 VOL 308 SCIENCE www.sciencemag.org

PO
ST

DO
CT

OR
AL

 O
PP

OR
TU

NI
TI

ES

Ph.D.s, up from 15% in 1981—as well as
government, science policy, writing, and
nonuniversity teaching. “Even Wall Street
needs people with science backgrounds to
work as analysts,” Chow says. “There are
many more choices than just university jobs.”

Setting a personal course for the future is
particularly important at the postdoc stage,
when young scientists no longer have the
structure and goals automatically supplied by
graduate school, says Andrea Stith, science
policy analyst at the Federation of American
Societies for Experimental Biology
(FASEB): “There your goal is defined for
you, and you have the evaluation of grades.”

At one time, most postdocs’ goals were
also clear—a faculty job—and the guidance
and help of the PI
played a major role in
getting there. But as
the range of jobs sci-
entists occupy has
expanded, the help
their advisers can pro-
vide has diminished.
Faculty members
who have spent their
careers within acad-
eme often lack the
knowledge and con-
tacts needed to help
their protégés f ind
jobs in other sectors.
So postdocs consider-
ing opportunities out-
side academic science
need to assume far
greater responsibility for their own futures.
Key to taking charge, says Stith, is systematic
planning. An effective approach to doing so,
Stith continues, is to create an Individual
Development Plan (IDP), a document that
states specific goals and outlines specific
means of achieving them.

Doing science on yourself
Widely used in the business world, the IDP is
unfamiliar to most academic scientists,
although some universities and funders now
use IDPs to help plan the postdoctoral period.
FASEB has developed a 3-hour instructional
IDP seminar, complete with interactive
exercises, that it piloted at the Experimental
Biology 2005 meeting in April in San Diego,
California, and plans to present at other
venues. “An IDP is appropriate for every
stage of your life,” says Stith, who served as
one of the seminar presenters.

Like doing an experiment, the four-step
process of creating an IDP involves thinking
strategically, gathering data, and evaluating
results. It begins with a self-assessment
during which the individual determines his
or her own values, interests, preferences,

priorities, strengths, weaknesses, talents, and
tolerances. “Is the amount of pay important
to you?” Stith asks. “Is time with family? Is
independence, as far as determining the
project you’re working on? How much and
what are you going to compromise?”

Next comes the career-assessment stage,
when the postdoc identifies and learns about
occupations that appear to meet his or her
needs. Information gathered should include the
skills, knowledge, and characteristics needed to
enter and succeed in the fields of interest and
how to go about acquiring them. Sources of
information can include university career
centers and postdoc offices, professional asso-
ciations, libraries, the Internet, and networking
with people who have firsthand experience.

In the third stage, the postdoc composes the
document. “Write down your goals and parse
out your long-term and short-term goals,”
Stith says. Explicit timelines add specificity.
Finally, in stage four, the individual puts the
plan into effect, periodically measuring
progress toward those goals and revising the
plan as needed. “We expect people’s interests
to change,” Stith says.

Weaning or weeding?
The entrepreneurial spirit symbolized by
FASEB’s IDP could be particularly handy
for postdocs in the next few years if the
recommendations in Bridges to Independence
are adopted. The recommendations would
create opportunities for some postdocs and
insecurity for others, allowing—indeed,
forcing—many postdocs to “grow up” to
some form of independence more quickly.

On the opportunities side, one prominent
proposal would reallocate NIH research funds
to hundreds of new awards each year to post-
docs doing their own research. Another would
strengthen support for the growing cadre of
investigators on soft money in non–tenure-
track positions. Yet even the downside of these

proposals is likely to have a secondary weaning
effect: Given current budget constraints, these
initiatives would most likely take funding
away from some current investigators—and
paychecks from their postdocs.

From a postdoc point of view, perhaps the
most significant recommendation is one that
would limit to a total of 5 years the postdoctoral
support any individual could receive from all
NIH sources combined, whether fellowships or
employment on PI grants. This would eject the
longest-serving postdocs from their current
jobs and could endanger the immigration status
of many noncitizens, who account for more
than half of the postdocs working in U.S. labs.
Bridges urges PIs to promote scientists remain-
ing on after their NIH eligibility ends to staff

positions with pay,
benefits, and clearly
defined institutional
status commensurate
with their experience
and responsibilities.
But doing so would be
expensive, and the
source of money to
support it is unclear.

The weeding out
that would occur is
consistent with the
goals of the NRC
committee. “This is
not a full employment
system for postdocs,”
said National Acad-
emy of Sciences pres-
ident Bruce Alberts at

the 18 March briefing. “The system will
select out those of real ability [so that] the
very best have a chance to see what they can
do.” The changes “might be painful to some
people,” acknowledged the report commit-
tee’s chair, Thomas Cech, president of the
Howard Hughes Medical Institute in Chevy
Chase, Maryland—who, incidentally, won
the Nobel Prize in chemistry just as he turned
42—but they “should have a wonderful effect
on encouraging early consideration of career
opportunities.”

Whether or not these recommendations
are adopted—and the report itself points out
that earlier recommendations were not—the
career picture for most postdocs remains
complex for the foreseeable future. “Each
year, both new and experienced investigators
compete in a Darwinian-like system,” the
Bridges report states. It should therefore
come as no surprise to life scientists that
those who adapt strategically to rapidly
changing circumstances have the best
chance of prospering in the years ahead. 

–BERYL LIEFF BENDERLY

Beryl Lieff Benderly is a contributor to Science’s
Next Wave (www.nextwave.org).
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Delayed independence. Researchers under 40 now account for less than 15% of NIH grant awards.
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