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Funneling Fast Solar Winds
The Sun emits a solar wind that bends and distorts the ionized
tails of comets and influences the behavior of Earth’s ionosphere.
Much of this solar wind consists of an energetic “fast” compo-
nent whose origin within the solar furnace is not well under-
stood. Tu e t  a l . (p. 519) used
Doppler imagery and magnetic
mapping to construct three-
dimensional maps of funnels near
the surface that are believed to be
the source of the fast solar wind.
The correlation of ultraviolet emis-
sion and magnetic field structure
can pinpoint where in the solar at-
mosphere the fast solar wind is
generated.

Microbial Metagenome
Analysis
The volume of sequence required
to assemble representative whole
genomes from complex microbial
communities in environmental
samples is enormous: up to 100
megabases of sequence is needed
to draft a single genome at eight-
fold coverage, which is feasible
for a predominant species, but
near impossible for rare species.
Tringe et al. (p. 554) took the al-
ternative strategy of analyzing
the gene content of samples from
disparate environmental micro-
bial  communities. Distinctive
metabolic hallmarks indicated selection pressures within the
respective habitats. For example, cellobiose phosphorylase was
only found in the soil sample but not in the marine samples,
and bacteriorhodopsins were found in the surface water sam-
ples but none in the deep sea or in soil. The most discriminat-
ing operons were for transport of ions and inorganic compo-
nents. This approach offers a pragmatic and informative route
to sifting the enormous volumes of data obtained from
metagenome studies.

Emulsions on the Double
Emulsions can be made by mixing one immiscible fluid with anoth-
er (such as oil and water) to create metastable droplets. Double
emulsions, where the core droplet contains smaller droplets of a
third fluid, can be more stable but are not easy to prepare in a con-
trolled manner.
However, they are
of interest to the
cosmetic and
pharmaceutical
industries for de-
livering a protect-
ed liquid product

to the user. Utada et al. (p. 537) have controllably and predictably
fabricated double emulsions in a single-step process using a mi-
crofluidic device. By injecting fluids in a coaxial geometry, they can
keep the fluid reservoirs separate. Droplet sizes are tuned by alter-
ing the flow rates.

Sharpening Up One’s 
Image
The smallest details that can be
imaged are usually limited by dif-
fraction effects on the order of
the wavelength of light used for
illumination. Recent theoretical
work has predicted that it may be
possible to overcome the diffrac-
tion limit if the properties of the
imaging material can be judicious-
ly chosen. In particular, if the elec-
tric and magnetic response of the
lens material can both be nega-
tive, then a flawless image of an
object should result. Fang et al.
(p. 534; see the Perspective by
Smith) used a thin sheet of silver
as their superlens and imaged
structures with resolution around
1/6 of the wavelength of the illu-
minating light.

Winds of Wide-Scale
Change
Climate warming is affecting at-
mospheric circulation, ocean circu-

lation, and the marine biological cycle, with implications for
weather as well as the global carbon cycle. Goes et al. (p. 545)
provide a striking illustration of how large-scale physical
changes can influence biological processes across large areas,
even when they are separated by large distances. The decline of
winter and spring snow cover in Eurasia that has accompanied
mid-latitude warming since 1997 has caused greater continen-
tal warming there in the summer. This decline intensified sea-
surface winds in the distant western Arabian Sea by creating a
steeper thermal gradient. These stronger winds in turn caused
intensified upwelling of nutrient-rich water along the Northeast
coast of Africa, which increased biological productivity and phy-
toplankton biomass in the western Arabian Sea.

“Promotin” Signaling by Arrestins 
The arrestin proteins got their name because they inhibit sig-
naling from G protein (heterotrimeric guanine nucleotide–bind-
ing protein)–coupled receptors like the β2 adrenergic receptor
that mediates effects of catecholamines on the heart. However,
the proteins β-arrestin 1 and β-arestin 2 have much more ver-
satile roles in signaling. Lefkowitz and Shenoy (p. 512) review
recent studies showing that β-arrestins also serve as scaffolding
proteins that actually enhance signaling by providing binding
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Modeling Signaling Networks
The prediction of causal influences between compo-
nents of a signaling network requires detailed model-
ing from large data sets. Single-cell measurements of
the phosphorylation state of a
panel of signaling proteins
with phospho-specific anti-
bodies after various treat-
ments that in-
fluenced cel-
lular signaling
provided suf-
ficient data
so that Sachs
et al. (p. 523;
see the Per-
spective by
Brent and Lok) could apply a
Bayesian network inference al-
gorithm to map a signaling net-
work and infer causal influences
between the components of the network. Known
connections were reproduced, and a newly discovered
connection was experimentally tested and found in-
deed to be of biological relevance.
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sites for other signaling proteins that help produce biological effects of receptor ac-
tivation. The arrestins even appear to contribute to signaling by structurally distinct
receptors, not just G protein–coupled receptors. In their scaffolding role, β-arrestins
may transmit activating conformational changes from the receptor to downstream
target molecules.

Search and You Will Find
Some of us work in parallel, tackling several tasks at once, and others prefer the serial
approach, finishing one task before starting the next. Children searching for a red truck
among many toys either examine each object individually (serial) or look first for red
objects and for trucks (parallel). Bichot et al. (p. 529; see the cover and the Perspective
by Wolfe) now provide evidence that helps to resolve the debate over which approach
better describes how visual search operates, in neural terms. A feature-based mecha-
nism (red, truck) operates in a top-down fashion so as to enhance the responsiveness
and the synchrony of visual neurons that select for these features. Thus, red toys and
trucks evoke more neural activity when a child is searching for a red truck than a
brown dog. In addition, a spatial mechanism enhances the responsiveness of visual
neurons that are selective for the particular place where the child looks, so that ele-
ments of both types of searching contribute.

Elucidating a Plant Defense Mechanism
Arabidopsis strains carrying the gene encoding RPS2 are resistant to infection by the
bacterium Pseudomonas syringae, which introduces the protease effector AvrRpt2 in-
to plant cells during pathogenesis. Coaker et al. (p. 548, published online 24 Febru-
ary 2005; see the Perspective by Schulze-Lefert and Bieri) now show that the
plant’s own cyclophilin activates the proteolytic activity of the bacterial effector,
AvrRpt2. AvrRpt2 then destroys the intermediate target protein (RIN4) in the plant
activating the plant’s defensive response. It is possible that such folding of bacterial
effector proteases by eukaryotic protein factors may be a common mechanism dur-
ing pathogenesis.

Molecular Arms Race
Many invading viruses and trans-
posons replicate and transpose
through RNA intermediates. These
intermediates can be detected by
the host cell RNA interference ma-
chinery in plants and insects and
used to generate small interfering
RNAs (siRNAs), critical intermediates in si-
lencing, which can then neutralize the invader. Lecellier et al. (p. 557; see the news
story by Couzin) now show that mammalian cells can also use the RNA silencing
machinery to help neutralize an invading mammalian virus. Curiously, rather than
siRNAs derived from the viral genome being the effector molecules that target the
invader for silencing, a host microRNA tags the virus. The importance of the pathway
in host defense is supported by the presence of a viral protein that can suppress the
silencing effect.

You Scratch My Back…
The interaction between “ant-plants” in the genus Acacia and ants in the genus
Pseudomyrmex is a classic example of a specific, coevolved mutualism; the ants feed
on extrafloral nectar produced by the plant, and defend the plant against herbivore
attack. The chemical mechanisms underlying this relationship remain mysterious.
Heil et al. (p. 560; see the news story by Pennisi) now show that the extrafloral nec-
tar produced by Central American ant-acacias to nourish their resident ants is unat-
tractive to generalist ants because it lacks sucrose. The specialized ants, however,
feed on sucrose-free nectar, and they exhibit only very low activity of the sucrose-
cleaving enzyme, invertase. The lack of sucrose in the nectar results from invertase
activity in the secreted nectar itself. 17050 Montebello Road

Cupertino, California 95014
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S
ix weeks ago, I commandeered this space to report confusion in the ranks at the National Aeronautics and
Space Administration (NASA). The former administrator, Sean O’Keefe, was on his way to Louisiana State
University; no one knew what would happen to the Hubble telescope; and a host of robotic missions were
being put on hold because of rising shuttle costs, congressional pork, and the president’s new program:
Air Mars, with an intermediate stop at the Moon. Near the end of that piece, I urged that the president appoint
a new administrator. To my utter amazement, he did so 24 hours later.

The appointee, Michael Griffin, a respected scientist/engineer from Johns Hopkins, gave the scientific community
some encouragement in his confirmation hearing on 12 April. He indicated that once the shuttles start flying again,
he would consider sending astronauts to service Hubble. That decision may be controversial, inasmuch as it represents
a reversal of O’Keefe’s announced intention, but Griffin has some
political cover in the form of a National Academies recommendation. 

The other parts of Griffin’s challenge look much more difficult
and could test the comfort of his scientific colleagues in the agency.
In this week’s Science (p. 484), Andrew Lawler sets out a thorough
account of those problems. Griffin is a strong proponent of robotic
missions, and in 2003 he told the House Science Committee about his
commitment to scientific research to understand Earth’s environment,
the solar system, and the cosmos. Yet Lawler’s analysis of NASA’s
budget suggests that Griffin may be forced to make deep cuts in
robotic science in order to keep both old and brand-new commitments
to major missions involving human flight.

Indeed, cutoff plans for several science probes were already
being developed at NASA as Griffin’s appointment was announced.
Continuation of the Voyager missions was under threat, although no
final decision had been made; and the 2006 budget request from the administration included no funds for an additional
group of space science projects totaling $21 million. It has become apparent that NASA simply can’t or won’t cut out the
big human missions, and in order to “keep ‘em flying,” other, mostly robotic, projects are being scuttled.

Especially distressing to many scientists is the loss of support for Earth observing programs, which lack the political
clout of media stars like the Mars rovers or Hubble. The National Academies will soon issue a draft decadal plan for Earth
sciences—a sorely needed document like those that have helped astronomers and planetary scientists make their wishes
known. It will chart an ambitious program for improving our understanding of oceans, climate, and terrestrial geology
and ecosystems. But that vision is not matched by NASA’s recent decision to delay or cancel virtually every Earth
science mission planned for the coming decade and to terminate several orbiting spacecraft next year. 

There is also reason for concern about the future of the scientists who do NASA-supported basic research at other
institutions. Deep cuts are now in prospect for these extramural grant programs. That amounts to a transfer of funding
from academic institutions to the big industrial contractors who build the vehicles: Think of it like Cal Tech and Stanford
paying Lockheed Martin. Nor are changes disadvantaging basic research limited to NASA. A similar transition is under
way at the Defense Advanced Research Projects Agency (DARPA), the unit in the Department of Defense that formerly
supported some of the most imaginative research programs sponsored by any government agency: the Arpanet, for
example, which led to the Internet. Now the DARPA budget has been realigned, with an enlarged share for technical
development and less for basic research. University computer science budgets are already feeling the fallout.

Bashing the president on his new exploration vision is probably a waste of breath. A more effective approach
would be to insist that exploration is what NASA’s science is all about, whether studying the oceans, extrasolar
stars, or a Mars ravine, and whether it’s done by humans or robots. Finding more money will be hard in a domestic
discretionary budget squeezed by growing entitlements and the effect of the tax cuts. But the White House and the
Congress must recognize that NASA’s superb and diverse research programs should benefit from the president’s
vision rather than pay a price for it. Let’s hope that Griffin, who once observed that the competition between robotic
and human missions should not become a zero-sum game, will summon that same wisdom and diplomacy to keep
the best science at NASA intact and thriving. 

Donald Kennedy
Editor-in-Chief

10.1126/science.1113665

NASA Redux
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C E L L  B I O L O G Y

Nuclear Waste
Disposal
Quality-control systems within
the cytosol are important for
the overall health of the cell;
aberrant proteins (incorrectly
assembled or damaged during
use) may not function properly,
and the cell has mechanisms
for disposing of such waste
(and recycling the components)
if they cannot be repaired.
Gardner et al. find that a 
similar quality-control 
system operates within the 
cell nucleus of the yeast
Saccharomyces cerevisiae.

Mutant nuclear proteins 
are targeted for destruction by
the proteasome: a proteolytic
machine of the cytosol.A set
of nuclear quality-control 
proteins—San1, which is a
ubiquitin-protein ligase, and
two ubiquitin-conjugating
enzymes, Cdc34 and Ubc1—
act together to tag mutant

proteins with ubiquitin, the
molecular label for proteasomal
degradation. San1 possesses a
nuclear localization signal that
is required for its function, and
cells lacking San1 suffer from
chronic stress, presumably 
due to the accumulation of
aberrant proteins within the
nucleus.Thus, the eukaryotic
cell has surveillance and 
quality-control strategies to
protect each of its compart-
ments from the harmful con-
sequences of dysfunctional
proteins. — SMH

Cell 120, 803 (2005).

C H E M I S T RY

Cathode Fluoridation
One highly demanding appli-
cation of lithium batteries is
that of charging the capacitors
of implantable cardioverter
defibrillators. Recharging of
the capacitors that deliver the
shock to the heart requires
batteries that can deliver high

voltage and power quickly.
For this application, silver
vanadium oxide (SVO,
Ag2V4O11) has been a cathode
of choice, but there is interest
in increasing the capacity that
can be delivered above 3 V,
which is that portion associated
with silver reduction (the rest
is associated with V5+/V4+ and
V4+/V3+ couples). Sorensen 
et al. incorporated fluoride
into these materials through 
a low-temperature (150°C)

hydrothermal synthesis that
yielded Ag4V2O6F2, which
increased the silver content 
of the material without 
sacrificing the framework
structure that allows facile
lithium and silver diffusion.
This material has about 50%
higher capacity above 3 V
than does SVO, and because
of the fluoride incorporation,
delivers it at a potential that 
is 0.3 V higher. — PDS

J. Am. Chem. Soc. 10.1021/ja050150f
(2005).

P S Y C H O L O G Y

Deciding to Opt In

Humans are social animals,
and, as such, it is to be
expected that acceptance into
a group would confer benefits
on oneself, whereas rejection
would affect one’s behavior
adversely. Baumeister et al.
have performed a set of six
experiments to identify the
underlying cause of impaired
behavior. In this and earlier
work, the primary hypothesis
has been that social exclusion
leads to emotional distress,
which in turn has a detrimental
impact on task performance.
However, in a variety of 
scenarios, negative mood
evoked directly (via bad news)
did not affect behavior, and
there was no evidence for
mood or self-esteem as a
mediating factor for the
effects of social exclusion 
on performance.What was
observed was a lack of self-

regulation, meaning 
that excluded individuals
(in comparison to socially
accepted individuals)
were less able to drink 
a healthy but unpleasant-
tasting beverage and 
were more likely to eat
unhealthy but tasty
snacks. Because the
adverse effect of rejection
could be ameliorated 
by introducing a cash
incentive for performance,
the authors propose that
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N E U R O S C I E N C E

Stop on Green, Go on Red
Neuronal growth cones flaunt cell sur-
face receptors that sense attractive and
repulsive guidance cues as axons make
their way to their destinations. Some of
these cues are cell-surface proteins,
too, and serve as receptor ligands. But
what if both receptor and ligand are
present in the same growth cone, as is
the case with the Eph receptor tyrosine
kinases and ephrins, their cognate,
membrane-bound ligands?

Marquardt et al. propose that Eph
receptors and ephrins segregate into
subdomains of the growth cone membrane, allowing them to mediate repulsion and attraction
independently. Motor neurons from the chick embryo spinal cord express the receptor EphA
and the ligand ephrin-A. When neurons were treated with soluble EphA or ephrin-A, and then
with antibodies that promoted clustering, the corresponding cell-surface receptors and ligands
were observed to be partitioned into distinct membrane domains on the growth cone. Chimeric
EphA and ephrin-A molecules were engineered to force a spatial intermingling of ligand
and receptor, and expression of either chimera interfered with the growth cone response to
soluble EphA or ephrin-A, indicating that spatial separation of endogenous receptors and
ligands facilitates their responses to transcellular cues. The segregation of Eph and ephrin
molecules in growth cones may enable axons to see both stop and go signals as they travel
to their targets. — LDC

Cell 121, 127 (2005).

Repulsion by exogenous ephrin-A (green) and 
attraction by EphA (red).

Packing in Ag4V2O6F2 (Ag, yellow;
O, red; F, green).
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the capacity for self-regulation is intact
but that a social rebuff lessens the willing-
ness to make effortful short-term sacrifices
in return for longer-term rewards (of good
health or a slim physique). Looked at in
another way, the consequences of rejection
might be reflected at the neural level as a
weight that alters the normative balance
of decisions when faced with intertemporal
choices. — GJC

J. Pers. Soc. Psychol. 88, 589 (2005).

B I O M E D I C I N E

Neural Degeneration 

When the spinal cord is injured,
degeneration of the nerve fibers, or axons,
is not instantaneous but rather is believed
to occur in several stages over a period of
hours. In principle, this delay creates a
window of opportunity for 
the administration of therapies
to reduce the extent of 
irreversible damage.The

development of such therapies, however,
requires a better understanding of how
mammalian axons respond to injury.

Using time-lapse microscopic imaging 
of living mice expressing green fluorescent
protein (GFP) in individual axons,
Kerschensteiner et al.visualized the axonal
response to traumatic injury. Beginning
about 20 min after trauma, axons were
found to die back at both proximal and 
distal ends by a rapid and previously
uncharacterized fragmentation process
termed “acute axonal degeneration.”
This was followed by slow axonal retraction
and ultimately by fragmentation of the
axon’s distal ends via the well-known
Wallerian degeneration.Although many
axons mounted a regenerative response
within 24 hours of injury, this response 
was futile because the axons did not grow
back to their original targets.This mouse
model will likely prove useful for the 
testing of new therapies for spinal cord
injury. — PAK

Nat. Med. 10.1038/nm1229 (2005).

E N V I R O N M E N TA L  S C I E N C E

Reduced Mobility

Chromate ions (CrO4
–), such as those in

industrial waste streams, are highly toxic,
and a better understanding of their 
transport properties in groundwater
would be useful. In the outdoors, the flow
of chromate ions can be influenced by
myriad chemical and microbial interactions,
which researchers usually lump together
into measured retardation factors.

Al-Abadleh et al.have used a model
system to probe the molecular origins
and details of retardation in silica-rich
soils. They prepared monolayers of 
carboxylic acid– and ester-terminated
alkyl chains, which were attached via
siloxanes to a fused quartz substrate,
and used second harmonic generation

spectroscopy to monitor the
reversible binding to these 

surfaces of aqueous chromate.
In comparison to bare silica,
the organic acid layers, which
are analogous to the humic
acids in soil, nearly tripled
the retardation factor, whereas

esters increased it by 50%.
Moreover, the binding energy of

chromate to acid increased with
chromate concentration, and an analysis

of this cooperative behavior quantified
the lateral intermolecular forces in a
hydrogen-bonded network of acids,
perturbed by metal ions. — JSY

J. Phys. Chem. B 10.1021/jp050782o (2005).

AT M O S P H E R I C  S C I E N C E

Fat Coats

It has been suggested that atmospheric
aerosols (particles containing a
hydrophilic core of sulfate, nitrate, or
ammonium salts) may carry organic
surfactants on their surface. If so, this
would have important effects on the
chemical and physical properties of
aerosols, as well as consequences for
climate and human health. Recent
analysis has shown that some marine
aerosols do, in fact, sport an outer layer
of fatty acids, but whether this is true
for other aerosols has been unclear.

Tervahattu et al.report that some
aerosols of continental origin are coated
with fatty acids. They used time-of-flight
secondary ion mass spectrometry to
detect the presence of these molecules
in the outermost 3 nm (of a 0.1- to 1.0-µm particle) in aerosols derived from
forest fires and from the burning of coal
and straw. — HJS

J. Geophys. Res. 110, 10.1029/2004JD005400 (2005).
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GFP-labeled axons (green) in a spinal cord
cross section (left) and a schematic of the
technique (inset).
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Smarter Searching
Even if you judiciously choose key words and skillfully
deploy “ands”and “nots,”searching a bibliographic data-
base can return a torrent of hits or skip the paper you
want. Researchers looking for an alternative way to bore
into the Caenorhabditis elegans literature can glide over
to Textpresso, a search engine from the operators of the
nematode compendium WormBase.

Most bibliographic tools only scan abstracts. But
Textpresso digs into the full text of more than 5000
nematode articles, along with some 18,000 abstracts
from meetings, the Worm Breeder’s Gazette, and other
sources. And Textpresso lets you narrow your search by
categorizing key words and specifying their functions
and relationships to other terms. For instance, instead of
trawling for all papers on the gene daf-2, which governs
worm longevity, you can net only publications
that record daf-2 activity in particular types of cells or

that identify genes it interacts
with. The site includes a similar
search engine for the fungus
Neurospora crassa and prototypes
for fruit flies and papers from the
Journal of Neurobiology.And other
teams have launched Textpresso-
based libraries for several model
organisms, including yeast.

www.textpresso.org

NETWATCH
E D U C AT I O N

Structural
Biology
Starter Kit
So-called BLAST searches
and fancy 3D molecular
graphics may be a snap for
veterans, but beginners often
need help with the programs.
Students and teachers can beef up their
structural biology skills at The Molecular Level, a primer from chemist Gale
Rhodes of the University of Southern Maine, Portland. Users can bone up on
protein structure while learning to use the molecular modeling software
DeepView.Another tutorial introduces 10 bioinformatics staples, including the
sequence searcher BLAST and the protein analysis tool kit ExPASy.The site offers
practice problems, and for the forgetful, there’s an organic chemistry refresher.

www.usm.maine.edu/~rhodes/index.html

R E S O U R C E S

The Numerical Cell
Looking for a mathematical model of
cellular activities, or have you built
one you’d like to share? Drop by the
new clearinghouse BioModels from a
group of organizations including the
European Bioinformatics Institute
and the SBML Team, an international
consortium developing a computer
language for describing cell systems.
The site stows 20 published models
that simulate everything from the
conduction of impulses in a neuron to
the sugarmaking reactions of photo-
synthesis. Visitors can download the
models in SBML, which is compatible with a host of cell-simulation programs.
Annotations spell out the molecules involved, the reactions they participate in,
and their cellular locations. Links to databases supply more information about
the molecules and reactions.

www.ebi.ac.uk/biomodels

D ATA B A S E

Atomic Almanac
Any periodic table will provide data such as an
element’s weight and atomic number. But to really
get to know, say, molybdenum or strontium, check
out the wealth of information at the Elemental
Data Index from the National Institute of Standards
and Technology (NIST). The site serves as a portal

for more than a dozen NIST collections stuffed with atomic
measurements, including half-lives and relative abundances for different
isotopes and spectroscopy results.

D ATA B A S E

Lives of a Forest
If a tree falls in the moist tropical
forest of Panama’s Barro Colorado
Island, ecologists at the Smith-

sonian Tropical Research Institute (STRI) might not
hear it. But they will find out, thanks to their regular
surveys of the locale, which began in 1981. Now
anyone can download 20 years’ worth of data from
this project to monitor tropical trees. About every
5 years, STRI researchers have fanned out through a
50-hectare plot on the island, counting, measuring,
and mapping every tree above chest height. The
census has tracked more than 350,000 trees from
300 species, including this golden guayacan (Tabebuia
guayacan; above), and is one of the longest-running
ecology studies, says group leader Richard Condit.
After filling out a short questionnaire, visitors can
download data from the first four surveys and use
them to calculate values such as mortality and growth
rates for different species.

ctfs.si.edu/datasets/bci

Send site suggestions to netwatch@aaas.org.Archive: www.sciencemag.org/netwatch

edited by Mitch Leslie
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Sugar
binds ants
to acacia
trees 

A quark-gluon
plasma in all
but name

Th is  We e k

Once again, the threat of a flu pandemic
made headlines around the world last week,
after an influenza A strain called H2N2,
which caused the “Asian flu” pandemic of
1957, was accidentally sent to thousands of
diagnostic labs. Although experts agree that
the episode posed a low risk of a public health
catastrophe, it did put an underappreciated
question squarely on the agenda: What
should the world do with H2N2, a virus not
seen in humans since 1968 that is becoming a
slightly bigger threat every year?

Jolted into action, the World Health Orga-
nization (WHO) says it will soon issue rec-
ommendations to bump up safety procedures
in labs working with the virus. It will also ask
so-called culture collections to remove H2N2
from their catalogs, at least temporarily while
the issue is under debate. (The American
Type Culture Collection in Manassas, Vir-
ginia, already did so “as a precautionary
measure last week, a spokesperson said.”)

For the long term, WHO plans to reduce
the risk of the virus escaping from the thou-
sands of labs storing samples; it might even
consider a massive roundup of remaining
stocks, akin to the worldwide destruction
campaign undertaken after smallpox was
eradicated. “It’s a peculiar situation,” says
WHO’s principal flu scientist Klaus Stöhr.
“We have to ask ourselves: What are we
going to do with H2N2 for the next 
100, 200 years?”

The kits containing the H2N2 strain were
provided by the College of American Pathol-
ogists in late 2004 and early 2005 to 3747 labs
enrolled in programs that help demonstrate
their ability to correctly identify unknown
pathogens. It’s still unclear why H2N2, and
not a current influenza A strain, ended up in
the panels, produced by Meridian Bioscience
in Cincinnati, Ohio. On Monday, WHO said
that the kits had been destroyed in all 18 coun-
tries outside the United States that received

them; destruction in U.S. labs, which received
the vast majority, was expected to be com-
pleted shortly.

Although widely described as a “killer
strain” in the press, H2N2 was mild as pan-
demics go when it swept around the globe 48
years ago. The reason that it killed an esti-
mated 1 million to 2 million people, mostly
elderly, was not its inherent virulence but
because no one had any immunity to it, says
Stöhr. At the time, H2N2 completely replaced
H1N1, the influenza strain that had burst onto

the scene in a much more
lethal pandemic in 1918.
H2N2 in turn was replaced by
H3N2 during the so-called
“Hong Kong flu” pandemic of
1968. In 1977, H1N1 reap-
peared—the result of an
escape from the lab, most 
flu experts think—and since
then H3N2 and H1N1 have
occurred side by side (see
graphic, above). The annual flu
vaccine is designed to protect
against the most recent ver-
sions of both strains and the
less fickle influenza B virus.

Researchers don’t know what would
happen if H2N2 reappeared in the human
population right now. No one born after
1968 would have immunity, but the elderly
would still have some protection. “I cer-
tainly wouldn’t expect a full pandemic,”
says Alan Hampson of the WHO Collabo-
rating Centre for Reference and Research
on Influenza in Melbourne, Australia. But
H2N2 could become established along with
the other circulating strains, he says, com-
plicating vaccine production even more.

Moreover, as each year passes, the risk of
a full-blown pandemic rises a notch, says
Sylvie van der Werf, a flu researcher at the
Pasteur Institute in Paris. Yet in labs around

the world, H2N2 is still actively studied
under biosafety level (BSL) 2 conditions, a
relatively low degree of protection. “People
have worked with this for many, many years,
not realizing the situation is getting more
and more dangerous,” says van der Werf.

WHO has drawn up tougher safety rec-
ommendations that would require BSL-3
for certain operations with the virus, Stöhr
says; they are currently being circulated
among experts for comments. But H2N2 is
also stored in samples in hundreds or thou-
sands of labs around the world, a problem
that WHO discussed internally last year
until more urgent issues put it on the back
burner. “Now, we’re going to reprioritize
this,” says Stöhr. Countries will be asked to
make sure that remaining samples are either
destroyed or stored and handled properly.

That effort might eventually evolve into a
much larger, more formal exercise to expunge
the virus from freezers where it doesn’t
belong, perhaps supported by a resolution
from the World Health Assembly and a verifi-

cation procedure. Such a process eventually
reduced the number of labs holding the small-
pox virus to just two in the 1980s; a compara-
ble but less drastic campaign is beginning for
poliovirus, the next candidate to be wiped
from the planet. But it’s not clear that the risk
would warrant such a massive operation for
H2N2, says Stöhr.

It’s also not clear how long H2N2 will
remain a prisoner. Lab accidents aside,
some believe that given the cycling of
strains witnessed in the 20th century, nature
itself is bound to relaunch H2N2 into the
human population at some point. That
would make much of the new debate moot.

–MARTIN ENSERINK

Test Kit Error Is Wake-Up Call
For 50-Year-Old Foe

I N F L U E N Z A

All gone. The emergence of H2N2, known as the Asian flu, caused
empty classrooms in 1957. The virus reigned for 11 years before
being replaced by H3N2.

H3N2 H1N1 H2N2
H3N2
H1N1

“Spanish flu”
pandemic

H3N2

1957 1968 1977 2005
“Asian flu”
pandemic

Reappearance of 
“Russian” H1N1

“Hong
Kong flu”
pandemic

1918
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A high-risk
balancing
act

Battling
Marburg
virus

Networking
California’s
marine
reserves

Foc u s

World Health Organization (WHO) officials
are warily watching an apparent change in the
pattern of human infections with the H5N1
avian influenza virus in northern Vietnam. In
contrast to the devastatingly high mortality rate
of 70% seen previously, the fatality rate in
northern Vietnam has plummeted to about 20%
since January, according to WHO’s office in
Hanoi. The cases are occurring in larger clus-
ters—for instance, among five members of one
family. In addition, the disease, which has been
concentrated among children and young adults,
is now afflicting patients of all ages. Such
changes suggest that the virus could be evolv-
ing to become “less virulent and more infec-
tious,” says Peter Cordingley, a spokesperson
for WHO’s Western Pacific Office in Manila. 

WHO officials say there is still no evidence
of human-to-human transmission, which could
trigger a deadly pandemic. Even the family
clusters seem to have been exposed to a com-
mon poultry source. “But the pattern of clusters
with people getting mildly sick and relatively
low mortality is something we haven’t seen
before in other countries or even in other parts
of Vietnam,” says Cordingley. However, his
WHO colleague in Hanoi, epidemiologist Peter
Horby, warns that the pattern could be the result
of better surveillance. Viral samples from
recent northern Vietnam patients have been

sent to the U.S. Centers for Disease
Control and Prevention (CDC) in
Atlanta, Georgia, for comparison to
previously recovered samples.
Results may be available during the
week of 18 April.

Viruses often adapt to their hosts
and become less virulent over time.
One evolutionary theory, Cording-
ley explains, is that for the virus to
thrive in humans, it can’t kill so
many of its victims. Although lower
mortality may sound reassuring,
“even if there is a huge drop in the
fatality rate, [a pandemic] would be
devastating,” warns Scott Dowell of
the International Emerging Infections Program,
a collaboration of Thailand’s Ministry of Health
and the U.S. CDC.

International reinforcements are finally
arriving in Vietnam; they could help sort out
just what is happening. A Canadian team
with portable testing labs will bolster the
country’s own capabilities. And a trio of
infectious-disease specialists from the
United States, New Zealand, and Australia
arrived the week of 11 April to advise the
government on public health strategies. 

But offers for help on the animal health
side are not as forthcoming, says Anton Rych-

ener, the representative of the U.N. Food and
Agriculture Organization in Hanoi. One puz-
zle is why human cases have increased even as
outbreaks among poultry have decreased, he
says. Another worry is that common chickens
may be acquiring resistance, which could
enable them to spread the disease asympto-
matically. Yet he is unaware of any offers of
help from the international community. Tech-
nical and financial support is particularly crit-
ical to prepare for large-scale poultry vaccina-
tion campaigns that might help minimize the
chances of humans being exposed to the virus.

–DENNIS NORMILE

Outbreak in Northern Vietnam Baffles Experts
AV I A N  I N F L U E N Z A

Industry-Academic Drug Screening Plan Targets CJD
CAMBRIDGE,U.K.—Through mergers and buyouts,
GlaxoSmithKline has amassed a huge collection
of potential drug compounds and now seems
ready to let outsiders glimpse this precious
hoard—if the cause is right. Last week the
U.K.–based drug giant made
what it is calling an “unprece-
dented” deal to let an academic
lab scan its million-plus com-
pounds in hope of finding a treat-
ment for Creutzfeldt-Jacob dis-
ease (CJD), the brain-destroying
illness caused by prions. The
leader of the drug screening proj-
ect, to be funded initially for 
3 years by the U.K.’s Medical
Research Council, is prion expert
John Collinge of University 
College London (UCL).

The plan has been “in the works for some
time,” says Frank Cooper of Collinge’s lab at
UCL. But the details are not yet fully worked
out. Glaxo spokesperson Gwenan Evans says
the company will share data on its compounds

and send robotic technicians scur-
rying through four major U.S. and
European facilities to gather up
whatever Collinge’s lab requests.
Evans predicts that the company
will turn over a large number of
samples. Its capacity is large: “We
did over 100 million screens last
year,” she notes. Glaxo will retain
ownership of the compounds,
Evans says, but would likely nego-
tiate a no-profit deal if a therapy
proved worthwhile.

Others have already started

down this path, notably Byron Caughey, a
prion researcher at a U.S. National Institutes
of Health laboratory in Hamilton, Montana.
Caughey says he’s screened “thousands” of
compounds already but hasn’t yet found one
that shows much benefit in animals if given
after symptoms appear.

CJD and the related “variant CJD” (vCJD),
which has been linked to prion-infected beef,
are frightening diseases. Death follows soon
after the symptoms; deteriorating muscle con-
trol and rapid dementia. In Britain, where more
than 179,000 cattle in the food chain were con-
firmed as carrying prion disease in the 1980s
and 1990s, vCJD created shock waves. But its
toll has been small compared to other diseases:
About 150 people have been affected. And that
is why the search for a cure is unlikely to get a
push from the profit motive. –ELIOT MARSHALL

U . K . S C I E N C E

Family affairs. Nguyen Si Tuan, 21 (left) and his sister, Nguyen
Thi Ngoan,14, are one of a number of family clusters of H5N1
cases in northern Vietnam that have alarmed officials.
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Project leader. UCL’s
John Collinge.
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Is dark energy an illusion? “I’m not willing
to bet my life on it yet,” says Edward Kolb, a
physicist at the Fermi National Accelerator
Laboratory in Batavia, Illinois. “I would bet
my collaborators’ lives, though.” In mid-
March, Kolb and three Italian collaborators
posted a provocative paper arguing that dark
energy—the mysterious antigravity force
that makes the universe expand ever
faster—is actually a byproduct of enormous
ripples in the fabric of spacetime. Kolb’s
paper created ripples of its own, and now
two theorists from Princeton University
argue that Kolb’s team made an accounting
error that invalidates the result.

“They essentially didn’t include all the
terms of the analysis,” says Uros Seljak,
lead author of the antiripple paper.
“There’s too many papers out
there discussing the issue. We
thought it was time to make it
clear what could and could not be
demonstrated.”

Kolb’s paper, which appeared
on the arXiv preprint server
(www.arxiv.org), suggested 
that dark energy—whose
effects have been observed by
supernova hunters and other
astronomers—is not really an energy or a
substance. Instead, Kolb says, enormous
“perturbations” or ripples in spacetime
much larger than the observable universe

cause the accelerating expansion of the uni-
verse. These ripples, which were caused by
the rapid period of inflation just after the
big bang, would mimic the fluidlike sub-
stance scientists now call dark energy.

Kolb’s proposal made
headlines and generated a
flurry of follow-up papers
from physicists around the
world. But the attention might
be premature, argue Seljak and
his colleague, Princeton physi-
cist Chris Hirata. In a paper
also posted on the archive, they
launched a two-pronged attack
on the Kolb hypothesis.

First, using a powerful equation derived
from those of general relativity, the two derive
a “no-go” theorem that says that huge ripples
can’t make the universe expand faster and

faster. “The equation shows they cannot lead
to acceleration,” says Seljak. “You cannot
have acceleration with only ordinary matter”
in the universe; there has to be dark energy.

Next, they attack Kolb’s mathematics. Sel-
jak and Hirata argue that in the
intricate mathematical calcu-
lations leading to the result,
Kolb and colleagues inadver-
tently left out some crucial
terms that exactly cancel the
effect that they are claiming.
“They have been fooled into
thinking that there’s no cancel-
lation,” Seljak says. “These
things happen. It’s not an easy
calculation.”

Some physicists, such as
Edmund Bertschinger of the
Massachusetts Institute of
Technology, say Seljak and

Hirata have put the matter to rest. “This is
definitive in my mind,” he says. Kolb, how-
ever, holds firm. “I think the no-go theorems
eventually will go,” he says, adding that he
believes Seljak and Hirata have themselves
made subtle errors that invalidate their criti-
cisms. “But their work is sharpening our
thinking, and we are writing another paper.”
Whether or not dark energy is making the
universe accelerate, the debate over dark
energy is itself getting rapidly larger.

–CHARLES SEIFE

Counterattack Heats Up Dispute Over ‘Dark Energy’
C O S M O L O G Y

Latest Data Deal ‘Pentaquark’ Sightings a Fresh Blow
TAMPA, FLORIDA—The elusive pentaquark may
be about to disappear. A new result presented
at a meeting* here provides the strongest evi-
dence yet that the much-studied Θ+ (theta-
plus) particle is just a statistical mirage.

“We don’t see a structure corresponding to
the Θ+ in this region,” says Raffaella De Vita,
a physicist at Italy’s National Institute for
Nuclear Physics in Genova. The new data,
from an experiment at the Thomas Jefferson
National Laboratory (JLab) in Newport
News, Virginia, don’t completely rule out the
pentaquark, De Vita says. But they do under-
mine one line of support for the particle's
existence and have a much higher statistical
significance than the original sightings did.
“There’s lots of positive results with mediocre
statistics, and now one case that can put a nail
in it,” says Kenneth Hicks, a physicist at Ohio
University in Athens who is working on

another pentaquark experiment at JLab. “But
it’s not closing the door just yet.”

The pentaquark saga began 2 years ago
when a Japanese experiment, SPring-8,
seemed to catch a glimpse of a particle, Θ+,
that couldn’t be made of two- or three-quark
ensembles like all the quarky matter scientists
have seen. Within months, other experiments
had announced nearly a dozen more sightings
of the particle (Science, 11 July 2003, p. 153).
After data from earlier particle-physics
experiments failed to show the Θ+ or related
exotica (Science, 19 November 2004, 
p. 1281), physicists awaited the results from
several JLab experiments tailor-made to find
the pentaquark.

De Vita revealed the results of the first of
those experiments, known as g11. In g11,
physicists shined gamma rays at a target full
of protons; in theory, a collision between a
photon and a proton could create a Θ+. In
2003, a German collaboration in Bonn using
a similar setup claimed to have produced

about 60 pentaquarks, a nearly 5-standard-
deviation detection. But g11’s much more
thorough search found nothing. There were
huge spikes in the data corresponding to other
particles, De Vita says, but none where the Θ+

should have been.
Another round of JLab results might seal

the pentaquark’s fate. Hicks says he and col-
leagues are “very close” to finishing an analy-
sis of data from an experiment that used targets
rich in deuterons, atomic nuclei consisting of a
proton bound to a neutron. There are theoreti-
cal reasons to think deuteron targets might pro-
duce Θ+ particles more readily than proton
ones do, says Gerald Miller, a physicist at the
University of Washington, Seattle. “If you
don’t see it in the deuteron, then it’s very bad
news if you’re a pentaquark fan,” Miller says.

“I hope the issue will be settled soon,” says
Curtis Meyer, a physicist at Carnegie Mellon
University in Pittsburgh, Pennsylvania. “But
I’m not going to buy any pentaquark stock
right now.” –CHARLES SEIFE

H I G H - E N E R G Y  P H Y S I C S
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* American Physical Society April Meeting 2005,
16–19 April.
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Dark-horse theory. Edward Kolb (right) thinks the main ingre-
dient in physicists’ recipe for the universe may not exist.
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NASA Dart Misses Bull’s-Eye
NASA’s plan to conduct sophisticated
operations in space using robots met with
a technical setback last weekend when an
agency spacecraft
designed to ren-
dezvous automati-
cally with an orbit-
ing satellite shut
itself down.The
$110 million DART
mission—short for
Demonstration of
Autonomous Ren-
dezvous Technology—was supposed to
come within 5 meters of the satellite and
execute a series of maneuvers. But as
DART came within 100 meters of the
satellite, its sensors showed that the
NASA probe was using too much fuel and
automatically shut off.The probe then put
itself into another orbit, where it will
degrade and eventually burn up without
posing a hazard.

NASA has set up a team to investigate
what went wrong with what was
intended as a flight demonstrator for
future missions.The technology is meant
to help NASA deliver cargo to the inter-
national space station, service civilian,
commercial, and military satellites, and
help build larger spacecraft to carry
humans to the moon and Mars.

–ANDREW LAWLER

Canadian Climate Plan 
Silent on Funding
TORONTO—Senior Canadian climate
change researchers are fuming at the lack
of funding for science in an $8 billion 
climate change mitigation plan put for-
ward last week by the government. “So
far, when it comes to science, Canada’s
climate change plan is all talk and no
action,” says Michel Béland of the Meteo-
rological Service of Canada (MSC) here.

Scientists in MSC’s atmospheric and
climate science unit have been pressing
the government for 2 years to renew sev-
eral soon-to-expire climate change sci-
ence programs. Last year they recom-
mended increases for earth observation,
carbon sinks, ocean sinks, “tipping point”
thresholds, and climate change adapta-
tion. But although the new plan acknowl-
edges a need for more science, its focus is
on spelling out how the country would
meet its commitment under the Kyoto
Protocol to reduce greenhouse gas emis-
sions by an estimated 30% by 2012.

–PAUL WEBSTER

TAMPA, FLORIDA—Reporters from around the
world gathered to hear the announcement,
but it didn’t come. There was no white
smoke, no pronouncement: “Habemus
quark-gluon plasma.” At a press conference
here* on 18 April, scientists working on the
Relativistic Heavy Ion Collider (RHIC) cel-
ebrated the discovery of a new state of mat-
ter not seen since the first moments after the
big bang—although they stopped short of
claiming to have sighted a long-sought
quarry, a quark-gluon plasma. However, the
excitement was tempered by a frightening
budget profile for nuclear physics and an
uncertain future for Brookhaven National
Laboratory, the Department of Energy
(DOE) facility in Upton, New York, that
hosts RHIC.

RHIC, which was conceived in 1983,
smashes atoms together at speeds
close to the speed of light.
Scientists hoped the 
concentrated energy of
the collisions would
momentarily melt
the protons and
neutrons of the
nuclei into their
constituent quarks
and gluons, creat-
ing a quark-gluon
plasma.

After years of
running, RHIC sci-
entists certainly saw
something new (Science,
20 June 2003, p. 1861; 
24 December 2004, p. 2180).
Jets of particles flying away from the
collision seemed to be moving through a
sticky goop rather than through a group of
hard protons and neutrons as would ordi-
narily be the case. Furthermore, after the
collision, the system behaved like an
expanding puddle of fluid rather than a
swarm of particles. “It’s an ideal liquid …
with essentially no viscosity,” says Sam
Aronson, Brookhaven’s associate labora-
tory director for high-energy and nuclear
physics. “[It is] as perfect a fluid as calcu-
lations would allow.”

It was also a surprise. “We expected a
hot and dense gas,” says Aronson. Instead,
the unshackled quarks and gluons are inter-
acting with each other much more strongly
than anticipated. As a result, the RHIC sci-

entists could not agree to put the label
“quark-gluon plasma” on the substance.

They still can’t. “Yes, I think it’s a quark-
gluon plasma,” says Aronson. “The theoret-
ical community—large parts of it—say this
is it.” Experimental physicists, however,
want more direct evidence that the quarks
and gluons are roaming completely free.
“To some degree, it’s a matter of taste,” he
says. “I think it’ll be resolved pretty soon.”

Meanwhile, scientists are already figur-
ing out some of the puzzles that the new
state of matter has yielded, including a baf-
fling difference in the behavior of two-
quark mesons and three-quark baryons cre-
ated in the collision (Science, 25 October
2002, p. 718). “A perfect fluid expands very
fast, and the various elements of the fluid

have the same velocity,” says Dmitri
Kharzeev, the leader of Brook-

haven’s nuclear theory
group. “This means that

the heavy particles get
a bigger boost than

the light ones.”
But RHIC phys-

icists may not get a
chance to study the
new state of matter
for much longer.
DOE’s high-energy
physics budget re-

quest for 2006 cuts funding by more than 8%,
and the run time for the RHIC accelerator will
drop from 30 weeks to 12 weeks. Aronson
says tight budgets will likely force the lab to
lay off about 40 people, or 10% of the staff
operating RHIC. And a subcommittee of
DOE’s Nuclear Science Advisory Committee
is currently mulling over the future of nuclear
physics: With current budget prospects, the
department may have to choose between clos-
ing Brookhaven and closing the Thomas 
Jefferson National Accelerator Facility in
Newport News, Virginia.

“It’s tragic that one has to cut funding
for research when such tremendous
progress is being made,” laments Wit
Busza, a physicist at the Massachusetts
Institute of Technology who works on one
of the four experiments at RHIC.

–CHARLES SEIFE

Unspeakable State of Matter Starts to
Reveal Itself—But for How Long?

H I G H - E N E R G Y  P H Y S I C S

Surprise. Debris from
colliding gold atoms

reveals a nuclear puree
thicker than physicists

expected.

* American Physical Society April Meeting 2005,
16–19 April.
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A multiyear search has led a 30-something
molecular biologist and his colleagues to a new
way that human cells fend off viruses. A simi-
lar defense system, called RNA silencing
because short RNA molecules
shut down specific genes, is
known to protect plants and
insects from viruses, but until
now a similar immune mecha-
nism hadn’t been detected in
mammalian cells. 

On page 557, Olivier Voin-
net of the CNRS Institute 
of Plant Molecular Biology 
in Strasbourg, France, and 
his team describe a single 
so-called microRNA, out of
the hundreds of different kinds
of microRNAs in human cells,
that appears to restrict the pro-
liferation of a retrovirus, the
viral family to which HIV
belongs. Voinnet and others suspect that addi-
tional mammalian microRNAs could also
have antiviral talents. The work may even
explain why it’s been tough to identify the
roles of so many human microRNAs: They

might target the genetic material of foreign
viruses, not human genes.

“This microRNA may be another arm of
immunity,” says Shou-Wei Ding of the 

University of Cali-
fornia, Riverside,
who reported in 2002
that similar RNAs
control viruses in-
fecting fruit flies. 

This microRNA is
apparently a nonlethal
weapon. By shutting
down viral genes, it
reins in but does not
kill a virus, notes
David Baulcombe of
the Sainsbury Labo-
ratory in Norwich,
U.K., who helped
identify an RNA-
silencing defense sys-

tem in plants in the late 1990s. 
It was graduate work in Baulcombe’s lab

that drew Voinnet to the challenge of finding an
RNA-based antiviral defense in mammals. He
selected a primate retrovirus called primate

foamy virus type 1 (PFV-1); relatively harm-
less to humans, it doesn’t infect people unless
they’re bitten by a monkey, Voinnet says. 

Working with postdoc Charles Lecellier,
Voinnet first used a viral protein called P19 to
determine whether human cells even use
RNA silencing against viruses. Many plant
viruses produce P19 as one way to squelch a
plant’s RNA silencing system and give them-
selves the upper hand. Voinnet’s team
expressed P19 in some human ovarian cancer
cells but not in others, then infected all the
cells with PFV-1. In the P19-making cells, the
virus replicated much more easily, suggesting
that the protein had stymied some defense
that continued to work in the normal cells. 

Here, however, the team’s f indings
diverged from those in plants and insects. In
their version of antiviral RNA silencing,
plants and insects turn a virus’s genetic mate-
rial back on itself. Many viruses replicate by
creating double-stranded RNA copies of their
genomes; infected plant or insect cells con-
tain enzymes that chop up this viral RNA into
smaller strands that target the genetic material
of the virus and destroy it. But to Lecellier and
Voinnet’s surprise, their team failed to find

Human RNA Slows Down a Primate Retrovirus
M O L E C U L A R  B I O L O G Y

Bill Offers Break on Loans to Boost Study of Science
An estimated 100,000 college graduates
could save up to $10,000 each under pro-
posed federal legislation to increase the num-
ber of U.S. citizens pursuing science and
engineering careers.

The bill, introduced last week in both the
U.S. House and Senate, would forgive the
interest on federal loans for science, technol-
ogy, engineering, and mathematics (STEM)
majors who work in science-related occupa-
tions for 5 years after they graduate. If passed,
the legislation (H.R. 1547 and S. 765) would
create the largest program of its type in the
history of U.S. higher education. But some
observers say that the amount is too small to
steer students into science careers. 

Several federal agencies already offer a
variety of scholarship and loan forgiveness
programs to attract more U.S. citizens into the
sciences. Some have paid off, contributing to
a 10% increase in the number of domestic stu-
dents earning STEM degrees from 1991 to
2001, but policymakers say more are needed.
Under the Math and Science Incentive Act of
2005, each STEM major would receive a
waiver of up to $10,000 in loan interest in
exchange for agreeing to work as a science or
math teacher or as a STEM professional for
five consecutive years. The program would be

funded by the Education Department, which
already runs a similar program that erases up
to $17,500 in student loans in return for 5
years of teaching in an impoverished 
school district.

“We understand incentives in baseball,
basketball, and football,” says former House
Speaker Newt Gingrich, whose new book
Winning the Future inspired Representative
Frank Wolf (R–VA) to propose the legisla-
tion. “There’s no reason why incentives won’t
work in education.”

Others are not 
so sure. Economist
Anthony Carnevale,
a senior fellow at the
nonprof it National
Center on Education
and the Economy in
Washington, D.C., calls the legislation “a
symbolic gesture” and doubts it will influ-
ence students who aren’t already headed in
that direction. “Few students make a career
decision based on how much interest they
might be able to save on a loan 10 years
down the road,” he says. Naga Kodali, a col-
lections manager for the federal Perkins stu-
dent loan program at the University of
Maryland, College Park, agrees. “If you

want to entice students to major in a disci-
pline that requires signif icant academic
effort, you have to offer a comprehensive
financial package,” he says. 

Congress followed a similar line of rea-
soning in last year’s Taxpayer-Teacher Protec-
tion Act, which more than tripled the amount
forgiven under the Education Department’s
program to attract qualified math and science
teachers to low-income schools. “The feeling
was that we needed a better incentive,” says

Susan Sclafani, assistant sec-
retary of vocational and adult 
education at the Education
Department.  

A successful loan-
forgiveness program could
have the unintended negative
effect of crimping the flow of

students into graduate school, worries Daryl
Chubin, director of the Center for Advanc-
ing Science and Engineering Capacity at
AAAS, the publisher of Science. “Students
would presumably enter the workforce
immediately after earning the baccalaure-
ate,” he says. Forsaking graduate school, he
adds, could ultimately put these students at
a disadvantage in a competitive job market. 

–YUDHIJIT BHATTACHARJEE

H I G H E R  E D U C AT I O N

Viral suds. A primate virus creates a
foamy residue by killing cells.
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“There’s no reason
why incentives won’t
work in education.”

—Newt Gingrich
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small RNA molecules derived from PFV-1 in
the human cells. 

A Spanish friend of Voinnet, Cesar
Llave, a plant molecular biologist at the
Spanish Research Consul in Madrid, then
told him about a recent find: Several plant
microRNAs, Llave had just determined,
match viral genomes. This left Voinnet won-
dering whether human cells could directly
manufacture small RNAs that thwart PFV-1.
Then there would be no need to exploit the
virus’s own RNA, as plants and insects can.
The theory was especially appealing because
a single mammalian microRNA might target
multiple kinds of viruses. 

A comparison of PFV-1’s RNA genome 

and human microRNAs revealed several 
microRNAs that could potentially silence PFV-1
gene expression. Indeed, when the researchers
blocked one of the microRNAs, miRNA-32, the
virus nearly doubled its replication rate in cells.
Voinnet’s group also found that PFV-1 makes a
protein called Tas that seems to suppress the
microRNA’s ability to tackle the virus.

Still, the antiviral potency of miRNA-32
remains unclear. Because PFV-1 infects pri-
mates, not humans, researchers need to test
whether the virus provokes the same RNA-
silencing response in primate cells, says Ben
Berkhout, a retrovirologist at the University
of Amsterdam in the Netherlands.

–JENNIFER COUZIN
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Challenge to Animal Studies
An undercover investigation at Cambridge
University by a group that opposes vivi-
section is prompting a review of how ani-
mal experiments are licensed in the
United Kingdom. Last week, High Court
Judge Stanley Burnton agreed to allow a
judicial review of two of the six charges
against the U.K. Home Office, the licens-
ing body, raised by the British Union for
the Abolition of Vivisection.

U.K. scientists must apply for licenses
from the Home Office before conducting
research on animals.The union is chal-
lenging the Home Office’s licensing deci-
sions, prompted by experiments at Cam-
bridge that involved inducing stroke in
marmosets to study brain function in
stroke and Parkinson’s disease sufferers.
Among the union’s concerns are that the
marmosets were deprived of water.

–FIONA PROFFITT

SLAC Plays Catch-Up
Particle physicists at the Stanford Linear
Accelerator Center (SLAC) started taking
data this week for the first time since an
11 October 2004 electrical accident nearly
killed a technician and shut down the par-
ticle collider in Menlo Park, California (Sci-
ence, 29 October 2004, p. 788).While SLAC
overhauled its safety practices, physicists
at SLAC’s rival, Japan’s KEK laboratory in
Tsukuba, kept cranking out data on the dif-
ferences between matter and antimatter;
they now have 40% more data than their
SLAC counterparts.

To narrow the gap, SLAC researchers
plan to skip this summer’s 3-month
scheduled downtime.And KEK physicists
aren’t gloating. “The fact that [SLAC] had
this long shutdown is a big setback for the
entire field,” says Alan Schwartz of the
University of Cincinnati, Ohio, who works
at the Tsukuba lab. –ADRIAN CHO

Saying No to Invasives
A bipartisan set of legislators has called for a
comprehensive federal effort to protect the
country against aquatic invasive species.The
bills introduced last week (H.R. 1592, 1593,
and S. 507) would authorize a $25 million
research program and an interagency council
to coordinate federal activities.

The act would also require that ships
treat their ballast water to eliminate
unwanted organisms, although how
they’ll do so isn’t clear.Treatments using
heat or ultraviolet light are being tested,
says James Carlton, a marine invasions
ecologist at Williams College in
Williamstown, Massachusetts.

–AMITABHAVASTHI

The thorny acacia tree has strong allies:
vicious, centimeter-long ants whose nasty bite
scares off plant-eating animals and also
humans. In return for defending acacias, the
ants get free meals and places to live. The key
to this sweet deal is the sucrose-free nectar pro-
vided by the plant, says Martin Heil, an ecolo-
gist at the Max Planck
Institute for Chemical
Ecology in Jena, Ger-
many. As he and his
colleagues report on
page 560, a sucrose-
degrading enzyme
produced by the aca-
cia customizes its nec-
tar to appeal to the
right ant partners. The
defensive-minded
ants that protect the
tree prefer their nectar
without sucrose, while
other ants do not, the
researchers found. 

Furthermore, the
acacia ants have actu-
ally decreased their own production of the
same sucrose-degrading enzyme, reinforcing
this particular pairing of insect with plant.
The work “gives one of the first examples of a
biochemical basis for behavior difference in
plant-insect mutualisms,” says Robert Thorn-
burg, a biochemist at Iowa State University in
Ames. “It shows that coevolutionary trends
can be underlain by biochemistry.”

Biologists have documented many cases
of coevolution, wherein two species provide
for each other and through time develop
mutual dependency. Researchers have long
known that acacias and Pseudomyrmex ants
co-mingle: The ants fend off herbivores and in
return live inside the safety of Acacia’s thorns
and eat the plant’s nectar. Because each

seedling must reestablish this relationship,
the plant must have a way to attract the right
ants, Heil explains.  

Wilhelm Boland, a chemist at the Jena
institute and Heil’s collaborator, proposed that
the key lies in the seedling’s extra floral nectar.
Working at two sites in Mexico, Heil exposed

Pseudomyrmex ants and other ants to nectars
from four swollen-thorn acacia species and
from three other Acacia species that don’t
depend on the specialized ants. He also tested
all the ants’ preferences for solutions contain-
ing varying kinds and amounts of sugar. 

All 11 of the ant species that don’t live on
swollen-thorn acacias bypassed those trees’
nectar, whereas the two species of acacia spe-
cialists went right to it and, for the most part,
rejected the other nectars. The various ants
differed in their tastes for the sugar mixtures
as well, says Heil. The nonresident ants
headed for solutions f illed with sucrose,
whereas the acacia ants lapped up solutions
lacking this particular sugar. When Heil’s
team added sucrose to the swollen-thorn

Sucrose-Free Sips Suit Acacia Ants 
E CO LOGY

Feeding station. In return for fending off the acacia’s enemies, ants feast
on its nectar-filled globules.
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acacia’s nectar, the two groups of ants
switched roles.

Heil and his colleagues attribute the
sucrose-depleted nectar of the acacia to an
enzyme called invertase, which is secreted
into the nectar by the plant and breaks down
sucrose into glucose and fructose. Invertase
activity was 10 times greater in the nectar of
the swollen-thorn acacias than in the nectar of
plants that don’t have ant partners. 

“This study reveals that specificity can be
achieved relatively simply,” says Anurag
Agrawal, an ecologist at Cornell University.
He predicts that other organisms also home in
on the sucrose-poor nectar and coexist with
the ant-plant pair. “Though the relationship is
specific, it is unlikely to be purely a two-
species interaction,” says Agrawal. 

Diane Davidson, a tropical ecologist at the
University of Utah in Salt Lake City, calls the

Heil study “rigorous” but wonders if the aca-
cia’s ant partners add sucrose-degrading
microbes to the nectar. Other strategies could
also be used by acacias, she notes. For exam-
ple, some plants secrete wax that only spe-
cialized “wax runner” ants can travel on. 

Nonetheless, says Thornburg, Heil and his
colleagues “are actually starting to get to the
mechanisms” of mutualism. How sweet.

–ELIZABETH PENNISI

The U.S. government has enlisted an out-
spoken skeptic of global warming in a legal
fight with environmental groups over U.S.
funding for overseas energy projects. The
move has angered several prominent climate

researchers, how-

ever, who say the government’s arguments fly
in the face of scientific consensus about both
the causes and possible consequences of
global warming.

On 29 April, a federal district court in San
Francisco will hear a case (Friends of the
Earth v. Peter Watson) about whether the
National Environmental Policy Act (NEPA)
should apply to projects supported by the
Export-Import Bank and the Overseas Pri-
vate Investment Corporation. The act
requires the government to assess actions
that could alter the environment. The plain-
tiffs in the case, which include several envi-
ronmental groups and four western U.S.
municipalities, argue that the federally sup-
ported projects—including oil drilling,
pipelines, and commercial power plants—
contribute to global warming, which in turn
affects U.S. economic interests and its citi-
zens. That connection is essential to establish
their legal right, or standing, to bring suit.

To counter that claim, the Justice Depart-
ment argues that “[t]he basic connection
between human induced greenhouse gas
emissions and observed climate itself has not
been established.” It buttresses its case with a
41-page statement from David Legates, head
of the Center for Climatic Research at the

University of Delaware, Newark.
Legates begins by attacking the evidence

for the 0.6°C rise in temperature in the 20th
century cited by the Intergovernmental Panel
on Climate Change (IPCC) in Geneva,
Switzerland, in its 2001 report and by the

plaintiffs. The proximity of
temperature gauges to cities,
he says, has artificially ele-
vated reported temperatures.
He also points to natural vari-
ability as an important factor,
citing a 2004 study that sug-
gested solar variability may
have contributed up to 0.25°C
of the recent warming. As for
future impacts, he says surface
temperatures in Greenland are
falling, coral bleaching is a
beneficial response to stress,

and the impact of droughts has been relatively
benign in the 20th century. Legates says a
Canadian climate model that plaintiffs cite to
show potential changes in sur-
face temperatures and mois-
ture across North America is
“extreme” and “overstated.”

The plaintiffs counter
with a 45-page brief from cli-
mate researcher Michael
MacCracken, former head of
the Office of the U.S. Global
Change Research Program. In
an interview, MacCracken
called the Legates document
“an attempt to go back and
reargue the IPCC.” Core find-
ings of the IPCC, he says, have been repeat-
edly confirmed, including the 0.6°C increase
in the last century. The urban heat effect has
been discounted and cannot explain the warm-
ing oceans, says Thomas Wigley, a climatolo-
gist at the National Center for Atmospheric
Research (NCAR) in Boulder, Colorado.
Legates’s arguments on solar variability are
“standard skeptic crap” that has been discred-
ited, Wigley declares. 

MacCracken says Legates’s assertion
that Greenland is cooling is “wishful think-

ing,” pointing to vast melting around the
landmass documented in the recent Arctic
Climate Impact Assessment. Severe
droughts are on the increase, says IPCC lead
author Kevin Trenberth of NCAR. As for
Legates’s criticism of the Canadian model,
MacCracken notes that relevant government
agencies have approved the 2000 U.S.
National Assessment in which the model
was put to use. “It’s a selective use of studies
and half-truths,” Trenberth says about
Legates’s arguments. 

In an interview with Science, Legates
says he’s standing his ground. He questions
whether the IPCC represents a true consen-
sus, claiming “a lot of dissenting views.” He
defends the studies he cites and attacks the
Arctic assessment, which he says ignores
natural Arctic cycles. Connecting emissions
overseas to stateside impacts is simply tenu-
ous, he maintains, adding that the plaintiffs
are being selective in choosing the most dire
projections.

Previous legal attempts to force the gov-
ernment to report carbon dioxide emissions
under NEPA, by linking those emissions to
climate impacts, have failed. But a 2003 rul-
ing in a suit over natural gas turbines found
the failure to disclose CO2 emissions
“counter to NEPA.” Earlier this month a
federal appeals court heard arguments in a
suit that would require the Environmental
Protection Agency to regulate CO2 emitted
by motor vehicles. 

–ELI KINTISCH

Global Warming Skeptic Argues U.S. Position in Suit
C L I M AT E  C H A N G E

“Impacts ... will
include sea level rise,
… disturbances of
ecosystems, … [and] an
accelerated reduction of
water storage in winter
snowpack.”

—Michael MacCracken,
in brief for plaintiffs

“Significant questions
still remain as to
[whether] this ... rise in air
temperature can be attrib-
uted to anthropogenic
increases in greenhouse
gas concentrations.”

—David Legates,
in brief for government
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BERLIN—A bitter dispute over
who has responsibility for
German universities is block-
ing a federal government plan
to spend nearly €2 billion on
cutting-edge research. On 
14 April, the latest attempt at
compromise ended in disap-
pointment for scientists and
university administrators who
have been anxiously awaiting
the start of a so-called Excel-
lence Initiative designed to
boost the fortunes of Ger-
many’s most competitive uni-
versities, which have suffered
decades of tight budgets,
aging faculty, and expanding
student populations. 

The stakes are high. The
proposed initiative would
make €1.9 billion ($2.5 billion) available
through 2011 under three programs: up to 
€1 million per year for 40 new graduate
schools, €6.5 million yearly for each of 30
“excellence clusters” that would increase
cooperation between universities and other
research centers, and €21 million a year for
10 universities that develop university-wide
strategies to boost themselves to world-class
status. The federal government would cover

75% of the program,
with state govern-
ments covering the
rest. An accom-
panying “pact for
research and innova-
tion” would guarantee
3% increases for 
Germany’s nonuni-
versity research insti-
tutes, including the
Max Planck Society,
through 2010.

The targeted uni-
versity funding is 
a dramatic change 
in Germany, where
decades of egalitarian
policies have sought
to ensure equal access
to universities nation-

wide and “elitism” has been taboo. In January
2004, however, Research and Education Min-
ister Edelgard Bulmahn, a member of the gov-
erning Social Democrats, announced that she
wanted to fund a program to create a handful of
world-class universities that would attract stu-
dents and researchers from around the globe
(Science, 11 June 2004, p. 1579).

The German constitution assigns responsi-
bility for universities to the 16 German 

Länder, or states, and several state leaders—
chiefly from the opposition Christian Democ-
ratic party—protested, saying the plan over-
stepped the federal government’s powers.
Months of negotiations produced the three-
pronged funding plan, and state and federal
leaders have been near agreement at least
twice. Most recently, on 6 April, the science
ministers from all 16 states agreed to a final
proposal, and it looked as though the plan
would go forward. A week later, however, on
14 April, Christian Democrat leaders balked
and refused to sign off. In particular, the leader
of Hessen, Roland Koch, has said the plan
would create an unacceptable “two-tier 
system” among Germany’s 99 universities.

The continuing blockade is “completely
incomprehensible,” says Ernst-Ludwig 
Winnacker, president of the DFG research
funding organization. “A few politicians are …
tarnishing the international reputation of Ger-
man research.” Bulmahn said in a press con-
ference a day after the latest breakdown that
she is ready for further negotiations and “will
continue the fight.” However, most observers
predict that the stalemate will continue at
least until after state elections in North Rhine-
Westphalia on 22 May—where the Christian
Democrats are hoping for a big win that
would boost their bargaining power in state-
federal disputes. –GRETCHEN VOGEL

Plan to Boost University Research Caught in Political Crossfire
G E R M A N  S C I E N C E

Japan Mulls Workforce Goals for Women
TOKYO—A government advisory committee
has suggested that Japan’s publicly supported
universities and labs set targets for hiring more
women and that the government monitor their
progress and publicize the results. The idea is
to encourage—and perhaps even embarrass—
authorities into lifting Japan from last place
among industrialized nations in the employ-
ment of women scientists. “We need some-
thing to encourage more progress in this area,”
says Yasuharu Suematsu, former director gen-
eral of the National Institute of Informatics
and head of the panel, which reported this
month to the Ministry of Education.

Current figures from Japan’s Statistics
Bureau show that women make up just 11.6%
of the country’s R&D workforce. That per-
centage is the lowest among the 30 industrial-
ized countries in the Organisation for Eco-
nomic Co-operation and Development
(OECD), in which Portugal leads the way
with more than 40%. The U.S. figure is 26%.

The advisory committee concludes that
raising Japan’s percentage will require
progress on many fronts, including better

support for women with families, gender-
blind evaluations, and more aggressive efforts
to promote women into leadership positions.

But as a start, the committee suggests adding
targets to the country’s next Five-Year Basic
Plan for Science and Technology that will
govern spending and policy decisions for the
half-decade starting next April.

Mariko Kato, an astronomer at Keio Uni-
versity in Tokyo, worries, however, that the tar-
gets will lead administrators to boost numbers
by hiring “nonassertive women” for low-
ranking positions instead of tackling more fun-
damental problems. “There is still sexual
harassment, and you still hear comments about
women being unsuitable for science,” Kato
says. “If you don’t change the consciousness of
men, the environment for women won’t
change.” Chikako Shingyoji, a female cell
biologist at the University of Tokyo who serves
on Suematsu’s committee, doesn’t believe tar-
gets are the entire answer. But “setting targets
is better than not doing anything,” she says.

Suematsu agrees that male attitudes are a
big obstacle. “Striving to meet targets will
mean addressing the question of how to
change this consciousness,” he says.

–DENNIS NORMILE

G E N D E R  E Q U I T Y

Still waiting. The University of Heidel-
berg is a leading candidate for funding
under a stalled program that would
support Germany’s top universities.
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Little women. Japan ranks last in the OECD on
women in its scientific workforce.
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Solar physicist Yohei Yamauchi dreams of
finding a permanent job in his field. But his
boss at the New Jersey Institute of Technol-
ogy in Newark recently told him that NASA
was cutting the modest grant supporting his
work analyzing data on the solar corona, leav-
ing the 38-year-old Japanese-born researcher
scrambling for another position. A scientist at
another research institute who would like to
hire Yamauchi is instead laying off a postdoc
because of the same budget constraints.

Yamauchi’s straitened circumstances are a
sign of a quiet crisis in NASA’s science pro-
gram that poses a formidable challenge to
Michael Griffin, who took over last week as
NASA’s new administrator. Space agency
managers are now chopping more than 
$400 million out of the 2005 science budget
to cover congressional earmarks and shuttle

overruns. That means cutting grants, turning
off satellites, and postponing nearly a score of
planned missions. And the situation is likely
to grow more dire in the coming year, as shut-
tle costs continue to rise and NASA pushes
ahead on programs designed to send humans
to the moon and eventually to Mars—all on a
budget slated to remain nearly flat.

“There is the potential for serious dam-
age to the future of science at NASA,” says
Lennard Fisk, a geophysicist at the Univer-
sity of Michigan, Ann
Arbor, who chairs 
the National Acade-
mies’ Space Studies
Board. Fisk, who led
the agency’s science
program during the
Administration of

President George W. Bush’s father, was one
of 17 prominent scientists to sign an unusual
manifesto the day before Griffin’s Senate
confirmation hearing urging NASA to retain
its broad-based science program while it
pursues the human exploration of the moon
and Mars. “The balance between the two
modes of exploration, human and robotic, is
now threatened,” the manifesto states.

Griffin—who spoke with some of the con-
cerned researchers a few days before 

that hearing—echoed
that concern at the 
12 April hearing. “We
as a nation can clearly
afford well-executed,
vigorous programs 
in both robotic and
human space explo-
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NASA’s new leader comes aboard with a deceptively big budget for science. But size is no substitute for a healthy
portfolio. Can Michael Griffin remake the agency’s human space flight program without eviscerating research?

Balancing the Right Stuff

News Focus

“We Can Do the Program That the 
President Has Proposed”
Calling him “a rare combination of scientist, engineer, and manager,”
Senator Barbara Mikulski (D–MD) gave voice to the thoughts of col-
leagues on both sides of the aisle in speeding Michael Griffin through
a Senate confirmation process that took all of 1 day. “He is a rocket
scientist—thank god we’ll have someone who understands what it is
all about!” she proclaimed about the new NASA administrator during
his hearing on 12 April.

That understanding will be put to the test as the 55-year-old aero-
space engineer faces a slew of tough decisions (see main text). Sources
close to Griffin predict sweeping changes by this summer in NASA’s
senior management, including new chiefs of science, space flight, and
legislative and public affairs. Their boss has already received White
House approval to send a shuttle mission to service the Hubble Space
Telescope if he deems it to be safe, they add. During the hearing, Grif-
fin laid out his views on several pressing issues facing the agency.

Here are excerpts from his testimony:
• On the space station: “A human space-flight program focused

only upon the completion of the space station and the servicing of
that station with the shuttle does not qualify as a goal which is worth
the expense, the risk, and the difficulty of human space flight. … The
president is pledged and I … am pledged to bring the space station to
a level of completion consistent with our obligations to our inter-
national partners.”

• On balancing human and robotic programs: “If we continue to
receive the president’s budget allocations, we can do the program that
the president has proposed.We know that we can do it because we’ve
done it. The Apollo years are often looked at as a period when the

agency had a single
mission focus. That
[is] incorrect. During
the Apollo years, in
addition to execut-
ing that program, …
we also executed a
host of planetary
missions in the Mar-
iner, Ranger, Sur-
veyor, Voyager, and
Viking Series. We

executed earth science missions. … We executed astronomy missions
[and an] orbiting solar observatory.”

• On the Hubble Space Telescope: “I would like to take the
robotic mission off the plate. … And so I believe that the choice
comes down to reinstating a shuttle servicing mission or possibly a
very simple robotic deorbiting mission. The decision not to execute
the planned shuttle servicing mission was made in the immediate
aftermath of the loss of Columbia.When we return to flight, it will be
with essentially a new vehicle, which will have a new risk analysis
associated with it and so forth. At that time, I think we should
reassess the earlier decision.”

• On a new human launcher: “Two nations [China and Russia]
have now put people into space since the United States has last done
so. I don’t like that. The program that NASA has outlined so far fea-
tures a new crew exploration vehicle—we can call it what we will—
and it nominally comes online in 2014. I think that’s too far out. Pres-
ident Bush said not later than 2014. He didn’t say we couldn’t be
smart and do it early. And that would be my goal.” –A.L.
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ration as well as in aeronautics,” he said. He
noted that NASA during the 1960s was not
solely focused on the Apollo moon program
but had vibrant planetary, earth science, and
aeronautics efforts. “We can do it again,” he
insisted. The next day the Senate confirmed
him as the agency’s 11th chief.

But Griffin also said his top priorities are
getting the shuttle back into orbit and build-
ing a new human launcher to replace it. He
must contend with major aerospace compa-
nies, NASA centers, and key lawmakers com-
mitted to preserving the jobs that the space
shuttle and space station provide, and a presi-
dent who wants NASA to push ahead with
new launchers, lunar bases, and human mis-
sions to Mars. And Griffin, unlike his prede-
cessors in the 1960s, almost certainly will not
receive budgets large enough to accommo-
date these competing interests. “He’s going to
have to choose sides; he can’t make everyone
happy,” predicts one former NASA adminis-
trator. Adds a longtime congressional aide:
“He has got quite a challenge to figure out
how to make the math work.”

Best and worst of times
Ironically, NASA’s science program has never
been better funded. One-third of the agency’s
budget—$5.5 billion—is devoted to science.
That’s the largest percentage in agency his-
tory, notwithstanding new accounting meth-
ods that include overhead. Construction of
sophisticated robots to examine Mars is under
way, a large new space-based observatory 
to replace the Hubble Space Telescope is 
well along in the planning, a probe to Pluto 
will soon be launched, and a fleet of Earth-
observing spacecraft is returning unprece-
dented quantities of data. A new lunar robotic
effort is on the books, and science’s share of
the NASA pie is slated to hit 38% in 5 years.

That is little solace to researchers such as
Yamauchi, however, who are bracing for
more bad news. NASA will soon announce a
$160 million cut to its 2005 science budget,
after making a similar reduction in Decem-
ber. Another $86 million goes to working on a
robotic mission to the Hubble Space Tele-
scope, for a total of $407 million. Later this
month, an independent group of scientists
will tell NASA which earth science missions
should be shut down in light of the funding
crunch. And this fall, another panel will
determine which half-dozen or more of 
13 orbiting solar and space physics space-
craft—including the famed Voyager
probes—should be turned off. That advice
follows NASA’s decision to postpone indefi-
nitely work on most long-term missions that
aren’t heading to Mars or the moon.

NASA science chief Al Diaz blames the
squeeze on congressional decisions, called
earmarks, to fund projects not requested by
the Administration. “Every 2 years, these ear-

marks [divert enough money to] eat a mis-
sion,” Diaz told a NASA earth science and
space science advisory committee science
advisory panel on 31 March. “Earmark
money clearly could have been used to
fund Voyager and Ulysses”—two spacecraft
currently on the chopping block. Less than a
decade ago, such set-asides accounted for just
a few million dollars in the science budget.

But many scientists say a far bigger threat
to broad-based science at NASA is the rising
cost of returning the shuttle to orbit and build-
ing the space station, coupled with the presi-
dent’s call last year for human visits to the
moon and Mars. “It is only going to get worse,”
says Princeton University astronomer John
Bahcall about raids on NASA’s science budget
to accommodate human flight. “They will
have to dig even more deeply in the science
budget; it has only just begun to be mined.”

The roots of today’s woes were put down
soon after the Columbia accident in February
2003, when NASA began the long and
expensive job of fixing the shuttle. Mean-
while, the White House developed a long-
term strategy for the agency that would fin-
ish the space station, shut down the shuttle,
and send humans to the moon and Mars
using a new launcher that would be ready by
2014. Bush said he would pay for the initia-
tive by phasing out the shuttle in 2010 and
abandoning the station several years earlier
than originally planned. Although the sci-
ence focus of the exploration effort would be
the moon, Mars, and life science research
aboard the space station, then–NASA chief
Sean O’Keefe insisted that the overall sci-
ence program would be protected.

But the Administration’s “pay-as-
you-go” strategy for its exploration
effort, accompanied by modest budget
increases for the coming years, began to
unravel quickly last year. Although Con-
gress approved the full amount
requested by the White House, the costs
for getting the shuttle flying again contin-
ued to climb, to more than $700 million in
2005 alone, an amount not reflected in
Bush’s original 2005 request. And Congress
packed the NASA budget with pork, includ-
ing $160 million in the science directorate
alone. Meanwhile, cost estimates for
robotic missions as well as new technology
programs such as the Prometheus nuclear-
power system were on the rise.

Confronted with an expensive war in Iraq
and a swelling budget deficit, the White
House asked for less money in 2006 than
Bush had pledged to request just 1 year
before. And many aerospace companies and
lawmakers object to the president’s plan to
shut down the shuttle in 2010 when a new
human launcher would not be ready until
2014. They argue that the 4-year gap is too
long. In his confirmation hearing, Griffin
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pledged to try to speed up construction of
that new human launcher, which would
undoubtedly cost tens of billions of dollars.
Griffin has previously proposed converting
the shuttle from a human launcher into a
cargo vehicle, which could also entail a
major investment.

Yet neither earmarks nor the human space
flight program fully accounts for NASA’s sci-
ence crisis. The Columbia accident occurred
as the research community was selling NASA
on a new generation of planetary, astro-
physics, and earth science missions. To pay
for those new programs, the agency planned
to spend $1 billion more on science in 2006
than has been requested by the White House.

Fisk maintains that those achievements,
rather than the president’s exploration vision,
are largely to blame for the current mess.
Diaz’s predecessor, Ed Weiler, “was too suc-
cessful,” says Fisk. “He sold programs that
required a growth in funding for science that
is not now attainable.” 

Crossing the Rubicon
NASA officials refuse to say exactly how
they will allocate the final round of 2005
cuts—a total of $160 million—but the
impact is already being felt at U.S. institutes
and universities. “I personally elected not to
cut ongoing programs and not introduce
delays or eliminate strategic programs,” Diaz
told the NASA advisory panel. “It is impos-
sible to figure out a more surgical way; the
problem is our flexibility is gone. Missions
have grown in size and funding has not.” The
chief victims, he said, will be operations of
existing spacecraft, grant programs, and
longer-term plans to build earth science and
astrophysics probes. 

In NASA’s astrophysics division, for
example, managers are struggling to cope
with costly technical troubles on spacecraft
slated for launch in the next few years along
with cuts imposed from above. Anne Kinney,
the division leader, late last year squeezed
$100 million from her 2005 budget of
roughly $1.5 billion to cover earmarks, gen-
eral reductions, and returning the shuttle to
flight. In the past month she has had to find
another $58 million in reductions—a task

made harder by the fact that the budget year
is already more than half over. Two-thirds of
the reductions will be assigned to missions
and one-third to research and analysis pro-
grams. “As long as I’ve been here, we’ve
never cut research,” says Kinney. “We are
crossing the Rubicon.”

The impact was immediate. The same
day that Diaz spoke to his scientific advis-
ers, NASA announced it would cancel this
year’s solicitation for 5-year, $100,000
grants that allow budding astrophysicists to
pursue a broadly framed scientific issue.

“For young researchers like me, these long-
term programs are absolutely vital,” says
one grantee, Bryan Gaensler, a 31-year-old
assistant professor at the Harvard-Smithsonian
Astrophysical Observatory in Cambridge,
Massachusetts.

Kinney says she had little choice. “Why
ask 200 people to send in proposals if you
can only accept five?” she adds. NASA is
canceling another annual grant program that
funds work on data archives from older mis-
sions. The agency also put on hold other
efforts like the Explorer programs, which
fund modest missions from a variety of dis-
ciplines at a faster pace than the usual NASA
projects. That outrages many space scien-
tists. “This is the lifeblood of innovation and

creativity in our discipline,” says Fawwaz
Ulaby, an electrical engineer at the Univer-
sity of Michigan, Ann Arbor, and member of
NASA’s new science advisory committee.
“Our community has been saying that the
Explorer program is absolutely critical, so
that we have some agility to respond” to new
research questions. 

Diaz also intended by this fall to turn off
seven of 13 operating solar physics mis-
sions—including the Voyagers at the edge of
the sun’s influence—to save a total of 
$21 million. The probes represent the bot-
tom half of a 2003 ranking of scientific use-
fulness. But under pressure from the advi-
sory panel, he recently agreed to conduct an
extensive outside peer review this autumn
before terminating any missions. That
extension, warns NASA manager Paul
Hertz, puts further internal pressure on the
science budget.

Down to Earth
Earth scientists hope that their work on a
National Academies’ decadal plan—an
interim version was slated for release this
week—will help them persuade the White
House and Congress not to abandon their
troubled discipline. It will be an uphill strug-
gle. Berrien Moore, a biogeochemist at the
University of New Hampshire in Durham
who is a co-chair of the decadal panel, calls
NASA’s current approach “a going-out-of-
business sale for earth sciences.” 

He notes that only one of a half-dozen
missions planned for launch is clearly going
forward. NASA, for example, plans to aban-
don the Glory mission to study aerosols, a
mission championed just last year by former
NASA chief Sean O’Keefe, who pledged to
speed up launch to 2007 or 2008. “Now we
have gone from acceleration to cancellation,”
Moore adds. Some planned missions are
indefinitely postponed; others were left with
money to build an instrument but without
funding for a spacecraft to fly on.

Nor are existing satellites safe. Mary
Cleave, who heads the earth science division,
predicts that an independent review of sev-
eral missions to be finished this month will
lead to the termination of some of them. At C
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the 31 March advisory meeting, Harvard
University atmospheric chemist Daniel
Jacob warned that the earth science program
is being “decimated.” Diaz called that criti-
cism “a little bit of an overstatement.” But he
acknowledged that NASA was focused on
“strategic issues,” shorthand for an emphasis
on lunar and Mars exploration along with
space station life sciences.

Diaz’s policies haven’t gone over very
well in the space and earth sciences commu-
nities. “This is probably just not good budget
strategy,” says Fisk. Faced with similar con-
straints in the early 1990s, Fisk chose to scale
back efforts to build large spacecraft to pro-
tect more fragile smaller missions, existing
spacecraft, and the network of scientists who
depend on NASA grants to analyze data.
“You can’t just fund the flight programs,
which mostly funnel money to industry,” he
adds. Researchers have yet to grasp the sever-
ity of the issue, and Fisk is worried about their
reaction. “There is a firestorm coming, and
the community does not always respond in an
organized way,” says Fisk.

The f irst organized response is the 
1500-word manifesto timed for Griffin’s con-
f irmation hearing. It is the brainchild of
Nathan Schwadron, a 36-year-old space physi-
cist at the Southwest Research Institute in 
San Antonio, Texas, who says he began to
worry last fall that NASA’s science program—
and entire disciplines—were in jeopardy.

The document argues that Bush’s explo-
ration vision shouldn’t be confined to the
moon or Mars. “Should other forms of space
exploration be canceled or curtailed to make
this new, but limited, exploration vision possi-
ble? We think and hope not,” says the paper. “It
is critical that we continue to explore broadly.”

Schwadron and others say that they are
sympathetic to a revamped human space
flight program, but that they want to ensure a
broader definition of exploration. “It’s not the
turning toward exploration, it is the turning
away from science that’s the problem,” says
Yale University astronomer Meg Urry.
“Some of the most successful science at
NASA is languishing, such as the search for
dark energy, arguably the biggest revolution
in physics in a century.” Scientists like
Schwadron and Urry applaud the new goals
for the human space flight effort, but they
don’t want NASA’s diverse research portfolio
to shoulder the costs.

NASA managers insist that the presi-
dent’s vision is fundamentally friendly to sci-
ence. “Science activities are built into the
foundation of the exploration vision,” James
Garvin, NASA’s chief scientist, told the
American Astronautical Society at a 29
March meeting in Greenbelt, Maryland. He
argues that exploration “is a scientific jour-
ney,” citing the ambitious plans for lunar and
Mars exploration. And Diaz notes that a

series of “road maps” being assembled will
lay out the long-term direction of science 
and be completed in time to influence the 
2007 budget submission this fall.

As he settles into his ninth-floor offices
overlooking the Potomac River in downtown
Washington, D.C., Griffin must decide how
to balance the fiercely competing needs of the
traditional space-flight program, the presi-
dent’s new vision, and science involving more
than the moon or Mars. The agency’s present
course, Schwadron predicts, could eventually
force a third or more of the people in solar and
space physics out of the field. Astrophysi-
cists, biologists, astronomers, and earth sci-
entists express similar concerns. And

younger researchers eager for a stable future
are getting skittish.

Scott MacIntosh, a solar physics postdoc at
the Southwest Research Institute, can’t ignore
rumors that the guest investigator program
that funds his work may disappear. “I have a
background in medical imaging, so I might try
to do more cross-disciplinary work,” he says.
And MacIntosh is in no position to gamble
about his future: “I’ve got a young kid and
another on the way.” NASA’s ability to culti-
vate a new and diverse generation of space sci-
entists like MacIntosh and Yamauchi may
hinge on whether Griffin has the right stuff to
execute a difficult balancing act. 

–ANDREW LAWLER

The 1800-kilometer California coastline sup-
ports a spectacular diversity of marine life. So
does a sea floor that plunges just offshore to
nearly 2600 meters, with sea-grass beds and
kelp forests giving way to submarine canyons
and deep rock reefs. Add in seasonal winds
and complex ocean currents that churn up
nutrients for thousands of species from
sharks and tuna to squid and rockfish, and the
result is an incredibly rich ecosystem—and
one of the most productive fisheries in the
nation. Can the two coexist? Those working
on a new state effort to create a network of
marine protected areas (MPAs) hope that the
answer is yes. But it won’t be easy.

Once upon a time, the bounty
of the sea accommodated both
f ishers and conservationists.
But over the past 2 decades, fish
catches have fallen by more than
half. An MPA network would set
aside part of the ocean to pre-
vent the total degradation of this
habitat, foster marine diver-
sity—and perhaps maintain a
sustainable fishing industry. The
vision is grand. Not only would
the network be the largest such
system in the nation, but its suc-
cess “would be a wonderful
model” for a national system,
says Jane Lubchenco, a marine
ecologist at Oregon State Uni-
versity in Corvallis. And last
week the group reached its first

major agreement: choosing the location of a
pilot project.  

Location, location
California set up its first MPA in 1957, a 
35-hectare area near La Jolla in San Diego
county. Since then, 104 areas have been added
in a piecemeal and uncoordinated fashion.
Despite this effort, MPAs cover less than 0.3%
of state waters—not enough to make a differ-
ence in helping fisheries recover, scientists
say. And none of the reserves protects species
or habitats in deeper water.

In 1999, California tried to address the
problem with the Marine Life Protection Act

California Tries to Connect Its
Scattered Marine Reserves
Researchers hope that new funds, better management plans, and the latest science will
help them establish the largest network of marine protected areas in the U.S.

Ecosystem Management

Hooked? Fishers are worried about the economic impact of
new reserves but are playing along for now.
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(MLPA). One of the law’s requirements is to
create a network of MPAs along the state’s
coastline. But a 2002 attempt by the state
department of fish and game and outside sci-
entists encountered stiff resistance from com-
mercial and recreational f ishers, who
objected to the size and area of the proposed
MPAs and the fact that they had been largely
excluded from the process. One year later an
expanded task force tried again, but it ran out
of funding before finishing its work.  

Last year state off icials tapped into a
group of foundations led by the Resources
Legacy Fund Foundation (RLFF). RLFF is
providing most of the $9 million of funding
for the new effort—enough to get a
first collection of MPAs set up. Its
19-member science advisory
team—appointed by an MLPA
task force—is chaired by Stephen
Barrager of Stanford University
and includes fishers and others.  

The group’s first challenge was
to outline the steps to pick loca-
tions for reserves, design their
boundaries, and specify how they
should be monitored. The guiding
principle was that reserves will be
more effective as a network rather
than isolated, an idea espoused by a 
2001 report by the National Academy of 
Sciences. A network takes into account the
movements of adult and larval fish, allowing
fish to travel from one reserve to another. 

The California plan calls for locating
MPAs based on how fish species migrate
and how far their larvae disperse. Scientists
are learning those patterns in several ways,
such as by tracking larvae and analyzing
their DNA from various locations. Other
experts such as Mark Carr, a marine biolo-
gist at the University of California, Santa
Cruz, are conducting tagging studies and
analyzing fish otoliths to track the move-
ments of adult fish. His data suggest that the
ranges of many rocky reef fishes are less
than 5 km. But other fish are known to swim
about 10 km a day—implying that the
reserves ought to extend into federal waters.  

The plan breaks new ground with its
emphasis on deeper-water habitat. It would
protect f ive types of habitat—including
submarine canyons and deep rock reefs—at
four depth zones. “Many f ish use kelp
forests as nursery, move deeper as they
grow, and return to shallow water for
spawning,” says Carr. 

The ultimate shape of the MPA will be
determined using bathymetric data, maps of
nutrient upwellings, and information on the
variety and abundance of species in a habi-
tat. Although previous reserves were irregu-
larly shaped, the plan calls for new ones to
follow lines of latitude and longitude—
making it easier for fishers to avoid them

and enforcement
officers to scout for
violators. There’s no

guarantee of sufficient
funding for officers and equipment, how-
ever. As for monitoring, state fish and game
scientists should evaluate MPAs by regu-
larly checking species abundance, habitat
quality, and other biological indicators. 

Last week, the task force chose a 300-km
stretch of the central coast region, roughly
from northern Monterey Bay to Santa Bar-
bara, as its first region of study. Existing
MPAs within the boundary will be evalu-
ated and weighed in conjunction with any
proposed new sites. The first network could
be operational by March 2006. 

Rough seas
Although participants say the process has
been smooth sailing to this point, they
expect the political seas to become more
choppy when it comes time to decide the
exact location and size of the MPAs. At
stake is an estimated $1.4 billion sport and
commercial fishing industry, an industry
already besieged with dwindling f ish
stocks, decreasing catches, and increasing
regulations. Despite being included, com-
mercial and recreational fishers still worry
that large chunks of the ocean could be
marked off-limits, says Thomas Raftican,
president of the United Anglers of Southern
California in Huntington Beach. Indeed,
Carr’s analysis suggests the need for
reserves significantly wider than the 1 km
that is now typical. 

One of the most politically contentious
and unresolved problems is striking a balance
between areas where fishers have quotas and

those from which they are banned. Although
protecting 20% has become a commonly
cited target, some experts suggest that more
than 35% of the areas should be no-take
zones, citing successful practices in the Great
Barrier Reef. Carr hopes to defuse the issue
by noting that the size and shape of each MPA
will depend on the species, the habitat, and
the conservation objectives of both the indi-
vidual MPAs and the entire network. 

Another major worry is whether the
MPAs will boost stocks outside the reserve
sufficiently to benefit fishers and win their
support. Lubchenco says this “spillover” is
likely in California, pointing to increased fish
catches outside the Great Barrier Reef and the
Florida Keys National Marine Sanctuary.
According to Steven Berkeley, a research
biologist with the Long Marine Lab at the
University of California, Santa Cruz, reserves
lead to older and fatter fish, which sustain
fish populations by producing more hardy
larvae. Early results from a network of 
12 MPAs set up in 2003 in the Channel
Islands suggest that fish populations outside
the reserve are indeed on the rise. But others
are skeptical. “There simply are no benefits to
commercial fisheries,” contends Raymond
Hilborn, a fisheries management expert at the
University of Washington, Seattle. 

Despite these uncertainties, almost
everybody agrees that MPAs have the poten-
tial to be an important tool in marine conser-
vation and f ishery management. “They
could act as a buffer or insurance against
overfishing or a natural disaster,” says Peter
Sale, a tropical marine ecologist at the Uni-
versity of Windsor, Canada. People also
agree that plowing full steam ahead is the
only logical next step. –AMITABH AVASTHI C
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Teeming. Reserves will be sited where winds dredge up nutrient-rich water
(inset; blue and violet) that sustains gopher rockfish (above) and other species.
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Vincent Brown has his own way of keeping
track of the Marburg virus in Uige, a provin-
cial capital in northern Angola: He counts
fresh graves. A daily visit to the town’s ceme-
teries doesn’t yield precise numbers, says
Brown, an epidemiologist with Epicentre, the
Paris-based research arm of Médecins sans
Frontières (MSF)—but it does give one a
feeling for the trend.

The reason behind the unorthodox
method is simple. In the current outbreak of
Marburg hemorrhagic fever, which had
caused at least 227 deaths by 15 April, most
patients never make it to the hospital. Wide-
spread fear and mistrust of public health
authorities and the international teams fight-
ing the disease are leading most families to
keep their patients at home. As a result, the
virus keeps festering, says Brown, who
returned to Paris last week from Uige.

Four weeks after Marburg was nailed as
the culprit, the fight against the virus has
become a battle to win the trust of the local
population. “It’s clearly a bit more difficult
than we anticipated,” says Pierre Rollin of
the U.S. Centers for Disease Control and
Prevention (CDC) in Atlanta, Georgia,
which has sent several teams to Angola. But
medical anthropologist Barry Hewlett of
Washington State University in Vancouver
says the difficulties were predictable. “It’s
often like this,” says Hewlett, who has
accompanied medical teams during several
outbreaks of Marburg’s cousin, Ebola.

Marburg, which spreads through direct
contact with blood and other bodily fluids,
isn’t like flu, measles, or other highly conta-
gious viruses. Putting patients in strict isola-
tion and checking their close contacts for
symptoms daily for at least 21 days—and iso-
lating them as well if they do get sick—will
usually end the transmission chain. 

Today, the logistical systems are in place
to do just that, says Pedro Pablo Palma of
MSF’s Spanish branch in Barcelona. MSF
has set up a three-compartment isolation unit
in the hospital in Uige, for suspected, proba-
ble, and conf irmed patients. Although
hygiene in the rest of the hospital was initially
“catastrophic,” Pablo says, with highly infec-
tious corpses piling up in the morgue, the sit-
uation has gradually improved.

Scientif ic capacity is generally better
than in most previous outbreaks of Marburg

and Ebola. Researchers from Canada’s
National Microbiology Laboratory in Win-
nipeg have set up a field lab in Uige that can
test patient samples within a few hours.
CDC, meanwhile, has set up a diagnostic
lab in Angola’s capital Luanda to test any
samples that might come in there and to
confirm results by the Canadian team. But
while the graveyard kept filling up—there
were twice as many new graves daily in
early April than in March, Brown says—the
labs didn’t have nearly as many samples as
they could have handled, and the isolation
unit was virtually empty early this week.

The lack of trust has several roots. One is
that so far, nobody has made it out of the isola-
tion unit alive, says Pablo—not surprising with

a fatality rate of close to 100%, at least of those
who make it to the hospital. The notion of iso-
lation itself has been hard to accept, adds David
Daigle, a CDC communications officer acting
as a spokesperson for the World Health Orga-
nization (WHO) in Angola. And at the outset,
deceased patients were immediately zipped
into plastic bags to prevent further infections,
Daigle says, even though tradition requires a
ritual washing of the body, during which the
deceased is embraced or kissed. “People were
very upset,” he says. “They couldn’t grieve.” 

The result has been not just a lack of coop-
eration but also outright hostility—not so

much in the city but in four or f ive of its 
14 suburbs, says Brown, who was chased
away by an angry mob of 40 to 50 people after
a visit to a traditional chief, or soba, in one of
them. “It felt pretty threatening,” he says.
“The message was: Don’t come back here.”

For now, WHO and MSF are heeding that
message and shunning certain areas in the hope
that a broad “social mobilization” campaign
will soon change attitudes. To that end, sobas,
church leaders, and traditional healers are being
recruited. Two medical anthropologists—one
from France, the other from Burundi—are
helping with this process, says Daigle. 

Some creativity is clearly needed. To
replace the traditional washing ritual, the
anthropologists have introduced an alterna-
tive in which family members sprinkle the
dead body with bleach, says Daigle. And a
popular band whose lead singer died from
Marburg has recorded a song to help raise
awareness; trucks mounted with loud-
speakers should be blaring it out soon.

If past experience is any guide, such meas-
ures can usually win over a population, as
long as they are culturally sensitive and build

on existing beliefs, says Hewlett. In recent
Ebola outbreaks in Uganda and the Republic
of the Congo, certain changes in burial rituals
were generally accepted, such as wearing
plastic gloves or introducing bleach. Simply
putting bodies in plastic bags was a big mis-
take, Hewlett says, however well intended.

Still, he’s not surprised. Sometimes, the
teams sent out to hemorrhagic fever outbreaks
are a bit like “medical cowboys,” he says.
“They feel very strongly about what they have
to offer, especially in a crisis”—and fail to
realize it may not always be appreciated. 

–MARTIN ENSERINK

Crisis of Confidence Hampers
Marburg Control in Angola
Experts have everything they need to stop the deadly Marburg outbreak in northern
Angola—except trust from the local population

Infect ious  Diseases

Staying away. Marburg patients aren’t coming to an isolation unit in Uige.
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Scientists following a trail of stone tools and
butchered animal bones have uncovered evi-
dence that early humans lived in Britain well
before 500,000 years ago, perhaps not long
after the first Europeans appear much farther
south in Spain and Italy, about 800,000 to 
1 million years ago. The early English settlers
probably followed a wave of hippos, ele-
phants, hyenas, and other animals drawn to
Britain’s then-balmy climate, according to a
talk and poster by paleoanthropologist Chris
Stringer of the Natural History Museum in
London. But when the climate cooled, as it did
repeatedly over the following epochs, all
traces of human occupation vanished. 

Several new sites suggest that humans were
in Britain well before the appearance of the
500,000-year-old Boxgrove Man, whose shin-
bone and teeth were discovered in a gravel
quarry in Boxgrove, England, from 1993 to
1996. The sites may help shed light on whether
more than one type of human migrated to
Europe more than 500,000 years ago and reveal
the type of terrain they could inhabit. “This
pushes the age of humans north of the Alps
back further than previously documented,” says
paleoanthropologist Erik Trinkaus of Washing-
ton University in St. Louis, Missouri.

Boxgrove showed that the earliest known
Briton was a member of Homo heidelbergen-
sis, a proto-Neandertal species with deep roots
in Europe. The new sites have no human
remains, but researchers found tools along the
coast of the ancient Bytham River in East
Anglia. The tools appear in some of the most
ancient river terraces and are associated with

insects and animals that suggest a date far older
than Boxgrove, Stringer said in his talk. One
site with tools may be as old as 700,000 years. 

These early Europeans carried a primitive
stone tool kit for scraping and cutting. But they
lacked the hand ax—a versatile stone tool
nicknamed the Paleolithic Swiss Army
knife—already in widespread use in Africa.
The Boxgrove hominid did wield a hand ax
and so may have been part of a separate wave
of settlers, says Stringer, who directs the 
$1.88 million Ancient Human Occupation of
Britain program funded by the Leverhulme
Trust. Studies of animal fossils paint a portrait
of a warm climate that allowed animals now
found only in Africa to migrate from northern
Europe to England across a land bridge. 

Although humans arrived in Britain early,
they did not live there continuously, said
Stringer. There are no signs of human occupa-
tion during several periods, particularly during
glaciations. From 180,000 to 130,000 years
ago, herds of mammoth and reindeer roamed
England, but there is little evidence of humans.
Hippos and elephants reappear when the ice
caps melt at about 130,000 years, but humans
don’t show up again until about 60,000 years
ago when Neandertals return. Modern humans
came later, but even they disappeared during an
Ice Age as recent as 25,000 to 17,000 years ago.
“People assume that once people were in
Britain, they were always there,” says Stringer.
“We’re seeing little pulses of human occupa-
tion. They disappeared when it got very cold.
There is not a continuous human presence until
12,000 years ago.”  –ANNGIBBONS

In the past 15 years, a flood of genetic data has
helped propel the Out of Africa theory into the
leading explanation of modern human origins.
DNA from mitochondria (mtDNA), the 
Y chromosome, and ancient humans each
suggest that the ancestors of all living people
arose in Africa some time after 200,000 years
ago, swept out of their homeland, and replaced
archaic humans around the globe without
mixing with them. But at a genetics sympo-
sium, two independent groups presented data
from the X chromosome hinting that modern
humans interbred with other human species:
The teams found possible traces of archaic
hominids in our genes. “Just as the Y and
mtDNA data seemed to have settled it, the new
data revive the question [of interbreeding],”
says Stanford University’s Joanna Mountain,
co-organizer of the symposium. “The contro-
versy is not settled.” 

Geneticists Makoto Shimada and Jody
Hey of Rutgers University in Piscataway, New
Jersey, presented an intriguing haplotype—a
set of genetic mutations inherited together—
that appears to have ancient roots in Asia
rather than Africa. Shimada sequenced a 10.1-
kilobase noncoding region in 659 individuals
from around the world. Overall, the genetic
variations were most frequent in Africa, just as
expected if our ancestors were a subset of
ancient Africans who migrated out of that con-
tinent. But one rare variant, appropriately
named haplotype X, appeared in nine individ-
uals from Europe to Oceania but was entirely
absent in Africa. Shimada estimated that the
haplotype arose 1 million years ago, long
before the modern human exodus from Africa.
“Haplotype X is difficult to explain by the
recent African origins model,” says Shimada.
“It’s very old, it’s rare, and it is widespread out-
side of Africa.” 

In independent work, geneticist Michael
Hammer of the University of Arizona in Tuc-
son offered a similar example. Hammer and
postdoc Dan Garrigan identified a 2-million-
year-old haplotype in the RRM2P4 region of
the X chromosome that is common in East
Asia but vanishingly rare in Africa. Their work,
published 2 months ago in Molecular Biology
and Evolution, raises the possibility that the
haplotype arose in very ancient Asian popula-

Once-Balmy Climate Lured
Humans to England Early

MILWAUKEE, WISCONSIN—About 1200 researchers
gathered near the shores of Lake Michigan
here from 5 to 9 April to discuss early English-
men, the birth of modern humans, and Stone
Age weapons.

Archaic Genes in
Modern People?

Meeting   Phys ica l  Anthropology/Paleoanthropology

English summer. Humans trailed mammals such as hyenas into England more than 500,000 years ago.
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tions, presumably of Homo erectus, an ancient
human once found across Asia. “This is what
you’d expect if you had introgression” between
modern humans and H. erectus, Hammer said. 

But at this point several other explanations
are possible. Hey of Rutgers acknowledges,
for example, that haplotype X may be present
in Africa but was missed by spotty sampling in
that continent. “Simply observing those
[examples] is not sufficient to rule out one
model or another,” cautions Mountain. “What
you need is 10 or 50 loci—one or two is not
sufficient.” Hammer, for one, thinks that these
preliminary data do “speak to some archaic
admixture. The few [loci] we’ve done so far
are so suggestive that it gives me great excite-
ment to continue sequencing more loci.”

–ELIZABETH CULOTTA

Long before guns gave European explorers a
decisive advantage over indigenous peoples,
our ancestors had their own technological
innovation that allowed them to dominate
the Stone Age competition: the projectile
point, launched from bows or spear throw-
ers. Paleolithic hunters shooting spears or
arrows tipped with these small stone points
could stay at a safe distance while hunting a
wide assortment of prey—or other humans,
says archaeologist John Shea of Stony
Brook University in New York. Projectile
launchers might even be the key to modern
humans’ triumph when they entered the
Neandertal territory of Europe about 40,000
years ago, Shea proposed in his talk. Nean-
dertals lacked projectiles until it was too
late, and they could heft their heavier spears
only as far as they could throw them. “Pro-
jectile points were such an important inven-
tion, like gunpowder, that it would have
given the bearers a huge advantage,” says
archaeologist Alison Brooks of George
Washington University in Washington, D.C. 

In two separate studies, Shea and Brooks
showed that modern humans were using
lightweight points associated with projec-
tile launchers by 40,000 years ago. Shea and
Brooks both think these new weapons were
invented first in Africa, although they dis-
agree about the timing. They agree that
modern humans had a technological advan-
tage when they left Africa and spread
around the globe. “These lightweight points
show up more than 50,000 years ago in
Africa,” says Stan Ambrose of the Univer-
sity of Illinois, Urbana-Champaign, who
heard Shea’s talk. “They may have helped
modern humans get out of Africa.” 

The challenge in pinpointing when pro-
jectiles were invented is that few of the

launchers themselves survive, because they
were made of materials that disintegrate
over time. The oldest known bow is only
11,000 years old, and the oldest knownspear
thrower is about 18,000 years old, but
archaeologists suspect that the technology
is much older. So they try to distinguish

projectile points from those used on the tips
of hand-thrown spears. One criterion is size:
Projectile points must be small and light to
soar fast enough to kill. “You wouldn’t go

up to a Cape buffalo with those tiny points
on a thrusting spear,” says Brooks. 

Shea and Brooks each surveyed points
from around the world, setting an upper
limit on the size and weight of points con-
sidered projectiles. Shea set an upper limit
on cross sections at the tip, whereas Brooks
set a limit on weight. Shea found that pro-
jectile points were widespread by 40,000
years ago; earlier points didn’t meet his cri-
teria. He proposed that the points were
developed for warfare and may have has-
tened the extinction of Neandertals. 

Brooks found that points from 50,000 to
90,000 years ago in three regions of Africa
met her criteria. She noted that there was a
“grammar and an order” to assembling these
tools—one that required extensive social
networks in order to exchange technology
and specialized materials. She thinks that
projectiles made modern humans more effi-
cient hunters who could shoot small game
and live in varied terrain. “They didn’t have
to kill [Neandertals],” says Brooks. “They
just had to outcompete them.”

–ANN GIBBONS
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Modern Humans
Made Their Point

Snapshots From the
Meeting
New view of lorises. The tiny, nocturnal
lorises have been considered the sloths of
the primate world, creeping carefully along
the shrubbery of their rainforest homes.
They’ve also been considered a skinny
branch of the primate tree, with fewer than
10 species described. But at the meeting,
lorises emerged as surprisingly speedy and
speciose. Anna Nekaris of Oxford Brookes
University in Oxford, U.K., showed a field
video of the endangered red loris scram-
bling around Sri Lankan trees at about 
1.3 meters per second, twice as fast as cap-
tive animals. Other presenters argued that
researchers have missed variation in the hard-to-track lorises: Subspecies vary in size by as
much as 50%, with many differences in craniofacial proportions, says Matt Ravosa of
Northwestern University Medical School in Chicago, Illinois. Jeff Schwartz of the University
of Pittsburgh in Pennsylvania adds that “subspecies” differ in skull and tooth shape, too, and
predicts that some will be identified as species soon.

Human relations. Sarah Tishkoff and Floyd Reed of the University of Maryland, College
Park, presented preliminary analyses of a massive data set on genetic variation in humans
around the world, particularly Africans. Samples from more than 3000 people, including
2000 Africans, were processed at 1275 loci by a genotyping powerhouse, the Marshfield
Clinic Research Foundation in Wisconsin. Tishkoff and Reed, who received the complete
data set only 3 weeks ago, say it offers a powerful tool to uncover relationships among pop-
ulations. For example, the data suggest that culturally distinct groups of Pygmies are more
closely related to each other than to other Africans. The researchers also detected unique
similarities in the peoples of Oceania and East Africa, lending support to the hypothesis of
an early “southern route” of migration out of Africa, around the coast of India to Oceania
and then Australia. Finally, they found ancient kinship among three groups of click speakers,
supporting the idea that the click languages form a single, ancient language family (Science,
27 February 2004, p. 1319). –E.C.

Speed demon. Once thought slow, the 130-
gram red loris was filmed darting through shrubs.

The modern edge. Launchers shot arrows
tipped with small blades (center and right).
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Venice Plans 
Sublagoon Tube
After more than a century of 
discussion,Venice is on the verge
of approving the construction of
a subway under its lagoon to ease
its canal-bound transportation
system.The measure should also
help protect the city’s ancient
buildings, which are set on
wooden foundations:Waves 
created by canal traffic “damage
their delicate structure,” according to the
city council. If plans made public this month
get the green light, a “sublagoon transport
system” will start operation within 6 years.
The $450 million project awaits funding
pending local government approval of an
environmental impact study.

The single-line metro is designed to
whisk travelers from the mainland-based
airport, going underground at the lagoon

and passing through
the island of Murano
before terminating
on the northeast
side of Venice.The
proposal has divided
opinion. Some 
environmentalists
worry that the 
project, which 
would entail digging
through consolidated
sediment 20 meters
below the lagoon

floor, will cause further subsidence  in the
already-sinking city. But the city’s outgoing
mayor Paolo Costa says the subway would
take tourist pressure off the ferries and “give
Venice back to the Venetians.”

Colored Memory
When Daniel Tammet set the European
record for pi memorization last year,
absorbing 22,514 digits in just over 5 hours,

he attributed the feat to his ability to see
numbers as complex, three-dimensional
“landscapes,” complete with color, texture,
and sometimes even sound.

To see whether this form of synesthesia
is at the heart of Tammet’s talent, neuro-
scientist Vilayanur Ramachandran and 
colleagues at the University of California,
San Diego, gave the 26-year-old savant
from Kent, U.K., a series of tests. He had 
3 minutes to memorize 100 digits and
their locations in a 10-by-10 array.
When the digits were all the same size,
Tammet recalled 68 correctly, and he
remembered all 68 when tested again 
3 days later. But when the test was given
again with digits of different sizes to 
disrupt Tammet’s synesthetic imagery,
his performance plummeted to 16 correct,
and zero 3 days later, according to a poster
presented 10 April by Ramachandran’s
student Shai Azoulai at a meeting of 
the Cognitive Neuroscience Society in
New York City.

The team now plans to investigate 
the multiplication skills of Tammet,
who says he visualizes the shapes of the
numbers to be multiplied and then reads
off the product from a third shape that
appears in the space between them.The
researchers want him to produce a set of
number shapes, in clay or on a computer,
so that they can uncover principles
governing his number representation.

“It’s an extremely interesting idea”
that such vast memory capability can be
supported by synesthesia, says Lynn
Robertson, a cognitive neuroscientist at
the University of California, Berkeley.
Little is known about memory tricks used
by other savants because they tend to
express little insight into their talents,
says Ramachandran.
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Dotted line marks 
proposed track.

Old Coot
Perfectly preserved in silica, feathers and all, this 3D fossil depicts an American
coot that met its death in one of Yellowstone National Park’s hot springs
between 5000 and 10,000 years ago. The bird, discovered by taphonomist
Alan Channing of the University of Cardiff,Wales,and colleagues, is the first avian
fossil to be found in a hot spring and one of the few vertebrates.

Such fossils are rare, says Channing, because “soft tissues get destroyed very
quickly” by microbes and chemicals in the springs. But in the case of the coot, corpse-colonizing microbes appear to have sped up a
process of encrustation from the surrounding silica, leaving a perfect cast of the bird, the researchers report online on 13 April in
Proceedings of the Royal Society, Series B. Because soft tissue is generally not found in fossils, even “a one-off specimen could really
answer some questions” about the lifestyles of ancient birds, says Channing.

Spanish Synchrotron
The shape of Spain’s first synchrotron was unveiled early this month. The
winning design in a competition for the €165 million, 3-giga-electron-volt radia-
tion source is a novel
snail-like structure that
will organically “allow
for future expansions,”
says physicist Joan
Bordas, director of the
ALBA Synchrotron, as
it’s called. Construction
will start in Barcelona
early next year. The
facility is supposed
to open for business
in 2009.
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New head at Sandia.Weapons
engineer and longtime lab
employee Thomas Hunter has
been named director of Sandia
National Laboratories, the

Department
of Energy’s
weapons
research
facility in
Albuquerque,
New Mexico.
He succeeds
C. Paul
Robinson,
who joined
Lockheed

Martin this month to bolster
the company’s bid to also run
Sandia’s in-state neighbor, Los
Alamos National Laboratory
(Science, 15 April, p. 339).

Hunter, 59, joined Sandia 
in 1967 and has worked on
underground testing, waste
management, and energy and
environmental programs.
He says he’d like to see the
lab’s expertise in areas such as
high-performance computing
broadened from weapons to
other “defense applications 
like homeland security.”

Hunter is “absolutely 
passionate about national
security,” says former Sandia
chemist Al Sylwester, who
helped Hunter build partner-

ships between Russian and U.S.
weapons laboratories. Hunter
takes over next week.

Headed out. The end is in
sight for Philippe Kourilsky, the
embattled head of the Pasteur
Institute in Paris.A
new board of direc-
tors has decided that
Kourilsky will not 
be asked to serve a
second term and
should even step
down before his cur-
rent 6-year mandate
ends in December 
if a replacement 

can be
found.

The immunolo-
gist’s attempts to
rejuvenate Pasteur
have been ham-
pered by an authori-
tarian management
style and a contro-
versial plan to par-
tially move the lab
to a Paris suburb
(Science, 4 March,
p. 1391).The prob-
lems have made 
him a lame duck at a
time when a major
renovation and

other important decisions are
pending, says microbiologist
Agnès Labigne, secretary of the
board of directors.“We have to
find a new director as soon as
possible,” she says, adding that
a search committee might start 

work this week.
A Pasteur
spokesperson
said Kourilsky
was traveling.

Labigne says
the new presi-
dent should
avoid micro-
managing the
institute and
prefer funda-
mental research

over ties with industry.

Broader role. Six weeks after
accepting a second 5-year 
term as president of Berlin’s
Humboldt University, physicist
Jürgen Mlynek has agreed
instead to become president 
of the Helmholtz Society,
Germany’s largest research
organization.The society, with a

budget of $2.75 billion this year,
governs 15 of Germany’s largest
science institutes, including the
German Synchrotron Research
Centre (DESY) in Hamburg and
the Max Delbrück Center for
Molecular Medicine in Berlin.

Mlynek’s departure has
prompted accusations of dis-
loyalty at Humboldt, where 
he had promised to continue
reforms aimed at pushing the
university to international
prominence. He says he under-
stands his critics but adds that
the new position strengthens
his ability to tackle “the needs
of research and education in
the German universities.”

Mlynek says he gave up
research when he became presi-
dent at Humboldt but hopes to
retain ties to his
former lab.
“Whenever I am
strongly frus-
trated, I go over
and talk to the
students, and I
feel better,” he
says. He takes
up his new job in
autumn, suc-
ceeding Walter
Kröll, who is
retiring.
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RANDOM SAMPLES

PEOPLE
Edited by Yudhijit Bhattacharjee

Change of heart. Missouri scientists who favor human embryonic stem cell research found an unlikely
political ally this month. In an hourlong floor speech,
Christopher Koster,a freshman Republican state senator,
cited science and Scripture to help kill a bill that would
have outlawed somatic cell nuclear transfer.

“The Psalms tell us, ‘He knit me together in my
mother’s womb,’” Koster, 40, told his colleagues. “The
National Institutes of Health tells us a human embryo
exists from the time of implantation until the end of
the eighth week.”

Koster voted in February to move the same bill to the
floor, although he claims he was unsure of his stance at
the time. Subsequent talks with religious mentors and
scientists convinced him that the “human miracle”
of normal embryo development was different from
research cloning.That decision made him a “hero on the
floor” to business leaders, scientists, and patient groups
who had fought the bill for months, says lobbyist Rose
Windmiller of Washington University in St. Louis.

Got any tips for this page? E-mail
people@aaas.org

T H E Y S A I D I T

P O L I T I C S

“I won the lottery. Most 
people in my situation would
have died, and I got a really

lucky break.”

—Nobelist Eric Cornell, who returned to
work at the National Institute of 

Standards and Technology in Boulder,
Colorado, this month after surviving

necrotizing fasciitis. Cornell’s left arm
and shoulder had to be amputated
because of the infection, which is

caused by a flesh-killing bacterium.
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Evolution Can’t Be
Taught in 270 Minutes

WE WERE PLEASED AND GRATIFIED TO READ
that Jennifer Miller chose to walk out on
her ninth-grade biology classes rather
than read the unnecessary and misleading
statement foisted upon her by the school
board (“Dover teachers want no part of
intelligent-design statement,” J. Mervis,
News Focus, 28 Jan., p. 505). However, we
were dismayed to read that she “will spend
at most three 90-minute classes on the
topic—the last unit of the year…”
Evolution is not a “unit.” It is the greatest
unifying theme in all of biology and must
be incorporated from day one throughout
the academic year. 

For six years, we conducted a series of
graduate institutes for science teachers enti-
tled “Evolution and the Nature of Scientific
Inquiry: Using Evolution as a Central
Theme in Life Science Courses.” Seven rec-
ommendations emerged: (i) Science teach-
ers should be required to take a course in the
history and philosophy of science. (ii)
Evolution needs to be addressed early in the
educational system in a nonapologetic, non-
controversial fashion (1). (iii) Undergraduate
courses in the life sciences should be taught
with an overt evolutionary theme. (iv) Life
science teachers should be required to take a
course in evolution. (v) Life science text-
books need to be written with the permeat-
ing themes of the nature of science and evo-
lution. (vi) Science teachers must cover
much less material but in much greater
depth. (vii) Teachers should work to erase
the false dichotomy that exists between evo-
lution and religion. 

RICHARD F. FIRENZE1 AND THOMAS O’BRIEN2

1Biology Department, Broome Community College,
Binghamton, NY 13902, USA. 2Center for Science,
Mathematics,and Technology Education,Binghamton
University, Binghamton, NY 13905, USA.

Reference
1. R. Firenze, Rep. Natl. Center Sci. Educ. 17 (no. 2),
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Keeping an Open Mind?
THE ARTICLE “JUDGE ORDERS STICKERS
removed from Georgia textbooks” (C. Holden,
News of the Week, 21 Jan., p. 334) quotes a
high school science department chairman as
being “thrilled” when a sticker asking that
evolution be “studied carefully and critically
considered” was removed from a textbook by
a judge. Pardon me for not being thrilled. The
complete wording of the sticker was, “This

textbook contains material on evolution.
Evolution is a theory, not a fact, regarding the
origin of living things. This material should
be approached with an open mind, studied
carefully and critically considered.” Sounds
less like “antiscience” and more like good
advice to those on all sides of the issue.
Oversensitivity to such a sticker indicates a
deaf ear and a weak case, not a strong one.

GEORGE ANDERSON

Roseville, MN, USA.

Keep Censorship 
Out of Schools

INTELLIGENT DESIGN IS NOT AND CANNOT BE
a valid scientific explanation: It does not
explain an observable phenomenon in a
manner that allows prediction or testing.
Evolution does. The scientific community,
indeed the community at large, owes Jennifer
Miller and her students a large debt for walk-
ing out rather than endure political interfer-
ence in science (“Dover teachers want no part
of intelligent-design statement,” J. Mervis,
News Focus, 28 Jan., p. 505). Public office
does not give the school board authoritative
powers in science that are not assigned to the
most expert scientists, namely, the authority
to unilaterally dictate which scientific theory
will be believed and which will not. In enun-
ciating their verdict, the school superintend-
ent, Richard Nilsen, demon-
strates how easy it is for the
political system to abrogate
several of our most cherished
rights: freedom of speech and
freedom of religion.

The school board’s action is
censorship at best and indoc-
trination by false statements at
worst. Intelligent design is a
thinly veiled article of reli-
gious faith. Scientists need to
put more effort into explaining
what science is and how it
works.

ALFRED A. BROOKS

Oak Ridge,TN, USA.

Let Students
Weigh the Evidence

THE ARTICLE “DOVER TEACHERS WANT NO
part of intelligent-design statement” (J. Mervis,
News Focus, 28 Jan., p. 505) presents the
Dover school board’s statement as the work of
religious fanatics. The statement (1) actually
sounds pretty reasonable to me. It says that stu-
dents should question all theories by evaluating
evidence for and against them. This seems to be
exactly what science is all about.

Like it or not, intelligent design has
adherents. To pretend that the concept of
intelligent design does not exist, or to insist
that only the “received wisdom” of the scien-
tific community may be presented smacks of
the way Galileo and Copernicus were treated
when they came up with “outside the box”
ideas. Teachers should present the theories
and the available evidence, and students
should be encouraged to weigh the evidence
and then confirm or refute the various theories.
This is the essence of the scientific method.

DAVID N. CLARK

Marysville, OH, USA.
Reference

1. See www.dover.k12.pa.us/doversd/cwp/view.asp?A=
3&Q=261852.

Don’t Dismiss
Astrobiology

JEFFREY L. BADA (“A FIELD WITH A LIFE OF ITS
own,” Books et al., 7 Jan., p. 46) repeats the
criticism of astrobiology that the biologist
George Gaylord Simpson leveled at exobiol-
ogy in the pages of Science in 1964: “this ‘sci-
ence’ has yet to demonstrate that its subject
matter exists!” (1). In fact, astrobiology is far
more than the study of extant extraterrestrial
life, but even if that were the sole object of the
field, Simpson’s criticism must still seem

bizarre to many sci-
entists. Much of the
most important and
compelling research
in astronomy, phys-
ics, and other fields
is exactly concerned
with the study of or
search for objects or
phenomena that may
not exist—and that
could (and some-
times do) turn out
not to exist. Black
holes were hypothe-
sized and then
searched for long
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before compelling evidence regarding their
existence accumulated. The same can be said
of the search for high-temperature supercon-
ductors, proton decay, or the current holy grail
of unification, the Higgs boson. Why should
we suddenly become giggly when it is biology
at stake, rather than physics? In fact, astrobiol-
ogy merely confronts what is familiar, even
commonplace, in many of its sister sciences.
There is nothing unique about that, and there
is no reason for it to make us uneasy or afraid. 

CHRISTOPHER F. CHYBA

SETI Institute and Stanford University, Stanford, CA
94305, USA.

Reference
1. G. G. Simpson, Science 143, 769 (1964).

IN HIS REVIEW OF THE BOOK THE LIVING
Universe (“A field with a life of its own,”
Books et al., 7 Jan., p. 46), J. L. Bada presents
a mistakenly narrow view of astrobiology. Its
aim is not just to find life but, rather, to both
determine and understand the distribution of
life in the universe through time. One extreme
possibility is that life exists only on Earth, has
never existed anywhere else, and will never be
present beyond Earth’s orbit. At the alternative
extreme, life may have originated on multiple
bodies in our solar system and may be ubiqui-
tous beyond. No matter what the answer

proves to be, astrobiologists will want to know
how the actual distribution of life relates to the
occurrence of different planetary environ-
ments. Hence, in addition to exploring for evi-
dence of life beyond Earth, astrobiologists
study the extreme limits to life, the conditions
that make environments habitable, the origin
and evolution of life on Earth, the processes
responsible for the occurrence of habitable
environments in our solar system, and the
occurrence of planets and their habitability
beyond our solar system. 

BRUCE M. JAKOSKY,1 ARIEL D.ANBAR,3

DAVID DES MARAIS,4 DAVID MORRISON,4

NORMAN R. PACE2

1Laboratory of Atmospheric and Space Physics,
2Department of Molecular, Cellular, and
Developmental Biology, University of Colorado at
Boulder, Boulder, CO 80309, USA. 3Department of
Geological Sciences, Arizona State University,
Tempe, AZ 85287, USA. 4NASA/Ames Research
Center, Moffett Field, CA 94035, USA.

Response 
THE LETTERS BY JAKOSKY ET AL. AND CHYBA
demonstrate that my paraphrasing of
Simpson’s statement about astrobiology (his
exobiology) being a field without a known
subject elicits the same defensive response it
did over 40 years ago (1). I certainly agree

that the search for life beyond Earth is an
important and engaging human endeavor.
Simpson’s original argument against exobi-
ology as a distinct discipline is that we could
learn a lot more about life by studying it
right here on Earth, rather than attempting to
find life somewhere else. Today, we still do
not fully understand how life began on our
planet, although there is optimism that this
will change in the near future (2). It is rea-
sonable to assume that if the conditions that
gave rise to life on Earth are widespread,
then life must have begun and probably still
exists elsewhere. And, of course, we will
never know unless we search using the best
available tools at our disposal. The fact that
we do not yet have any known example of

L E T T E R S

Letters to the Editor
Letters (~300 words) discuss material published
in Science in the previous 6 months or issues of
general interest. They can be submitted
through the Web (www.submit2science.org) or
by regular mail (1200 New York Ave., NW,
Washington, DC 20005, USA). Letters are not
acknowledged upon receipt, nor are authors
generally consulted before publication.
Whether published in full or in part, letters are
subject to editing for clarity and space.
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extraterrestrial life makes this challenge all
the more exciting but at the same time all the
more difficult, especially during this present
period of shrinking science budgets. 

JEFFREY L. BADA

Scripps Institution of Oceanography, University of
California at San Diego, La Jolla, CA 92093–0212,
USA.
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A Lupus Drug
and FDA Approval

WE ARE CONCERNED ABOUT MISINFORMATION
in the News Focus article “Lupus drug
company asks FDA for second chance”
(J. Couzin, 11 Feb., p. 835). It is not true
that the U.S. Food and Drug Administration
(FDA) has rejected the medication LJP 394,
which is under active development by La
Jolla Pharmaceutical Company. LJP 394 is
currently undergoing testing in an ongoing
clinical benef it trial for lupus nephritis
that could not occur without the approval
and guidance of the FDA. In fact, we under-
stand that this trial is being conducted
under a Special Protocol Assessment with
the FDA. 

It is also not true that the company has
requested a “second chance” for the drug.
The company has requested consideration of
a special development pathway known as
accelerated approval. Under this pathway,
drugs might be marketed while further
development studies are under way. Such an
approach has been used numerous times by
the FDA for diseases such as cancer and HIV.

JOAN T. MERRILL1 AND SANDRA RAYMOND2

1Medical Director, 2President and CEO, Lupus
Foundation of America, Inc., 2000 L Street, N.W.,
Suite 710,Washington, DC 20036, USA.

Response
AS I REPORTED, LA JOLLA PHARMACEUTICAL
Company submitted an application to the FDA
detailing over a dozen clinical trials of its lupus
drug, LJP 394. Last October, the FDA notified
the company that it was declining to approve
the drug on the basis of existing data and that
an additional, large trial was needed before the
drug could be approved. The FDA agreed that
a multiyear trial begun the previous summer
would suffice. (That trial was originally
conceived by the company as a postmarketing
trial that would continue while the drug was
sold.) The FDA’s decision not to approve LJP
394 without further data amounted to a rejec-
tion of the company’s new drug application. 

After the FDA declined to approve LJP
394 without the additional study, La Jolla
Pharmaceutical Company asked the FDA for
“accelerated approval,” which would allow it
to market LJP 394 while the trial was taking
place. This request, initiated because the
company was struggling to pay for costly
clinical trials, formed the basis of the article.
I believe that my article fairly characterized
this appeal as requesting a second chance.

JENNIFER COUZIN

The Norwegian Position
on Culling

IN HIS LETTER “FISHERY MANAGEMENT AND
culling” (10 Dec. 2004, p. 1890), P. J. Corkeron
refers to the White Paper on Norwegian
Marine Mammal Policy, which the Norwegian
Parliament voted on in May 2003. Corkeron
describes the main intent of the policy as a
go-ahead for culling marine mammal pop-
ulations “in the hopes of increased fisheries
production.”

The central topic of the White Paper is
the establishment of an ecosystem-based
management regime for marine mammals
in areas under Norwegian jurisdiction. This
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is a long-term process, and the White Paper
proposes steps that can be taken toward
this goal. One of these steps is to devise
harvesting strategies and propose measures
to implement them.

The purpose of the White Paper is to take
political action to improve the profitability
of whaling, sealing, and the fisheries. Thus,
the White Paper talks about profitability,
not culling per se. Considerably better
prof itability, particularly in the sealing
industry, is an essential basis for rational and

sustainable harvesting of marine mammals
within the framework of a future ecosystem-
based management regime for living marine
resources in Norwegian waters.

Norway’s marine mammal policy follows
the principle of conservation and sustain-
able use based on scientif ic advice. The
government also follows the principle that
no hunting of seals or whales should be
permitted in cases where estimates of stock
size are not available.

SVEIN LUDVIGSEN

Norwegian Minister of Fisheries and Coastal Affairs,
Ministry of Fisheries and Coastal Affairs, Oslo 0032,
Norway.

Clarifications
About Teratorns

THE NEWS FOCUS ARTICLE “ANTIEXTINCTION
tip: eat to live” (E. Stokstad, 26 Nov. 2004,
p. 1466) contains two unfortunate errors.
Teratornis merriami was cited as “the
largest flighted bird ever, with a wingspan of
3 meters or more,” but this title actually
belongs to the late Miocene teratorn
Argentavis magnificens of Argentina, which
had a wingspan of 6 to 8 m (1). Furthermore,
contrary to what was inferred about their
diet, teratorns were probably not scavengers.
They were active predators on small, terres-
trial vertebrates (2). These errors do not
affect the outcome of the study reported, but
they perpetuate myths about teratorns.

KENNETH E. CAMPBELL

Department of Vertebrate Zoology, Natural History
Museum of Los Angeles County, 900 Exposition
Boulevard, Los Angeles, CA 90007–4057, USA.
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COMMENT ON “Force-Clamp
Spectroscopy Monitors the
Folding Trajectory of a Single
Protein”
Robert B. Best and Gerhard Hummer

Recent pulling experiments of ubiquitin polyproteins,
by Fernandez and Li (Reports, 12 March 2004, 1674),
did not show the sharp length contractions expected
for cooperative folding of individual protein modules.
Simulations of a simple model suggest that the
entropic elasticity of the unfolded ubiquitin repeats
masks the folding transitions. Intermodule aggrega-
tion did not play a significant role in the simulations.
Full text at
www.sciencemag.org/cgi/content/full/308/5721/498b

RESPONSE TO COMMENT ON

“Force-Clamp Spectroscopy
Monitors the Folding Trajectory
of a Single Protein”
J. Brujić and J. M. Fernandez 

Folding trajectories observed by force-clamp spec-
troscopy challenge the current view of protein folding
with unprecedented results.They reveal that folding is
cooperative between the individual domains in the
polyprotein chain and takes place only at the end of a
trajectory.The simulations by Best and Hummer fail to
predict this result and instead explain their continuous
folding trajectory by a stochastic folding process.
Full text at
www.sciencemag.org/cgi/content/full/308/5721/498c

TECHNICAL COMMENT ABSTRACTS
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Comment on ‘‘Force-Clamp
Spectroscopy Monitors the Folding
Trajectory of a Single Protein’’

In a recent experiment (1), the folding of a

single polyprotein consisting of nine N-C

linked ubiquitin repeats was monitored under

a constant force with an atomic force micro-

scope (AFM). Unlike the discrete, staircase-

like increase in the length of the polyubiquitin

chain observed in unfolding experiments at

higher forces, folding was characterized by a

slow contraction in the end-to-end length of the

protein (R
NC

), terminated by a sharp drop to

the length at which all the ubiquitin modules

are folded. This result has been interpreted as

either a breakdown of two-state kinetics under

force (1, 2) or evidence of initial aggregation

events prior to folding (3), because monomeric

ubiquitin is known to aggregate at concen-

trations above 2 mM (4). By simulating the

dynamics of folding under force using a sim-

plified representation of the protein, we show

here that the absence of steplike changes in

the overall length upon

folding of individual mod-

ules can be explained by

the elastic properties of

the remaining unfolded

modules.

In our simulations,

the protein is represented

by a chain of alpha car-

bon beads with a Gn-like

potential, in which attract-

ive interactions occur

only between residues

that form contacts in the

folded structure (5). How-

ever, by including favor-

able interactions for both

intra- and intermodule na-

tive contacts, folding com-

petes with aggregation.

Following the experimen-

tal protocol, we started

with an unfolded four-

module polyubiquitin

model under high force

and then quenched the

force to a low value that

favors folding. The sim-

ulations capture the ex-

perimentally observed

behavior (1): A rapid ini-

tial collapse is followed

by a period of slow con-

traction, characterized by

large fluctuations in the protein extension,

and a final jump to the fully folded length

(Fig. 1A).

What is causing this behavior? In contrast

to the experiment in (1), we can monitor the

folding of each subunit individually in our

simulation. The fractions Q
i
of native contacts

for each subunit i exhibit sharp cooperative

transitions from typical unfolded values of Q

(G0.5) to a folded Q close to 1 (Fig. 1, B to E).

At the same time, the end-to-end distance

(between the first and last residue) of each

subunit drops to near-native values upon

folding, with a concomitant reduction in

fluctuations. Remarkably, though, the folding

events (red arrows in Fig. 1A) are not at all

obvious from monitoring the overall length of

the protein. The reason is that the remaining

unfolded modules act as soft entropic springs

whose large fluctuations mask the decrease in

contour length when a single module folds.

This effect is not seen in high-force unfolding

experiments because the unfolded modules

are fully stretched, so the contour length

increases in discrete steps upon each unfold-

ing event (2). Protein elasticity also explains

the slower response for the final jump to the

folded state in the AFM experiments (1, 3)

compared with recent single-molecule fluores-

cence studies (6).

There is little evidence of aggregation in

our simulations, despite the inclusion of native-

like interactions between different modules.

The fraction of intermodule nativelike contacts

between any two modules is always G0.05.
Modifying the model to include additional

non-native contacts in the energy function

resulted in a more frustrated system and slower

folding, but did not qualitatively alter the re-

sults presented above. In connection with this,

we note that ubiquitin is in fact biosynthesized

as a polyubiquitin fusion protein similar to the

one studied in the AFM experiment (7),

although the cell is clearly a more complex

folding environment.

Although these simulations do not preclude

other explanations (which may well contribute

in the experiment), they demonstrate that a

nontrivial folding model with cooperative

folding transitions is sufficient to describe the

essential features of the measurements. This

interpretation is also consistent with other

experimental observations. The increase in

folding time with contour length (1) can be

related to the expected increase in folding time

with the number of unfolded repeats for

independently folding modules (8). In addi-

tion, the approximate extrapolation of experi-

mental folding time to zero force, 0.01 s (1), is

within an order of magnitude of that found

using chemical denaturant under similar

conditions (4).

Individual protein-folding events may be

fully resolvable with the experimental setup of

Fernandez et al. (1, 2) by operating at higher

forces whereby fluctuations in the end-to-end

length are reduced, although folding is slowed

exponentially by force. Alternatively, stiffer

linkers could be useful—for example, poly-

proteins consisting of multiple titin modules,

unfolding only at high forces, and a single

ubiquitin module.

Robert B. Best and Gerhard Hummer*

Laboratory of Chemical Physics

National Institute of Diabetes and

Digestive and Kidney Diseases

National Institutes of Health,

Building 5, Bethesda MD 20892–0520, USA.

*To whom correspondence should be

addressed.

E-mail: gerhard.hummer@nih.gov
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Fig. 1. Refolding simulation of a four-repeat ubiquitin chain under force.
The polyprotein is pulled from the termini at a constant low force [inset
in (a)], as in the experiment, and (a) the overall protein end-to-end
extension (RNC) is monitored over time as the repeats refold. The times
at which modules fold are indicated by red arrows in (a); in (b) to (e),
the blue traces show the end-to-end length (Ri) and the red traces the
corresponding fraction of native contacts (Qi) for each module i. A
value of Q close to 1 indicates that the module is folded.
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Response to Comment on ‘‘Force-
Clamp Spectroscopy Monitors the

Folding Trajectory of a Single Protein’’
It is encouraging to see that the protein-

folding trajectories observed after a force

quench (1) have raised interest within the

scientific community (2). The comment of

Best and Hummer accurately points out that

the mechanical coupling between the folding

domains could mask stepwise folding (3).

However, their simulations fail to predict our

experimental observation that all the domains

fold cooperatively at the end of the measured

folding trajectories.

In a typical force-quench ex-

periment, a ubiquitin chain is fully

unfolded and extended before

quenching the pulling force to a

low value to trigger folding. The

resulting folding trajectories are

marked by four distinct phases

(1, 4). The first phase is a rapid

drop in the length of the unfolded

protein associated with elastic

recoil (5). This phase is followed

by a prolonged plateau (phase 2)

that implies a search in the con-

formational energy landscape (6),

which ends in a faster final

contraction in length that can

sometimes be resolved into two

processes (phases 3 and 4). The

folded state of all the domains is

reached at the end of phase 4. Fig.

1 shows several of these folding

trajectories where the length is

scaled by the number of ubiquitin

repeats in the chain (from 1 to 7).

They are similar in both the shape

and amplitude of the changes in

length. In particular, the fast con-

traction in length corresponding to

the final transition between the ends of phases 2

and 4 is measured to be 14.6 T 1.5 nm per

protein domain, independent of the stretching

force or the number of domains in the chain. It

is striking that the folding trajectory of a single

ubiquitin (gray trace in Fig. 1) superimposes

well with the scaled trajectories of ubiquitin

chains containing up to seven repeats. This

result can only be explained by a highly

cooperative folding between the domains in a

chain at the end of the trajectory.

In addition, as we previously reported

Efigure S4, Supporting Online Material in

(1)^, folding, as determined by the recovery of

mechanical stability, was never observed

during the long plateau phase 2. Folding was

observed in only 7% of the cases during

phase 3 and in over 93% after reaching the

end of phase 4. This further reinforces the

conclusion that the folding of multiple

domains is cooperative between the individ-

ual domains, with the final chain collapse ac-

companying the formation of native contacts

and folding. By contrast, the trajectories

generated by Best and Hummer predict that

folding is equally likely anywhere along the

pathway, a prediction that fails to reproduce

our experimental observations.

Although the shape of the folding trajecto-

ries for ubiquitin chains is qualitatively different

between our experiments and their simulations,

both approaches reveal a complex folding path

for individual ubiquitin proteins (7). This is

highlighted by the well-resolved intermediates

that are observed in the single ubiquitin folding

trajectories measured with force-clamp spec-

troscopy (1) as well as the single module

folding trajectories of Best and Hummer.

The concept of a Btwo-state[ folding

reaction has been a useful simplification that

allowed generations of biochemists to interpret

their observations of folding/unfolding reac-

tions measured from bulk quantities of proteins

(8). Inevitably, observing folding trajectories at

the single-molecule level can no longer be

described so simply and therefore necessitates

statistical mechanics and a more detailed

description of the folding energy landscape

(9, 10). In particular, the mechanism by which

a protein recovers its folded length after a force

quench is still unknown. It is

inescapable that the physics of

polypeptide collapse under a

stretching force will play a crucial

role in explaining our trajectories.

Unfortunately, a theoretical un-

derstanding of these phenomena

is lacking. The cooperativity ob-

served at the end of all our folding

trajectories is puzzling but clear and

cannot be explained by uncorre-

lated, Markovian models. Explain-

ing this cooperativity will help

understand the physical mecha-

nisms underlying protein folding.

J. Brujić and J. M. Fernandez

Department of Biological

Sciences, Columbia University

New York, NY 10027, USA
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Fig. 1. Normalized folding trajectories of ubiquitin chains measured with
force-clamp spectroscopy. The chains vary in length between a single
ubiquitin (gray trace) and seven ubiquitin modules (black trace). The folding
trajectories have been scaled by the number of ubiquitin repeats in each chain.
The normalized overall end-to-end lengths (RNC) show very similar time
courses and amplitudes of the final contraction, which underscores the
cooperative nature of the observed folding. The origin is set at the time of
the force quench for the longest trajectory (black trace); the others are
aligned by the final contraction in length for comparison.
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A
lthough Up Against the Sprawl may
be focused on the five-county Los
Angeles metropolis that anchors the

Southern California region, the develop-
ment and public policy issues it confronts
readily apply to the rest of urban America as
well. Metropolitan Los Angeles, of course,
has been the hearth of our auto-
mobile-suburban culture since
at least 1940 (when it gave us 
the nation’s first freeway) and
surely merits the “poster child 
of urban sprawl” label that the
editors bestow in their intro-
ductory statement. But 21st-
century metropolitan Los
Angeles is entering a new era as
its growth machine, which pro-
pelled seemingly endless rounds
of urban-landscape expansion
over the past six decades, slows
amidst a plethora of develop-
ment-related problems—despite
a relentless population influx
that over the next 20 years is expected to add
yet another 6 million residents to the 16-plus
million who already live there.

This coming transformation has been
thoughtfully anticipated by the book’s 20
contributors, all experts on Southern
California who spent two years researching
the key issues as well as exchanging, inte-
grating, and refining their ideas and chapter
drafts. Editors Jennifer Wolch, Manuel Pastor
Jr., and Peter Dreier (respectively, a University
of Southern California geographer, a
University of California, Santa Cruz, econ-
omist, and an Occidental College policy
scientist) were not only fully involved as
authors but also committed to assembling
the widest possible range of scholarly per-
spectives, essential for really doing justice
to this multifaceted, interdisciplinary topic.
These efforts are organized into a tripartite
framework, which is prefaced by a power-
ful introductory essay that sets the back-
ground and defines the emerging issues.
Part I traces the region’s evolution, empha-
sizing the infrastructural, industrial, and
housing policies that produced the metro-
politan geography of race and class. Part II

considers the contemporary urban scene
and highlights the policy-driven forces that
shape population redistribution, housing
markets, access to employment opportuni-
ties, fiscal dynamics of poverty, and eco-
logical impacts at the metropolitan fringe.
Part III turns the focus to the future by

examining how certain com-
munities and interest groups
are responding to the eco-
nomic, environmental, and
social-equity challenges of
urban sprawl.

The basic premise of this
collection of studies is that sub-
urban sprawl, intrametropolitan
segregation, and urban poverty
are connected and that they have
been far more heavily shaped by
government decisions than by
the workings of market forces
responding to consumer prefer-
ences. Sprawl, therefore, should
not be regarded as an accident

of public choice: it is mostly the intentional
creation of deeply entrenched public pol-
icy, a condition that the authors argue can
be redirected to produce more efficient and
equitable urban spatial patterns. Their case
for such change is a strong one, supported
by compelling evidence from a number of
Southern California sectors and locales,
and they sense that a rising tide of public
concerns about environmental quality and
the negatives of sprawl may be about to
provide opportunities for those shifts in
policy-making. 

A particularly useful discussion is pre-
sented by Elizabeth Gearin, whose final-
section chapter reviews the smart-growth
planning movement. Even though land
use–focused smart growth strategies can
only rechannel rather than curtail develop-
ment, they are potentially valuable to metro-
politan Los Angeles because they could help
steer growth inward and demonstrate the
advantages of higher-density living—some-
thing the region must regardless soon move
toward to accommodate its expected popula-
tion surge. Gearin also explores two other
recently launched planning trends, new
regionalism (which highlights the economic
interdependence of cities and their suburbs)
and urban sustainability (which seeks to
establish patterns of development that do not
exceed regional carrying capacity). Whereas

both might offer more powerful antidotes to
sprawl, they also require that public agencies
and governments at least begin the politi-
cally unpopular redistribution of existing
resources. In addition, Gearin contributes to
the fascinating final chapter, which surveys
seven ongoing, innovative, community-level
experiments that could serve as models for
regionwide initiatives. These include the
introduction of urban-growth limits that can
only be extended by direct voter approval;
grassroots coalition-building in the form of a
bus rider’s union, which has favorably
impacted metropolitan transit-service provi-
sion and policy-making; and an intermunici-
pal partnership to transform the deindustrial-
izing belt of southeastern Los Angeles
County into a corridor of high-tech “gateway
cities” linked to the nearby port complex that
serves the Pacific Rim.

It is often said that wherever urban
America is headed, Los Angeles is likely to
get there first. By skillfully integrating an
array of cutting-edge social and policy sci-
ence along with perspectives on planning,
the editors have given us a splendid
overview of the processes, patterns, and
issues that mark metropolitan Los
Angeles’s growth at the dawn of a new
era—one that will require the better man-
agement of the fabric of 20th-century
urbanization that has already stretched this
vast region to its geographic limits. Besides
the practical lessons the volume offers
planners and policy-makers throughout the
United States, its analyses of sprawl-related
issues constitute a major addition to the
academic literature of urban studies and
cognate social sciences. Lastly, the book
also represents a solid contribution to the
public debate about the future of metropol-
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itan growth. The editors are optimistic
about that future, which they believe can
most effectively be realized by building
new political coalitions that combine
equity-based regionalism, greater sustain-
ability, and a coordinated smart growth
agenda.

10.1126/science.1110467

P S Y C H O L O G Y

Fleeting Infant Types
to Enduring Traits

Paul T. Costa Jr.

T
wo great questions have captivated the
interest of those who would under-
stand how adult personalities come to

be. The first is the trajectory of human psy-
chological development. Does it show a pat-
tern of continuous linear growth followed by
a period of constancy or greatly reduced
change in human characteristics or traits? Or
should we award priority to developmental
discontinuity, the emergence of qualitatively
different characteristics, with developmen-
tal change possible at all stages of the human
life span? The second enduring question
weighs temperaments or biologi-
cally based inherited influences
(nature) against environmental
influences from parenting, peers,
and culture (nurture).

Temperaments, introduced by
Hippocrates and Galen, were
essentially exiled from develop-
mental psychology for most of
the 20th century. According to the
paramount nurture position, the
environment mediates nearly all
psychological change and development. A
leading exponent of this long-dominant
view has been Jerome Kagan, a professor
emeritus at Harvard University and one of
the world’s most celebrated developmental
psychologists.

In 1980, Kagan wrote that “There is lit-
tle firm evidence for the idea that individual
differences in psychological qualities dur-
ing the first two years of life are predictive
of similar or theoretically related behaviors
a decade hence” (1). Rather, he held, 

The child is influenced by experiences
from the moment of birth. There is strong
evidence for believing that variation in
parental practices during the first two years
can produce dramatic variation among

children in placidity, irri-
tability, hostility, lability, and
cognitive capability…The
events that f ill the years
between infancy and adoles-
cence can alter the early dis-
positions for a great many
children. (1).

What a change in Kagan’s
thinking and orientation The
Long Shadow of Temperament
represents. In it, he and Nancy
Snidman (the director of
Harvard’s Infant Laboratory)
summarize their extensive
longitudinal study of children
having one of two extreme
temperamental types (identi-
fied in early infancy): “inhib-
ited,” the high-reactive tem-
perament (shy and timid); and
“uninhibited,” the low-reactive temperament
(behaviorally bold and sociable). The authors
hypothesize that the origin of these tempera-
mental biases lies in the differential excitabil-
ity of a particular limbic structure, the amyg-
dala, extensively studied by neuroscientists
and behavioral biologists during the past 20
years. In the book, they report the results of

almost two dozen measurements
that, they contend, indirectly
assess the driving force of amyg-
dala responsiveness. 

If the claims of Kagan and
Snidman pass scientific review,
then—finally—one of the great
mysteries of human nature will
have been solved. How well sub-
stantiated are their conclusions?
That is not an easy question to
answer, especially for the non-

specialist reader. Following the complex
and often novel statistical comparisons that
the authors use to bolster their case is an
arduous task.

The authors cast their findings in almost
poetic terms. Their infant high- and low-
reactive temperaments “cast long shadows
that changed their shapes over the course of
development.” Similarly, they say that low-
reactive infants evolve into adolescents of
“sanguine mood” who “experienced delight
from new sights, sounds, and conversations
that tweaked their understanding of the
world.” Nonetheless, we must ask how well
their hypotheses are supported and whether
their integrative attempts have a firm evi-
dentiary foundation.

Kagan and Snidman note that with one
exception (the enhanced startle response)
the biological data are “in modest accord
with the expected outcomes for children
who had been high- or low-reactive infants.”
But there are several troubling inconsisten-

cies in their account. For
example, in summarizing
their behavioral assessments
they comment that “about 1
in 3 high-reactives (22 of 67
children) and 1 in 2 low-
reactives (46 of 92 children)
had developed social behav-
iors that were predictable
from their infant tempera-
ments. Only 8 high-reactives
and 13 low-reactives devel-
oped a prof ile seriously
inconsistent with expecta-
tions.” Seen another way,
these data show that two-
thirds of the high-reactives
do not develop into the
inhibited type, and half of
the low-reactives do not
remain uninhibited. In an-
other example, the authors

speculate that the uninhibited profile was
better preserved because “family and friends
encourage sociability rather than shyness,
and American children would rather be
sociable than shy.” Overgeneralization aside,
such environmental sculpting of the sociable
disposition is hard to reconcile with their
finding that for children evaluated at 4, 7,
and 11 years, 61 percent of the high-reactives
were always subdued and 33 percent of the
low-reactives were always spontaneous.

The evidence presented in The Long
Shadow of Temperament suggests that infant
temperament is a poor predictor of tempera-
ment in puberty. In part, these findings may
be due to the authors’choice to focus on dis-
crete types, which are statistically and con-
ceptually problematic. Stronger results have
come from researchers such as Avshalom
Caspi and colleagues (2), who conceive of
temperament in terms of continuously dis-
tributed personality traits. They see moderate
continuity from age 3 to age 26, and exten-
sive research shows that personality traits are
impressively stable from adulthood through
extreme old age (3). These traits in turn have
been interpreted as adult temperaments (4). I
hope that Kagan and Snidman, having
moved from environmentalists to tempera-
mentalists, continue to advance their think-
ing and move from discrete types to continu-
ously distributed personality traits.
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C
hild sexual abuse (CSA) involving
sexual contact between an adult (usu-
ally male) and a child has been

reported by 20% of women and 5 to 10% of
men worldwide (1–3). Surveys likely under-
estimate prevalence because of underreport-
ing and memory failure (4–6). Although
official reports have declined somewhat in
the United States over the past decade (7),
close to 90% of sexual abuse cases are never
reported to the authorities (8).

CSA is associated with serious mental
and physical health problems, substance
abuse, victimization, and criminality in
adulthood (9–12). Mental health problems
include posttraumatic stress disorder,
depression, and suicide (13, 14). CSA may
interfere with attachment, emotional regu-
lation, and major stress response systems
(15). CSA has been used as a weapon of war
and genocide and is associated with abduc-
tion and human trafficking (2). 

Much of the research on CSA has been
plagued by nonrepresentative sampling, defi-
cient controls, and limited statistical power
(16). Moreover, CSA is associated with other
forms of victimization (17), which compli-
cates causal analysis of its role in adult func-
tioning. However, associations in larger scale
community and well-patient samples have
been confirmed after controlling for family
dysfunction and other risk factors (18, 19), in
longitudinal investigations that measure pre-
and post-CSA functioning (20), and in twin
studies that control for environmental and
genetic factors (12, 21). 

Most CSA is committed by family mem-
bers and individuals close to the child (1),
which increases the likelihood of delayed dis-

closure (22), unsupportive reactions by care-
givers and lack of intervention (8, 23), and
possible memory failure [(24, 25), compare
(26)]. These factors all undermine the credi-
bility of abuse reports, yet there is evidence
that when adults recall abuse, memory verac-
ity is not correlated with memory persistence
(27, 28). Research on child witness reliability
has focused on highly publicized allegations
of abuse by preschool operators and has
emphasized false allegations rather than false
denials (29, 30). Cognitive and neurological
mechanisms that may underlie the forgetting
of abuse have been identified (31–33). 

Scientific research on CSA is distributed
across numerous disciplines, which results
in fragmented knowledge that is often
infused with unstated value judgments.
Consequently, policy-makers have difficulty
using available scientific knowledge, and
gaps in the knowledge base are not well
articulated. We recommend interdisciplinary
research initiatives and a series of interna-
tional consensus panels on scientific and
clinical practice issues related to CSA. This
can promote (i) increased inclusion of CSA
education in the curriculum in medical and
mental health fields; (ii) improved education
of the public, the media, and professionals
who work with alleged CSA victims; (iii)
greater visibility and improved dissemina-
tion of CSA research; (iv) increased focus on
CSA by researchers in a range of disciplines;
and (v) improved cost-benefit analyses of
intervention, including prevention efforts.

We call on researchers from social sci-
ence, medical, and criminal justice fields to
gather better information on the prevalence
(34), causes, consequences, prevention, and
treatment of CSA. A 1996 report from the
Department of Justice (35) estimated rape
and sexual abuse of children to cost $1.5 bil-
lion in medical expenses and $23 billion total
annually to U.S. victims. Whereas $2 is spent
on research for every $100 in cost for cancer,
only $0.05 is spent for every $100 dollars in
cost for child maltreatment (36). The
National Child Traumatic Stress Network is a
federally funded network of 54 sites provid-
ing community-based treatment to children
and their families exposed to a wide range of

trauma. The network should be expanded to
address the enormous public health conse-
quences of child trauma, and supported to
develop new forms of treatment. Even cre-
ation of a new Institute of Child Abuse and
Interpersonal Violence within the NIH would
be justified on the basis of the emotional and
economic cost of these problems.
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I
n 1968, Veselago conceived of a material
whose index of refraction, unlike that of
any known material, could be negative

(1). He suggested that this negative-index
material would reverse nearly all known
optical phenomena. Amid considerable ini-
tial skepticism, negative refraction was
experimentally confirmed in an artificially
structured material at microwave frequen-
cies in 2001 (2). The work prompted a
flurry of activity by researchers to further
explore and demonstrate the properties of
negative-index materials.

One of the most dramatic—and contro-
versial (3)—predictions to emerge from
this activity was a speculation by Pendry (4)
that a thin negative-index film should func-
tion as a “superlens,” providing image
detail with a resolution beyond the diffrac-
tion limit to which all positive-index lenses
are subject. On page 534 of this issue, Fang
et al. (5) confirm the theoretical predictions
of Veselago and Pendry. They show that a
planar negative-index lens can indeed pro-
duce a sharp image by virtue of a new
mechanism: evanescent wave refocusing.

Conventional positive–refractive index
lenses require curved surfaces to bend the
rays emanating from an object to form an
image. Yet, Veselago noted that negative–
refractive index lenses are not subject to
the same constraint. He found that a planar
slab of material with a refractive index of
–1 could also produce an image (1). For
this lens, diverging rays from a nearby
object are negatively refracted at the first
surface of the slab, reversing their trajecto-
ries so as to converge at a focus within the
material. The rays diverge from this focus
and are again negatively refracted at the
second surface, finally converging to form
a second image just outside the slab.
Although it produces an image, the planar
lens differs from conventional curved-sur-
face lenses in that it does not have an opti-
cal axis, does not focus parallel rays, and
has a magnification that is always unity.

On careful reexamination of this planar
lens, Pendry found that the ray picture
applied by Veselago did not tell the whole
story (4). The electromagnetic field of an

object includes not only propagating waves,
but also near-field “evanescent” waves that
decay exponentially as a function of dis-
tance away from the object. The evanescent
waves carry the finest details of the object,
but cannot be recovered by conventional
positive-index lenses, which can therefore
resolve objects to no better than roughly
one-half of the illuminating wavelength—
the diffraction limit.

Pendry found that a
planar negative-index
slab should refocus the
evanescent waves, at
least to some extent. An
evanescent wave decay-
ing away from an object

grows exponentially across the planar nega-
tive-index lens (see the f irst f igure). On
exiting the lens, the wave decays again until
it reaches the image plane, where it has the
same amplitude with which it started.
Unlike any other lens, the resolution limit
of the planar negative-index lens is deter-
mined by how many evanescent waves from
the object can be recovered, rather than by
the diffraction limit.

There is no theoretical limit on the reso-
lution of the superlens, but for a reasonable
amount of evanescent wave refocusing to
occur, the distances between the object, its
image, and the slab surfaces—and the
thickness of the slab itself—must all be
small relative to the wavelength. If these
conditions are not met, the evanescent
waves from the object decay to the extent
that their recovery becomes impractical
owing to material losses and other material
imperfections of the lens.

This constraint, as it turns out, also hides
a virtue. A negative-index material requires
both the electric permittivity ε and the mag-
netic permeability µ to be less than zero. At
optical wavelengths, there are no known
materials that have a negative µ; this would
appear to rule out a superlens at optical
wavelengths. However, over scales much
less than a wavelength, electric and mag-
netic effects decouple, and only one of the
two parameters has to be negative. Becauseε < 0 occurs naturally in silver and other
metals at visible wavelengths, a thin metal-
lic film can act as an optical superlens.

Following Pendry’s suggestion, Fang et
al. now demonstrate evanescent wave refo-
cusing in the context of optical lithography.
In the experiments, a thin f ilm of silver
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The principle of evanescent wave refocusing.
The exponentially decaying wave from the
object on the left grows exponentially within
the planar negative-index lens (blue curve). On
the other side of the lens, it decays again until it
has reached its original value at the image plane.
These components of the object are lost in the
absence of the negative-index lens (red curve).

A demonstration of
evanescent wave refo-
cusing. Fang et al. show
that evanescent wave
refocusing can be used to
create the optical image
(center) of a lithographi-
cally written object (top)
with subwavelength reso-
lution. Without the lens,
the image resolution is
much lower (bottom).
Scale bar, 2 µm.
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serves as the superlens that transfers the
image of a lithographically written pattern
to a nearby layer of photoresist. But coaxing
evanescent waves to grow requires two
stringent criteria to be satisfied. First, the
surface of the f ilm must be extremely
smooth; otherwise, surface imperfections
scatter the incident light and wash out the
f iner details carried by the evanescent
waves. Second, the thickness of the silver
film must be optimized: If it is too thick,
material losses dominate over the evanes-
cent wave refocusing, and none of the infor-
mation carried by the evanescent waves is
recovered in the image. The film produced
by Fang et al. meets both criteria, with an
optimal thickness of ~35 nm and a surface
roughness of less than 1 nm (6).

The demonstration of superlensing
requires a subwavelength object. In the
experiments of Fang et al., such an object is
formed by the light that passes through thin
slits (with a width of 40 nm) that have been
patterned into an otherwise opaque

chromium mask. Because the slits are nar-
row relative to the wavelength (365 nm), the
light is strongly diffracted, with most sub-
wavelength features being contained in the
evanescent waves. As a result, the image
blurs rapidly as a function of distance away
from the mask. The reduction in image
quality is noticeable over a distance of tens
of nanometers, as can be seen in the second
figure.

Fang et al. use the light that passes
through the chromium mask and the lens to
expose a layer of photoresist, where the
optical image is converted into a topo-
graphic map of peaks and valleys that can
be scanned with an atomic force micro-
scope. As an example, the authors patterned
the word “NANO” into the mask (see the
second figure, top panel). In the absence of
the silver superlens, the lines that form the
letters are diffuse (bottom panel), with a
measured line width of more than 300 nm.
With the silver superlens, the evanescent
waves are recovered, and markedly better

resolution is obtained (middle panel), with
an observed line width of less than 90 nm.

The results of Fang et al. (5) confirm
that the predicted phenomenon of evanes-
cent wave refocusing is indeed possible at
visible wavelengths. This important
advance not only resolves a controversial
aspect of negative-index materials, but also
opens the door to a variety of possible appli-
cations, including higher resolution optical
imaging and nanolithography. Optical ele-
ments can now be designed to access and
exploit the near-field of light.
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A
s visual organisms, we spend much
of our time engaged in visual search
behavior. We seek to make the cur-

rent object of our desire into the current
object of our visual attention and motor
action. You want a sip of coffee. There is the
mug. Then you wonder, where is the “%”
sign on the keyboard? Next, the ring of the
phone redirects your attention to that
object. Most searches such as these go by so
quickly and effortlessly that we don’t notice
the search aspect at all. We do notice when
the task becomes more difficult: Where is
that corkscrew in the kitchen gadget
drawer? Ah, there it is, in full view, but
somehow not noticed until after a pro-
longed period of searching. Insights into
how area V4 of the visual cortex might par-
ticipate in these sophisticated search tasks
are revealed by Bichot et al. (1) on page 529
of this issue.

So, how do we carry out these search
tasks? Behavioral and physiological experi-
ments conducted over more than a quarter
century have emphasized one of two types

of mechanism: parallel processing, in
which all (or many) objects are analyzed at
once (2, 3); and serial processing, in which
one (or very few) of the available objects
are selected for specialized analysis (4, 5).

You may be able to get a qualitative
appreciation for these modes of processing
by searching for one of the objects in the
f igure. Find the blue diamond. You will
probably notice that all of the blue items
seem to make themselves available to you at
the same time. If you now search for the
yellow square, the blue items recede into
the background, while the yellow ones take
center stage. Obviously, the stimulus has
not changed. Your search goal has changed
your analysis of that stimulus. If you are
asked to search for the plus sign with red-
vertical and green-horizontal elements, all
the red and green plus signs may seem to
become salient. But at the same time, you
may be aware that some scrutiny of single
items is needed before you find the plus
sign having red linked to vertical. (If it felt
instantaneous, go find the other plus sign
with a red-vertical element. There are two.)
The color and orientation features seem to
be present almost immediately, but the
binding of a color to an orientation seems to
require something more. 

Here, then, are two rather different types
of processing that might be seen to fall into
the general category of “attention.” First, it
seems possible to attend to a distributed set
of items based on features like color. And
second, it seems possible to select individual
items for fixation or to select an item for fur-
ther analysis even if it is not f ixated. In
most, if not all, search tasks, these processes
interact to produce an effective visual search
(6, 7). Parallel information about features
will guide your serial selection of individual
objects—as you pick your favorite bits out
of a fruit salad, for example.

Finding a needle in a haystack. Your analysis
and experience of this display will change
depending on whether you are looking for a blue
diamond or for a plus sign with a red-vertical
element. Bichot et al. reveal how different
aspects of attention modulate the response of
neurons in area V4 of the visual cortex as mon-
keys perform similar tasks (1).
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In their new study, Bichot et al. (1)
demonstrate that both sorts of processing
occur in area V4 of the visual cortex during
a single search task. They recorded neu-
ronal responses from area V4 in the brain of
alert macaque monkeys who were searching
through displays of colored shapes similar
to those shown in the f igure. In the f irst
experiment, at the start of a trial, the mon-
key would be shown a stimulus that cued
him to the target color (for example, red) or
shape (for example, star). To find this target,
the monkey typically made a succession of
eye movements that changed the position of
the visual stimuli on the retina. During a
trial, Bichot et al. recorded from a V4 neu-
ron that was sensitive to stimulation in one
specific region of the retina (its “receptive
field”). Beyond being sensitive to one loca-
tion in space, a V4 neuron might also have a
preferred color and/or shape. Thus, as the
monkey moved his eyes around, he pre-
sented different stimuli to the receptive
field of the neuron under study. If the neu-
ron preferred red stimuli, then, by defini-
tion, that neuron responded more vigor-
ously whenever the monkey saw red. Of
more interest, on trials when the target color
was red, the neuron produced a still larger
response. This happened even when the
monkey was not about to make a quick eye
movement to the target. The red item had
not yet become the specific object of atten-
tion, but the response of the neuron still
received a boost because red was the desired
color. Moreover, neurons that preferred the
target feature synchronized their activity,
perhaps giving them a better chance of acti-
vating subsequent postsynaptic neurons.

So much for the parallel enhancement of
all items on the basis of a feature like color.
What about the selection of specific items?
Imagine the situation in which the monkey
is searching for a red item, and a red item
lies in the receptive field of the studied neu-
ron. We know from previous work (8) that
covert attention shifts to an object before it
is fixated by the eyes. So Bichot et al. went
back over their data and sorted the
responses into two categories: responses
from just before the monkey made an eye
movement toward the red item and
responses from just before he made an eye
movement somewhere else. They found that
the neuron responded more strongly just
before the eyes f ixated on the red item.
Thus, it seems that the act of attentional
selection that precedes serial fixation also
enhanced the response of the neuron. What
we have here is attractive evidence at the
level of single cells indicating that parallel
feature processes are guiding serial selec-
tion of plausible targets for further scrutiny. 

Understanding how monkeys (and pre-
sumably other primates, such as ourselves)

perform search tasks is of more than aca-
demic interest. Visual search is a task each
of us performs a thousand times a day, from
searching for a coffee cup to looking for a
face in a crowd. However, some searches
are more important than others. As a soci-
ety, we have created many artificial but crit-
ically important search tasks, such as air-
port baggage screening and routine mam-
mography. Many of these tasks are compli-
cated and currently performed imperfectly.
We eagerly await development of new ways
to improve human performance on such
tasks or the invention of machines that
could take over or assist with them.
Understanding how biological systems do
so well at performing a range of search tasks

should help us to improve the outcome of
those artificial search tasks on which we,
quite literally, stake our lives.
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I
n the last half of the 20th century, the
dominant experimental modality in biol-
ogy was hypothesis-directed research. Of

course, biology has a proud tradition of
important insights arising from undirected
poking around and following hunches.
However, until genomic biology made undi-
rected f ishing for information more
respectable (1), the most common response
to requests for money for such projects was
dismissal with the term “fishing expedi-
tion.” The study by Sachs et al. (2) on page
523 of this issue suggests it may be time to
reexamine this prejudice. 

In their study, Sachs, Nolan, Lauffenburger,
and their co-workers outline what may be a
powerful new way to fish. They combine meas-
urements of different signal transduction pro-
teins in large numbers of individual human
CD4+ T lymphocytes and computational
frameworks called Bayesian networks with
experimental perturbations that are close to
hypothesis-free. These investigators not only
regenerated known causal relationships among
the signaling proteins but also predicted new
connections that they verified by targeted test-
ing. For example, they predicted interpathway
cross-talk between the Erk1 and Akt kinases.
Their approach suggests a way that “fishing
expeditions” and investigator reasoning might
supplement one another, generating testable
assertions about chains of causation and action
in biological systems.

Consider how biologists identify candi-
date gene products and suggest how these
might act in chains of cause and effect. With
“genomic” methods, two grounds for identi-
f ication correspond to logical fallacies:
“guilt by association” (for example, these
two proteins touch one another, and might
cooperate in the same cellular process) and
“post hoc ergo propter hoc” (for example,
this gene regulator is expressed before this
transcript appears and therefore might regu-
late production of that transcript) (3). In con-
temporary biology, such observations are
supplemented by additional information
including DNA sequences, which can sug-
gest direction of action from the biochemical
function of the encoded proteins and similar-
ities to known pathways in other organisms.
Such inferences are complemented by
experimental methods that more rigorously
establish flows of action and consequence.
These approaches go back to the work of
Ephrussi and Beadle in the 1930s. These
experimenters isolated fruit flies with muta-
tions in genes for eye color. They then
showed that an eye disk containing the
cinnabar (cn) gene product but lacking the
vermillion (vm) gene product produced a
wild-type eye when transplanted into flies
that lacked cinnabar but contained vermil-
lion; they also showed that the converse was
not true (4, 5) (see the top figure). This phe-
nomenon, called “epistasis,” established
both that cn and vm act in an eye-color “path-
way” and that the wild-type vm gene product
must act first in order for the wild-type cn
gene product to exert its effect.

C E L L  B I O L O G Y
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Sachs et al. (2) provide real progress in
developing descendant methods to assign
gene products to pathways and to learn the
order of their actions. This progress rests on
their ability to measure the amounts of vari-
ous proteins (in this case signaling proteins)
in large numbers of individual cells. Nolan
and co-workers have spent years perfecting
techniques for targeting proteins in (fixed)
lymphocytes with fluorescent antibodies
and for measuring the amounts of proteins
by flow cytometry (6). Their work culmi-
nated last year in a beautiful paper (7) that
quantified different protein species involved
in signal transmission in lymphocytes from
patients with acute myeloid leukemia. These
investigators stimulated the leukemic cells
by various means and then classified the
leukemias according to the differences in
their complements of signal transduction
proteins. They proposed that this method of
classification could eventually guide mech-
anism-based treatment. 

A second element necessary for this progress
is the development of Bayesian statistical meth-
ods to formalize common concepts of causation,
work begun by Judea Pearl (8, 9). Bayesian net-
works compute and display relationships of sta-
tistical dependency between system variables.
Variables are represented by nodes in a graph.
Arrows between nodes represent some depend-
encies between the corresponding variables
explicitly; other dependencies are left implicit. If
arrows point from “cause” nodes to “effect”
nodes, the network is called a causal Bayesian
network. The form of such graphical models is
familiar to geneticists, but the difference is that
Bayesian network methods automatically gener-
ate numerous alternative models from experi-
mental data and assign probabilities to each dif-
ferent network structure and each different
arrow. The methods initiated by Pearl take into
account measurements after experimental per-

turbations of the process
to obtain causal Bayesian
networks. In these net-
works, the adage “correla-
tion does not imply causa-
tion” is still true, but
insights from perturba-
tions provide additional
information that allows,
inter alia, determination
of which correlations
arise from causal relation-
ships, and the direction
each arrow of causality
points. The third element
is the ability to carry out
interventions that initiate
the process and perturb 
its function. These three
capabilities enabled
Sachs et al. to perturb
human CD4+ T lympho-

cytes in different ways in order to collect data
from thousands of cells subjected to
each trial, and to infer casual relation-
ships among the measured variables. 

To illustrate how the three ele-
ments work together, imagine a
city dominated by a secret police
agency, “the Instrumentality,”
which is distinguished by a com-
bination of power and myopia.
The Instrumentality conducts
grand operations, and also tar-
geted interventions that change
the value of almost any variable. It
can perturb many more variables
than it can measure,
and its measurements
are often imprecise.

The Instrumentality
has become interested in
the process by which an
inhabitant, Joe, goes to
work (see the bottom
figure). Joe is clinically
depressed, but, after
sunrise each morning, if
he is not too depressed,
he gets out of bed. When
the weather is good he
walks to work. When it
is raining, he uses his
umbrella as he walks to
the bus stop, and then
rides the bus. By the end
of the month, riding the
bus depletes his bank
balance. The Instrumen-
tality can measure val-
ues for all of these vari-
able aspects of Joe’s life,
and, because it can make
the sun come up in the
morning, it can perform

as many trials as it wants. Note that the values
of some variables are conventionally corre-
lated even though they are not causally con-
nected. For example, the number of days Joe
carries an umbrella to work each month corre-
lates positively with the number of days he
rides the bus, and negatively with his bank
account at the end of the month, although tak-
ing the umbrella doesn’t cause him to ride the
bus. Even without perturbing the system, the
Instrumentality could posit from these obser-
vations that rain days caused umbrella days
and bus days, or that rain days, umbrella days,
and bus days all had a common cause. 

The Instrumentality learns more by inter-
vening in downstream steps of the process.
For example, it can decrease the number of
umbrella days to zero by hiding Joe’s um-
brella, or can increase the number to 30 by
gluing the umbrella to his hand. Whatever the
number of umbrella days, Joe will continue to
take the bus on rainy days and walk on sunny
ones; so the number of bus days will be unaf-

fected by the number of umbrella
days. The Instrumentality can let
the air out of the tires of the city bus
fleet, and deposit and withdraw
money from Joe’s bank account.
These interventions have no effect
on the number of umbrella days.

But when the Instrumentality
increases the number of rain days,
it observes an increase in the num-
ber of umbrella days and bus days,
and a decrease in his end-of-month
bank balance. By contrast, no
manipulation of umbrella days or

bus days affects the
number of rain days.
Thus, by taking meas-
urements after inter-
ventions, the Instru-
mentality reveals rela-
tionships between the
observables of Joe’s
life that correspond to
the chain of causation
in our natural-language
narrative, and, for some
variables, which way
the arrows point: in this
case, from rain days to
umbrella days and not
the other way around.

Four more points
about this example
merit mention. First, in
many cases, causal in-
dependence can be
established by observa-
tion alone. For exam-
ple, although the In-
strumentality vigi-
lantly tracks variables
related to the purchaseC
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Enzyme 1
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Order of action in eye color. Cause and effect relationships estab-
lished by epistasis (4, 5). The vm+ gene product from the recipient acts
on red precursor pigment to produce a red intermediate, and the cn+

gene product from the eye disk acts on the intermediate to produce
wild-type brown pigment. Flies with mutations in the vermillion (vm−)
and cinnabar (cn−) genes have red eyes.An eye disk from a vm− cn+ larva
transplanted into a vm+ cn− host results in wild-type brown eyes, but
the converse transplantation results in red eyes, due to the enzyme
pathway depicted. An eye disk from a vm− cn+ donor receives the vm+

product from a vm+ cn− recipient. The vm+ product from the recipient
acts on red precursor pigment to produce substance A, and the cn+

product from the disk acts on A to produce B, the wild-type pigment.

Number of days
out of bed/month

Number of rainy
days/month

Number of umbrella
days/month

Number of bus
days/month

Money in
 bank account

at end of month

How Joe gets to
work. Causal con-
nections among var-
iables in the process.
By measuring the
values of these vari-
ables, even imper-
fectly, for most
months of the year, an outside observer can
establish correlations among them. By using
Bayesian network methods together with
“non–hypothesis-directed” perturbations to
the values of these variables, the observer can
identify causal connections and assign direc-
tionality to them. Given enough trials, the
methods can operate efficiently on “noisy”
data. In most biological systems, application
of these methods is limited by the kinds of
variables researchers can quantify and the
number of times the researchers can repeat
each set of measurements.
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of water skis, these show independence from
Joe-related variables under all conditions,
and drop out of consideration. Second, the
Bayesian network approach allows the
observer to start with a hypothesis about the
structure of a network, and to perform tar-
geted (as opposed to blundering) experi-
ments to test particular network structures.
Third, the particular approach used by Sachs
et al. fails to identify cases in which down-
stream events feed back into upstream events
(for example, when Joe’s bank balance hits
zero, he cannot take the bus). However, cou-
pling measurements of variables at different
time intervals with “dynamic Bayesian net-
works” may allow identification of feedback
relationships. Finally, existing methods can-
not identify causal connections between vari-
ables the Instrumentality does not know
exist. In this example, the probability that Joe
gets out of bed is influenced by whether he
has filled a prescription for an antidepressant
drug at the nearby drugstore the month
before. Thus, Joe’s antidepressant purchases
seem to be relevant upstream “causal” input
for the number of bus days. But if the
Instrumentality has not yet learned about

antidepressants and drugstores, it will not be
able to discover the additional causal link.

When we return from the Instrumentality
to our own world, we find that biologists are
very good at making targeted perturbations.
In genetically tractable organisms, perform-
ing these perturbations often depends on
making the right mutant. In cell lines and in
less tractable organisms, perturbations might
be better effected by RNA interference, “pro-
tein genetic,” or (for people) pharmacologi-
cal approaches. We also see that for Bayesian
network methods to realize their promise,
researchers will need to get much better at
measuring relevant variables. For intracellu-
lar events, variables include but are not lim-
ited to, numbers of regulatory molecules,
modified molecules, and specific molecular
complexes, and the percent occupation of
regulatory sites upstream of genes. To be
useful, measurement methods will need to
operate on individual cells, or, at the very
least, to allow large enough numbers of trials
to yield causal assertions reliable enough to
merit further experimental testing.

The Sachs et al. work is important because
it suggests how researchers might develop a

package of capabilities to enable systematic
fishing expeditions. Such a package would
generate testable ideas based on (relatively)
error-prone high-throughput measurements
made after (relatively) uninformed experi-
mental treatments and could help experi-
menters refine those ideas after quick tests.
Such capabilities seem well suited to one of
the grand challenges of 21st- century biol-
ogy: the grouping, ordering into pathways,
and description of function for the numerous
weakly acting and incompletely penetrant
genes that quantitatively modify important
phenotypes in humans and other organisms.
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A
key step in the evolution of eukary-
otic immune systems was the ability
to discriminate between self and non-

self. Evidence suggests that animals and
plants independently evolved dedicated and
highly variable receptor families for recog-
nition of nonself structures. The outcome of
interactions between plants and the patho-
genic microbes that invade them largely
relies on a repertoire of receptors that serve
as a radar system for detecting pathogen-
derived nonself molecules. The function
and specificity of these receptors were orig-
inally def ined by genetic studies. Such
studies revealed that for plants to recognize
their intruders and to mount an effective
resistance response, there needed to be a
match between a strain-specific pathogen
effector and its corresponding plant host
resistance (R) gene product (1). Detection
of a pathogen effector by a plant R receptor
frequently leads to rapid death of plant host
cells at sites of attempted invasion as part of
the immune response. Most known R genes

encode intracellular receptors containing a
nucleotide binding site and leucine-rich
repeats (LRRs) or membrane-bound sur-
face receptors containing extracellular
LRRs (2). Two new studies—by Coaker et
al. (3) on page 548 of this issue and by
Rooney et al. (4) in this week’s Science
Express—describe encounters between
pathogen-secreted effector molecules and
their host targets in Arabidopsis and the
tomato (Lycopersicon), respectively.
Although this interorganismal molecular
liaison has entirely different consequences
for the effector target proteins, in both
cases, their manipulation holds the key to a
better understanding of how plant immune
receptors recognize nonself. 

Many Arabidopsis ecotypes contain the
plasma membrane–associated intracellular
R protein RPS2 (see the figure). This pro-
tein specif ically detects and mounts an
immune response to strains of the bacterial
pathogen Pseudomonas syringae, which
produce the AvrRpt2 effector protein.
AvrRpt2 is delivered into the plant cytosol
by a specialized bacterial secretion system
and is cleaved near its amino terminus. The
carboxyl-terminal cleavage product is suf-
f icient to trigger the RPS2-dependent
immune response and is predicted to adopt

a secondary structure typical of a cysteine
protease (5). Although attempts to detect
direct interactions between RPS2 and
AvrRpt2 have been unsuccessful, both pro-
teins physically associate with the
Arabidopsis protein RIN4. A complex
between RPS2 and RIN4 is constitutively
present in healthy (unchallenged) plants,
but RIN4 disappears when AvrRpt2 is
delivered into plant cells. Importantly,
mutations in any of three amino acid
residues in the carboxyl terminus of
AvrRpt2 (predicted to be essential for cat-
alytic activity of the putative Pseudomonas
protease) disrupts the processing of
AvrRpt2, the RPS2-dependent immune
response, as well as elimination of RIN4
(5–7). This finding prompted the proposal
that RPS2 might recognize the result of
AvrRpt2’s proteolytic activity, that is, the
removal of RIN4.

Coaker et al. started from the puzzling
observation that processing of AvrRpt2
could be detected in all eukaryotic but not
prokaryotic extracts tested, including those
from P. syringae. This observation implies
the existence of a eukaryotic cofactor
required for AvrRpt2 processing. Using a
combined biochemical and genetic
approach, the authors identified this cofac-
tor as a single-domain cyclophilin, a fold-
ing catalyst that facilitates cis/trans isomer-
ization of prolyl bonds. Cyclophilin activity
is required for proper AvrRpt2 self-cleav-
age, and this in turn may be a critical step
for the correct subcellular localization of
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AvrRpt2 in plant host cells. Identifying the
cyclophilin-dependent self-cleavage activ-
ity of AvrRpt2 provided the first indication
that RIN4 might be a direct substrate of the
bacterial protease. A similar stretch of
amino acids surrounding AvrRpt2’s self-
processing site is also present in two regions
within RIN4. Indeed, recombinant full-

length AvrRpt2 and the single-domain
cyclophilin were necessary and sufficient to
specifically cleave RIN4 at these two sites
in vitro. 

These findings are biologically relevant
because substitutions of RIN4 residues at
its carboxyl-terminal cleavage site abolish
both RIN4 elimination and RPS2 activation

in plants (8). The authors of this study also
determined whether RIN4 cleavage results
in a loss of physical association with RPS2,
or merely derepresses RPS2 activity while
maintaining physical contacts with RIN4
cleavage products. They used in vivo coex-
pression of DNA constructs encoding RIN4
cleavage products and RPS2. Activity of
RPS2 in the presence of RIN4 cleavage
products indicated that in vivo release of
RPS2 from its RIN4 partner is essential for
triggering the immune response. This prob-
ably explains previous findings showing
autoactivation of RPS2 in rin4 mutant
plants in the absence of the pathogen.
Collectively, these data strongly favor a
model in which RIN4 negatively regulates
RPS2 activity. This mode of regulation per-
mits indirect activation of the AvrRpt2-
dependent R receptor through proteolytic
elimination of RIN4.

This indirect intracellular perception of a
Pseudomonas effector protein may be analo-
gous to extracellular recognition of the Avr2
effector protein of the fungus Cladosporium
fulvum by the Cf-2 R gene product of tomato
( see the figure), the subject of a complemen-
tary paper by Rooney et al. (4). Cf-2 is a
transmembrane receptor–like protein with
extracellular LRRs. Previous genetic analy-
sis of Cf-2-mediated resistance revealed that
a papain-like protease of the tomato plant,
Rcr3, in the extracellular leaf space is
required for Cf-2 activity (9). Rooney et al.
showed that this protease is not a signaling
component of the Cf-2–triggered immune
response but rather is crucial for Cf-
2–dependent recognition of the Avr2 fungal
effector protein. To monitor Rcr3 protease
activity during coimmunoprecipitation
experiments, the authors used a biotinylated
“suicide” substrate that irreversibly and
covalently binds and inhibits the active site of
the protease. They demonstrated that Avr2
specifically associates with and inhibits Rcr3
protease activity in the tomato plant in vivo
and also after heterologous expression in
yeast. Heterologously synthesized Rcr3 or
Avr2 or the suicide substrate–locked form of
Rcr3 all failed to trigger a Cf-2–dependent
immune response when injected into rcr3
mutant tomato plants containing wild-type
Cf-2. In contrast, Cf-2 was specifically acti-
vated when Rcr3-Avr2 complexes were
injected into tomato leaves containing
mutant rcr3 and wild-type Cf-2. This finding
and the existence of an autoactive Rcr3 allele
(9), which activates Cf-2 in the absence of
Avr2, suggests that a conformational change
in Rcr3 imposed by binding of Avr2 or mim-
icked by the autoactive Rcr3 allele is the 
trigger for Cf-2 activation. Whether Cf-2
activity is negatively regulated by binding to
Rcr3 in healthy plants—analogous to the
negative regulation of RPS2 by RIN4 in
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A subtle approach to resisting invasion. Indirect recognition of pathogen effector proteins by plant
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presses the activity of the R receptor RPS2 in healthy plants. (2) The bacterial effector protein
AvrRpt2 is secreted by P. syringae into host plant cells by a specialized secretion system. (3)
Arabidopsis cyclophilins (for example, ROC1) interact with AvrRpt2 and activate this bacterial effec-
tor protein. The AvrRpt2 protease becomes localized to the plasma membrane after autoproteolytic
cleavage of its secretion signal peptide. (4) Activated AvrRpt2 then cleaves RIN4 and at least three
other Arabidopsis proteins (16). (5) RIN4 cleavage products can no longer suppress RPS2 activity.
(Bottom) (1) The fungal effector protein Avr2 of C. fulvum is secreted into the apoplastic space sur-
rounding host tomato plant cells. Avr2 associates with the secreted plant protein Rcr3pim (an allele
originating from wild tomato Lycopersicon pimpinellifolium), and inhibits its protease activity. (2)
There is a binding-dependent conformational change in Rcr3. (3) Altered Rcr3 then binds to the
extracellular R receptor Cf-2, which is activated by indirect recognition of Avr2. (4) An autoactive
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enforced by Avr2 binding. (5) Alternatively, Rcr3pim (but not Rcr3esc) may inhibit Cf-2–triggered
immune responses. (6) In this case, conformational changes in Rcr3pim enforced by Avr2 binding
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Arabidopsis—is not known because vali-
dated rcr3-null mutant plants are not avail-
able (9). Thus, we can infer two possible
modes of Cf-2 activation (see the figure).
Secretion of Avr2 during pathogenesis may
sequester Rcr3 away from constitutive Cf-
2–Rcr3 complexes, thereby derepressing Cf-
2 activity. Alternatively, formation of
Avr2–Rcr3 complexes may trigger a confor-
mational change in Rcr3, enabling it to bind
to and activate Cf-2. In either case, Cf-
2–dependent recognition of Avr2 is likely to
be indirect, taking place without physical
interaction between the fungal effector pro-
tein and the plant host R protein.

Work on other plant resistance responses
mediated by pairs of host resistance and
pathogen effector proteins supports an indirect
mode of nonself recognition (10, 11). Of par-
ticular note is the recognition of the P. syringae
effector AvrRpm1 by the intracellular and
plasma membrane–associated RPM1 receptor
of Arabidopsis. Both proteins were found to
physically associate with Arabidopsis
RIN4 rather than interacting directly with
each other. Thus, RIN4 appears to be a host
target for multiple Pseudomonas effector
proteins (11). However, RIN4 does not dis-
appear upon delivery of AvrRpm1 into plant
cells. The exact biochemical alteration in
RIN4 mediated by AvrRpm1 is poorly under-
stood, but a change in RIN4 phosphorylation
seems likely to be involved in RPM1 activa-
tion (11). An indirect mode of recognition

appears to be the common theme in these
cases, and clearly plant immune receptors
are capable of recognizing biochemically
diverse alterations of effector targets, includ-
ing phosphorylation status, proteolytic
cleavage, and conformational changes. 

Indirect recognition of nonself in plants
is an elegant alternative solution to direct
nonself recognition by the adaptive immune
systems of vertebrates. Vertebrates evolved
dedicated somatic recombination systems
for the generation of receptor diversity and
specialized immune cells to recognize any
potentially harmful nonself molecular struc-
tures (12). Indirect pathogen detection in
plants appears to be as effective as direct
nonself recognition in vertebrates. However,
fewer receptors are needed—for example,
there are only ~120 nucleotide binding
LRR-type receptors in the Arabidopsis
genome (13)—and specialized immune
cells are not required. R protein–mediated
surveillance of only those host protein
assemblies that are critical for successful
invasion by parasites may have been an
important step in helping plants, with their
limited set of receptors, to survive. Indeed, it
is conceivable that Arabidopsis RIN4 and
tomato Rcr3 are virulence targets. However,
the roles of these two host proteins in cellu-
lar reprogramming during pathogenesis
remain mysterious. In addition, although
conformational changes in R proteins are
likely to be critical for their activation (14),

we do not have detailed insights into this
process owing to a lack of R protein crystal
structures. Such structures might help to
identify the immediate targets of activated R
proteins, which are as yet unknown. Finally,
it will be important for future studies to
compare the current findings with the recog-
nition mechanics of a second nonself per-
ception system in plants, the so-called
PAMP (pathogen-associated molecular pat-
tern) receptors. These receptors detect con-
served pathogen-derived molecular struc-
tures present in multiple microbial species,
such as a peptide derived from the bacterial
motor protein flagellin (15) . 
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W
hen it comes to computers, mp3
players, digital cameras, and
other electronic gadgets, there is

no such thing as too much memory.
Whether it is more Flash memory for taking
high-resolution digital pictures, a bigger
hard drive for digital video files, or more
random access memory (RAM) to view
them on the computer, the appetite for ever
more memory at ever-increasing densities
appears insatiable. An emerging technol-
ogy, magnetoresistive RAM, promises
additional functionality and improved
memory performance that will enable yet
more applications and open up system
designs that are not possible today.

Today’s dominant solid-state memory
technologies—static RAM, dynamic
RAM, and Flash—have been around for a

long time, with Flash the youngest at 21
years (1). Their longevity can be explained
in part by mutually beneficial differentia-
tion. Each technology does a single thing
very well, but many systems need all three
memory types to deliver overall good per-
formance at reasonable cost. However, the
gain from differentiation comes at the cost
of increased system and fabrication com-
plexity, particularly in so-called embedded
applications, where an entire electronic sys-
tem is implemented on a single chip with
static RAM, dynamic RAM, and Flash
often used side-by-side. 

All three technologies have advantages
and disadvantages. Static RAM has excel-
lent read and write speeds, integrates read-
ily into the process technology of embed-
ded applications, and requires little power
for data retention. However, its large cell
size (a typical memory bit requires six tran-
sistors) makes it impractical for embedded
applications that require a lot of memory.

Embedded static RAM is used for cache
memory in microprocessors, where high
speed is more important than large amounts
of memory.

Dynamic RAM uses a single transistor
and a storage capacitor per cell and thus
provides a denser architecture than static
RAM, at the expense of increased embed-
ded-process complexity. Because the stored
charge tends to leak out of the capacitor,
dynamic RAM requires constant power to
refresh its bit state every few milliseconds.
Because of its high power consumption,
large amounts of dynamic RAM are
impractical for portable electronics with
limited battery life.

In contrast to static and dynamic RAM,
Flash memory offers nonvolatile data storage;
that is, its information is not lost when the
power is turned off. Nonvolatility is highly
desirable in portable electronics, because
nonvolatile data retention does not consume
any battery power. Flash also has high density
and moderately fast read access time, but its
write mode is too slow and its write endurance
far too limited for many applications. In addi-
tion, embedded Flash needs its own high-volt-
age drivers, complicating the design and man-
ufacturing process.
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For some time, researchers have tried to
devise nonvolatile alternatives to Flash. The
goal is a “universal memory” that combines
the best attributes of static RAM, dynamic
RAM, and Flash. Such a memory would
eliminate the need for multiple memories in
many applications, would improve system
performance and reliability by avoiding
data transfer between multiple memories,
and would reduce overall system cost. 

Magnetoresistive RAM (MRAM) is cur-
rently the most promising contender for a
memory with such universal characteristics.
It combines nonvolatility with relatively high
read and write speeds and unlimited
endurance. Furthermore, the MRAM storage
element resides in the metal interconnect lay-

ers, well above the silicon, allowing its
process to be optimized independently from
the underlying semiconductor process.
MRAM is therefore cost effective to inte-
grate and is ideally suited for embedded-
memory applications.

State-of-the-art MRAM combines a mag-
netoresistive magnetic tunnel junction with a
single-pass transistor for bit selection during
read (see the figure) (2). The tunnel junction
has a free magnetic layer, a tunneling barrier,
and a fixed magnetic layer. The magnetization
of the fixed layer is prevented from rotating,
whereas the magnetization orientation of the
free layer can be switched and is used for infor-
mation storage. The resistance of the tunnel
junction depends on the relative magnetization
orientation of the free layer with respect to the
fixed layer. For tunnel junctions with a NiFe
free layer and an aluminum oxide tunneling
barrier, the maximum difference in resistance
(the magnetoresistance) is about 40 to 50%.

To read a single bit, the transistor is turned

on, a bias of ~0.3 V is applied to the bit, and
the memory state is determined by measuring
the amount of current that flows through the
bit. Programming is achieved by passing cur-
rent through two perpendicular write lines,
one above and the other below the selected
bit; these are respectively termed the “bit
line” and the “digit line” (see the figure). The
lines are clad with magnetic material to focus
the applied field to the bit for improved write
selectivity and increase the field magnitude
by a factor of ~2, reducing the write power
consumption by a factor of ~4.

MRAM faces several challenges before it
can be introduced to the market on a large
scale. The f irst challenge relates to the
switching current distribution. The two-

dimensional (2D) write selection scheme
outlined above requires tight and uniform
switching current distributions. Successful
programming of the selected bit requires that
the combined write field from both write
lines must be greater than the bit’s switching
field. In addition to the selected bit, thou-
sands of bits along the two write lines (called
1⁄2-selected bits) see 71% of the write field.
As a consequence, a 4-Mb memory will suf-
fer 1⁄2-select disturbs, unless the standard
deviation of the bit-to-bit switching current
due to inevitable material and processing
variations is less than 6%. Because the 1⁄2-
select disturb process is thermally activated,
the actual distribution must be even tighter to
ensure proper operation over the life of the
memory (typically 10 years).

As a solution to the 1⁄2-select problem,
the late Leonid Savtchenko of Motorola
proposed a novel free-layer structure and a
phase-sensitive write pulse scheme, in
which the free layer rotates rather than

switches (3). A full rotation takes place only
if a bit sees both field pulses; as a result, 1⁄2-
selected bits are less susceptible to thermal
activation than are unselected bits. Because
the free-layer rotation toggles the bit state,
unipolar write currents can be used, further
simplifying the design. A necessary pre-
read before write effectively reduces the
number of write pulses by 50%. This tog-
gle-write method is used in the 4-Mb
MRAM under development at Freescale
Semiconductor (4). 

A different approach is taken by Cypress
Semiconductor, whose 256-kb lower den-
sity MRAM avoids the 1⁄2-select problem
altogether by having individual write tran-
sistors for each bit. This design can also

reduce the overall write current, but it
comes at the cost of increased cell size.

The second concern for MRAM is
its relatively small readout signal,
which effectively limits its read speed.
The available signal is roughly propor-
tional to the magnetoresistance divided
by the bit-to-bit resistance distribution.
IBM has obtained read times of 3 ns (3× 10–9 s) in 1-kb research memories,
Freescale has demonstrated a 25-ns
cycle time for its 4-Mb MRAM (5), and
Cypress Semiconductor is targeting a
70-ns cycle time for its 256-kb MRAM
(6). However, a magnetoresistance of
more than 230% was recently demon-

strated in junctions that use MgO as the tun-
neling barrier (7, 8). Use of this material
could lead to much faster MRAM opera-
tion, provided the resistance distributions
are as tight as for aluminum oxide barriers.

As with any new technology, customers
will worry about its long-term reliability.
The most obvious concerns relate to the
long-term stability of the ultrathin tunnel-
ing barrier, the stability of the magnetic lay-
ers in the free layer, and data retention.
Accelerated tests show that these mecha-
nisms have negligible impact on memory
performance at operating conditions.

The tunneling barrier is likely to be
highly stable, because aluminum oxide has a
high breakdown voltage even at very small
thicknesses, MRAM uses a low operating
voltage, and only the magnetic tunnel junc-
tions that are being read are subject to any
voltage stress. Accelerated dielectric break-
down studies indeed show barrier lifetimes
far greater than 10 years (9). Interdiffusion
between the magnetic layers may affect the
switching performance over time, but accel-
erated tests indicate that over 10 years of
use, virtually no change in switching per-
formance at operating temperatures would
occur. MRAM data retention is inversely
proportional to the thermal flip rate of the
free layer, but at present bit dimensions,
accelerated tests predict no observable
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2D write selection with MRAM. (Left) MRAM bit cell with a magnetic tunnel junction in series with
a transistor for bit read selection. Perpendicular write lines above and below the magnetic tunnel junc-
tion select a single tunnel junction during programming. (Right) Top view of an MRAM array, high-
lighting the fully selected bit (red) in the center and 1⁄2-selected bits (blue) along each current-car-
rying write line. In toggle-MRAM, all bits are oriented at 45° with respect to the write lines.
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thermal flip rate at operating conditions.
Future generations of MRAM will use

smaller tunnel junctions and will thus have to
readdress the above challenges. Going
toward smaller dimensions must not intro-
duce more bit-to-bit variations or jeopardize
data retention. The switching current will not
substantially increase with reduced bit size
(provided that other dimensions, such as the
proximity to the write lines and their width,
also decrease). But the current density will
scale inversely with the conductor area, and
electromigration may therefore become an
issue. At that point, spin momentum transfer
(10)—switching by a spin-polarized current

through the bit—might become a viable al-
ternative to 2D write selection.

This year, Cypress Semiconductor be-
came the second company (after Freescale
Semiconductor) to announce that it has
shipped fully functional MRAM samples to
potential customers. Many other companies
have demonstrated multi-Mb MRAM pro-
totypes. It is now only a matter of time before
the f irst volume shipments of MRAM
devices take place.

References
1. F. Masuoka, M. Asano, H. Iwahashi, T. Komuro, IEEE

IEDM Tech. Digest, 464 (1984).

2. M. Johnson, Ed., Magnetoelectronics (Elsevier, Oxford,
2004).

3. L. Savtchenko, B. N. Engel, N. D. Rizzo, M. F. Deherrera, J.
A. Janesky, U.S. Patent 6,545,906 B1, 8 April 2003.

4. B. N. Engel et al., IEEE Trans. Magn. 41, 132 (2005).
5. For the Freescale Semiconductor data sheet for

MR2A16A, see www.freescale.com and enter Part
Number MR2A16A.

6. For the Cypress Semiconductor datasheet for
CY9C62256, see www.chipcatalog.com/Cypress/
CY9C62256-70SC.htm.

7. S. S. P. Parkin et al., Nat. Mater. 3, 862 (2004).
8. S.Yuasa et al., Nat. Mater. 3, 868 (2004).
9. J. Åkerman et al., IEEE Trans. Dev. Mat. Rel. 4, 428

(2004).
10. J.A. Katine et al., Phys. Rev. Lett. 84, 3149 (2000).

10.1126/science.1110549

D
NA damage poses a continuous
threat to genomic integrity in mam-
malian cells. To cope with this prob-

lem, these cells have evolved an elaborate
network of sensor, transducer, and effector
proteins that coordinate cell-cycle progres-

sion with the repair
of the initiating
DNA lesion. A par-
ticularly lethal form
of DNA damage is

the DNA double-strand break (DSB). The
cellular response to DSBs must be swift and
decisive—requirements that are capably
fulfilled by a serine-threonine kinase in the
nucleus called ATM (ataxia-telangiectasia
mutated). This nuclear protein serves as a
key signal transducer in the DSB response
pathway. ATM is a member of the phospho-
inositide 3-kinase related kinase (PIKK)
family, which includes several important
proteins required for genome surveillance
(1). Humans that lack functional ATM suf-
fer from a devastating syndrome called
ataxia telangiectasia (AT), characterized by
cerebellar neurodegeneration, premature
aging, immunodeficiency, extreme sensi-
tivity to radiation, and heightened suscepti-
bility to developing cancer. The severe
pathologies associated with AT are attribut-
able largely, if not entirely, to defective
DSB recognition and repair. Exposure to
ionizing radiation or other DSB-inducing
agents triggers a prompt increase in ATM
kinase activity, suggesting that ATM is a
proximal transducer of DNA damage sig-

nals (1). On page 551 of this issue, Lee and
Paull (2) offer new insights into the molec-
ular mechanism that relays damage signals
from DNA to ATM.

Seminal studies 2 years ago by Bak-
kenist and Kastan (3) revealed that, in
undamaged cells, ATM resides as a catalyt-
ically inactive dimer or higher order multi-
mer. DNA damage induced by ionizing
radiation triggers the auto- or trans-phos-
phorylation of the serine amino acid
residue at position 1981 (Ser1981) in the
ATM polypeptide. This leads, in turn, to
the dissociation of inactive ATM com-
plexes into catalytically active ATM
monomers. The authors made the striking
observation that nearly the entire nuclear
pool of ATM molecules was phosphory-
lated on Ser1981 within minutes of cellular
exposure to low doses of ionizing radiation
that induced only a few DSBs. To explain
this highly efficient amplification mecha-
nism, the authors proposed that even a sin-
gle DSB causes a far broader alteration in
chromatin structure that encompasses
megabase regions of genomic DNA. This
creates a suitable platform for the prompt
activation of hundreds of ATM dimers after
DSB induction. Consistent with this epige-
netic model for ATM activation, the
authors demonstrated that treatment of
cells with chromatin-disrupting agents
provoked widespread phosphorylation of
ATM under conditions that did not produce
detectable DSBs. 

The new study by Lee and Paull (2)
highlights the Mre11-Rad50-Nbs1 (MRN)
complex as an essential mediator of ATM
recruitment to and activation by DSBs. The
MRN complex has a long history of associ-
ation with the ATM-dependent checkpoint
pathway (4). Hypomorphic mutations in the

NBS1 and MRE11 genes give rise to
Nijmegen breakage syndrome (NBS) and
an AT-like disorder (ATLD), respectively.
The clinical features of ATLD are indistin-
guishable from those of AT, whereas NBS
patients (and cells from these patients) dis-
play a somewhat attenuated version of the
AT phenotype. Mre11 is a DNA binding
protein that possesses 3´,5´-exonuclease
activity, as well as an endonuclease activity
that cleaves DNA hairpins. Rad50 is a
member of the structural maintenance of
chromosomes (SMC) family. It forms
homodimers that associate with two Mre11
molecules to yield tetrameric Mre11-
Rad50 (MR) complexes (see the figure).
The two arms of the MR complex allow this
structure to form bridges between free DNA
ends or between sister chromatids. The con-
tribution of the Nbs1 subunit to the MRN
complex is not well understood, although
numerous studies show that Nbs1 expres-
sion is required for optimal phosphorylation
of ATM substrates in cells damaged by ion-
izing radiation. Bakkenist and Kastan (5)
recently argued that the partial ATM signal-
ing defects observed in cells from NBS
patients indicate that Nbs1 positively influ-
ences, but is not essential for, activation of
ATM. However, as these authors point out,
many NBS cells express a truncated form
of Nbs1 that contains an intact carboxyl
terminus. It turns out that this region of
Nbs1 binds directly to ATM and is impor-
tant for recruitment of ATM to sites of
DNA damage (6). Thus, the hypomorphic
NBS1 allele expressed in NBS cells may
mask an obligate role for Nbs1 in ATM
activation. Earlier findings indicated that
the Nbs1 partner protein, Mre11, is equally
indispensable for ATM activation after
DNA damage (7, 8). Lee and Paull (2) now
offer compelling biochemical evidence to
support the conclusion that the MRN het-
erotrimer both recruits and activates ATM
at DNA damage sites. 

Lee and Paull (9) earlier demonstrated
that the protein kinase activity of purified

C E L L  B I O L O G Y

Guiding ATM to Broken DNA
Robert T.Abraham and Randal S.Tibbetts

R. T. Abraham is in the Signal Transduction Program,
The Burnham Institute, La Jolla, CA 92037, USA. E-
mail: abraham@burnham.org R. S. Tibbetts is in the
Department of Pharmacology, University of
Wisconsin-Madison, Madison,WI 53706, USA. E-mail:
rstibbetts@wisc.edu

Enhanced online at
www.sciencemag.org/cgi/
content/full/308/5721/510

22 APRIL 2005 VOL 308 SCIENCE www.sciencemag.org

P E R S P E C T I V E S

Published by AAAS



511

human ATM was stimulated by recombinant
MR or MRN complexes in the absence of
DNA. In these biochemical assays, ATM
activation was monitored by phosphoryla-
tion of an exogenously added substrate, such
as p53. The authors speculated that the bind-
ing of MR or MRN to ATM enhanced access
of substrate to the ATM kinase domain.
However, the lack of a requirement for DNA
in these assays hinted that the purification
procedure may have favored the isolation of
“preactivated” ATM monomers. In their lat-
est study, the authors carefully isolated
dimeric (or oligomeric) and monomeric pop-
ulations of ATM molecules (2). With ATM
dimers as the starting point, both DNA and
the complete MRN complex were required
for stimulation of ATM kinase activity. The
MR subcomplex was responsible for recog-
nition of the free ends of DNA duplexes, and
for Rad50-mediated unwinding of the DNA
ends to generate single-stranded DNA
(ssDNA), an essential step leading to the
recruitment and dissociation of ATM dimers.
Interestingly, the ATM-related kinase, ATR,
also recognizes ssDNA as a marker for DNA
lesions that interfere with progression of the
replication fork (10). Thus, the accumulation
of ssDNA appears to provide a common sig-
nal for the recruitment of ATM and ATR to
different types of DNA damage. The conser-
vation of recruitment strategies for these two
protein kinases apparently extends beyond
the configuration of the DNA target. Jackson
et al. (6) recently showed that an evolutionar-
ily conserved motif at the carboxyl terminus
of Nbs1 and ATR-interacting protein
(ATRIP) mediates direct interactions with
the respective partner kinases of these pro-
teins, ATM and ATR. This interaction is
required for eff icient recruitment of the
PIKKs to sites of DNA damage.

The most surprising outcome of the
experiments by Lee and Paull (2) is that
mutation of Ser1981 to an alanine (Ala)
residue that cannot be phosphorylated has
no effect on either the ATM dimer-to-
monomer transition, or the stimulation of
ATM kinase activity by MRN and DNA.
This result is sure to engender considerable
debate in the field, given that the Bakkenist
and Kastan model (3) highlights Ser1981

phosphorylation as the pivotal event lead-
ing to ATM activation. The discrepant find-
ings reported by Lee and Paull (2) may sim-
ply reflect the fact that their reconstitution
assay offers only a partial view of the mech-
anism of ATM activation in intact cells. In
the biochemical assay, the concentrations of
purif ied DNA and MRN may be suff i-
ciently high to drive the ATM dimer-
monomer equilibrium toward the
monomeric state, even in the absence of
Ser1981 phosphorylation. In the intact cell,
however, ATM phosphorylation may be

critical to prevent the rapid reassociation of
ATM monomers at DSB sites. A more triv-
ial explanation is that the recombinant ATM
(Ser1981→Ala) “dimers” prepared by Lee
and Paull are oligomeric complexes con-
taining cell-derived ATM molecules bear-
ing the Ser1981 phosphorylation site.
Phosphorylation of one such site in an
oligomeric complex may be sufficient to
induce complex disassembly and monomer
formation in the biochemical assay.

The new studies by Lee and Paull (2)
focus attention on the MRN complex as both

a sensor and effector of ATM activation and
signaling in response to DSBs (see the fig-
ure). Complementary results from Jackson
and co-workers (6) indicate that the Nbs1
subunit serves as a bridge between ATM and
the DNA-bound MR heterodimer. Where do
these new findings leave us with respect to
the Bakkenist and Kastan model for ATM
activation (3)? The results of Lee and Paull
are consistent with the idea that the conver-
sion of ATM dimers to monomers is a key
event during ATM activation. However, the
importance of Ser1981 phosphorylation for
ATM activation is now open for debate and
further experimentation. The generation of
mice bearing Ser1981→Ala mutations in both
ATM alleles should provide definitive evi-
dence for or against the original proposal (3)
that Ser1981 phosphorylation serves as the
trigger for ATM activation. Perhaps the most
substantive challenge to the Bakkenist and
Kastan model relates to the mechanism by
which ATM senses DSBs. The original
model posited that the DNA damage signal is
transmitted to ATM through structural
changes in chromatin. The new results indi-
cate that the MRN complex forms a bridge
between ATM and the DSB site, and delivers
an undefined signal (perhaps a conforma-
tional alteration) that triggers ATM
autophosphorylation and monomer forma-
tion. In their studies, Bakkenist and Kastan
found that treatment of cells with chromatin-
disrupting agents, such as chloroquine or
histone deacetylase inhibitors (HDACs),
stimulated ATM in the absence of detectable
DNA damage (3). However, these drugs may
well induce abnormal DNA structures, such
as hairpins, that can be recognized and
processed by MRN (11). It will be interesting
to learn whether ATM activation induced by
chloroquine or HDACs is also dependent on
the MRN complex. Finally, a more detailed
understanding of the structural basis of the
interaction between ATM and MRN is sure
to provide new insights into the mechanism
of ATM activation. Considering the pace of
research in this field, the ATM activation
model may prove to be as dynamic as the
process of DNA damage signaling itself. 
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The MRN complex and ATM activation. (Step
1) The induction of DSBs in DNA leads to prompt
recruitment of MR or MRN complexes. These
complexes form a bridge between free DNA ends
via the coiled-coil arms of Rad50 dimers. Inactive
ATM dimers are recruited to the DSBs through
interaction with the carboxyl terminus of Nbs1,
and possibly a less stable interaction with Rad50.
(Step 2) The 3´,5´-exonuclease activity of
MRE11 catalyzes resection of free DNA ends,
creating ssDNA. Activating signals are delivered
to ATM dimers, possibly through a conforma-
tional change in Nbs1.ATM undergoes phosphor-
ylation at Ser1981 accompanied by its conversion
from a dimer to a monomer. The MR complex
may also trigger a conformational change in ATM
that stimulates substrate recruitment. (Step 3)
Activated ATM monomers either remain in the
vicinity of the DSB, where they phosphorylate
colocalized substrates, or diffuse away from the
DSB sites to phosphorylate nuclear substrates,
such as p53 and Creb.
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Transduction of Receptor Signals
by b-Arrestins

Robert J. Lefkowitz1,2* and Sudha K. Shenoy2

The transmission of extracellular signals to the interior of the cell is a function of plasma
membrane receptors, of which the seven transmembrane receptor family is by far the
largest and most versatile. Classically, these receptors stimulate heterotrimeric G proteins,
which control rates of generation of diffusible second messengers and entry of ions at the
plasma membrane. Recent evidence, however, indicates another previously unappreciated
strategy used by the receptors to regulate intracellular signaling pathways. They direct the
recruitment, activation, and scaffolding of cytoplasmic signaling complexes via two
multifunctional adaptor and transducer molecules, b-arrestins 1 and 2. This mechanism
regulates aspects of cell motility, chemotaxis, apoptosis, and likely other cellular functions
through a rapidly expanding list of signaling pathways.

T
ransmission of extracellular signals

across the plasma membrane by

receptor-mediated signaling is one of

the most fundamental cellular processes.

However, only a small number of paradig-

matic, generally operative mechanisms to

accomplish this goal have been delineated.

Examples include gating of ion channels,

stimulation of heterotrimeric G proteins, and

activation of receptor tyrosine kinases. How-

ever, recent findings have revealed another.

A regulatory process, originally discovered

as the means by which seven transmembrane

receptor (7TMR) activation of G proteins is

Bdesensitized[ or turned off, quite surprisingly

has been found to serve also as a parallel

means of signal transduction. This newly ap-

preciated signaling mechanism involves two

families of proteins, the G protein–coupled

receptor kinases (GRKs) and b-arrestins. The

latter serve as multifunctional adaptor and

scaffold proteins that recruit a broad spec-

trum of signaling molecules and assemblies to

the receptors in a strictly activation-dependent

fashion.

Historical Perspective and
Classical Paradigms

In the mid-1980s, it was discovered that the pro-

totypic adenylyl cyclase–coupled b
2
-adrenergic

receptor (b
2
AR) for catecholamines and the

visual sensing protein rhodopsin shared con-

served structural and regulatory features,

including sequence similarity, a seven trans-

membrane (TM) architecture, and a mecha-

nism for ‘‘desensitization.’’ This immediately

suggested that all so-called G protein–coupled

receptors (GPCRs) might be members of the

same gene family and share these attributes—a

hypothesis that was quickly confirmed [see (1)

and references therein for a review of this

historical material].

Today, we know that 7TMRs represent

the largest (2), most versatile, and most ubiq-

uitous of the several families of membrane

receptors. Moreover, they are the most com-

mon target of therapeutic drugs (3). In re-

sponse to a remarkable range of stimuli,

including neurotransmitters, hormones, ions,

and sensory stimuli, these receptors regulate

the metabolism, secretory properties, electri-

cal activity, shape, and motility of virtually

all mammalian cells.

Studies of rhodopsin and the b
2
AR also

revealed that G protein–mediated signaling is

attenuated or desensitized by a highly conserved

process (4) that involves phosphorylation of

the activated receptors by specific protein ki-

nases, such as rhodopsin kinase (now known
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Table 1. A list of b-arrestin–interacting proteins. ARF, ADP ribosylation factor; ARNO, ARF
nucleotide exchange factor; IkBa, inhibitor of nuclear factor kB; PDE4D, phosphodiesterase 4D;
PP2A, protein phosphatase 2A; Ral, members of the Ras superfamily of small guanosine
triphosphatases (GTPases); Ral-GDS, Ral guanosine diphosphate (GDP) dissociation stimulator;
RhoA, a small GTPase; small G/GEFs, small GTPase and guanine nucleotide exchange factors.

Binding protein b-Arrestin isoform Functional consequence Ref.

Trafficking proteins
Clathrin b-Arrestin 1, 2 Endocytosis (57)
AP2 b-Arrestin 1, 2 Endocytosis (58)
NSF b-Arrestin 1 Endocytosis; recycling (59)

Small G/GEFs
ARF6 b-Arrestin 2d1 Endocytosis (60)
ARNO b-Arrestin 2 Endocytosis (60)
Ral-GDS b-Arrestin 1, 2 Ral-mediated cytoskeletal changes (61)
RhoA b-Arrestin 1 Angiotensin II-dependent stress

fiber formation
(62)

Signaling proteins
MAPK cascade
components

ASK1 b-Arrestin 1, 2 JNK3 and p38 activation (24)
c-Raf-1 b-Arrestin 1, 2 ERK activation (22, 23)
JNK3 b-Arrestin 2d91 Stabilization of pJNK on endosomes (24)
ERK2 b-Arrestin 1, 2 Stabilization of pERK on endosomes (22, 23, 26)

Nonreceptor
tyrosine kinases

c-Src b-Arrestin 1, 2 Endocytosis, ERK activation (15)
Yes b-Arrestin 1 Gaq activation and GLUT4

transport
(18)

Hck b-Arrestin 1 Exocytosis of granules in neutrophils (17)
Fgr b-Arrestin 1 Exocytosis of granules in neutrophils (17)

Others
Mdm2 b-Arrestin 1, 2 Ubiquitination, endocytosis (10)
IkBa b-Arrestin 1, 2 Stabilization of IkBa upon b2AR

and TNFR stimulation
(63, 64)

PDE4D family b-Arrestin 1, 2 cAMP degradation (65)
Dishevelled b-Arrestin 1 Increase in TCF/LEF transcription (66)
Dishevelled b-Arrestin 2 Endocytosis of Frizzled4 (42)
PP2A b-Arrestin 1 Ser412 dephosphorylation (49)
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as GRK1) and the b-

adrenergic receptor ki-

nase or bARK (now

known as GRK2), re-

spectively. However,

the receptor turn-off

mechanism was found

to require more than

stimulus-dependent

receptor or rhodop-

sin phosphorylation.

In vitro, rhodopsin

k ina se–ca t a lyzed

phosphorylation of

activated rhodopsin

led to only partial

quenching of rhodop-

sin signaling. A highly

abundant and immuno-

genic retinal protein,

now known as ‘‘ar-

restin,’’ was found to

potentiate the signal-

dampening effects of

rhodopsin kinase phos-

phorylation on rhodop-

sin. Simultaneously,

purification of bARK

was found to lead to

progressive loss of its ability to desensitize

b
2
ARs, in vitro. This suggested that some

other factor necessary for the desensitiza-

tion was being lost. Visual arrestin (also

called arrestin 1), albeit at high concen-

trations, would restore this activity. Because

expression of arrestin is limited to the retina,

structural and functional homologs were

hypothesized to exist in other tissues. Clon-

ing of visual arrestin led to the identifica-

tion of similar genes encoding b-arrestin 1

and b-arrestin 2 (also known as arrestin 2

and 3).

b-Arrestins 1 and 2 have marked specificity

for binding phosphorylated b
2
AR as opposed

to phospho-rhodopsin, whereas the reverse is

true of visual arrestin. Both agonist-induced

conformational changes in the receptor and

receptor phosphorylation contribute to driving

receptor b-arrestin interaction, and b-arrestin

competes with G
s

for receptor interaction. This

‘‘desensitization’’ mechanism appears to be

universal for 7TMRs (4), although some re-

cent studies suggest that the visual arrestins

do not strictly lead to signal termination but

rather contribute to adaptation to varying

light intensities (5).

The arrestins and GRKs are each mem-

bers of small gene families (tables S1 and

S2) (6, 7). There are four arrestin genes

and seven GRKs. Retinal rods and cones

each have their own dedicated regulatory

systems: Arrestin 1 and GRK 1 in the rods

regulate rhodopsin; arrestin 4 (X arrestin)

and GRK 7 in the cones regulate color opsins.

b-Arrestins 1 and 2 and GRKs 2, 3, 5, and

6 are widely expressed and regulate most

7TMRs.

b-Arrestins Are Multifunctional
Endocytic Adaptors and Signal
Transducers

For signal transduction, 7TMRs propagate a

chain of protein conformational changes in

response to agonist stimulation. Thus, an es-

sential characteristic of any general transducer

of 7TMR signaling is its ability to interact

universally with the receptors in an activation-

dependent way and, thereby, to undergo con-

formational changes. Only three families of

proteins have this attribute: heterotrimeric G

proteins, b-arrestins, and GRKs. It is thus

perhaps not surprising that recently b-arrestins

have been found to mediate a variety of re-

ceptor signaling and regulatory processes and

to bind to a growing list of endocytic and

signaling proteins (Table 1 and table S3) (8).

Endocytosis. Early evidence that b-arrestins

have larger roles in 7TMR biology than just

desensitization came from the discovery that

they also function as endocytic adaptors,

linking receptors to the clathrin-coated pit

machinery (8, 9). Originally found to bind to

clathrin itself, b-arrestins are now known to

interact with other endocytic elements, in-

cluding the adaptor protein AP2, the small

guanosine triphosphatase ARF6 and its

guanine nucleotide exchange factor ARNO,

and the N-ethylmaleimide–sensitive fusion

protein (NSF). b-Arrestins also bind and are

ubiquitinated by the E3 ubiquitin ligase Mdm2

(10). This agonist-stimulated ubiquitination

event is required for b-arrestin–mediated

endocytosis, but precisely how or why is not

known.

The avidity with which b-arrestins bind to

activated phosphorylated receptors is largely

determined by the pattern of GRK-mediated

phosphorylation, generally on the C-terminal

tails of the receptors (11). In the case of

some receptors (‘‘class A’’), such as the

b
2
AR, b-arrestins bind relatively weakly, tar-

get the receptors to clathrin-coated pits, and

then dissociate as the receptors internalize.

For other receptors (‘‘class B’’), for exam-

ple, the V
2
R vasopressin receptor (V

2
R) and

the angiotensin II type 1a receptor (AT1aR),

because of much tighter binding b-arrestin

does not dissociate from the receptor and

accompanies it into the cell, where the

complex may reside for extended periods

in endosomal vesicles before being sorted

to lysosomes or slowly recycled. Patterns of

7TMR endocytosis parallel the kinetics of

b-arrestin ubiquitination and de-ubiquitination:

Transient b-arrestin ubiquitination corre-

lates with class A and more persistent b-

arrestin ubiquitination with class B behavior

(fig. S1) (12). Endocytosis of the receptors

plays roles in receptor resensitization by de-

phosphorylation, receptor recycling, recep-

tor down-regulation, and receptor signaling

(9).

Signaling

The classical paradigms for signaling and

desensitization of 7TMRs were developed

within the context of providing a molecular

Fig. 1. Signal transduction by seven transmembrane receptors. (A) Classical paradigm. The active form of the receptor (R*)
stimulates heterotrimeric G proteins and is rapidly phosphorylated by G protein–coupled receptor kinases (GRKs), which leads
to b-arrestin recruitment. The receptor is thereby desensitized, and the signaling is stalled. (B) New paradigm. b-Arrestins not
only mediate desensitization of G protein–signaling but also act as signal transducers themselves.
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framework for understanding how receptor

stimulation leads to regulation of the intra-

cellular concentration of second messen-

gers such as cyclic AMP (cAMP) (Fig. 1A).

These events are essentially confined within

the plasma membrane. However, the focus of

attention has gradually shifted to a group of

complex signaling pathways that ultimately

link 7TM and other types of plasma mem-

brane receptors to events in the cytoplasm

and nucleus.

Initiation of such pathways generally re-

quires that the stimulated receptors nucleate

formation and activation of multicomponent

signaling complexes and, in some cases, direct

them to specific cellular destinations. Much

evidence indicates that stimulus-dependent

receptor recruitment of b-arrestins provides a

general strategy used by 7TM, and perhaps

other types of receptors, to accomplish these

goals. b-Arrestins serve as adaptors, scaffolds,

and/or signal transducers, and they connect the

activated receptors with diverse signaling

pathways within the cell (Fig. 1B, Table 1;

table S3) (8, 13).

Nonreceptor tyrosine kinases. Although

7TMRs and receptor tyrosine kinases were

once viewed as completely distinct, nonover-

lapping signaling mechanisms, it is now clear

that some receptor tyrosine kinases activate G

proteins, whereas some 7TMRs ‘‘transacti-

vate’’ receptor tyrosine kinases, such as the

epidermal growth factor (EGF) and platelet-

derived growth factor (PDGF) receptors (14).

Other 7TMRs co-opt the activity of non-

receptor tyrosine kinases, and in this process,

b-arrestins have positive roles in signal trans-

duction. At the b
2
AR (15) and the Neurokinin

1 (NK1) receptor for substance P (16), b-

arrestins mediate agonist-dependent recruit-

ment of c-Src to the receptor, facilitating

activation of the mitogen-activated protein

(MAP) kinases extracellular signal–regulated

kinases (ERK1 and ERK2). Other members

of the c-Src family of nonreceptor tyrosine

kinases such as Hck (17), Fgr (17), and

Yes (18) are recruited to various 7TMRs by

b-arrestins. This recruitment regulates such

disparate physiological processes as granule

release from human neutrophils (CXCR1)

(17), antiapoptotic effects in response to

NK1 receptors (16), and GLUT4 (a glucose

transmembrane transporter) translocation in

response to endothelin A receptors (18).

The example of MAP

kinases. A well-studied b-

arrestin–dependent signaling

system leads to activation of

the MAP kinase ERK. MAP

kinases are the terminal ele-

ments of highly conserved ki-

nase cascades consisting of

MAPKKKs (such as Raf),

MAPKKs (such as MEK), and

the MAP kinases themselves.

There are three families of the

multifunctional MAP kinases

that include five ERKs, three

c-Jun NH
2
-terminal kinases

(JNKs), and four p38s. Each

kinase is activated by phos-

phorylation by the preceding

kinase in the cascade. There

are a dozen or more enzymes

at each level (19).

The 7TMRs are connected

to these MAPK signaling path-

ways by classical G protein–

stimulated synthesis of second

messengers (Fig. 2A) or by

nonclassical pathways mod-

ulating novel effectors (20).

MAP kinases activated in this

way translocate from the cyto-

sol to the nucleus, where they

phosphorylate and activate tran-

scription factors, which regulate

programs of transcription that

lead to proliferation, differen-

tiation, and many other cellu-

lar processes (19). However,

MAP kinases can also phos-

phorylate various cytosolic sub-

strates, which leads to distinct

but less well characterized con-

sequences such as changes in

cell shape and motility (21).

A conundrum has been

how, in the face of the large num-

ber of enzymes in the differ-

ent MAPK cascades—in which

Fig. 2. 7TMR-stimulated pERK. (A) G protein–dependent
ERK activation. Stimulation of G proteins activates the Raf
family proteins through several convergent pathways. Raf
translocates to plasma membrane on activation. (B) b-
Arrestin–dependent ERK activation. b-Arrestin binding to
phosphorylated receptors interdicts G protein–dependent
signaling, while initiating new waves of signal transduc-
tion, for example, by activating ERK1/2.
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a single upstream kinase can phosphorylate

multiple downstream kinases—the cell is able

to organize particular MAPK pathways with

any specificity, reproducibility, or efficien-

cy. The answer lies in ‘‘scaffold’’ proteins—

molecules that tie together the appropriate

kinases in a series (19). This accomplishes

several goals: It forms a discrete signaling

module, localizes the grouped components

to specific areas in the cell, and insulates the

active kinases from dephosphorylation by

phosphatases. b-Arrestin 2 acts as a scaffold

that binds all the component kinases of both

the module that activates ERK1 and ERK2

(Raf, MEK, ERK) (22, 23) and the module

that activates JNK3 (ASK1, MKK4, JNK3)

(24). Of the several mammalian MAP kinase

scaffolds, b-arrestin 2 is the only one that is

controlled by receptor stimulation.

b-Arrestin–mediated activation of ERK

appears to be intimately linked to the function

of b-arrestins in mediating endocytosis of

receptors in clathrin-coated pits (Fig. 2B).

The b-arrestin scaffolded signaling complex

is internalized with class B receptors such as

the AT1aR and ultimately is found in endo-

cytic vesicles together with the receptors (22).

Here, its activity persists for prolonged periods,

perhaps because the phosphorylated ERK is

protected from MAP kinase phosphatases

(21, 25). Class A receptors promote much less

persistent b-arrestin–mediated activation of

ERK (26). This apparently relates to the re-

quirement for stable association of b-arrestins

with the receptors for this activity to occur

(Fig. 2B).

The AT1aR mediates disparate effects of

angiotensin on vasoconstriction, smooth mus-

cle cell motility and growth, and aldosterone

secretion. Receptor stimulation activates

ERK1 and ERK2 by either G protein (G
q
)–

or b-arrestin–mediated signaling pathways

(27, 28). Studies with mutant ligands and

receptors that activate one pathway or the

other, or with b-arrestin small interfering RNA

(siRNA) or specific inhibitors of protein ki-

nase C (PKC), have helped to delineate the

characteristics of these two independent path-

ways (Fig. 3, A and B) (25). G protein–

mediated activation is rapid and transient and

is blocked by PKC inhibitors. It leads to

nuclear translocation of the activated ERK,

with consequent regulation of transcriptional

programs and cellular proliferation. In con-

trast, b-arrestin–mediated activity is charac-

terized by slower onset, greater persistence,

retention of the activated ERK in cytosolic

endocytic vesicles, and an absence or paucity

of transcriptional regulation. Such distinct

characteristics for the ERK activated by these

different mechanisms strongly imply distinct

physiological consequences. For the b-arrestin

pathway, these are likely to include effects

on cell motility, chemotaxis, and apoptosis

(see below).

For the AT1aR, ERK activation trans-

duced through b-arrestin is mediated almost

exclusively by b-arrestin 2, with physiological

amounts of b-arrestin 1 serving primarily as

an inhibitor (29). For the protease-activated

receptor 2 (PAR2) (21) and NK1 receptors

(16), however, b-arrestin 1 appears to pro-

mote activation of ERK, whereas, for the

CCR7 receptor, b-arrestin 2 is implicated

(30). AT1aR-mediated activation of ERK

features independent G protein– and b-arrestin

2–mediated pathways. However, in other

cases, G proteins and b-arrestins may act in

sequence or in a concerted fashion. For ex-

ample, with several chemokine receptors,

ERK activation and chemotaxis are sensitive

to both pertussis toxin (implicating signaling

through G protein G
i
) and siRNA-mediated

depletion of b-arrestin 2 (30–32).

An interesting implication of the existence

of b-arrestin (versus G protein)–mediated sig-

naling is the potential for ligands to selectively

activate one or the other pathway. For example,

a mutated angiotensin peptide (SII angio-

tensin) activates b-arrestin–mediated, but not G

protein–mediated, signaling to ERK (25, 27).

A physiological example of such pathway-

selective ligands is provided by the two endog-

enous ligands, Epstein-Barr virus–induced re-

ceptor ligand chemokine (ELC, CCL19) and

secondary lymphoid tissue chemokine (SLC,

CCL21), of the chemokine receptor CCR7,

which regulates the homing and trafficking of

T lymphocytes. The ligands have equivalent

abilities to activate G proteins, but only ELC

leads to receptor phosphorylation, b-arrestin re-

cruitment, and b-arrestin–dependent ERK acti-

vation (30). The differences in the portfolios

of physiological responses evoked by these

two different ligands remain to be determined.

Chemotaxis and cell motility. Chemo-

taxis, the directed migration of cells along a

gradient of chemoattractant, relies on signals

from 7TMRs for chemokines. The signaling

pathways used are heterogeneous and quite

complex. Although G proteins (most often G
i
)

are involved, b-arrestins have recently emerged

as important transducers of some of these

signals, perhaps through their ability to mediate

activation of MAP kinases. Lymphocytes from

knockout mice lacking b-arrestin 2, but not

from mice lacking b-arrestin 1, are impaired in

chemotactic responses to stromal cell–derived

factor–1 (SDF-1) mediated by the CXCR4

Fig. 3. 7TMR stimulation of ERK by
distinct G protein– and b-arrestin–
dependent pathways. (A) Temporal
patterns. Angiotensin II stimulates
ERK1 and ERK2 phosphorylation
in HEK 293. The black activity
curve (with circles) represents
both Gaq/11- and b-arrestin–
dependent pERK. After transfection
of cells with b-arrestin2 siRNA,
only a rapid and transient pool
of angiotensin II–stimulated pERK
is observed; as seen in the G-
protein–dependent ERK activity
curve (purple, with triangles). This
Gaq/11–dependent pathway re-
quires PKC activation, and hence,
a PKC inhibitor such as Ro-31-
8425 inhibits this mechanism of
ERK activation. The red line (with
squares) represents b-arrestin–
mediated ERK signaling. The com-
bination of b-arrestin 2 siRNA
transfection and treatment with
PKC inhibitor virtually eliminates
angiotensin II–stimulated pERK (as
seen in the green line with as-
terisk). Data taken from (25). (B)
Subcellular distribution. Shown are

confocal images of fixed HEK 293 cells expressing the AT1aR (not displayed) and b-arrestin 2-RFP (red).
Cellular distribution of pERK was visualized by immunolabeling with a polyclonal antibody against
phospho-ERK1/2 followed by a Bodipy fluorescein-conjugated secondary antibody (green). In
nonstimulated cells, very little or no pERK is detected by immunostaining (green, bottom row,
leftmost panel). The second column of confocal panels displays the pERK detectable in the
cytoplasm and nucleus after 2 min of angiotensin II treatment in the absence of the PKC inhibitor
(Ro-31-8425). The third column shows that in cells pretreated with the PKC inhibitor, there is
marked inhibition of the G protein–stimulated 2-min pERK signal. pERK in the nucleus is com-
pletely abolished, whereas some pERK is still detectable in the cytoplasm and at the plasma
membrane. The fourth and fifth columns show cells stimulated for 30 min with angiotensin II.
At this time point, only b-arrestin–dependent pERK activity persists and is exclusively present on
endocytic vesicles. This pERK signal is completely insensitive to the PKC inhibitor, which indicates
that it is independent of the G protein pathway. [Data are condensed and reproduced from (25)
with permission from the Journal of Biological Chemistry.]
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receptor (32). The same is true of human

embryonic kidney (HEK) 293 cells transfected

with CXCR4 in which expression of b-arrestin 2

has been lowered by siRNA. In these cells,

deficiency of b-arrestin 2 also impairs activation

of p38 MAP kinase by SDF1, and inhibitors

of this kinase, but not of ERK1 and ERK2,

block chemotaxis. Thus, in the HEK 293

cells, b-arrestins may mediate the SDF-1

chemotactic signal by activation of p38 (31).

Chemotactic responses to PAR2, a 7TMR

for trypsin and related proteases that is

abundant in highly motile cells such as neu-

trophils, macrophages, and tumor cells, also

require signaling through b-arrestins (21). In

NIH 3T3 cells transfected with PAR2, the

signaling involves ERK1 and ERK2 and b-

arrestin–dependent reorganization of the

actin cytoskeleton. Increased b-arrestin–

mediated assembly of PAR2 and ERK at

the leading edge of the cells in the extending

pseudopodia leads to prolonged ERK activa-

tion (21). b-Arrestin–nucleated assembly of

activated ERK in pseudopodia is also oper-

ative in the highly metastatic human MDA

MB-231 breast cancer cell line. These cells,

in contrast with the much less metastatic

MDA MB-468 line, secrete a trypsin-like PAR2

ligand, which by an autocrine mechanism

stimulates cell migration. This process re-

quires both b-arrestin 1 and b-arrestin 2, which

may have distinct roles in contributing to

the migratory behavior of the metastatic cells

by b-arrestin–dependent ERK activation or

other mechanisms (33).

Inhibition of apoptosis. b-Arrestin contrib-

utes to antiapoptotic signaling. In the case of

the NK1 receptor for substance P, this may

be mediated by ERK activation (16). For the

insulin-like growth factor 1 (IGF-1) receptor, it

is mediated through a b-arrestin 1–dependent

pathway leading to activation of phosphatidyli-

nositol 3-kinase (PI3K) and AKT, which op-

erates independently of the tyrosine kinase

activity of the IGF-1 receptor (34). In mouse

embryonic fibroblasts, stimulation of various

7TMRs causes apoptosis in the absence of,

but not in the presence of, b-arrestins, which

again suggests a role for the b-arrestins in

antiapoptotic signaling (35).

Conformational changes in b-arrestins.
The structure of b-arrestin 2, as modeled on

the atomic structure of b-arrestin 1 in its basal

state (36), reveals an elongated molecule

È70 Å. It has two distinct domains linked by

a 12-residue ‘‘hinge’’ region. The domains

are held intact by intramolecular interactions

defined by buried polar residues, as well as

the ‘‘three-element interface’’ that comprises

the ‘‘buried’’ C tail, b strand I, and a helix I.

b-Arrestins interact with many different pro-

tein partners (Fig. 4, A and B), yet they do not

have any well-characterized domains special-

ized for protein-protein interactions. b-Arrestins

act as phosphoprotein sensors, which gen-

erally display higher affinity for the phos-

phorylated forms of their binding partners.

Interaction of b-arrestins with activated re-

ceptors induces global conformational changes

and rapid posttranslational modifications (de-

phosphorylation and ubiquitination) of the b-

arrestin molecule (Fig. 4C) (37). Disruption

of the polar core by phosphate moieties on

receptors and the resulting rearrangement of

the ‘‘three-element interface’’ is proposed to

induce activating conformational changes

in the b-arrestins. Such 7TMR activation of

b-arrestin enhances its interaction with sever-

al of its binding partners. For example, in

some cases, receptor stimulation instigates

b-arrestin binding to signaling partners, such

as c-Src and phosphorylated ERK1 or ERK2,

or to endocytic partners such as clathrin or AP2

(8). This reflects the conformational changes in

b-arrestin that occur on binding to the phospho-

rylated domains of activated 7TMRs (Fig. 4C).

Moreover, it is possible that multiple confor-

mational states of b-arrestins exist, induced by

binding to receptors phosphorylated on dif-

ferent sites or different combinations of sites,

which then lead to distinct functional outcomes.

Conversely, b-arrestins stabilize conforma-

tional changes in the receptors. Thus, in anal-

ogy with the high-affinity ternary complex of

agonist, receptor, and G protein (38), high-

affinity ternary complexes of agonist, recep-

tor, and b-arrestin are also formed (39).

Variations on a theme. In addition to

GRK-dependent interaction of b-arrestins with

conventional 7TMRs, arrestins also interact

with other receptor types. In mammalian cells,

GRK2 and b-arrestin 2 interact with the devel-

opmentally important 7TM molecule smooth-

Fig. 4. b-Arrestin 2: Structural model and receptor-dependent conformational changes. (A) Basic
structural attributes of b-arrestin. Portrayed is a structural model of rat b-arrestin 2 derived by homology
modeling using the available structures of arrestin and b-arrestin 1 (PDB files: 1G4R, 1G4M, 1CF1, and
1JSY) and compiled with the program PyMOL (56). b Sheets are colored blue, helix I (indicated) is red,
and the connecting loops and C-tail are black. N-domain and C-domain regions are connected by a
hinge region. Both the N-terminal b strand I and the C-terminal b strand XX are juxtaposed to helix I.
(B) Protein-protein interaction motifs mapped on b-arrestin 2. Prolines at positions 91 and 121 are
important for b-arrestin 1–cSrc interaction and are depicted as green space filling spheres. The clathrin-
binding domain L-I-E-F and the MAPK docking domain R-R-S are shown as cyan and yellow spheres,
respectively. AP2 binding requires the arginine residues at positions 394 and 396, shown as magenta
spheres. Mdm2 and ASK1 bind to regions delimited by residues, 160 to 300 and 1 to 185 (N-terminal
half), respectively. JNK3 binds to the region 185 to 410 (C-terminal half). Both N- and C-domains of
b-arrestin interact with 7TMRs. (C) 7TMR-induced conformational changes in b-arrestin. Structural
models of 7TMR (rhodopsin: source, PDB file 1L9H) and rat b-arrestin 2 are shown in the basal state on
the left side. The C-terminal tail of b-arrestin (blue) is buried and not accessible. Agonist stimulation
leads to phosphorylation of serine and threonine residues on the receptor C tail. The charged domain
thus created penetrates and disrupts the polar core of b-arrestin and leads to global conformational
rearrangements, which cause the b-arrestin C tail to be released and exposed for protein interactions.
The C terminus of b-arrestin contains the clathrin- and AP2-binding regions [see (B)].
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ened (Smo) in an activity-dependent manner

and regulate its endocytosis (40). In zebrafish

embryos, knockdown of b-arrestin 2 by mor-

pholino antisense leads to a lethal phenotype

remarkably similar to that observed after ge-

netic knockout of Smo or its downstream ef-

fector Gli (41).

Wnts are important morphogenetic and de-

velopmental ligands whose actions are medi-

ated by the 7TM frizzled receptors. b-Arrestin 2

mediates endocytosis of the Wnt 5A-Fz-4

complex, but recruitment of b-arrestin is

accomplished by an intermediary adaptor,

disheveled, which interacts with b-arrestin 2

in a PKC-dependent fashion (42).

Even further afield are receptors that are

not members of the 7TM superfamily. The

tyrosine kinase IGF-1 receptor not only acti-

vates G proteins (43) but also recruits b-arrestin

1 after IGF-1 stimulation (44, 45). This me-

diates activation of PI3K (34), AKT (34), and

ERK1/2 (44). The transforming growth factor–b
(TGF-b) family of ligands signal through het-

eromeric complexes formed by members of

three single membrane–spanning receptor fam-

ilies (TbRI to III). b-Arrestin 2 mediates en-

docytosis of TbRIII, after it is phosphorylated

on threonine (Thr841) by TbRII, which is itself

a serine kinase (46). This down-regulates anti-

proliferative signaling.

Future Directions

Research in cellular signal transduction is

evolving from a focus on linear pathways to

a broader view of signaling networks com-

posed of interacting pathways (47). In the

terminology of this field, b-arrestins serve

both as nodes, which receive signals from

multiple receptor inputs, and junctions, which

route signals to various effectors. Signaling

cross-talk can result from these functions. For

example, stimulation of the b
2
AR or the in-

sulin receptor leads to activation of ERK,

which phosphorylates b-arrestin 1 on Ser 412

(48, 49), a modification that impairs inter-

nalization of several 7TMRs and their con-

sequent activation of ERKs (49, 50).

For both the G
q
-coupled AT1aR and the

G
s
-coupled V

2
R, b-arrestin–mediated signaling

to ERK requires prior receptor phosphorylation

by GRKs 5 and 6 (51, 52). Phosphorylation

of the receptors by GRK2, while empowering

receptor endocytosis or desensitization, actually

antagonizes b-arrestin–mediated activation of

ERK. It seems possible that the different GRKs

phosphorylate distinct sets of sites on the car-

boxyl termini of the receptors and thus estab-

lish a ‘‘bar code’’ that somehow determines

the conformation and, hence, the functional po-

tential of the receptor-bound b-arrestin. It will

be important to determine the applicability of

these principles to other receptors and to other

b-arrestin–mediated signaling phenomena.

A provocative issue is the potential role of

b-arrestin ubiquitination in regulating its signal-

ing functions. Might it serve as a recognition

motif for assembling signaling complexes in

analogy with its role in assembling elements of

the protein-trafficking machinery? Several con-

siderations are consistent with this hypothesis:

the activation (receptor)–dependent nature of

the modification (10), the correlation of the b-

arrestin–mediated endocytic behavior of recep-

tors (class A versus class B) with the stability

of the ubiquitin modification (12), the correlation

of the endocytic behavior of 7TMRs with the

robustness of their b-arrestin–mediated activa-

tion of ERK (26), and the control of several

signaling systems by ubiquitination (53).

The discovery of b-arrestin–mediated sig-

naling highlights an emerging concept, that of

ligand-directed signaling (54). In the simplest

classical models, receptors exist in two states,

active and inactive, with agonists stabilizing

the active state, thereby driving activation of

effectors such as G proteins. However, the

conformation of a receptor that interacts with

G protein can be distinct from that which

interacts with b-arrestins. Thus, for both the

b
2
AR and V

2
R, inverse agonists for G protein

signaling (that is, compounds that actually

lower basal adenylyl cyclase) are stimulato-

ry agonists for b-arrestin–mediated signaling

(55). The ability of ligands to differentially

favor one or the other conformation suggests

significantly greater diversity and fine-tuning

of signaling possibilities for a single receptor

than previously imagined. Moreover, such pu-

tative b-arrestin– or G protein–specific ligands

might have valuable therapeutic properties

and perhaps more restricted side effects.
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H2S Induces a Suspended
Animation–Like State in Mice

Eric Blackstone,1,2 Mike Morrison,2 Mark B. Roth2*

Many organisms respond to changes in en-

vironmental conditions by entering into a

suspended animation–like state in which a

decrease in metabolic rate (MR) is follow-

ed by a reduction in core body temperature

(CBT) (1). Regulated induction of a hypo-

metabolic state is hypothesized to have great

medical benefit for a variety of conditions,

including ischemia and reperfusion injury,

pyrexia, and other trauma (2). Suspended

animation–like states may also be useful for

creating beneficial hypothermia in surgical

situations and for improving organ preser-

vation (1).

Inhibiting oxidative phosphorylation re-

versibly induces states of profound hypome-

tabolism in several model organisms (3–5).

Because hydrogen sulfide (H
2
S) is a specific,

potent, and reversible inhibitor of complex

IV (cytochrome c oxidase), the terminal en-

zyme complex in the electron transport chain

(6), we hypothesized that it could reduce MR

and CBT in mammals.

When mice were exposed to 80 ppm of

H
2
S, their oxygen (O

2
) consumption dropped

by È50% and their carbon dioxide (CO
2
)

output dropped by È60% within the first 5

minutes (Fig. 1A) (7). If left in this envi-

ronment for 6 hours, their MR dropped by

È90% (Fig. 1A). The MR of control mice,

as judged from O
2
consumption and CO

2

output increases (8). This drop in MR was

followed by a drop in CBT to È2-C above

ambient temperature (Fig. 1B). The aver-

age CBT of these mice reached a minimum

of 15-C in an ambient temperature of 13-C
(Fig. 1B). At this minimum CBT, both CO

2

output and O
2
consumption was È10% of

normal (Fig. 1A), and the breathing rate of

the mice decreased from È120 breaths per

minute (BPM) to less than 10 BPM (8). After

6 hours of exposure to H
2
S, the mice were

returned to room air and temperature, and

their MR and CBT returned to normal (Fig. 1,

A and B).

Exposing mice to varying concentrations

of H
2
S revealed a linear relationship between

the concentration of H
2
S and CBT (Fig. 1C).

CBT dropped faster and reached lower tem-

peratures as concentrations of H
2
S increased

from 0 to 80 ppm (8), suggesting that the ef-

fects of H
2
S are concentration-dependent.

However, this MR reduction is not dependent

on ambient temperature (fig. S1).

Because H
2
S can be toxic in high doses,

we conducted behavioral and functional tests,

selected from the SHIRPA protocol (9), to

assay for H
2
S-induced damage. No behav-

ioral or functional differences in the mice

were detected after exposure to 80 ppm of

H
2
S for 6 hours (8). In the absence of H

2
S,

no effect on CBT was observed (Fig. 1B, con-

trol atmosphere). In addition, others report no

long-term health effects with these H
2
S con-

centrations (6).

The sequential drop in MR and CBT ob-

served in mice (Fig. 1D) exposed to 80 ppm

of H
2
S is similar to that observed when

animals initiate hibernation, daily torpor, or

estivation (1). On-demand induction of a sus-

pended animation–like state could provide

insight into the mechanisms that govern nat-

ural states of reduced metabolism. Lowering

metabolic demand in this way could be used

to reduce physiological damage resulting from

trauma and might improve outcomes after

surgery.
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Fig. 1. CBT and MR of mice exposed to H2S. (A) Relative CO2 production and O2 consumption of
mice exposed to 80 ppm of H2S. (B) CBT of mice during 6 hours of exposure to either 80 ppm of
H2S (black line) or the control atmosphere (gray line). The dotted line indicates ambient
temperature. Values in (A) and (B) are means T one standard deviation. (C) Linear relationship
between H2S concentration and CBT (R2 0 0.95) after 6 hours of exposure. (D) CO2 output and
CBT of mice (time 0 0 at the start of H2S exposure).
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Solar Wind Origin in
Coronal Funnels

Chuan-Yi Tu,1,3* Cheng Zhou,2 Eckart Marsch,3 Li-Dong Xia,4

Liang Zhao,1 Jing-Xiu Wang,5 Klaus Wilhelm3

The origin of the solar wind in solar coronal holes has long been unclear. We
establish that the solar wind starts flowing out of the corona at heights above
the photosphere between 5 megameters and 20 megameters in magnetic fun-
nels. This result is obtained by a correlation of the Doppler-velocity and radiance
maps of spectral lines emitted by various ions with the force-free magnetic field
as extrapolated from photospheric magnetograms to different altitudes. Spe-
cifically, we find that Ne7þ ions mostly radiate around 20 megameters, where
they have outflow speeds of about 10 kilometers per second, whereas C3þ

ions with no average flow speed mainly radiate around 5 megameters. Based
on these results, a model for understanding the solar wind origin is suggested.

The solar wind has been an essential topic in

space physics ever since 1951 when it was

inferred from cometary observations (1) and

predicted from coronal models (2). Its proper-

ties were then analyzed through in situ observa-

tions (3, 4). However, even after five decades

of spacecraft exploration and theoretical mod-

eling, the exact source of the solar wind in the

solar atmosphere remains a mystery.

In the 1960s and 1970s, the Bcoronal base[
(5–10) was assumed to be the inner boundary

of the solar wind, yet its location and proper-

ties remained poorly defined. Considering that

heating of the corona and acceleration of the

solar wind are closely related, the models

were extended throughout the solar transi-

tion region (TR) down to the chromosphere

(11–13). It was suggested that the place where

hydrogen becomes ionized might be con-

sidered as the inner boundary (14). In the

past decade, models were developed with the

assumption that the solar wind is created in

coronal funnels (15–18), which are magnetic

structures expanding into the corona with a

narrow neck in the photosphere (19, 20).

For observations and diagnostics of the

solar wind source, the spectrometer SUMER

(Solar Ultraviolet Measurements of Emitted

Radiation) on SOHO (Solar and Heliospheric

Observatory) provides a variety of spectral lines

emitted in the chromosphere, transition region,

or corona (21, 22). However, solar disk observa-

tions resolved only two-dimensional (2-D) struc-

tures seen in planar projection and provided

no height information along the line of sight

(LOS). Hassler et al. (23) and Wilhelm et al.

(24) identified the source regions of the fast

solar wind by means of radiance and Doppler-

shift maps in the polar coronal hole (CH), and

Xia et al. (25, 26) in equatorial CHs. The key

tool for detecting outflow was the Doppler

blueshift (indicating negative LOS velocities

of the plasma away from the solar surface) of

the emission line of Ne7þ at 77 nm. In these

studies, the Ne VIII emission was compared

with the Si II radiance in projected 2-D maps.

However, the altitude of the emission regions

remained unclear, as did the location where

the solar wind acceleration actually starts.

Limb observations can reveal the height

variation of the emission, but even then dif-

ferent structures are mixed together along the

LOS. Moreover, they are perpendicular to the

radial direction and therefore do not allow one to

study radial outflow with the help of line-shift

measurements. Although the coronal magnetic

field cannot be measured directly, it can be con-

structed by various extrapolation methods (27)

and so may provide some height information.

Only recently have magnetic fields, mea-

sured as photospheric magnetograms by MDI

(Michelson Doppler Imager) (28) or Earth-

based solar observatories, been used to deter-

mine the 3-D coronal field at low altitudes

and spatial scales down to 1 Mm. The fields

in active regions (AR) and CHs were con-

structed by force-free extrapolation from MDI

data (29). The extrapolation technique is ap-

plied in a finite rectangular segment of the

solar atmosphere and provides the coronal

magnetic field B(x, y, z), with Cartesian com-

ponents B
x
, B

y
, and B

z
, where z is the vertical

component, and x and y are the horizontal

components, of the radial distance vector r.

The model field has not yet been correlated

at various heights with the ultraviolet emission

patterns, especially in CHs where no bright

loops occur. Such correlations are presented

here to answer two important questions: At

which height in CHs is the coronal base

located, and where in coronal funnels does

the solar wind flow start? We obtain the

formation heights of spectral lines from a cor-

relation of their radiances and Doppler maps

with the extrapolated magnetic field and find

that the acceleration starts between 5 Mm and

20 Mm above the photosphere and that speeds

of about 10 km/s may be reached at 20 Mm.

Therefore, the inner boundary of the solar

wind is neither at the old coronal base nor at

the top of the chromosphere but should be

defined as the point in the funnel where

downflow changes into outflow, implying also

sideflows consistent with supergranular con-

vection. These results contrast with conven-

tional (1-D) solar wind models (30), in which

plasma starts flowing from about 2 Mm,

whereby it is assumed that mass, momentum,

and energy are conserved along the magnetic

flux tube linking the upper chromosphere

with the lower corona. The results obtained

here shed new light on the magnetic structure

and location of the solar wind source.

Correlations between radiation and
magnetic field. We use data from the emis-

sion lines Si II (153.3 nm), C IV (154.8 nm),

and Ne VIII (77.0 nm) measured by SUMER.

These ultraviolet lines are emitted by the fol-

lowing ions: (i) Siþ, formed at an electron

temperature of about 2 � 104 K in the

chromosphere; (ii) C3þ, formed at 1 � 105 K

in the TR, and (iii) Ne7þ, formed at 6 �
105 K in the lower corona. The observations

were made in the polar CH on 21 September

1996 from 00:15 to 07:30 UTC. The region

studied is shown in Fig. 1A as a large rect-

angle superimposed on the Fe XII image of

EIT (Extreme-Ultraviolet Imaging Telescope)

(31). To compare the magnetic field with the

SUMER images, we used the MDI magneto-

grams for the field extrapolation over an area

of 384µ by 231µ, which is a little bigger than

the small rectangle (of size 311µ by 201µ¶) in

Fig. 1A. For details on data analysis, see (32).

Figure 1B shows a map of B
z
, which is

obtained by correcting the MDI data for the

LOS effect, that is, by dividing through by

cos55- 0 0.57, appropriate for the average

latitude. Figure 1, C to E, shows the Si II and

C IV radiances and Ne VIII Doppler shift.

Hassler et al. (23) found a relation between

the Ne VIII Doppler shift and the chromo-

spheric network, as inferred by visual inspec-

tion of the Si II radiance patterns, in the sense

that the strongest outflow was observed near

network lanes and their intersections. How-
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ever, according to Fig. 1, C and E, there is no

clear overall correlation, mainly because the

structures in the Ne VIII Doppler map are

larger than those in the Si II radiance map.

Clearly, the Ne VIII and Si II lines are not

emitted at the same height. To determine

these heights, we used the method of Seehafer

(33), as Marsch et al. did for ARs [(29),

equations 1 to 3 for B
x
, B

y
, and B

z
], and

extrapolated in a force-free way the photo-

spheric magnetic field to the TR and corona.

In the extrapolation box, the positive x co-

ordinate is westward, the y coordinate north-

ward in the tangent plane, and z upward. We

considered foreshortening by dividing the

apparent distance in the y direction through

cos55-. Then we calculated the correlations

between radiance maps and 2-D charts of the

coronal B
z
at different heights.

The result is shown in Fig. 2A. The num-

ber of data points for each plot is 62,511.

The critical value of 0.008 for the linear

correlation coefficient is determined with

95% confidence. The correlation coefficient

between the Ne VIII blueshift and kB
z
/Bk

clearly increases with growing z and reaches

a maximum of 0.39 at 20.6 Mm. For Si II, it

reaches a maximum value of 0.50 at 4.0 Mm

and for C IV, 0.18 at 4.5 Mm. The horizontal

bar shows the z range in which the coef-

ficient is above 95% of its maximum. The

heights of maximal correlation for Si, C, and

Ne range from 1.5 to 7.0, 2.0 to 7.0, and 16

to 29 Mm, respectively. For disk observa-

tions, the correlation technique is perhaps

the only quantitative method to determine

emission heights. We are convinced that our

results are reliable for the following reasons:

(i) Our disk results are consistent with off-

limb observations. Figure 2B shows the radial

variations of the Si II, C IV, and Ne VIII ra-

diances, with data from the upper right cor-

ner of the large rectangle in Fig. 1A. The

difference between the maxima of the Si II and

Ne VIII profiles is 15¶¶ or 11 Mm (a view angle

of 1¶¶ corresponds to a distance of 721 km at

the Sun), whereas between the correlation

heights it is 16 Mm. Considering the uncer-

tainties of both methods, the results can be

considered as consistent.

(ii) Figure 3A shows the Ne VIII Doppler

shift versus kB
z
/Bk at 20.6 Mm. The 31,321

data points were selected under the condition

kB
y
/B

x
k G 1 to ensure that the vertical field has

a component along the LOS. For a nearly

horizontal field, the flow speed is about zero.

In contrast, outflows are concentrated at lo-

cations of nearly vertical fields. This can be

seen in Fig. 1F, which shows a comparison

between Ne VIII Doppler shift and field

inclination. Figure 3B displays the square

A B

Fig. 2. (A) Height variations of the correlation coefficients. The solid line gives the coefficient
(normalized by 0.50) between line radiance and kBzk for Si II, the dotted line the coefficient
(normalized by 0.18) for C IV. The dashed line gives the coefficient (normalized by 0.39) between the
Ne VIII blueshift and kBz/Bk. (B) Radial variations of the line radiances of Si II, C IV and Ne VIII, and of
the continuum at 154.31 nm, which is indicated by the dash-dot line. The solid line indicates Si II,
the dotted C IV, and the dashed Ne VIII. All radiances are normalized to their maximum values. The
data were taken across the limb, within the upper right corner of the larger rectangle in Fig. 1A. To
indicate the precision by which one can determine the maximum height, we have drawn horizontal
bars extending between the two locations where the coefficients drop below 95% of the maximum.

Fig. 1. (A) The Sun in the wavelength window around 19.5 nm. The large
white rectangle indicates the original size of the SUMER raster scan. A
comparison of the structures was made only for the smaller rectangle.
(B) Magnetic field vertical component ranging from –70 G to 70 G. (C)
Si II radiance and (D) C IV radiance, both in arbitrary units. (E) Ne VIII

Doppler shifts along the LOS, ranging from –15 km/s to 15 km/s. (F)
Comparison between the Ne VIII Doppler shift (hatched regions with
outflow speeds higher than 7 km/s) and the magnetic field angle, with
0- indicating vertical and 90- horizontal orientations at the height z 0
20.6 Mm.
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root of the Si II radiance, which is propor-

tional to the electron density, versus the ab-

solute value of B
z
at 4.0 Mm. The 39,117 data

points were selected under the constraint

kB
z
/Bk 9 0.5 to ensure that the extrapolated

field is vertical. The correlations shown in Fig.

3, A and B, are high. This indicates that the

extrapolated field is reasonable and its mor-

phology consistent with the radiance pattern.

(iii) The correlation height hardly changes

with a, which has the dimension of an inverse

length, the gradient scale of the field. We con-

sidered two situations: a 0 –1.1 � 10j8 m–1,

which is the value derived for the force-free

field in an AR (29); and a 0 0 for a potential

field. Theoretically, steady open flux tubes

should have no twist, that is, a 0 0, because

twists will become Alfvén waves escaping

from the funnel. We obtained similar correla-

tion heights for both values of a. We con-

firmed that the field extrapolation in CHs does

not critically depend on a up to 40 Mm. The

mean heights (variance given in parentheses)

of maximum correlation (for a 0 0) are Si II

z 0 4.0 Mm (1.3–7.1), C IV z 0 5.0 Mm (2.7–7.5),

and Ne VIII z 0 24 Mm (17.5–33).

(iv) The conditions prevailing in the CH

regions fulfill the requirements for a stationary,

force-free field extrapolation. Structures in the

solar atmosphere such as supergranulation, chro-

mospheric network, and magnetic funnels all

are comparatively long-lived (tens of hours), and

thus their time variations do not matter. The

SUMER data are taken within several hours.

The force-free assumption appears reason-

able, considering that the vertical gradient of

the thermal pressure balances the gravity

force and that the magnetic pressure domi-

nates the thermal pressure. Because the uni-

polar funnel is surrounded by strong bipolar

fields reaching up to about 7Mm (Fig. 4, lower

level), the adjacent loops keep the funnel’s

cross section constricted, and thus through

magnetic tension prevent a rapid horizontal

expansion of the funnel with height. This is

different from the classical Gabriel model (19),

in which a horizontal current sheet exists at the

bottom of the funnel at 1500 km, where the

thermal pressure balances the magnetic pres-

sure. In our model without any current sheets,

a unipolar funnel is surrounded by bipolar

loops controlling the funnel shape.

The linear force-free field extrapolation

may be a good approximation for the TR if the

underlying photospheric area is large enough

and if no data near the boundaries are used.

Our area is 277 Mm by 292 Mm. We con-

sidered extrapolation up to 40Mm and did not

use data near boundaries (È27 Mm on each

side in the x direction and 11 Mm on each

side in the y direction). Short-term magnetic

activities such as micro- and nanoflares, or

field topology changes and magnetic recon-

nection can of course not be described by the

force-free model.

Outflow pattern and funnel shape. As
illustrated in Fig. 3, the Ne7þ outflow pattern is

closely correlated with the magnetic field incli-

nation kB
z
/Bk. Figure 4 shows a strong correla-

tion with B
z
itself. A large B

z
and vertical fields

represent open coronal funnels, being rooted in

strong photospheric fields. Figure 4 shows the

field strength at z 0 0 Mm, z 0 4 Mm, and z 0
20.6 Mm, together with Si II radiance contours

(top 80%) at z 0 4 Mm and Ne VIII Doppler

shifts at z 0 20.6 Mm. The field line spreading

and associated blue patches indicate the expan-

sion of the funnels. Obviously, the Ne7þ outflow

is controlled and guided by the funnel shape at

20.6 Mm. The funnels are rooted near super-

granulation boundaries in the network lanes.

Where in the funnel does the solar wind

acceleration actually start? To answer this

question in comparison with models, we

identified a single funnel linking the TR with

the corona and correlated the observed radi-

ances and Doppler shifts with the extrapolated

magnetic fields. Gabriel (19) presented his

seminal funnel model for a unipolar field region.

Dowdy et al. (20) discussed a static conceptual

model for the 3-D geometry of the TR,

including multiple loops between open funnels.

Other authors (15, 17, 18) developed various

dynamical funnel models based on 1-D fluid

equations, including waves and plasma flow.

The extrapolated field in Fig. 4 shows

many closed loops between the funnels in this

CH region. Some of the loops reach as high

as 7 Mm. The funnel rooted at x 0 110 Mm

and y 0 150 Mm merges with two others, thus

forming a large strong-field region. It coincides

with the hatched patches, which indicates a

comparatively high outflow speed there. Fur-

ther details of the field geometry around this

funnel are shown in Fig. 5A. We only illustrate

some open field lines and surrounding closed

loops, which seem to quench the funnel.

Figure 5B again shows this funnel, which

does not have a canopy shape as originally

suggested (19). Its cross section increases al-

most linearly with height, leading to 12 times

its photospheric area at 21 Mm. Concurrent-

ly, the field strength decreases from 63.9 G

Fig. 3. Results from the
linear correlation analy-
ses. The asterisks indicate
the average values in ver-
tical bins, with one SD.
The fit parameters are
given in Table 1. (A) Plot
of the Ne VIII Doppler shift
versus kBz/Bk at 20.6 Mm.
(B) Plot of the square root
of the Si II radiance versus
kBzk at 4.0 Mm.
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Fig. 4. Magnetic field structures in the 3-D solar atmosphere. The black solid curves illustrate open
and the red curves closed field lines. Because the magnetic field strength decreases with increasing
height (Z) in the corona, the scales on the color bars differ for different Z. In the plane inserted at
4 Mm, we compare the Si II radiance with the extrapolated Bz. The contours delineate the 80% level
of the Si II radiance. In the plane inserted at 20.6 Mm, we compare the Ne VIII Doppler shifts smaller
than –7 km/s with the extrapolated Bz. The shaded areas indicate where the Ne7þ outflow speed is
larger than 7 km/s.
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(6.39mT) in thephotosphere to5.3Gat21Mm.

How fast a funnel can diverge is determined

by the surrounding loops, which push lateral-

ly on the funnel. This result agrees with the

sketch of intermingling funnels and loops as

drawn by Dowdy et al. (20) and suggested by

Peter (34, 35) and supports the idea that ‘‘the

funnels are constricted at their base in the net-

work not only by the supergranular flow but

also by crowding from the ambient magnetic

field of the many closed loops’’ (20).

Origin of the solar wind in coronal
funnels. To determine where the solar wind

acceleration starts in funnels, we statistically

evaluated the Doppler shift for regions with

strong fields and vertical field lines. In the fun-

nel shown in Fig. 5B, Siþ has an average down-

flow speed of 2.0 T 1.3 km/s at 4 Mm, C3þ an

almost zero speed of 0.3 T 3.3 km/s, and Ne7þ

a clear upflow speed of 9.6 T 2.0 km/s. There-

fore, no outflow is found for the carbon and

silicon ions. For calibration of the Doppler

shift, we assumed that its average value is

zero just above the solar limb (36).

To get firmer results on the flow velocity

in the funnels, we calculated average Doppler

shifts with data that were above the top 70%

of the kB
z
k and Si II radiance. This Doppler-shift

average indicates downflows of 0.3 km/s (with

a s of 2.8 km/s) for Siþ and 0.5 km/s (s 0 3.2

km/s) for C3þ. As a result, when using Siþ

and C3þ as flow tracers, no significant solar

wind outflow was found.

To compare the Doppler shift in the funnels

with that in cell centers, we correlated the Si II,

C IV, and Ne VIII Doppler shifts with kB
z
k and

kB
z
/Bk, at 4.0 Mm, 4.5 Mm, and 20.6 Mm,

respectively. It turned out that the downflow

of Siþ is influenced neither by kB
z
k nor by

kB
z
/Bk. However, the Doppler shifts of C IV

and Ne VIII and the Si II radiance are cor-

related with these parameters.

The results of the correlation analysis are

given in Table 1. The data sets used are

averages, derived from 31,321 original data

points and obtained by forming 10 bins of kB
z
k

or kB
z
/Bk. The critical correlation coefficient is

0.58 for a 95% confidence level. In Table 1,

R is the correlation coefficient, and a and b

are the parameters of the linear correlation

y 0 a þ bx. The condition of kB
y
/B

x
k G 1 was

imposed to guarantee that the field is mainly

in the x-z plane, in which case the LOS

Doppler shift indicates vertical motions,

because the horizontal magnetic field then

has only an x component perpendicular to the

LOS direction. Consequently, we largely ex-

clude unwanted contributions resulting from

Doppler shifts that are caused by horizontal

plasma motion directed along the magnetic

field. Similarly, the 39,117 points in the data

set for Fig. 3B were selected with the re-

quirement that kB
z
/Bk 9 0.5, to eliminate data

with mostly horizontal fields.

In Table 1, the fit coefficient b for C IV is

positive. This indicates that downflow of C
3þ

ions may occur in regions with high kB
z
k and

kB
z
/Bk and, reversing the argument, that up-

flow can be expected for low values of kB
z
k

and kB
z
/Bk. Consistent with supergranular mo-

tion, a slight trend appears for downflow near

cell boundaries in contrast to upflow in cell

centers. No significant outflow can be iden-

tified for the C3þ ions in the funnels, but for

the Ne7þ ions we clearly find outflow (to-

gether with weak radiance) within the fun-

nels, where both kB
z
k and kB

z
/Bk are large.

Three-dimensional source of the solar
wind. Stimulated by our observations, we

suggest a way to explain the origin of the fast

solar wind. The transition region in CHs is full

of magnetic loops of different sizes, mostly

with heights of less than 5 Mm. Supergranular

plasma convection in the photosphere keeps

the feet of the loops moving and thus transfers

kinetic energy to magnetic energy that is stored

in the loops. They may finally move to a funnel

region and undergo reconnection with existing

open fields. Thereby, plasma previously con-

fined in the loops is released, which may lead to

both upflows and downflows. Ultimately, parts

of the plasma contained in reconnecting loops

are brought into the corona.

In the lower TR below about 5 Mm, we

mainly have horizontal exchange of mass and

energy between neighboring flux tubes, which

is driven by supergranularmotion. Above 5Mm

or higher, where reconnection between field

lines of funnels and surrounding loops grad-

ually ceases, vertical transport will become

more important than horizontal, and the radial

acceleration of the solar wind will actually

start. Of course, the subsequent requirements

on solar wind heating and acceleration are the

same as in standard models.

This scenario is supported by the evi-

dence provided in Fig. 3B, establishing a

linear relation between the square root of the

Si II radiance (as proxy of the plasma density r)
and kB

z
k, and by the observation in Fig. 4

that the highest Si II radiance is concentrated

in the strong-field funnels. From magneto-

hydrodynamic theory we know that, for

fields frozen in the plasma, the ratio B/r
should be conserved (37), given that the flow

velocity does not vary strongly along B. This

is the case for horizontal plasma flow at 4 Mm,

which is forced by magnetoconvection of a

mainly vertical field. Thus, strong Si II emis-

sion may indicate mass concentrations caused

by accumulation of advected magnetic flux.

Fig. 5. Magnetic fun-
nel in the solar atmo-
sphere. (A) Emphasis
on open field lines and
correlation with the
Ne7þ outflow speed
larger than 8 km/s
(dark shading). (B) Illus-
tration of the funnel
boundary and magnet-
ic unipolar flux con-
striction by adjacent,
surrounding bipolar
loops.

Table 1. Parameters of the linear correlation analysis with 10 magnetic field data bins.

Parameter Coefficient kBzk/10 G kBz/Bk

Si II Radiance (arbitrary unit) R 0.99 0.96
a 11.75 T 0.41 13.29 T 0.09
b 1.87 T 0.09 1.53 T 0.16

C IV Doppler shift (km/s) R 0.91 0.92
a –0.97 T 0.11 –0.99 T 0.08
b þ0.60 T 0.10 þ0.95 T 0.15

Ne VIII Doppler shift (km/s) R –0.76 –0.94
a –3.33 T 1.09 –0.66 T 0.64
b –8.87 T 2.67 –8.64 T 1.11
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Our scenario is akin to the magnetic

furnace model proposed by Axford and

McKenzie (14–16) and to ideas invoking

reconnection of mesoscale loops (38, 39).

We adopt from the furnace model the idea

that reconnection plays a major role, as it will

release plasma, set free magnetic energy, and

produce Alfvén waves. However, our model

of the nascent solar wind is intrinsically 3-D,

and the magnetic field geometry is derived

empirically. The plasma is accelerated in the

funnel above a critical height of 5 Mm but

originates below from the neighboring loops.

The initial heating of the solar wind plasma is

achieved in the side loops.

References and Notes
1. L. Biermann, Zeitschrift für Astrophysik 29, 274 (1951).
2. E. N. Parker, Astrophys. J. 128, 664 (1958).
3. M. Neugebauer, C. W. Snyder, Science 138, 1095 (1962).
4. M. Neugebauer, C. W. Snyder, J. Geophys. Res. 71,

4469 (1966).
5. Y. C. Whang, C. C. Chang, J. Geophys. Res. 70, 4175

(1965).
6. R. E. Hartle, P. A. Sturrock, Astrophys. J. 151, 1155 (1968).
7. A. J. Hundhausen, Coronal Expansion and Solar Wind

(Springer-Verlag, Heidelberg, 1972).
8. E. Leer, T. E. Holzer, Solar Phys. 63, 143 (1979).
9. E. Leer, T. E. Holzer, J. Geophys. Res. 85, 4681 (1980).

10. C.-Y. Tu, Solar Phys. 109, 149 (1987).
11. J. V. Hollweg, J. Geophys. Res. 91, 4111 (1986).

12. V. H. Hansteen, E. Leer, J. Geophys. Res. 100, 21577
(1995).

13. C.-Y. Tu, E. Marsch, Solar Phys. 171, 363 (1997).
14. J. F. McKenzie, G. V. Sukhorukova, W. I. Axford,

Astron. Astrophys. 330, 1145 (1998).
15. W. I. Axford, J. F. McKenzie, in Solar Wind Seven,

E. Marsch and R. Schwenn, Eds., (Pergamon Press,
Oxford, 1992), pp. 1–5.

16. W. I. Axford, J. F. McKenzie, in Cosmic Winds and the
Heliosphere, J. R. Jokipii, C. P. Sonett, M. S. Giampapa,
Eds. (Arizona University Press, Tucson, 1997), pp. 31–66.

17. E. Marsch, C.-Y. Tu, Solar Phys. 176, 87 (1997).
18. P. Hackenberg, E. Marsch, G. Mann, Astron. Astrophys.

360, 1139 (2000).
19. A. H. Gabriel, Philos. Trans. R. Soc. A281, 339 (1976).
20. J. F. Dowdy Jr., A. G. Emslie, R. L. Moore, Solar Phys.

112, 255 (1987).
21. K. Wilhelm et al., Solar Phys. 170, 75 (1997).
22. P. Lemaire et al., Solar Phys. 170, 105 (1997).
23. D. M. Hassler et al., Science 283, 810 (1999).
24. K. Wilhelm, I. E. Dammasch, E. Marsch, D. M. Hassler,

Astron. Astrophys. 353, 749 (2000).
25. L. D. Xia, E. Marsch, W. Curdt, Astron. Astrophys. 399,

L5 (2003).
26. L. D. Xia, E. Marsch, K. Wilhelm, Astron. Astrophys.

424, 1025 (2004).
27. T. Wiegelmann, T. Neukirch, Solar Phys. 208, 233

(2002).
28. P. H. Scherrer et al., Solar Phys. 162, 129 (1995).
29. E. Marsch, T. Wiegelmann, L. D. Xia, Astron. Astrophys.

428, 629 (2004).
30. Ø. Lie-Svendsen, V. H. Hansteen, E. Leer, Astrophys. J.

596, 621 (2003).
31. J. P. Delaboudinière et al., Solar Phys. 162, 291 (1995).
32. Materials and methods are available as supporting

material on Science Online.

33. N. Seehafer, Solar Phys. 58, 215 (1978).
34. H. Peter, Astron. Astrophys. 374, 1108 (2001).
35. H. Peter, B. V. Gudiksen, Å. Nordlund, Astrophys. J.
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Causal Protein-Signaling
Networks Derived from

Multiparameter Single-Cell Data
Karen Sachs,1* Omar Perez,2* Dana Pe’er,3*

Douglas A. Lauffenburger,1. Garry P. Nolan2.

Machine learning was applied for the automated derivation of causal influ-
ences in cellular signaling networks. This derivation relied on the simultaneous
measurement of multiple phosphorylated protein and phospholipid components
in thousands of individual primary human immune system cells. Perturbing these
cells with molecular interventions drove the ordering of connections between
pathway components, wherein Bayesian network computational methods auto-
matically elucidated most of the traditionally reported signaling relationships
and predicted novel interpathway network causalities, which we verified ex-
perimentally. Reconstruction of network models from physiologically relevant
primary single cells might be applied to understanding native-state tissue signal-
ing biology, complex drug actions, and dysfunctional signaling in diseased cells.

Extracellular cues trigger a cascade of infor-

mation flow, in which signaling molecules

become chemically, physically, or location-

ally modified; gain new functional capabil-

ities; and affect subsequent molecules in the

cascade, culminating in a phenotypic cellular

response. Mapping of signaling pathways typ-

ically has involved intuitive inferences arising

from the aggregation of studies of individual

pathway components from diverse experimen-

tal systems. Although pathways are often con-

ceptualized as distinct entities responding to

specific triggers, it is now understood that in-

terpathway cross-talk and other properties of

networks reflect underlying complexities that

cannot be explained by the consideration of

individual pathways or model systems in isola-

tion. To properly understand normal cellular

responses and their potential disregulation in

disease, a global multivariate approach is re-

quired (1). Bayesian networks (2), a form of

graphical models, have been proffered as a

promising framework for modeling complex

systems such as cell signaling cascades, be-

cause they can represent probabilistic depen-

dence relationships among multiple interacting

components (3–5). Bayesian network models

illustrate the effects of pathway components on

each other (that is, the dependence of each

biomolecule in the pathway on other biomol-

ecules) in the form of an influence diagram.

These models can be automatically derived

from experimental data through a statistically

founded computational procedure termed net-

work inference. Although the relationships are

statistical in nature, they can sometimes be in-

terpreted as causal influence connections when

interventional data are used; for example, with

the use of kinase-specific inhibitors (6, 7).

There are several attractive properties of

Bayesian networks for the inference of sig-

naling pathways from biological data sets.

Bayesian networks can represent complex

stochastic nonlinear relationships among mul-

tiple interacting molecules, and their proba-

bilistic nature can accommodate noise that is

inherent to biologically derived data. They

can describe direct molecular interactions as

well as indirect influences that proceed through

additional unobserved components, a property

crucial for discovering previously unknown

effects and unknown components. Therefore,

very complex relationships that likely exist in
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signaling pathway architectures can be mod-

eled and discovered. The Bayesian network

inference algorithm constructs a graph dia-

gram in which nodes represent the measured

molecules, and arcs (drawn as lines between

nodes) represent statistically meaningful rela-

tions and dependencies between these mole-

cules. When inferring a Bayesian network

from experimental data, the network infer-

ence algorithm aims to discern a model that

closely predicts the observations made. The

algorithm approximates the most likely mod-

els by traversing the space of possibilities

via single-arc changes that improve the score.

There is a trade-off between simple models

and those that accurately capture the em-

pirical distribution observed in the data. The

employed Bayesian scoring metric captures

this trade-off; thus, a high-scoring model is a

both simple and accurate representation of

the data (8, 9). Bayesian networks have been

applied to gene expression data for the study

and discovery of genetic regulatory pathways

(4, 6, 10). However, because of the probabilis-

tic nature of the Bayesian modeling approach,

effective inference requires many observations

of the system. Thus, such studies have often

been limited by data sets of insufficient size;

for instance, those made up of measurements

based on averaged samples derived from heter-

ogeneous cell populations (a necessary limita-

tion when using lysates from large numbers

of cells) (5, 11).

In contrast to lysate-based methods, intra-

cellular multicolor flow cytometry (12, 13)

allows more quantitative simultaneous obser-

vations of multiple signaling molecules in

many thousands of individual cells. Hence, it

is an especially appropriate source of data for

Bayesian network modeling of signaling path-

ways; for instance, because it allows for simul-

taneous measurement of biological states in

more native contexts, as well as for large sam-

ple sets. Flow cytometry can be used to quan-

titatively measure a given protein_s expression

level and can also include measures of protein-

modification states such as phosphorylation

(13–15). Because each cell is treated as an

independent observation, flow cytometric data

provide a statistically large sample that could

enable Bayesian network inference to accu-

rately predict pathway structure (Fig. 1A). As

demonstrated in this article, interrogating sig-

naling networks in populations of single cells

provides a robust source of statistically power-

ful dependencies that can be used to automat-

ically infer signaling causality using Bayesian

network computation.

Modeling Bayesian networks with
multivariable individual-cell data. Fig. 1B

(panel a) presents a sample Bayesian network

representing four hypothetical biomolecules.

A directed arc from X to Y is interpreted as a

causal influence from X onto Y; in this case,

we say X is Y’s ‘‘parent’’ in the network. In

the case that X activates Y, where activation

can be read out by phosphorylation status, we

expect and observe correlation in levels of

phosphorylation as measured by flow cytom-

etry (simulated data in Fig. 1C, panel a). Criti-

cal to causal interpretation of Bayesian network

models is the inclusion of interventional cues

(whether activating or inhibiting) that directly

Fig. 1. Bayesian network modeling with single-cell data. (A) Schematic of Bayesian network in-
ference using multidimensional flow cytometry data. Nine different perturbation conditions were
applied to sets of individual cells (Table 1). A multiparameter flow cytometer simultaneously
recorded levels of 11 phosphoproteins and phospholipids in individual cells in each perturbation
data set (Table 2). This data conglomerate was subjected to Bayesian network analysis, which
extracts an influence diagram reflecting dependencies and causal relationships in the underlying
signaling network. (B) Bayesian networks for hypothetical proteins X, Y, Z, and W. (a) In this
model, X influences Y, which, in turn, influences both Z and W. (b) The same network as (a), except
that Y was not measured in the data set. (C) Simulated data that could reconstruct the influence
connections in (B) (this is a simplified demonstration of how Bayesian networks operate). Each dot
in the scatter plots represents the amount of two phosphorylated proteins in an individual cell. (a)
Scatter plot of simulated measurements of phosphorylated X and Y shows correlation. (b) Inter-
ventional data determine directionality of influence. X and Y are correlated under no manipulation
(blue dots). Inhibition of X affects Y (yellow dots) and inhibition of Y does not affect X (red dots).
Together, this indicates that X is consistent with being an upstream parent node. (c) Simulated
measurements of Y and Z. (d) A noisy but distinct correlation is observed between simulated mea-
surements of X and Z.
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perturb the states of the measured molecules

(Fig. 1C, panel b) and strengthen inference di-

rectionality. For instance, inhibition of mole-

cule X might lead to inhibition of both X and

Y, whereas inhibition of molecule Y leads only

to inhibition of Y. Thus, we would infer X to

be upstream of Y as shown in Fig. 1B, panel a.

Moreover, because flow cytometry can mea-

sure multiple molecules within each cell, it is

possible to identify complex causal influence

relationships involving multiple proteins. Con-

sider the signaling cascade from X onto Y onto

Z (Fig. 1B, panel a), where correlation exists

between the measured activities of each pair,

including between X and Z (Fig. 1C, panel d).

Bayesian network inference yields the most

concise model, automatically excluding arcs

based on dependencies already explained by the

model. Thus, despite the correlation between

them, the arc between X and Z is omitted,

because the X-Y and the Y-Z relationships

explain the X-Z correlation. Similarly, because

Z and W are both activated by their common

cause Y, we expect their activities to be cor-

related, but no arc appears between them be-

cause their respective arcs from Y mediate

this dependency. Finally, consider a scenario

in which molecule Y was not measured. The

statistical correlation between the observed

activities of X and Z does not depend on ob-

serving Y; therefore, their correlation would

still be detected. An indirect arc would be de-

tected from X onto Z (Fig. 1B, panel b).

Expanding this concept to a real data set,

we applied Bayesian network analysis to mul-

tivariate flow cytometry data. Data were col-

lected after a series of stimulatory cues and

inhibitory interventions (Table 1), with cell

reactions stopped at 15 min after stimulation

by fixation, to profile the effects of each con-

dition on the intracellular signaling networks

of human primary naı̈ve CD4þ T cells, down-

stream of CD3, CD28, and LFA-1 activation

(Fig. 2 shows a currently accepted consensus

network). We made flow cytometry mea-

surements of 11 phosphorylated proteins and

phospholipids [Raf phosphorylated at posi-

tion S259, mitogen-activated protein kinases

(MAPKs) Erk1 and Erk2 phosphorylated at

T202 and Y204, p38 MAPK phosphorylated

at T180 and Y182, Jnk phosphorylated at

T183 and Y185, AKT phosphorylated at S473,

Mek1 and Mek2 phosphorylated at S217 and

S221 (both isoforms of the protein are recog-

nized by the same antibody), phosphorylation

of protein kinase A (PKA) substrates [cAMP

response element–binding protein (CREB),

PKA, calcium/calmodulin-dependent protein

kinase II (CaMKII), caspase-10, and caspase-2]

containing a consensus phosphorylation motif,

phosphorylation of phospholipase C–g (PLC-g)

on Y783, phosphorylation of PKC on S660,

phosphatidylinositol 4,5-bisphosphate (PIP
2
),

and phosphatidylinositol 3,4,5-triphosphate

(PIP
3
)] (Table 2) (8, 16). Each independent

Table 1. Known biological effects of perturbations employed. The left-hand column lists the specific
reagents used in each perturbation condition, and the right-hand column classifies the reagent class into
either a general perturbation that overall stimulated the cell or a specific perturbation that acted on a
defined set of molecules. The conditions used in the study were as follows: (i) anti-CD3 þ anti-CD28, (ii)
anti-CD3/CD28 þ ICAM-2 (intercellular adhesion molecule–2), (iii) anti-CD3/CD28 þ U0126, (iv) anti-
CD3/CD28 þ AKT inhibitor, (v) anti-CD3/CD28 þ G06976, (vi) anti-CD3/CD28 þ psitectorigenin, (vii)
anti-CD3/CD28 þ LY294002, (viii) phorbol 12-myristate 13-acetate (PMA), and (ix) b2 cyclic adenosine
3¶,5¶-monophosphate (b2cAMP).

Reagent Reagent class

Anti-CD3/CD28 General perturbation: Activates T cells and induces proliferation and cytokine
production. Induced signaling through the T cell receptor (TCR), activated ZAP70,
Lck, PLC-g, Raf, Mek, Erk, and PKC. The TCR signaling converges on transcription
factors NFkB, NFAT, and AP-1 to initiate IL-2 transcription.

ICAM-2 General perturbation: Induces LFA-1 signaling and contributes to CD3/CD28
signaling that converges on AP-1 and NFAT transcriptional activity.

b2cAMP Specific perturbation: cAMP analog that activates PKA. PKA can regulate NFAT
activation and T cell commitment processes.

AKT inhibitor Specific perturbation: Binds inositol pleckstrin domain of AKT and blocks AKT
translocation to the membrane where normally AKT becomes phosphorylated and
active [median inhibitory concentration (IC50) 0 5 mM]. Inhibition of AKT and
phosphorylation of AKT substrates are needed to enhance cell survival.

U0126 Specific perturbation: Inhibits MEK1 (IC50 0 72 nm) and MEK2 (IC50 0 58 nm) in a
noncompetitive manner (ATP and Erk substrates). Inhibits activation of Erk,
arresting T cell proliferation and cytokine synthesis.

PMA Specific perturbation: PMA activates PKC and initiates some aspects of T cell
activation.

G06976 Specific perturbation: Inhibits PKC isozymes (IC50 G 8 nM). Inhibits PKC and arrests
T cell activation.

Psitectorigenin Specific perturbation: Inhibits phosphoinositide hydrolysis. Inhibits PIP2 production
and disrupts phosphoinositol turnover.

LY294002 Specific perturbation: Phosphatidylinosital 3-kinase (PI3K inhibitor. Inhibits PI3K and
subsequent activation of AKT.

Fig. 2. Classic signaling network and points of intervention. This is a graphical illustration of the
conventionally accepted signaling molecule interactions, the events measured, and the points of
intervention by small-molecule inhibitors. Signaling nodes in color were measured directly. Signaling
nodes in gray were not measured, but are presented to place the signaling nodes that were measured
within contextual cellular pathways. The interventions classified as activators are colored green and
inhibitors are colored red. Intervention site of action is indicated in the figure. Arcs are used to
illustrate connections between signaling molecules; in some cases, the connections may be indirect
and may involve specific phosphorylation sites of the signaling molecules (see Table 3 for details of
these connections). This figure contains a synopsis of signaling in mammalian cells and is not
representative of all cell types, with inositol signaling corelationships being particularly complex.
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sample in this data set consists of quantita-

tive amounts of each of the 11 phosphorylated

molecules, simultaneously measured from sin-

gle cells [data sets are downloadable (8)]. For

purposes of illustration, examples of actual

fluorescence-activated cell sorter (FACS) data

plotted in prospective corelationship form are

shown in fig. S1. In most cases, this reflects the

activation state of the kinases monitored, or in

the cases of PIP
3

and PIP
2
, the levels of these

secondary messenger molecules in primary cells,

under the condition measured. Nine stimula-

tory or inhibitory interventional conditions were

used (Table 1) (8). The complete data sets were

analyzed with the Bayesian network structure

inference algorithm (6, 9, 17).

A high-accuracy human primary T cell
signaling causality map. The resulting de

novo causal network model was inferred

(Fig. 3A) with 17 high-confidence causal arcs

between various components. To evaluate the

validity of this model, we compared the mod-

el arcs (and absent potential arcs) with those

described in the literature. Arcs were catego-

rized as the following: (i) expected, for con-

nections well-established in the literature that

have been demonstrated under numerous con-

ditions in multiple model systems; (ii) reported,

for connections that are not well known, but

for which we were able to find at least one

literature citation; and (iii) missing, which indi-

cates an expected connection that our Bayesian

network analysis failed to find. Of the 17 arcs

in our model, 15 were expected, all 17 were

either expected or reported, and 3 were missed

(Fig. 3A and table S1) (8, 18–22). Table 3

enumerates the probable paths of influence

corresponding to model arcs determined by

surveying published reports.

Several of the known connections from

our model are direct enzyme-substrate rela-

tionships (Fig. 3B) (PKA to Raf, Raf to Mek,

Mek to Erk, and Plc-g to PIP
2
), and one has a

relationship of recruitment leading to phos-

phorylation (Plc-g to PIP
3
). In almost all cases,

the direction of causal influence was correctly

inferred (an exception was Plc-g to PIP
3
, in

which case the arc was inferred in the reverse

direction). All the influences are contained

within one global model; thus, the causal di-

rection of arcs is often compelled so that these

are consistent with other components in the

model. These global constraints allowed de-

tection of certain causal influences from mole-

cules that were not perturbed in our assay.

For instance, although Raf was not perturbed

in any of the measured conditions, the meth-

od correctly inferred a directed arc from Raf

to Mek, which was expected for the well-

characterized Raf-Mek-Erk signal transduc-

tion pathway. In some cases, the influence of

one molecule on another was mediated by in-

termediate molecules that were not measured

in the data set. In the results, these indirect

connections were detected as well (Fig. 3B,

panel b). For example, the influence of PKA

and PKC on the MAPKs p38 and Jnk likely

proceeded via their respective (unmeasured)

MAPK kinase kinases. Thus, unlike some

other approaches used to elucidate signaling

networks [for example, protein-protein inter-

action maps (23, 24)] that provide static bio-

chemical association maps with no causal

links, our Bayesian network method can de-

tect both direct and indirect causal connections

and therefore provide a more contextual pic-

ture of the signaling network.

Another feature demonstrated in our mod-

el is the ability to dismiss connections that

are already explained by other network arcs

(Fig. 3B, panel c). This is seen in the Raf-

Mek-Erk cascade. Erk, also known as p44/42,

is downstream of Raf and therefore dependent

on Raf, yet no arc appears from Raf to Erk,

because the connection from Raf to Mek and

the connection from Mek to Erk explain the

dependence of Erk on Raf. Thus, an indirect

arc should appear only when one or more

intermediate molecules is not present in the

data set, otherwise the connection will proceed

via this molecule. The intervening molecule

may also be a shared parent. For example,

the phosphorylation statuses of p38 and Jnk

are correlated (fig. S2), yet they are not di-

rectly connected, because their shared parents

(PKC and PKA) mediate the dependence be-

tween them. Although we cannot know wheth-

er an arc in our model represents a direct or

indirect influence, it is unlikely that our model

contains an indirect arc that is mediated by

any molecule observed in our measurements.

Correlation exists between most molecule

pairs in this data set [per Bonferroni corrected

P value (fig. S2)], which can occur with close-

ly connected pathways. Therefore, the relative

lack of arcs in our model (Fig. 3A) contrib-

uted greatly to the accuracy and interpret-

ability of the inferred model.

A more complex example is the influence

of PKC on Mek, which is known to be me-

diated by Raf (Fig. 3B, panel d). PKC is

known to affect Mek through two paths of

influence, each mediated by a different ac-

tive phosphorylated form of the protein Raf.

Although PKC phosphorylates Raf directly

at S499 and S497, this event is not detected

by our measurements, because we use only

an antibody specific to Raf phosphorylation

at S259 (Table 2) (16). Therefore, our algo-

rithm detects an indirect arc from PKC to

Mek that is mediated by the presumed un-

measured intermediate Raf phosphorylated

at S497 and S499 (18). The PKC-to-Raf arc

represents an indirect influence that proceeds

via an unmeasured molecule, presumed to be

Ras (19, 20). We discussed above the ability

of our approach to dismiss redundant arcs. In

this case, there are two paths leading from

PKC to Mek, because each path corresponds

to a separate means of influence from PKC

to Mek: one via Raf phosphorylated at S259

and the other through Raf phosphorylated at

S497 and S499. Thus, neither path is redun-

dant. This result demonstrates the distinction

that this analysis is sensitive to specific phos-

Fig. 3. Bayesian network inference
results. (A) Network inferred from
flow cytometry data represents ex-
pected outcomes. This network rep-
resents a model average from 500
high-scoring results. High-confidence
arcs, appearing in at least 85% of
the networks, are shown. For clarity,
the names of the molecules are used
to represent the measured phospho-
rylation sites (Table 2). (B) Inferred
network demonstrates several fea-
tures of Bayesian networks. (a) Arcs
in the network may correspond to
direct events or (b) indirect influ-
ences. (c) When intermediate mol-
ecules are measured in the data
set, indirect influences rarely appear as an additional arc. No additional
arc is added between Raf and Erk because the dependence between Raf
and Erk is dismissed by the connection between Raf and Mek, and be-
tween Mek and Erk (for instance, see Fig. 1C). (d) Connections in the
model contain phosphorylation site–specificity information. Because Raf

phosphorylation on S497 and S499 was not measured in our data set,
the connection between PKC and the measured Raf phosphorylation site
(S259) is indirect, likely proceeding via Ras. The connection between PKC
and the undetected Raf phosphorylation on S497 and S499 is seen as an
arc between PKC and Mek.
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phorylation sites on molecules and is capable

of detecting more than one route of influence

between molecules.

Three well-established influence connec-

tions do not appear in our model: PIP
2

to

PKC, PLC-g to PKC, and PIP
3

to Akt. Bayes-

ian networks are constrained to be acyclic,

so if the underlying network contains feedback

loops, we cannot necessarily expect to un-

cover all connections (fig. S3). Availability

of suitable temporal data could possibly per-

mit this limitation to be overcome using dy-

namic Bayesian networks (25, 26).

Experimental confirmation of predicted
network causality. Two influence connec-

tions in our model are not well established in

the literature: PKC on PKA and Erk on Akt.

To probe the validity of these proposed causal

influences, we searched for reports in the lit-

erature. Both connections have previously been

reported: the PKC-to-PKA connection in rat

ventricular myocytes and the Erk-to-Akt con-

nection in colon cancer cell lines (21, 22). An

important goal of our work was to test the abil-

ity of Bayesian network analysis of flow cytom-

etry data to correctly infer causal influences

from unperturbed molecules within a network.

For example, Erk was not directly acted on by

any activator or inhibitor in the sample sets,

yet Erk showed an influence connection to Akt.

Our model thus predicts that direct perturba-

tion of Erk would influence Akt (Fig. 4A).

On the other hand, although Erk and PKA are

correlated (fig. S2), the model predicts that

perturbation of Erk should not influence PKA.

As a test of these predictions (Fig. 3A),

we used small interfering RNA (siRNA) inhi-

bition of either Erk1 or Erk2, and the amounts

of S473-phosphorylated Akt and phosphoryl-

ated PKA were then measured. In accord with

the model predictions, Akt (P G 9.4 � 10j5)

phosphorylation was reduced after siRNA

inhibition of Erk1 but the activity of PKA (P G
0.28) was not (Fig. 3, B and C). Akt phos-

phorylation was not affected by the inhibition

of Erk2. The connection between Erk1 and Akt

may be direct or indirect, involving mediatory

molecules yet to be understood, but the con-

nection is supported by both the model and

the validation experiment.

Enablers of accurate inference: network
interventions and sufficient numbers of
single cells. Three features distinguish our

data from the majority of currently attainable

biological data sets. First, we simultaneously

measured multiple protein states in individ-

ual cells, eliminating population-averaging

effects that could obscure interesting corre-

lations. Second, because the measurements

were on single cells, thousands of data points

were collected in each experiment. This feature

constitutes a tremendous asset for Bayesian

network modeling, because the large number

of observations allows for accurate assessment

of underlying probabilistic relationships, and

therefore allows for the extraction of complex

relationships from noisy data. Third, interven-

tional assays generated hundreds of individual

data points per intervention (because flow

cytometry measures single cells in popula-

tion), allowing for an increase in inferences of

causality. To evaluate the importance of these

features, we created the following variations

on our original data set: (i) an observation-only

data set (that is, without any interventional

data) of 1200 data points; (ii) a population-

averaged (that is, a simulated Western blot)

data set; and (iii) a truncated individual-cell

data set of size comparable to the simulated

Western blot data set (that is, the original data

set with most of the data randomly excluded

to reduce its size) (8).

Bayesian network inference was perform-

ed on each set of data. The network inferred

from 1200 observational data points included

only 10 arcs, all undirected, of which 8 were

expected or reported, and 10 arcs were missing

(fig. S4A). This result demonstrates that inter-

ventions are critical for effective inference,

particularly to establish directionality of the

connections (Fig. 1B). The truncated single-

cell data set (420 data points) shows a large

(11-arc) decline in accuracy, missing more

connections and reporting more unexplained

arcs than its larger (5400 data points) counter-

part (fig. S4B). This result emphasizes the

importance of sufficiently large data set size

in network inference. The network inferred

from averaged data (fig. S4C) shows a fur-

ther five-arc decline in accuracy relative to

that inferred from an equal number of single-

cell data points, emphasizing the importance

of single-cell data. The fact that population

averaging destroys some of the signals pre-

sent in the data may reflect the presence of

heterogeneous cellular subsets that are masked

by averaging techniques.

Discussion and summary. As shown, we

correctly reverse-engineered and rapidly in-

ferred the basic structure of a classically under-

stood signaling network that connects a number

of key phosphorylated proteins in human T cell

signaling, a map built by classical biochemistry

and genetic analysis over the past two decades.

The network was automatically constructed

with no a priori knowledge of pathway connec-

tivity. The application of Bayesian networks

to single-cell flow cytometry has distinct ad-

vantages, including an ability to measure events

in primary cells after in vivo interventions (thus

measuring context-specific signaling biology in

tissues), inference of directed arcs and causal-

Table 2. Nodes measured in pathway and
specificity antibodies used. The left-hand column
shows target molecules measured in this study
that were assayed using monoclonal antibody to
the target residues (site of phosphorylation or
phosphorylated product as described) (16).

Measured
molecule

Antibody
specificity

Raf Phosphorylation at S259
Erk1 and

Erk2
Phosphorylation at T202 and Y204

p38 Phosphorylation at T180 and Y182
Jnk Phosphorylation at T183 and Y185
AKT Phosphorylation at S473
Mek1 and

Mek2
Phosphorylation at S217 and S221

PKA
substrates

Detects proteins and peptides con-
taining a phospho-Ser/Thr res-
idue with arginine at the –3
position

PKC Detects phosphorylated PKC-a, -bI,
-bII, -d, -e, -h, and -q isoforms
only at C-terminal residue homol-
ogous to S660 of PKC-bII

PLC-g Phosphorylation at Y783
PIP2 Detects PIP2

PIP3 Detects PIP3

Table 3. Possible molecular pathways of influence represented by arcs in the model. Shown are the
possible pathways of influence inferred from the data, with the connection shown in Fig. 3A and the
unmeasured molecules (in bold) that might mediate indirect influences. E, expected; R, reported. See
main text for further discussion. Specific phosphorylation sites are included as subscripts. See table S1
for citations that support the inferences.

Connection Influence path Type Category

PKCYRaf PKCYRasYRafS259 Indirect E
PKCYMek PKCYRafS497/S499YMek Indirect E
PKCYJnk PKCYYMKKsYJnk Indirect E
PKCYp38 PKCYYMKKsYp38 Indirect E
PKCYPKA PKCYcAMPYPKA Indirect R
PKAYRaf PKAYRafS259 Direct E
PKAYMek PKAYRafS621YMek Indirect E
PKAYErk PKAYHePTPYErk Indirect E
PKAYJnk PKAYYMKKsYJnk Indirect E
PKAYp38 PKAYYMKKsYp38 Indirect E
RafYMek Direct phosphorylation Direct E
PKAYAkt PKAYCaMKKYAktT308YAktS473 Indirect E
MekYErk Direct phosphorylation Direct E
Plc-gYPIP2 Direct hydrolysis to IP3 Direct E
Plc-gYPIP3 Recruitment leading to phosphorylation Reversed E
PIP3YPIP2 Precursor-product E
ErkYAkt Direct or indirect R
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ity therein, and the ability to detect indirect as

well as direct connections. This latter point

is a powerful feature when the known list of

participating molecules may not be exhaus-

tive, and can be especially important when

networks are used to assess the effects of sys-

tem perturbations (as in a pharmaceutical con-

text). A limiting step in the experiment is the

availability of suitable reagents; currently, there

are about 80 antibodies to phosphorylated

molecules that are compatible with flow cytom-

etry, but this number is expected to rapidly

increase (27, 28).

Application of this approach to other sets

of molecules, cell types, disease states, and in-

terventions (for example, siRNA and dominant

negative screens, or pharmaceutical agents)

should enhance our understanding of signaling

networks, especially with respect to complex

nonlinear cross-talk between pathways. An-

other important experimental issue that this

approach can address is the differences among

specific primary cell types and cell subpopu-

lations. The traditional understanding of path-

way structures as collated from diverse model

cell types and organisms demonstrates the es-

sential congruity of basic signaling networks,

but does not easily reveal the subtle differ-

ences that exist in different primary cell sub-

types. It is now possible to appreciate pathway

intricacies in primary cell subsets, including

those with previously uncharacterized signal-

ing molecules. The application of this ap-

proach during biochemical interrogation of

cellular subset–specific signaling networks in

the course of a disease state or in the presence

of pharmaceutical agents can potentially pro-

vide important mechanistic information of clin-

ical relevance. For example, this method could

identify sets of signaling molecules that ex-

plain differences between responses to chemo-

therapy in patients with cancer (15).

Concerning the computational aspect, a

key advantage of Bayesian networks is that

they are relatively robust to the existence of

unobserved variables; for example, their abil-

ity to detect indirect influences via unmea-

sured molecules. At the forefront of Bayesian

network research is the development of meth-

ods to automatically infer the existence and

location of such hidden variables. Although

our results were restricted to 11 phosphomo-

lecular measurements per cell, the number of

simultaneous parameters measured by flow cy-

tometry is steadily growing (27, 28). As mea-

surement systems improve, and the ability to

readily and accurately measure greater num-

bers of internal signaling events increases,

additional opportunities to discover novel influ-

ences and pathway structures become possible.

One of the caveats in the use of Bayesian

networks for the elucidation of signaling path-

ways is that they are restricted to be acyclic,

whereas signaling pathways are known to

be rich in feedback loops. Indeed, our infer-

ence missed three classic arcs, most likely for

this reason. Given time series data, dynamic

Bayesian networks could potentially capture

these feedback loops. To measure the amounts

of internal phosphorylated proteins, the cells

must be fixed. Therefore, continuous, real-time,

simultaneous, multiparameter, single-cell time-

series data cannot be collected with the cur-

rent technology. Because Bayesian networks

belong to a more general class of probabilistic

graphical models, within the formalism of these

models it is possible to develop a model that

could handle feedback loops, given a series of

static time points using the current technology.

Although there is much to be developed

both computationally and experimentally, by

extending the concepts derived here it is clear

that simultaneous multivariate analysis of bio-

logical states in multiple discrete entities, such

as cells, offers a useful approach for rapidly

deriving signaling network hierarchies and

structures. Extension of this approach to bio-

logical systems involving multiple cell pop-

ulations, such as solid tissues and organs,

or whole-animal studies such as in whole-

body fluorescence imaging of phosphoryl-

ation states in staged Caenorhabditis elegans

or Drosophila larva, or thin-slice tissue sec-

tions from mammalian organs, could allow

automated construction of signaling network

influences not only within but also across cell

boundaries in an increasing number of phys-

iological contexts.
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Parallel and Serial Neural
Mechanisms for Visual Search

in Macaque Area V4
Narcisse P. Bichot,1* Andrew F. Rossi,2,3 Robert Desimone1,4

To find a target object in a crowded scene, a face in a crowd for example, the
visual system might turn the neural representation of each object on and off
in a serial fashion, testing each representation against a template of the
target item. Alternatively, it might allow the processing of all objects in par-
allel but bias activity in favor of those neurons that represent critical fea-
tures of the target, until the target emerges from the background. To test
these possibilities, we recorded neurons in area V4 of monkeys freely scanning
a complex array to find a target defined by color, shape, or both. Throughout
the period of searching, neurons gave enhanced responses and synchronized
their activity in the gamma range whenever a preferred stimulus in their re-
ceptive field matched a feature of the target, as predicted by parallel models.
Neurons also gave enhanced responses to candidate targets that were se-
lected for saccades, or foveation, reflecting a serial component of visual search.
Thus, serial and parallel mechanisms of response enhancement and neural
synchrony work together to identify objects in a scene.

In a crowded visual scene, we typically focus

our attention on behaviorally relevant stimuli.

When subjects know the location of a relevant

object, the brain mechanisms that guide their

spatial attention to the object largely overlap

with those for selecting the targets for eye

movements (1). The outcome of this selection

for attention or eye movements is to enhance

the responses of visual cortex neurons to the

relevant object, at the expense of distracters

(2–6). As a result, object recognition mecha-

nisms in the temporal cortex are typically con-

fronted with only a single relevant stimulus

at a time (7). However, in most common vi-

sual scenes, people rarely know the specific

location of the relevant object in advance—

instead, they must search for it, based on its

distinguishing features, such as color or shape,

which is commonly termed visual search. A

long-standing issue has been whether object

selection in visual search is also mediated by

neural mechanisms for spatial attention, which

scan the objects in the scene sequentially until

the target is identified (serial search), whether

or not eye movements are made. If so, then

visual attention could be broadly served by a

unitary mechanism, linked to the neural sys-

tems that control gaze. Alternatively, search

may be mediated by nonspatial attentional

mechanisms that are sensitive to features

such as color and shape and that bias visual

processing in favor of neurons that represent

the target features throughout the visual field,

all at once (parallel search) (7). Search could

also be mediated by hybrid mechanisms such

as guided search (8).

Previous studies of visual search (9–11)

and attention to stimuli with particular fea-

tures (12–14) in brain area V4 have found

that neuronal responses to attended target

stimuli were enhanced over time, but the studies

were not designed to test whether the targets

were Bfound[ by serial or parallel neural mech-

anisms. In one of these studies, monkeys did

not search for a specific feature but instead

searched for a singleton (i.e., popout) stimulus

in one of two feature dimensions (11). In an-

other study that used backgrounds of natural

scenes, the average neural activity throughout

the trial varied according to the searched-for

target features, but the authors could not rule

out that these effects were due to differences

in eye scan paths across the scene for differ-

ent targets rather than feature-selective effects

on neuronal responses (10).

We tested for parallel and serial attentional

mechanisms in area V4 in monkeys perform-

ing a search task with free gaze. We recorded

not only neuronal responses but also the syn-

chrony between neuronal responses and the

local field potential (LFP) (15, 16), because V4

neurons synchronize their activity when atten-

tion is directed to their receptive fields (RFs)

(17), similar to neurons in parietal cortex dur-

ing a memory-saccade task (18). Such syn-

chrony, especially in the gamma frequency

range, could potentially amplify their effect

on postsynaptic neurons, similar to increases

in firing rate (19). The monkeys freely scanned

multielement arrays composed of colored

shapes to find a target defined by color or

shape (20). During color feature search (Fig.

1A), the cue was a colored square, and the

monkey was rewarded for fixating the stim-

ulus in the array that matched the cue color.

During shape feature search (fig. S1), the cue

was a gray shape, and the monkeys were re-

warded for fixating the stimulus in the array

that matched the cue shape. When shape was

relevant, color was irrelevant, and vice versa.

We selected two colors and two shapes as cues

for each recording session, on the basis of ini-

tial recordings in which we determined a pre-

ferred (strong response) and nonpreferred (weak

response) color and shape for a given neuron.

Overall, monkeys performed similarly dur-

ing color and shape search, finding the target

on 86% and 91% of the trials, respectively.

Both tasks were demanding, taking an average

of 6.3 saccades to find the target out of 20

items (Fig. 1A and fig. S1) (21). In separate

behavioral studies in which we varied the num-

ber of display items, the monkeys took an aver-

age of 160 ms per item to find the target, again

indicating that the target did not Bpop out.[
Parallel selection during feature

search. The key element of parallel search

models is that the neural bias in favor of

stimuli containing features of the searched-for

target occurs throughout the visual field, and

throughout the time period of the search, long

before a target is identified. Thus, we reasoned

that the critical neurons to test for this bias

were not the neurons whose RF contained

the stimulus that was the target for a saccade

at a given moment. Rather, the critical neurons
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for this test were the ones whose RF contained

a potential, or undiscovered, target that was

specifically not selected for the next saccade

(i.e., not the focus of spatially directed atten-

tion) (Fig. 1B). For example, consider two dif-

ferent trials where the animal was cued to

search for either a red or a blue target in the

color search task. In this case, we would ex-

amine the response to a red versus blue stim-

ulus in the RF in the interval when the animal

was preparing a saccade to a stimulus some-

where outside the RF (e.g., the orange A in

Fig. 1B). The question was whether the re-

sponse to the red or blue stimulus inside the RF

varied according to whether the animal was

searching for a red versus blue target, i.e.,

whether there was any sort of bias in favor of

the, as yet undetected, target inside the RF.

For each session and for each neuron, we

measured responses under the following four

conditions: (i) both the stimulus in the RF

and the cue had the neuron’s preferred fea-

ture (e.g., the animal was searching for red,

the neuron preferred red, and there was a red

stimulus in the RF); (ii) the RF stimulus had

the preferred feature but the cue was the neu-

ron’s nonpreferred feature; (iii) the RF stim-

ulus had the nonpreferred feature but the cue

was the preferred feature; and (iv) both the

RF stimulus and the cue had the nonpreferred

feature (22).

We used multichannel drives to collect

data from 79 single neurons and 70 LFPs in

27 feature search sessions in two monkeys

(23). The data from the two animals have been

combined because they were qualitatively simi-

lar. We used population, rather than individual

neuron, statistics because of the variable num-

ber of stimulus conditions generated by the

animal’s scanning strategy in a given session

(20). The average normalized LFP and neuro-

nal responses of the population of V4 neurons

for each of the four conditions are shown in

Fig. 2 for both color and shape searches (24),

and the two tasks gave qualitatively similar

results. For statistical comparisons, we aver-

aged spike densities and LFPs over the time

interval that started 50 ms after the beginning

of the current fixation and ended at the me-

dian saccade initiation time (È215 ms) for

the upcoming saccade. Neuronal responses

were greater when the preferred stimulus

was in the RF, across all conditions (Fig. 2,

A and B) (t test; color, P G 0.005; shape, P G
10j4). More importantly, the response to the

preferred stimulus in the RF was enhanced

when it also happened to match the cue, i.e.,

when it contained the target feature that the

animal was searching for on that trial but had

not yet found (color, P G 10j5; shape, P 0
10j5). The response to the cued feature in the

RF remained elevated through the time of

saccade initiation, when spatially directed at-

tention to the saccade target outside the RF was

presumably at a maximum. Responses to non-

preferred RF stimuli showed no such enhance-

ment based on the cue features (P 9 0.05), but

responses to distracters with colors similar to

the preferred color were significantly enhanced

when the preferred color was cued during

color search (not shown, P G 0.001). The dis-

tribution of cue-feature effects on responses to

a preferred stimulus in the RF is shown for all

neurons in Fig. 2, G and H. More than 90% of

the neurons gave a larger response to the

preferred feature when it was the target feature

(chi-square, P G 10j5) with a median increase

in response of 30% for all neurons. This sup-

ports the idea of an attentional bias in favor of

neurons with a feature preference that matches

the searched-for feature on a given trial, in

parallel throughout the visual field.

In contrast to the effects of attention on

single-neuron firing rates, neither the magni-

tude (Fig. 2, C and D) nor the spectral power

of the LFP considered by itself were affected

by the features of the stimulus in the RF or the

searched-for cue features. However, as shown

in the population data in Fig. 2, E and F, the

coherence between spikes and the LFP in the

gamma band (averaged over the 30- to 60-Hz

range) was greater when the RF stimulus was

of the preferred feature for the neurons com-

pared to a nonpreferred feature (color, P G
10j5; shape, P 0 0.001). Most importantly,

the coherence for the preferred feature in the

RF was enhanced when the RF contained the

target feature that the animal was searching

for on that trial but had not yet found (cue

effect: color, P G 10j5; shape, P G 10j5), sim-

ilar to the effects we found on firing rates.

More than 79% of the spike-LFP pairs show-

ed enhanced coherence under these conditions

(chi-square, P G 10j5) (Fig. 2, G and H), with

a median increase in coherence of 22% for all

pairs (25). This supports the idea of a parallel

bias in favor of neurons that prefer the fea-

ture of the searched-for target and happen to

hold the undetected target within their RFs.

Coherence for distracters with colors similar

to the preferred color was also significantly

enhanced when the preferred color was cued

during color search (not shown, P G 0.001),

suggesting that the bias in favor of the target

feature was shared to a lesser extent by similar

nontarget features. Finally, unlike what we

found with firing rates, we found a small en-

hancement of coherence for a nonpreferred

stimulus in the RF when the animal was search-

ing for a feature that was the preferred feature

of the neuron (cue effect: color, P 0 0.001;

shape, P 0 0.002). For example, if the animals

were searching for red, then red-preferring

Non-selected RF stimulus
matches cue color

Non-selected RF stimulus
does not match cue color 

A Color search

RF

CUE:

CUE:

CUE FIX

B

vs.

Test for parallel
color bias

Fig. 1. Illustration of the color search task and the feature enhancement analysis. (A) An example
of a color search trial. The cue at the center of the screen is shown for illustration purposes only; it
was extinguished before the array onset in the experiment [as in (B)]. The black dots show the
eye position of the monkey during a representative correctly performed trial. The colors and
shapes of stimuli at each location changed pseudorandomly from trial to trial within a session
(20). (B) Feature enhancement analysis during color search. We analyzed neuronal measures for
stimuli in neurons’ RF when those stimuli were not the goal of the impending saccade. In this
example display, fixating (represented by the inverted cone) the purple cross brings the red star
into the neuron’s RF. This stimulus is not selected for the next saccade, which is made instead to
the orange A. In this case, we would examine the response to the red star in the RF from the time
it came into the RF (i.e., when the purple cross was fixated) to when it went out of the RF (i.e., the
beginning of the saccade to the orange A). The critical cases were those in which the RF stimulus
was of the preferred (e.g., red) or nonpreferred (e.g., blue) color for the neuron, and we analyzed
responses to these two types of stimuli when they were either the search target (e.g., the cue was
red and a red stimulus was in the RF) or they were a distracter (e.g., the cue was blue and a red
stimulus was in the RF). The analysis was conducted in the same manner across all fixations that
brought a stimulus of interest into the RF when that stimulus was not selected for a saccadic eye
movement. The same analysis was conducted during shape search trials (fig. S1), but taking into
account shape preference instead of color preference.
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neurons had somewhat enhanced coherence

even for stimuli in their RF that did not share

the target feature. Together, these results sug-

gest that when an animal is searching for a

particular feature, the neurons that prefer that

feature begin to synchronize their activity, and

they go into maximum synchronization when

a stimulus with that feature falls within their

RF, e.g., when the animal is searching for red,

the neurons prefer red, and a red stimulus falls

within the RF.

Although the coherence measure we used

was normalized for both firing rate and LFP

power in a given frequency band, we confirm-

ed that any overall changes in these values did

not contribute to changes in coherence by

calculating the coherence when the correspon-

dence between spike and LFPs was randomly

shuffled across fixations within a given con-

dition (i.e., shuffling across fixations with the

same cue and RF stimulus conditions). The

shuffling not only reduced overall coherence

but also eliminated the enhancement in the

gamma band found for the preferred feature

and preferred cue (Fig. 2, E and F).

Parallel selection during conjunction
search. Another key element of most paral-

lel models of visual search is that the top-

down bias in favor of the cue-target stimulus

representation in the cortex is shared by dis-

tracter stimuli if they share features with

the cue target. For example, if the subject is

searching for a horizontal red bar, the corti-

cal representations of both horizontal stimuli

and red stimuli will share in the target bias,

including the cortical representation of ver-

tical red distracters. If so, we should see evi-

dence for enhancement of responses and/or

synchrony when the stimulus in the RF con-

tains a single feature of the target but is not

itself a target because it lacks other target

features. To test this, we studied 23 neurons

(26) in one monkey during a conjunction task

in which the target was defined by two fea-

tures, color and shape, and the distracter

elements could share only one of the target

features; e.g., the target might be a red X,

and a distracter might be either red, an X,

or neither but would not contain both target

features (fig. S1). We analyzed responses and

synchronization associated with the distracters

in the RF under the different cue conditions.

The monkey performed well (94% target

localization) and did not search the array ran-

domly (fig. S2A) (4.7 fixations per trial versus

random, P G 10j5; fixation duration versus

required fixation duration for target detection,

P G 10j5). Behavioral data indicate that the

target did not pop out (average of 90 ms per

item to find the target in separate studies

with a variable number of display items). As

in the feature search task described above,

and as in previous reports (27), the monkey

used both the color and shape of the cue to

guide its behavior (28).

Neuronal responses, LFPs, and spike-field

synchrony were measured under four condi-

tions: (i) the RF distracter contained the neu-

ron’s preferred feature and this feature was

one of the cue (and target) attributes; (ii) the

RF distracter contained the preferred feature

but this feature was not cued; (iii) the RF dis-

tracter contained the nonpreferred feature and

this feature was cued; and (iv) the RF distract-

er contained the nonpreferred feature when

Fig. 2. Feature-related
enhancement of neuro-
nal activity and spike-field
synchronization during
feature searches. (A)
Normalized firing rates
averaged over a pop-
ulation of V4 neurons
during color search tri-
als during fixations at
the end of which the
monkey made a sac-
cade away from the RF,
averaged across all re-
cordings. Red lines show
responses when the
stimulus in the RF was
of the preferred color
for the recorded neu-
rons; blue lines show
responses when the
stimulus was of the
nonpreferred color; sol-
id lines show responses
on trials in which the
cue was the preferred
color; and dotted lines
show responses on tri-
als in which the cue
was the nonpreferred
color. (B) Results for
the shape search task,
as in (A) but taking into
account shape prefer-
ence instead of color
preference. (C and D)
Normalized V4 LFP dur-
ing color and shape
search, respectively. (E
and F) Spike-field co-
herence for the color
and shape tasks, respec-
tively. Light red and
light blue lines show
coherence values for
the same conditions
represented by the red
and blue lines, respec-
tively, but with the cor-
respondence between
LFP and single-neuron
activity removed by shuf-
fling the fixation order
of the spike data within
a condition. (G and H)
The coherence modula-
tion index as a function
of the single-neuron
firing rate modulation index for color and shape search, respectively, for each spike-LFP pair. The
coherence modulation index was calculated as [(Cpp – Cpn)/(Cpp þ Cpn)] and the firing rate mod-
ulation index as [(FRpp – FRpn)/(FRpp þ FRpn)], where Cpp represents coherence when the pre-
ferred feature was in the RF and the preferred feature was cued, Cpn represents coherence when
the preferred feature was in the RF and the nonpreferred feature was cued, and FRpp and FRpn
represent firing rates for the same conditions as Cpp and Cpn, respectively. Positive indices
reflect an enhancement of response to the preferred stimulus in the RF when the cue was also
the preferred feature. Firing rate was averaged from 50 ms after fixation to the median saccade
initiation time. Coherence was averaged over the 30- to 60-Hz range. The arrowheads indicate the
mean coherence and firing rate indices across all pairs.
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the preferred feature was cued (22). Neurons

responded better to their preferred feature

in the RF compared to nonpreferred features

(Fig. 3, A and B) (color, P G 0.01; shape, P G
0.001). In the key test, we found that responses

were enhanced if the distracter in the RF was

of the neuron’s preferred color and it was also

the same color (but, by design, not the same

shape) as the color-shape conjunction target

(Fig. 3A) (P 0 0.002). In other words, the

distracter shared in the bias for the target

stimulus if it shared one of its features, con-

sistent with the predictions of parallel search

models. The median enhancement was 8%,

with more than 86% of the neurons having a

larger response when the RF stimulus shared

a feature with the searched-for target (chi-

square, P G 0.005). There was also an en-

hancement of the response when the shape of

the distracter matched the shape of the color-

shape conjunction target, consistent with paral-

lel models, but this enhancement was smaller

and developed later than the color-related en-

hancement (Fig. 3, A and B). When the RF

distracter was of the preferred feature, shape-

related enhancement was not significant in

the same time interval as that used in the

feature search task, but it became significant

È150 ms after fixation onset (P 0 0.035).

This is consistent with the behavioral evi-

dence described above, that the monkey used

the color feature more than the shape feature

in guiding its search to the color-shape con-

junction target (fig. S2B). The LFP magni-

tude (Fig. 3, C and D) and power were not

modulated by stimulus or cue features in the

conjunction task.

There was also significant enhancement

of the spike-field coherence in the gamma

band when the RF distracter had the neu-

ron’s preferred feature and that feature was

in common with the target for either a color

(Fig. 3E) (P G 10j5) or shape (Fig. 3F) (P G
0.001) match. The enhancement in the latter

case was smaller, again consistent with the

monkey’s behavioral bias in favor of using

color information. The median enhancement

of coherence with a color match was 22%,

with 97% of spike-LFP pairs showing an in-

crease (chi-square, P G 10j5), and the median

enhancement with a shape match was 17%,

with 78% of spike-LFP pairs showing an in-

crease (P G 0.002). Thus, the top-down bias

in visual search is not limited to cases in

which the RF stimulus is the search target but

instead applies to any stimulus, even a dis-

tracter, that contains a feature relevant to the

search, consistent with parallel models. It is

also consistent with the results from the feature

search task, in which we found that enhance-

ment occurred for colors that were similar to

the target color. Both results potentially ex-

plain why search is often more difficult when

the distracters share features with the target,

as in some forms of conjunction search (8).

Serial selection during search. Finally,
although we have emphasized the evidence

for parallel mechanisms in search, the task

necessarily had a spatial attention (serial)

component to it, in that the animals made sev-

eral saccades to stimuli in the array while

searching for the targets. To test for spatial at-

tention effects on responses, we compared re-

sponses and spike-field synchronization to a

stimulus in the RF when either it was selected

for a saccade or the saccade was made to a

stimulus outside the RF (Fig. 4).

Selecting the RF stimulus for a saccade led

to an enhancement of the neuronal response

across the population (Fig. 5A) (population

median enhancement of 36%, P G 10j5,

RF stimulus is
target of saccade

RF stimulus is not
target of saccade 

SACCADE:

SACCADE:

RF

FIX

vs.

Test for serial (spatial) selection

Fig. 4. Illustration of the saccade enhancement
analysis. We compared neuronal measures when
the monkey made a saccade to an RF stimulus
versus a saccade away from the RF. In this dis-
play, fixating the purple cross, for example,
brings the green star into the neuron’s RF. We
would then compare neuronal responses when
the green star in the RF was the target of the
saccade, to those when the saccade target was
to a stimulus outside the RF, e.g., the orange A.
Activity was analyzed from the time the purple
cross was fixated to when the next saccade
was initiated.
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with 70% of neurons showing a significant

increase), and it also caused a significant mod-

ulation of the magnitude of the LFP (Fig. 5B)

(population, P G 10j5) and an increase in its

spectral power in the gamma frequency range

(P G 0.001). The effects were qualitatively sim-

ilar if we aligned neuronal responses to the

time of the saccade initiation and are consist-

ent with previous reports (10).

In contrast to the parallel biasing effects

during feature search on spike-field coherence,

we found no significant effects on coherence

of making a saccade to the RF stimulus (Fig.

5C) (29). Previously, we found that spatial at-

tention enhances synchrony in V4, in a spa-

tial attention task in which the animal was

required to sustain attention to the same stim-

ulus for up to several seconds (17). Given the

much shorter stimulation intervals (È215-ms

saccade dwell time) in the present study, it is

possible that we were simply unable to detect

a small change in coherence with spatial at-

tention because there were too few spikes.

The fact that the gamma-band power of the

LFP was enhanced with attention during this

initial interval suggests that the inputs to and/

or activity within V4 were, in fact, becoming

synchronized during this brief period, even

though it was not yet evident in the spike-field

coherence. In addition, recent work in our lab

suggests that spike-field coherence builds over

the course of sustained attention to a stimu-

lus (30), which may also explain why increases

in feature-related coherence are so prominent

in visual search, where attention to the features

of the searched-for object must be sustained

for long intervals, even when individual ob-

jects in the scene are attended only briefly.

Discussion and conclusions. The results

from the feature-selection and spatial-selection

components of the search task together reveal

the interplay of both parallel and serial neu-

ral mechanisms in visual search. As predict-

ed by parallel-search models, including biased

competition (7, 31), the search for a target

with a specific feature appears to synchro-

nize and enhance the activity of the popula-

tion of V4 neurons that prefer that feature, in

parallel throughout the visual field represen-

tation, long before the animal locates the tar-

get. When a stimulus with a feature shared

with the searched-for target then falls within

the RF of the neurons preferring that feature,

neural responses and synchrony are maximal-

ly enhanced (Fig. 6). Thus, the structures in-

volved in the attentional control of area V4

must influence neurons based on their fea-

ture preferences and not just their RF loca-

tions. The V4 neurons firing synchronously,

at an increased rate, will be more effective in

driving postsynaptic neurons, including in

inferotemporal and frontal cortex. We propose

that this strong signal is the one that ultimately

triggers spatial attention to the candidate target,

and, in most cases, an eye movement toward

it (Fig. 6). Distracter stimuli that resemble

the target or that share some, but not all, fea-

tures with the searched-for target also appear

to share in this bias, explaining why some vi-

sual search tasks are difficult, including some

where targets are defined by the conjunction of

different features (8). This account, supported

by studies of attention to multiple stimuli in

V4 and inferotemporal RFs (32), is quite differ-

ent from ideas that spatially focused attention

is needed to ‘‘bind’’ together features such as

color and shape in conjunction arrays or that

search arrays are scanned by an internal atten-

tional ‘‘spotlight’’ until the target is found.

Nonetheless, there are important serial com-

ponents to visual search. While the animals

are searching, they appear to use a spatial-

selection mechanism to examine some stimuli

as potential targets, and the stimuli so selected

elicit maximal neuronal responses. One can

easily imagine that serial and parallel mecha-

nisms are engaged to various degrees depend-

ing on the difficulty of the task and the sharing

of target features among distracters, as predict-

ed by hybrid models such as guided search (8)

and FeatureGate (33).

Overall, it appears that processing in V4 is

an intermediate stage in visual search between

stimulus-feature processing and high-level object

recognition. The feature-related enhancement we

observed is likely the result of a combination of

feature-selective responses in the visual cor-

tex, including V4, and top-down feedback from

structures involved in working memory and ex-

ecutive control, such as the prefrontal cortex

and possibly the parietal cortex (7, 34). Such

feedback must be capable of targeting neurons

with the appropriate feature preferences through-

out the visual field map. The saccade-related

enhancement, on the other hand, likely origi-

nates from feedback to V4 neurons with RFs

at particular locations, originating from struc-

tures with spatial attention and oculomotor

functions such as the frontal eye field and

the lateral intraparietal area. These areas are

thought to represent a salience map in which

stimuli are represented according to their be-

havioral relevance independent of their features

(35), ultimately resulting in the selection of a

single stimulus for a saccade target or fur-

ther visual processing (36).
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Sub–Diffraction-Limited Optical
Imaging with a Silver Superlens

Nicholas Fang, Hyesog Lee, Cheng Sun, Xiang Zhang*

Recent theory has predicted a superlens that is capable of producing sub–
diffraction-limited images. This superlens would allow the recovery of evanescent
waves in an image via the excitation of surface plasmons. Using silver as a natural
optical superlens, we demonstrated sub–diffraction-limited imaging with 60-
nanometer half-pitch resolution, or one-sixth of the illumination wavelength. By
proper design of the working wavelength and the thickness of silver that allows
access to a broad spectrum of subwavelength features, we also showed that
arbitrary nanostructures can be imaged with good fidelity. The optical superlens
promises exciting avenues to nanoscale optical imaging and ultrasmall opto-
electronic devices.

Conventional optics suffer from the so-called

diffraction limit, because they are only capable

of transmitting the propagating components

emanating from the source (1). This is because

the evanescent waves that carry subwavelength

information about the object decay exponen-

tially in a medium with positive permittivity

and permeability and are lost before reaching

the image plane. To avoid this evanescent

decay, a concept of subwavelength imaging

through an intimate-contact mask was pro-

posed back in the 1970s (2) and was sub-

sequently demonstrated (3). Conventional

immersion lenses that improve image resolu-

tion by increasing the index of refraction are

limited by the availability of high-index ma-

terials. Although scanning near-field optical

microscopy detects subwavelength details, it

uses point-by-point scanning rather than form-

ing the whole image at once. Interference can

also form simple subwavelength patterns (4, 5),

but it is not considered to be an imaging

method because of the lack of a general bi-

jective conformal mapping between the object

and the image.

In contrast, a superlens is predicted to sub-

stantially enhance evanescent waves (1), com-

pensating for the evanescent loss outside the

superlens and thus restoring an image below

the diffraction limit. This unusual lens takes

the form of a thin slab of material with neg-

ative permittivity or permeability, or both

(1, 6–10). Metamaterials (6–15), an emerging

class of artificially designed and structured

materials, have shown unprecedented electro-

magnetic properties in microwave or terahertz

regimes, which provide a basis for the con-

jecture of the superlens. Although metamate-

rials and photonic crystals have recently

shown beam bending (8, 13, 14) and refocus-

REPORTS
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ing (6, 7, 9, 10, 16) at microwave frequencies,

achieving superlensing at optical frequencies

is challenging partly because of the diminish-

ing magnetic susceptibility of natural mate-

rials. Only recently have metamaterials shown

magnetic responses in terahertz and infrared

regimes (11, 12). However, in the near field,

the electric and magnetic responses of ma-

terials are decoupled; therefore, for transverse

magnetic (TM) waves, only the permittivity

needs to be considered (1). This makes noble

metals such as silver natural candidates for

optical superlensing, because negative per-

mittivity is easily attainable in them as a

consequence of the collective excitation of

conduction electrons. Let us consider a super-

lens consisting of a silver slab separated from

an object by a spacer layer, and coated on the

opposite side with an imaging material. By

designing the thin metal slab so that the surface

current oscillations (the surface plasmons)

match the evanescent waves from the object,

the superlens is able to substantially enhance

the amplitude of the field. This key precursor

for superlensing—the enhancement of evanes-

cent waves by surface plasmons—was observed

on silver films (17). Recently, numerical sim-

ulations have been conducted to understand the

details of the silver superlens (18–22). Howev-

er, experimental attempts reported diffraction-

limited images, probably resulting from the

use of thick silver films that hinder the en-

hancement of evanescent waves (20).

As surface charges accumulate at the

interface between the silver and the imaging

medium, the normal component of an electric

field is found at resonance when a proper

thickness of silver is selected and the permit-

tivity of the silver and that of the adjacent

medium are equal and of opposite sign. Such a

delicate resonance is essential to ensure the

evanescent enhancement across the slab (1, 22).

For enhanced transmission of evanescent waves

(23), it is found that an asymptotic impedance

match (k
zi
/e
i
þ k

zj
/e
j
0 0) has to be met at the

surface of the silver, known as the surface

plasmon excitation condition (k
zi
, cross-plane

wave vector in silver; e
i
, permittivity of silver;

k
zj
, cross-plane wave vector in dialectric; and

e
j
, permittivity of dialectric). It is widely known

in metal optics that when the two media take

the opposite sign in permittivity and ke
i
k 99 e

j
,

only surface plasmons at the narrow range of

in-plane wave vector (k
x
) that are close to k

0

can be resonantly coupled. However, less well

known is that when ke
i
k È e

j
and they are of

opposite sign, the excitable surface plasmon

band of k
x
is significantly broadened, result-

ing in the superlensing effect (1).

Figure 1 shows a set of objects inscribed

onto a chrome screen. The objects, placed about

40 nm away from the 35-nm silver film, are

imaged onto the photoresist on the other side of

the silver film under ultraviolet (UV) illumina-

tion (at a wavelength of 365 nm). Using focused

ion beam (FIB) lithography, the chrome objects

are patterned on quartz and then planarized,

using a 40-nm-thick layer of polymethyl

methacrylate (PMMA). The chrome masks are

approximated as a binary object because in the

UV, chromium (permittivity 0 –8.55 þ i8.96)

is away from the plasmon resonance and

possesses low skin depth (È15 nm) (24).

Subsequently, a 35-nm-thick layer of silver,

the superlens, is evaporated over the PMMA

spacer layer, followed by coating with a 120-

nm-thick negative photoresist ENFR105G,
Japan Synthetic Rubber Microelectronics

(JSR Micro)^ to record the near-field image.

The substrate is then flood-exposed under an

I-line (365-nm) mercury lamp (25). The ex-

posure flux is 8 mW/cm2, and an optimal

exposure time of 60 s is applied. It is es-

sential to reduce the surface root mean

square modulation below 1 nm for both the

silver and PMMA surfaces (Fig. 2E); other-

wise, the dispersion characteristics of the

superlens would be modified and would in

turn smear the details of the recorded image

(19). The optical image is converted into

topographic modulations by developing the

negative photoresist and is mapped using

atomic force microscopy (AFM). The image

of an array of 60-nm-wide nanowires on a

120-nm pitch is shown in Fig. 2A. The

Fourier-transformed spectrum shows a sharp

peak, corresponding to a pitch of 126 T 7 nm

(Fig. 3A, bottom panel). With careful control

365 nm Illumination

PR

Ag

PMMA

Quartz Cr

Fig. 1. Optical superlensing experiment. The
embedded objects are inscribed onto the 50-
nm-thick chrome (Cr); at left is an array of 60-
nm-wide slots of 120 nm pitch, separated from
the 35-nm-thick silver film by a 40-nm PMMA
spacer layer. The image of the object is recorded
by the photoresist on the other side of the silver
superlens.
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Fig. 2. (A) AFM of the developed image
(scale bar, 1 mm; color scale from dark red
to bright yellow, 0 to 150 nm). (B) Control
experiments were carried out, in which the
silver superlens layer was replaced by a 35-
nm-thick PMMA layer, for a total PMMA

thickness of 75 nm. (C) The blue solid curve shows the averaged cross-sectional profile of Fig. 2A,
clearly demonstrating the 63 T 4 nm half-pitch resolved with a 35-nm silver superlens. X, relative
displacement along the cross-section direction. (D) The blue solid curve shows the average cross
section of Fig. 2B (control sample). (E) The red and black solid curves show the corresponding surface
roughness profile on silver and the PMMA layer above the grating object, respectively.
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of the surface morphology of the PMMA and

silver surface, we recorded the photoresist

images with typical average height modu-

lations of 5 to 10 nm (Fig. 2C). The result

indicates sub–diffraction-limited imaging

with half-pitch resolution down to 60 nm, or

l/6, using a silver superlens. The control ex-

periments in which the silver film is replaced

by 35-nm-thick PMMA show no evidence of

imaging contrast from the subwavelength

object, regardless of the optimization of im-

aging processes (Fig. 2, B and D). Our

observation is further verified by a simple

analysis of the evanescent decay of these

subwavelength features. For a line-array

object of period a, the intensity of evanes-

cent waves decays with a characteristic

length Z, given by Zj1 0 4p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

aj2 j elj2
p

(26). With the permittivity of the surround-

ing media e È 2.4, a decay length of 11 nm

is estimated for the 60-nm half-pitch. With-

out a superlens to enhance and transmit ev-

anescent waves, it is difficult to resolve a

60-nm half-pitch object from a distance of

75 nm away, as we observed in the control

experiments.

For the perfect lens originally proposed by

Pendry, the entire Fourier spectrum of the

image should be transferred uniformly without

loss or distortion. However, a slab lens made of

real materials with dispersive negative permit-

tivity (such as silver) or permeability inevitably

has losses and only asymptotically approaches a

perfect lens at the quasi-static limit. Yet, such a

lens system greatly enhances the essential por-

tion of the evanescent spectrum, allowing

subwavelength imaging resolution. We term

such system a superlens, in comparison to an

ideally perfect lens. Superlensing requires

rather stringent conditions to maximize the

enhancement over a broad band of evanescent

waves. It is crucial to find a wavelength range

where the wavelength-dependent permittivity

of silver is nearly equal to and opposite that of

the adjacent medium, which is the PMMA

spacer and photoresist in this experiment. The

resolving power of this system can be measured

by the optical transfer function, defined as the

ratio of image field to object field, kEk
img

/kEk
obj
,

with given lateral wave vector k
x
. Using the

Fresnel formula of a stratified medium (18),

we computed the optical transfer function of a

silver superlens system, taking into considera-

tion the absorption in silver and in the adjacent

media (Fig. 3). From Fig. 3A, we estimate that

a range of evanescent components from 2 to

4 k
0
can be efficiently enhanced and recov-

ered by surface plasmon excitations, which is

much broader than the conventional narrow

resonance (typically G10% of k
0
). The calcu-

lation shows that the slight absorptions from

PMMA and the photoresist have only negli-

gible effects on the imaging quality.

Although the illumination is normal to the

plane of the object, the subwavelength object

scatters the incident radiation in different

directions. Two types of polarization for the

scattered waves in reference to the plane of the

silver superlens are classified: (i) waves with a

magnetic field component parallel to the plane

have TM polarization, and (ii) waves with an

electric field parallel to the plane have transverse

electric (TE) polarization.Whereas a broad band

of TM evanescent waves are resonantly coupled

over the 35-nm silver superlens to form a sub–

diffraction-limited image, the TE fields are

significantly damped out (Fig. 3A), which is

consistent with theoretical estimations of the

image resolution calculated against the loss of

natural silver (18, 19). Even though the PMMA

and the photoresist slightly detune the surface

plasmon resonance at the interfaces, the finite

thickness of the silver slab ensures that they

will be excited (22), allowing enhanced transfer

of a broad evanescent spectrum. Because the

60-nm half-pitch object carries fundamental

wave vectors that fall within the broad band of

enhancement by the superlens (Fig. 3A, top

panel), the corresponding spectrum peak is

clearly observed in the recorded image, as seen

in our experiment (Fig. 3A, bottom panel). In

Fig. 3. The computed
transfer function of
the superlens system
(the square modulus
of the image, E-field
normalized by object
E field in wave vector
space) (27). (A) (Top)
Blue and red solid
curves show the overall
transmission of TM
and TE waves over
the combination of a
40-nm PMMA spacer
layer and a 35-nm
silver film, respectively;
the black dashed curve
is calculated by replac-
ing the 35-nm silver
layer with a 35-nm PMMA layer (TM polarization) in the control experiment.
The abscissa is the normalized lateral wave vector. T, transmission coefficient;
d, thickness of silver. (Bottom) The navy columns show the experimentally

resolved spectral components of the imaged object. The major peak indi-
cates a 63 T 4 nm half-pitch. (B) The image transfer function for TM and TE
fields versus silver thickness for 60-nm half-pitch objects.
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Fig. 4. An arbitrary object ‘‘NANO’’ was imaged by silver superlens. (A) FIB image of the object.
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Fig. 3B, we calculated the transfer function of

the 60-nm half-pitch object for various silver

film thicknesses. Assisted by surface plasmon

excitation, a maximum enhancement of the se-

lected subwavelength feature was reached for a

35-nm-thick silver slab. Above a thickness of

40 nm, the enhancement was damped by

material absorption, destroying the superlensing

effect. Such a critical thickness gives a measure

for the efficient coupling of the evanescent

modes at two interfaces of the silver film. The

existence of this critical thickness is in good

agreement with our previous finding (15).

The silver superlens can also image arbitrary

nanostructures with sub–diffraction-limited res-

olution (Fig. 4). The recorded image BNANO[
in Fig. 4B shows that we can faithfully re-

produce the fine features from the mask (Fig.

4A) in all directions with good fidelity. As

previously discussed, only the scattered TM

evanescent waves from the object are coupled

into the surface plasmon resonance of the

silver film, and they become a primary com-

ponent for restoring a sub–diffraction-limited

image. For comparison, Fig. 4C displays the

control experiment performed on the same

mask, with BNANO[ embedded in 75-nm

planarized PMMA. With the same exposure

condition, we observed the image of BNANO[
with much wider lines, even with the extended

development time (91 min). Because the lines

are a few micrometers apart, the subwave-

length openings can be treated as isolated line

sources, with a broad band of Fourier spec-

trum: The larger Fourier components decay

strongly, and only the smaller Fourier compo-

nents reach the imaging plane, resulting in a

diffraction-limited image as shown in Fig. 4C.

In contrast, with a silver superlens, we can re-

solve an average line width of 89 nm (Fig.

4D), which is much smaller than that of the

diffraction-limited image. With natural and

structured plasmons (28–31) in metals and

phonon polaritons in semiconductors, a poten-

tial low-loss, high-resolution superlens is

achievable.
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Monodisperse Double Emulsions
Generated from a

Microcapillary Device
A. S. Utada,1 E. Lorenceau,1 D. R. Link,1,2 P. D. Kaplan,3

H. A. Stone,1 D. A. Weitz1,2

Double emulsions are highly structured fluids consisting of emulsion drops that
contain smaller droplets inside. Although double emulsions are potentially of
commercial value, traditional fabrication by means of two emulsification steps
leads to very ill-controlled structuring. Using a microcapillary device, we
fabricated double emulsions that contained a single internal droplet in a core-
shell geometry. We show that the droplet size can be quantitatively predicted
from the flow profiles of the fluids. The double emulsions were used to generate
encapsulation structures by manipulating the properties of the fluid that makes
up the shell. The high degree of control afforded by this method and the
completely separate fluid streams make this a flexible and promising technique.

Mixing two immiscible fluids produces an

emulsion, which is defined as a dispersion

of droplets of one fluid in a second fluid.

Although they are not in equilibrium, emul-

sions can be metastable, with the droplets

retaining their integrity for extended periods

of time if their interface is stabilized by a

surfactant. Emulsions play critical roles in

many forms of processing and in coatings,

foods, and cosmetics (1). One common use is

to compartmentalize one fluid in a second,

which is particularly important for packaging

and stabilizing fluids and other active ingre-

dients. Even more control and flexibility for

encapsulation can be achieved through the use

of double emulsions, which are emulsions with

smaller droplets of a third fluid within the

larger drops. The intermediate fluid adds an

additional barrier that separates the innermost

fluid from the outer fluid, or the continuous

phase. This makes double emulsions highly

desirable for applications in controlled release

of substances (2–4); separation (5); and en-

capsulation of nutrients and flavors for food

additives (6–8); and for the control of encap-

sulation, release, and rheology for personal

care products (4, 9–11). Additional flexibility

is achieved by controlling the state of the

1Division of Engineering and Applied Sciences, 2De-
partment of Physics, Harvard University, Cambridge,
MA 02138, USA. 3Unilever Skin Global Innovation
Center, 40 Merritt Boulevard, Trumbull, CT 06611,
USA.
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middle fluid, which can be selectively gelled

or hardened to create solid capsules (12, 13).

These capsules can be used to encapsulate of

drugs for targeted delivery and release (14–21).

Multiple emulsions are typically made in a

two-step process, by first emulsifying the inner

droplets in the middle fluid, and then under-

taking a second emulsification step for the

dispersion (22). Each emulsification step

results in a highly polydisperse droplet distri-

bution, exacerbating the polydispersity of the

final double emulsion. Thus, any capsules

formed from such double emulsions are, by

nature, poorly controlled in both size and

structure, and this limits their use in applica-

tions that require precise control and release of

active materials. Microfluidic techniques can

circumvent the vagaries of the bulk emulsifi-

cation process and can produce more uniform

double emulsions (23), although the range of

drop sizes is limited and the devices require

localized surface functionalization to control

wettability in order to function. Alternatively,

flow focusing of coaxial jets (24) can produce

uniform coated droplets, but these must be re-

emulsified into the continuous phase, which is

a difficult step that precludeswidespread use of

this technique. The availability of highly

monodisperse double emulsions would not

only greatly improve their applicability but

would also allow for detailed studies of their

stability under more controlled conditions

(25–31).

Here we describe a fluidic device that

generates double emulsions in a single step,

allowing precision control of the outer and

inner drop sizes as well as the number of

droplets encapsulated in each larger drop. Our

device consists of cylindrical glass capillary

tubes nested within a square glass tube. By

ensuring that the outer diameter of the round

tubes is the same as the inner dimension of the

square tube, we achieve good alignment to

form a coaxial geometry. The innermost fluid

is pumped through a tapered cylindrical

capillary tube, and the middle fluid is pumped

through the outer coaxial region (Fig. 1A),

which forms a coaxial flow at the exit of the

tapered tube. The outermost fluid is pumped

through the outer coaxial region from the

opposite direction, and all fluids are forced

through the exit orifice formed by the re-

maining inner tube (Fig. 1A). This geometry

results in hydrodynamic focusing (24, 32) of

the coaxial flow. The flow passes through

the exit orifice and subsequently ruptures to

form drops; however, the coaxial flow can

maintain its integrity and generate double

emulsion droplets within the collection tube.

We were also able to produce single emul-

sions by removing the tapered inner injection

tube. In this geometry, our device is reminis-

cent of the selective withdrawal technique

(33). Typical diameters of the exit orifice in

our devices range from 20 to 200 mm; however,

smaller or larger orifices can also be used,

which allows the drop size to be adjusted. For

convenience, we used a collection tube whose

inner diameter was initially narrow and

abruptly widened at a distance equal to one–

article diameter downstream. These collec-

tion tubes were fabricated by axially heating

the end of a cylindrical glass tube; as the

glass liquefies, the orifice shrinks. Alter-

natively, we can use a tapered capillary tube

as the collection tube. This can provide ad-

ditional control, but the alignment of two

tapered capillary tubes is more delicate and

hence more difficult.

We achieved a high degree of control over

the resultant double emulsions, varying the

diameters of both the outer and inner drops

and the number of inner droplets [supporting

online material (SOM) text I and fig. S1]. We

can produce uniform double emulsions, in

which each drop contains a single internal

droplet, creating core-shell structures whose

drop diameter and shell thickness can be

controlled. For example, we can form drops

with extremely thin shells; the ratio of shell

thickness to outer drop radius can be as low

as 3% (Fig. 1B). Alternatively, we can in-

crease the shell thickness up to about 40% of

the drop radius (Fig. 1, C to E). We can also

vary the number and size of the internal

droplets in the double emulsions (Fig. 1, F

and G). A stream of double emulsions, each

containing a single internal droplet, is shown

in Fig. 1H.

To gain insight into the breakup of a coaxial

flow, we first considered the formation of

single emulsions. We defined two mechanisms

of drop formation for our device geometry:

dripping and jetting (34, 35). Dripping pro-

duces drops close to the entrance of the

collection tube, within a single orifice diame-

ter, analogous to a dripping faucet. Droplets

produced by dripping are typically highly

monodisperse. In contrast, jetting produces a

long jet that extends three or more orifice

diameters downstream into the collection tube,

where it breaks into drops. The jetting regime is

typically quite irregular, resulting in poly-

disperse droplets whose radii are much greater

than that of the jet. Jet formation is caused by

the viscous stress of the outer fluid, whose

viscosity, h
OF
, is typically 10 times greater

than that of the inner fluids in our experiments.

Thus, viscous effects dominate over inertial

effects, resulting in a low Reynolds number.

The formation of double emulsions is similar to

that of single emulsions; however, there are

two fluids flowing coaxially, each of which can

form drops through either mechanism.

The size distribution of the double emul-

sions is determined by the breakupmechanism,

whereas the number of innermost droplets

depends on the relative rates of drop formation

of the inner and middle fluids (fig. S1). When

the rates are equal, the annulus and core of the

coaxial jet break simultaneously, generating a

Fig. 1. Microcapillary geometry for generating double emulsions from coaxial jets. (A) Schematic
of the coaxial microcapillary fluidic device. The geometry requires the outer fluid to be immiscible
with the middle fluid and the middle fluid to be in turn immiscible with the inner fluid. The
geometry of the collection tube (round tube on the left) can be a simple cylindrical tube with a
constriction, as shown here, or it can be tapered into a fine point (not shown). The typical inner
dimension of the square tube is 1 mm; this matches the outer diameter of the untapered regions
of the collection tube and the injection tube. Typical inner diameters of the tapered end of the
injection tube range from 10 to 50 mm. Typical diameters of the orifice in the collection tube vary
from 50 to 500 mm. (B to E) Double emulsions containing only one internal droplet. The thickness
of the coating fluid on each drop can vary from extremely thin (less than 3 mm) as in (B) to
significantly thicker. (F and G) Double emulsions containing many internal drops with different
size and number distributions. (H) Double emulsion drops, each containing a single internal
droplet, flowing in the collection tube. The devices used to generate these double emulsions had
different geometries.
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double emulsion with a single internal drop.

These types of double emulsions can be

generated when both fluids are simultaneously

dripping (Fig. 2A) or simultaneously jetting

(Fig. 2B) (movies S1 to S4). The dripping and

jetting mechanisms are closely related, and the

transition between them is induced by varying

the flow rate of the outermost fluid Q
OF
. The

dripping regime occurs for lower Q
OF
, and

increasing Q
OF

focuses the coaxial jet more

strongly, thinning the inner stream, which leads

initially to smaller double emulsion drops. The

radius of the outer emulsion drops, R
drop

,

decreases linearly with Q
OF

(Fig. 3, solid

circles). However, increasing Q
OF

beyond a

threshold value causes the jet to abruptly

lengthen, signifying the transition to the jetting

regime (36); this results in a discontinuous

increase in R
drop

(Fig. 3, solid triangles). In

contrast, the radius of the coaxial jet, R
jet
,

measured near the exit orifice decreases

monotonically through the transition (Fig. 3,

half-filled symbols). As a result, the frequency

of droplet production decreases.

We can construct a simple physical model

for these phenomena. The classic mechanism

of drop formation from a cylindrical fluid

thread is through the Rayleigh-Plateau in-

stability (37, 38). This instability is driven by

interfacial tension and reduces the total surface

area of a fluid thread by breaking it into drops.

Thus, fluid cylinders are unstable to axi-

symmetric perturbations with wavelengths

larger than several times the radius of the

cylinder itself. Although this is strictly valid

only for a jet made up of a single fluid, in our

experiments we matched the viscosities of the

innermost and middle fluids (h
IF

0 h
MF

),

ensuring that the velocity profile of the coaxial

jet was equivalent to that of a single fluid, and

we applied the same considerations to the

coaxial fluid cylinder. We also assumed that

the fluids are Newtonian. The growth rate of a

perturbation is determined by its velocity

perpendicular to the interface, v
±
È g/h

OF
,

where g is interfacial tension, leading to a

droplet pinch-off time of t
pinch

0 CR
jet

h
OF
/g,

where C is a constant that depends on the vis-

cosity ratio. Numerical calculations give C ,

20 when h
IF
/h

OF
0 0.1 (39). Again, this is

strictly valid for a cylinder of a single fluid; for

a coaxial fluid thread, the effective interfacial

tension may be modified by the fact that there

are two interfaces. However, the Rayleigh-

Plateau instability cannot occur until the

length of the jet has grown to be comparable

to its radius. This occurs at growth time t
g
È

R
jet
3 /Q

sum
, where Q

sum
is the net flow rate of

the two inner fluids. If t
pinch

G t
g
, droplets will

be formed as soon as the jet is large enough to

sustain the instability, which will occur right

at the outlet; this leads to the dripping regime

(Fig. 2A). If t
pinch

9 t
g
, the jet will grow faster

than the droplets can form; this leads to the

jetting regime, where the droplets are formed

downstream (Fig. 2B). We thus define an

effective capillary number of the interface

Ca 0
tpinch

tg
0

hOFQsum

gR2
jet

0
hOFv

g
ð1Þ

where v is the downstream velocity of the inner

fluids. This equation governs the transition be-

tween dripping and jetting, which occurs when

Ca È 1. Expressing the control parameter in

terms of a capillary number captures the phys-

ical picture that the transition from dripping

to jetting occurs when viscous stresses on the

interface caused by the fluid flow become so

large that the Rayleigh-Plateau instability is

suppressed in these tube geometries.

Based on this simple physical picture, we

can determine R
jet

and R
drop

as a function of

Q
OF

by considering the velocity flow profiles

in both regimes. However, these velocity

profiles evolve as the fluids enter and move

downstream through the collection tube,

necessitating a different treatment for each

mechanism.

Fig. 2. Steady-state drop formation mechanisms
that result in monodisperse double emulsions
with a single internal droplet. (A) Dripping and (B)
jetting. In both cases, the rate of drop forma-
tion is the same for the inner and middle fluids.
The transition between dripping and jetting is
controlled by QOF for fixed total flow rates of
the inner and middle fluids. The double emul-
sions in (A) have a polydispersity less than 1%
and those in (B) have a polydispersity of about
3%. (Inset at bottom) Pinch-off of the double
emulsion drops from the coaxial jet. The same
device and same fluids were used for the
experiments described in Figs. 2 and 3. The
outer fluid used was silicon oil with hOF 0 0.48 PaIs,
the middle fluid was a glycerol-water mixture
with hMF 0 0.05 PaIs, and the inner fluid was silicon oil with hIF 0 0.05 PaIs. The interfacial tension
for the aqueous mixture and silicon oil without surfactants is approximately 20 mN/m. The flow
rates of the fluids in (A) are QOF 0 2500 ml hourj1, QMF 0 200 ml hourj1, and QIF 0 800 ml hourj1.
The flow rates in (B) are QOF 0 7000 ml hourj1, QMF 0 200 ml hourj1, and QIF 0 800 ml hourj1.
We applied these flow rates with stepper-motor–controlled syringe pumps (Harvard Apparatus,
Holliston, MA).

Fig. 3. Drop and jet radii versus the flow rates. The drop and jet radii are scaled by the radius of the
orifice and we plotted as a function of QOF, scaled by Qsum, where Qsum 0 QMF þ QIF. Solid circles
represent the drop diameter in the dripping regime, and open circles represent the inner droplet
diameter in the dripping regime. Solid triangles represent the drop diameter in the jetting regime,
and open triangles represent the inner droplet diameter in the jetting regime. The solid line
represents the results of the model that predicts the drop size in the dripping regime, and the
dashed line represents the results of the model that predicts drop size in the jetting regime. Half-
filled circles represent the jet radius in the dripping regime, and half-filled triangles represent the
jet radius in the jetting regime. The dotted line is the jet radius predicted for a flat velocity profile,
and the dash-dotted line is the jet radius predicted for a parabolic velocity profile. The jet radius
was consistently measured at the constriction in the collection tube. (Inset) The evolution of a flat
velocity profile into a parabolic velocity profile. The gray core represents the coaxial jet and the
labels show the drop formation mechanism that is associated with each velocity profile. For all of
the experiments, Qsum was fixed at 1000 ml hour–1 and QIF/QMF was fixed at 4.

R E P O R T S

www.sciencemag.org SCIENCE VOL 308 22 APRIL 2005 539



When the coaxial jet first enters the exit

orifice, the velocity profile of the fluids is

approximately flat across the channel (Fig. 3,

inset). It remains this way for a distance com-

parable to the orifice radius times the Reynolds

number. Thus, in the dripping regime, where

drops form very close to the orifice, mass flux

is related to cross-sectional area

Qsum

QOF

0
pR2

jet

pR2
orifice j pR2

jet

ð2Þ

where R
orifice

is the radius of the exit orifice.

The values of R
jet
/R

orifice
predicted from Eq. 2,

with no adjustable parameters, are in good

agreement with the measured values in the

dripping regime (Fig. 3, dotted line). Com-

parison of the measured radii of the drops and

the coaxial jet shows that R
drop

0 1.87 R
jet
.

This empirical relationship is consistent with

theoretical calculations (40) of R
drop

for the

breakup of an infinitely long cylindrical thread

in an ambient fluid for h
IF
/h

OF
0 0.1. From this

we can predict R
drop

, which is in good

agreement with the data (Fig. 3, solid line).

The small discrepancy near the transition

probably results from deviation from a flat

velocity profile.

In the jetting regime, where drops are

formed well downstream, the fluid flow has

evolved into the classic parabolic velocity

profile of laminar pipe flow. The viscosity

difference between the fluids causes the inner

coaxial jet to develop a different velocity profile

from that of the outer fluid. The full profiles

can be determined by solving the Navier-Stokes

equations in the low Reynolds number limit

(SOM text II). The jet expands slightly as the

collection tube widens, modifying the flow

profiles; therefore, we assume a constant radius

and determine the dependence of the fluid flow

rates on the viscosities and R
jet
/R

orifice
(eq. S1).

We can thus predict the jet radii using no ad-

justable parameters, and obtain good agree-

ment with values measured before the jet has

expanded (Fig. 3, dashed-dotted line).

Drop formation in the jetting regime is

generally irregular, leading to more poly-

disperse size distribution. However, quite

stable droplet formation can be achieved,

occurring at a fixed location on the jet. We

believe that this condition occurs because of

the geometry of our collection tube, whose

diameter rapidly expands after the narrow

orifice. This leads to an expansion of the jet

diameter and a concomitant decrease in the

velocity. As soon as Ca decreases sufficiently

to sustain the Rayleigh-Plateau instability,

droplets rupture, fixing the location and

resulting in quite monodisperse droplets. In

the jetting regime, the frequency of rupture

decreases, producing droplets that are quite a

bit larger than the size of the jet (Fig. 3). It

takes time to fill these larger drops, and we can

use mass conservation of the dispersed phases

and the characteristic time scale for drop break-

off to obtainQ
sum

0 (4/3)pR
drop
3 /t

pinch
. Solving

for drop radius gives,

Rdrop 0
15Qsum

p
RjethOF

g

� �

1=3

ð3Þ

This prediction yields excellent agreement

with our results, as shown by the dashed line in

Fig. 3. Again, there is some discrepancy be-

tween the model and data in the region of the

transition, which is not described by Eq. 3.

However, the predictive capability of these

models provides important guidance in creat-

ing double emulsions of a desired size.

The ability to produce precision double

emulsions creates many opportunities to fabri-

cate new materials. We can control all three

flow rates independently, which allows us to

vary the number of internal droplets and the

shell thickness. In addition, the inner and outer

fluids never come into contact, facilitating

great flexibility in devising schemes for

encapsulation. One of the major benefits of

this technique is the ability to fabricate core-

shell structures, and these can easily be made

into capsules. As an illustrative example, we

fabricated a rigid spherical shell by photo-

polymerizing a polymer ENorland Optical

Adhesive (NOA), Norland Products, Cranbury,

NJ^ in the middle fluid. We diluted the

adhesive by 30% with acetone to decrease its

viscosity. After generating the double emul-

sions, we cured the shells with an ultraviolet

(UV) light source for approximately 10 s as the

double emulsions traversed the collection tube.

Brightfield images of the double emulsions and

the resulting solid shells are shown in Fig. 4, A

and B, respectively. To confirm that we in-

deed formed solid shells, we crushed the

spheres between two microscope cover slides.

A scanning electron micrograph (SEM) im-

age confirmed the cracked polymer shells

(Fig. 4C).

We can also use our device to make

polymer vesicles, or polymerosomes (41). We

created double emulsions with a single

internal drop and dissolved diblock copoly-

mers in the intermediate fluid. We used a

volatile fluid as the intermediate phase and

subsequently evaporated it, thereby forming

polymerosomes. This method is a modified

solvent evaporation technique (15) and is

similar to a technique that has been used to

produce solid polymer spheres from double

emulsions (14–16, 19–21). Because we can

precisely control the double emulsion drop

morphology, we can produce highly controlla-

ble polymerosomes. To illustrate this, we

generated water-in-oil-in-water double emul-

sions, with a middle fluid composed of 70%

toluene and 30% tetrahydrofuran (THF). This

middle fluid serves as the carrier for a diblock

copolymer, poly(butyl acrylate)-b-poly(acrylic

acid) (PBA-PAA) (Fig. 4D) (42). As the

solvent evaporates, the amphiphilic polymers

self-assemble into layers on both interfaces,

forming polymerosomes. The concentrations

of the diblocks were not precisely adjusted;

thus, the polymerosomes were not strictly

unilamellar. However, the polymer bilayers

were very thin, making it difficult to resolve

them in brightfield microscopy. Thus, a phase-

contrast image of a typical polymer vesicle is

shown in Fig. 4E. To confirm that these

structures are indeed polymerosomes, we

deflated them with osmotic stress by adding

a sucrose solution (0.1 M) to the continuous

fluid. The polymerosome from Fig. 4E

deflated in this way is shown in Fig. 4F. This

Fig. 4. Core-shell
structures fabricated
from double emulsions
generated in our de-
vice. (A) Optical pho-
tomicrograph of the
water-in-oil-in-water
double emulsion pre-
cursor to solid spheres.
The oil consists of
70% NOA and 30%
acetone, with a viscos-
ity of approximately
50 mPaIs. (B) Optical
photomicrograph of
rigid shells made by
cross-linking the NOA
by exposure to UV
light. (C) SEM of the
shells shown in (B)
after they have been mechanically crushed. The scale bar in (C) also applies to (A) and (B). (D)
Brightfield photomicrograph of the water-in-oil-in-water double emulsion precursor to a polymer
vesicle. The oil phase consists of a mixture of toluene and tetrahydrofuran at 70/30 v/v with dissolved
diblock copolymer (PBA-PAA) at 2% w/v. The viscosity of this mixture was approximately 1 mPaIs. (E)
Phase-contrast image of the diblock copolymer vesicle after evaporation of the organic solvents. (F)
Phase-contrast image of the deflated vesicle after osmotic stress was applied through the addition of
0.1 M sucrose to the outer fluid. The scale bar in (F) also applies to (D) and (E).
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technique has a sizeable advantage: The inner

and outer fluids remain totally separate, pro-

viding for efficient and robust encapsulation.

In addition to polymerosomes, it should also be

possible to form liposomes from phospholipids

in the same manner. Alternatively, other

methods to produce robust encapsulants in-

clude surface-induced polymerization of either

the inner or outer interface or temperature-

induced gelation of the inner or middle fluid.

Our microcapillary fluidic device is truly

three dimensional, completely shielding the

inner fluid from the outer one. It can generate

double emulsions dispersed in either hydro-

philic or hydrophobic fluids. Its production of

double emulsion droplets is limited by the drop

formation frequency, which varies between

approximately 100 and 5000 Hz. Increasing

the production rate requires the operation of

parallel devices; for this, a stamping technique

(43) would be highly desirable. However, an

operational device would require control of the

wetting properties of the inner channels.

Alternatively, a hybrid device incorporating

capillary tubes into the superstructure may

offer an alternate means of making devices to

produce double emulsions.
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Retreating Glacier Fronts on the
Antarctic Peninsula over
the Past Half-Century

A. J. Cook,1* A. J. Fox,1 D. G. Vaughan,1 J. G. Ferrigno2

The continued retreat of ice shelves on the Antarctic Peninsula has been
widely attributed to recent atmospheric warming, but there is little published
work describing changes in glacier margin positions. We present trends in 244
marine glacier fronts on the peninsula and associated islands over the past 61
years. Of these glaciers, 87% have retreated and a clear boundary between
mean advance and retreat has migrated progressively southward. The pattern
is broadly compatible with retreat driven by atmospheric warming, but the
rapidity of the migration suggests that this may not be the sole driver of
glacier retreat in this region.

Recent changes in the Antarctic ice sheet

have been caused by many different drivers,

including Holocene climatic change (1),

increasing precipitation (2), and changing

ocean temperatures (3). Recent regional

climate change has also begun to have a

direct and immediate effect on marginal

parts of the ice sheet. One notable area is

the Antarctic Peninsula, where climate has

warmed by È2-C since the 1950s (4).

Retreat of ice shelves is already well under-

way (5) with retreat of 10 ice shelves during

the latter part of the 20th century (6–13).

Antarctic Peninsula glaciers drain a large

volume of ice, although this flux is largely

balanced by snow accumulation. However,

the loss of ice shelves has caused accelera-

tion of the glaciers that fed them (14, 15),

creating locally high imbalances. Removal

of other areas of floating ice could further

increase this imbalance and thus make a

substantial contribution to sea level rise.

As part of a wider project funded by the

U.S. Geological Survey that will record

coastal change for the whole continent

(16, 17), we compiled maps describing

changes in the ice sheet margin around the

Antarctic Peninsula. The detailed cartogra-

phy, including changes in glaciers and ice

shelves, will be published as maps (18, 19)

and as digital data (20). Here, we present an

analysis of this comprehensive time-series

data set describing the extent of the 244

marine glaciers draining the Antarctic Penin-

sula ice sheet and those on associated islands.

All of these glaciers calve directly into the

sea but comprise both tidewater glaciers and

glacier ice shelves (21). We excluded com-

posite ice shelves from the study because

their behavior is already well documented.

The data sources (table S1) used to

compile the maps included over 2000 aerial

photographs dating from 1940 to 2001 and

more than 100 satellite images from the

1960s onward (the example in Fig. 1 is of

1British Antarctic Survey, Natural Environment Re-
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UK. 2U.S. Geological Survey, 926A National Center,
12201 Sunrise Valley Drive, Reston, VA 20192–0002,
USA.
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two satellite image extracts revealing glacier

retreat between 1986 and 2001). The glacier

fronts at different dates were mapped onto a

common reference in a Geographical Infor-

mation System (Arc/Info). This common

reference was a mosaic of Landsat images

(22) mainly acquired during 1986 to 1989.

Absolute positional accuracy was limited by

the georeferencing precision of the mosaic

(T160 m root mean square) (22). Comparison

between dates was constrained by the 30-m

resolution of the common reference and the

nature of the source material, but 86% of the

coastal data was determined to have a better

than 120-m positional accuracy. The source

material available did not allow the capture

of glacier changes at regular or uniform in-

tervals across the peninsula but resulted in

glaciers with coastlines from many different

time periods, many of which overlapped. In

addition, many glacier fronts in the north

were observed on more than 10 occasions,

whereas farther south, the observations were

less frequent, with only five date samples

available in some areas.

As a basis for the statistical analysis,

sample lines perpendicular to the glacier

fronts were drawn for each glacier. The in-

tersections between sample lines and glacier

fronts became the basis for the analysis, and

the distance from each intersection to a

common point on the sample line gave a

measure of advance or retreat. Because of

the variable interval between observations,

the mean changes (in meters per year) were

averaged into 5-year intervals, ensuring that

glaciers with many more observations did

not skew the results. This analysis resulted in

more than 22,000 measurements of change

over 5-year intervals (23).

The maps in Fig. 2 (and the associated

statistics shown in table S2) summarize the

changes in glacier fronts since the earliest

records used in this study. Of the 244 gla-

ciers, 212 (87%) have shown overall retreat

since their earliest known position (which,

on average, was in 1953). The other 32 gla-

ciers have shown overall advance, but these

advances are generally small in comparison

with the scale of retreats observed (Table 1

shows the magnitude of changes observed).

The glaciers that have advanced are not

clustered in any pattern but are evenly

scattered down the coast (Fig. 2).

Examination of the timing of changes

along the peninsula indicates that from 1945

until 1954 there were more glaciers show-

ing advance (62%) than those showing re-

treat (38%). After that time, the number in

retreat has risen, with 75% in retreat in the

period from 2000 to 2004. This pattern is

reflected in Fig. 3, which shows that the

mean rate of retreat in glaciers across the

Antarctic Peninsula has been increasing since

1945. The standard deviations of retreat and

advance rates over the entire domain were

considerable (up to 150 m/year) but ex-

pected, due to the diverse behavior of the

individual glaciers. A more useful measure

of error is the likely uncertainty in the mean

retreat rates, which is shown in the 95%

confidence interval. The large sample size

has made it possible to determine the mean

behavior of glaciers on the peninsula with

precision.

It has been proposed that the pattern of ice-

shelf retreat on the Antarctic Peninsula is
Fig. 1. Satellite image pair showing glacier retreat of Sheldon Glacier, Adelaide Island (67-32¶S,
68-17¶W).

Fig. 2. Overall change observed in Antarctic Peninsula glacier fronts since earliest records.
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consistent with the existence of a thermal limit

on ice-shelf viability (5, 24). The limit of ice

shelves known to have retreated during the

past 100 years is bounded by the –5- and –9-C
isotherms (calculated for 2000 A.D.), sug-

gesting that the retreat of ice shelves in this

region is consistent with the observed warm-

ing trend of 3.5- T 1.0-C per century (24).

No ice shelves exist on the warmer side of

the –9-C isotherm position, and no ice shelves

on the colder side have been reported to be

retreating.

Figure 4 (with accompanying statistics in

table S3) reveals a similar pattern of be-

havior in our population of glaciers; there

is a clear southerly migration of a rather

abrupt transition from mean advance to

mean retreat. Before 1950, glaciers north

of 64-S (sector 1) were already retreating

when glaciers in sectors 2, 3, and 4 were,

on average, advancing. The glaciers in sector

2 transitioned from advance to retreat be-

tween 1950 and 1959, at which point only

glaciers in sectors 3 and 4 were advancing. In

sector 3, retreat began sometime between

1955 and at the latest, 1969 (taking into ac-

count the 95% confidence interval error bars),

and in sector 4, it was between 1960 and 1969,

after which glaciers in all sectors have been, on

average, retreating.

In broad terms, this pattern reflects the

atmospheric warming across the peninsula

since the 1940s. However, a detailed exam-

ination shows that the transition from mean

advance to mean retreat cannot be inter-

preted simply as the limit of viability for ice

shelves. First, the migration of transition

from mean advance to mean retreat over

the period from 1955 to 1965 corresponds to

a migration from the –3-C mean annual

isotherm Eplate 1b in (24)^ to around –8-C in

1965. If this migration were caused by

climate change, it would imply a warming

much more rapid than even the maximum

seasonal rate of warming: The austral winter

warming at Faraday/Vernadsky Station is

several times the mean annual rate (25).

Secondly, whereas all ice shelves predicted

by the limit-of-viability model appear to be

retreating, the glaciers show a mixed trend

with only 75% of the glaciers currently

retreating.

Finally, although there is a clear reduction

in the mean rate of retreat of glaciers in

sectors 2, 3, and 4 in the interval from 1985 to

1994, we do not see any period of compara-

tive cooling that could have caused this.

(Figure 4 shows the mean annual temper-

atures for Faraday/Vernadsky binned in the

same intervals; no other weather stations on

the peninsula have complete air temperature

records since 1945.) In addition, we have

looked for correlations with summer temper-

ature at Faraday/Vernadsky, expressed as

positive degree days, and found no evidence

for a causal relationship. We have analyzed

satellite data from passive microwave records

of sea-ice concentration for the period from

1979 to 2003 from Marguerite Bay (i.e.,

sector 3, Fig. 4), but these show no clear

correlations with the rate of retreat of glaciers

in sector 3. In particular, two periods of low

sea-ice concentration (1989 to 1991 and 1998

to 2001) occurred at times when glaciers were

retreating anomalously slowly and particular-

ly rapidly, respectively. Thus, any link be-

tween retreat and sea-ice concentrations that

may exist is not a simple one.

It is well known that glaciers with fully

grounded marine termini exhibit unusually

complex responses to changing mass balance

(26–28), because in addition to the normal

forcings they are subject to oceanographic

forcing and subglacial topography. Indeed,

several authors have suggested that the

behavior of neighboring tidewater glaciers

is not synchronous on decadal or century

time scales (29). Our mixed population of

tidewater and floating termini glaciers has

largely shown synchronous behavior, but

while we might have expected a response

similar to that of ice shelves, there is no clear

limit of viability to properly predict the rate

of migration from mean advance to mean

retreat. These glaciers must have a more

complex response to climate change, perhaps

to variables such as ocean temperature for

which there are little data and for which we

cannot test at present.

Our results indicate the existence of a

clear transition between mean advance and

mean retreat; a southerly migration of that

transition at a time of ice-shelf retreat and

progressive atmospheric warming; and a

clear regime of retreat, which now exists

across the Antarctic Peninsula. Future anal-

ysis of changes in all boundary conditions

may reveal why the glaciers have responded

in this way. Before the present retreat, the

glaciers showed persistent mean advance,

suggesting that the present changes could be

part of longer cyclic behaviors. Such cyclic

behavior, at least over decadal time scales,

has been specifically ruled out for ice

shelves because of their long regrowth

period and evidence to suggest persistence

on millennial time scales (29, 30). However,

it appears that in recent times this large

mixed population of floating and tidewater

glaciers has responded synchronously to a

climatic forcing, indicating, at least statisti-

Table 1. Number of glaciers showing overall
advance/retreat (since earliest record) of different
magnitudes. Only Sjogren Glacier at 64-14¶S,
58-54¶W has shown retreat of over 5 km, although
this is a unique case: Until 1993, the glacier flowed
into the Prince Gustav Ice Shelf, and then the ice
shelf broke up and the floating glacier subse-
quently retreated more than 13 km.

Advance Retreat

Less than 500 m 27 146
500–1000 m 2 35
1000–2000 m 3 17
2000–5000 m 13
More than 5000 m 1

Fig. 3. Average change
(with uncertainties) and av-
erage latitudes of glaciers
across Antarctic Peninsu-
la. Mean advances of 30
to 40 m/year in the 1940s
and 1950s became close
to stability in the 1950s
and 1960s followed by an
increase in rate of retreat
up to the present, when
retreats of 50 m/year are
occurring.
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cally, that such glaciers should be predict-

able on decadal time scales. Because we

know that the loss of floating ice shelves can

cause acceleration of inland glaciers, these

observations suggest that the cumulative loss

of ice at the fronts of these glaciers may be

leading to an increased drainage of the

Antarctic Peninsula that is more widespread

than previously thought.
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Fig. 4. Change in Ant-
arctic Peninsula glaciers
over time and by lati-
tude. Before 1945, the
limit of glacier retreat
was north of 64-S; in
1955 it was in the
interval between 64-
and 66-S; in 1960 be-
tween 66- and 68-S;
and in 1965 between
68- and 70-S. Also of
note is a 10-year period
in which the rate of
retreat is anomalously
high; it appears in all
the records but is not
simultaneous. In sectors
1 and 2 it appears
between 1975 and
1984 and in sectors 3
and 4, between 1965
and 1974, so it appears
to occur later to the
north. Similarly, there
is a period of noticeable
reduction in the rate of
retreat that occurs
some time after the
high retreat rates but
again does not occur
simultaneously between
the sectors. Sector 1
shows no obvious min-
imum; sector 2 shows a
low retreat rate be-
tween 1985 and 1989;
sector 3 between 1990
and 1994; and sector 4
between 1990 and
1994, apparently oc-
curring later to the
south.
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Warming of the Eurasian
Landmass Is Making the Arabian

Sea More Productive
Joaquim I. Goes,1* Prasad G. Thoppil,2. Helga do R Gomes,1

John T. Fasullo3

The recent trend of declining winter and spring snow cover over Eurasia is
causing a land-ocean thermal gradient that is particularly favorable to stronger
southwest (summer) monsoon winds. Since 1997, sea surface winds have been
strengthening over the western Arabian Sea. This escalation in the intensity of
summer monsoon winds, accompanied by enhanced upwelling and an increase
of more than 350% in average summertime phytoplankton biomass along the
coast and over 300% offshore, raises the possibility that the current warming
trend of the Eurasian landmass is making the Arabian Sea more productive.

The Arabian Sea_s seasonally reversing

monsoons drive one of the most energetic

current systems in the world and the greatest

seasonal variability observed in any ocean

basin (1, 2). It is the only ocean basin that

fully reverses its circulation on a semiannual

basis (3, 4), a phenomenon in which the

Indian Ocean, the Eurasian continent, and

the Pacific Ocean play important roles (5). In

summer (June-September), the heating of the

Eurasian landmass results in low pressure

over Asia, while high pressure prevails over

the Indian Ocean. The geostrophically bal-

anced airflow results in a strong topograph-

ically steered southwesterly wind and the

formation of a low-level atmospheric feature

called the Findlater Jet (6), which induces a

northeastward flow of the surface current,

causing strong coastal upwelling near the

coasts of Somalia, Yemen, and Oman (7).

In contrast, during the northeast monsoon

(winter, November-February), the cooling of

the Northern Hemispheric landmass results

in high pressure over land and low pressure

over the Indian Ocean, which causes a re-

versal in the direction of the winds from

southwesterly to northeasterly (7). Because

the reversal of the monsoons has a major

influence on mixed-layer dynamics (8) and

on physical oceanographic processes that

facilitate the input of nutrients to the nor-

mally nutrient-impoverished waters of the

Arabian Sea (9, 10), its importance for

phytoplankton growth and biogeochemical

processes is profound (11).

From 1994 to 1996, the multinational Joint

Global Ocean Flux Study (JGOFS) expeditions

to the Arabian Sea helped unravel several

linkages between physical forcing and carbon

cycling in the northern Arabian Sea, but these

were mostly on seasonal and shorter time scales

(7, 11, 12). Here we present results of rapid

and profound interannual changes being expe-

rienced by the Arabian Sea and, furthermore,

evidence that ascribes these changes to the

warming trend and the declining wintertime

snow cover over the Eurasian landmass.

In 1997, the tropical Indian Ocean experi-

enced a dipole mode (IOD) event: a pattern of

zonal (east-west) variability across the ocean,

with anomalously low sea surface temperatures

(SSTs) off Sumatra, high temperatures in the

western Indian Ocean, and accompanying

wind and precipitation anomalies (13, 14).

This was also the year of one of the strongest

El NiDo events in recent history (15). Although
uncertainty exists as to whether the dipole

structure was triggered remotely by the El

NiDo event in the tropical Pacific or generated

locally (16), SSTs along the entire western and

central parts of the Arabian Sea were warmer

than normal (17–19). Our analysis of a 7-year

record of satellite ocean color data (20) from

1997, encompassing the period of the IOD

event, revealed that concentrations of chloro-

phyll a in the coastal region of the western

Arabian Sea (47- to 55-E, 5- to 10-N) (fig. S1)
were lower than normal during the summer

upwelling season of 1997 (Fig. 1A). Although

satellite chlorophyll data are not available for

1Bigelow Laboratory for Ocean Sciences, West Booth-
bay Harbor, ME 04575, USA. 2Oceanography De-
partment, Naval Postgraduate School, Monterey, CA
93943, USA. 3Program in Atmospheric and Oceanic
Sciences, University of Colorado, Boulder, CO, 80309,
USA.

*To whom correspondence should be addressed.
E-mail: jgoes@bigelow.org
.Present address: Department of Marine Science,
University of Southern Mississippi, Stennis Space
Center, MS 39529, USA.
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Fig. 1. Annual trends of (A) satellite-derived chlorophyll a data; (B) Reynolds blended (R&S, 1- � 1-)
SSTs; and TMI (0.25- � 0.25-)–derived SSTs; and (C) wind stress curl values derived from NCEP-NCAR
reanalysis data (open histograms) and TMI-derived wind speed for the region off the coast of Somalia
(5- to 10-N and 47- to 55-E) in the western Arabian Sea. Positive wind stress curl values and lower
SST values indicate upwelling, whereas negative wind stress curl values indicate downwelling.
M, March; J, June; S, September; D, December.
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the entire summer monsoon period of 1997

because of the premature demise of the

ADEOS-1 satellite (20), the low chlorophyll a

concentrations are explainable given that sea

surface wind stress in May and June, the

primary driver of upwelling during the summer

monsoon in the western Arabian Sea, was

much weaker than normal (21). The timing of

the onset and the intensities of sea surface

winds are both critical to the development of

the Findlater Jet, which in turn is responsible

for coastal divergent upwelling off the Somali

coast and offshore Ekman forced upwelling off

the Omani continental shelf (3, 4). Coincident

with the IOD event of 1997, sea surface winds

(21) picked up only by June, almost a month

later than in a normal year, followed by a

peak in July that was short-lived. The impact

on upwelling of the early collapse of the

monsoon winds in the coastal region is clearly

visible in the higher-than-normal SSTs (22) in

June and July (Fig. 1B), an indicator of

weaker upwelling that year.

In the time series record of chlorophyll a,

however, the most conspicuous observation

was the consistent year-by-year increase in

phytoplankton biomass over the 7-year period

(Fig. 1A). By the summer of 2003, chlorophyll

a concentrations were 9350% higher than those

observed in the summer of 1997. The increase

in chlorophyll a was accompanied by a year-

by-year decline in summertime SSTs and cy-

clonic wind stress curl values (Fig. 1C) (23),

both indicators of a progressive intensification

of upwelling along the coast of Somalia result-

ing from a progressive strengthening of sea

surface winds over the 7-year period (Fig. 1C).

Upwelling off Somalia is also associated with

the development of the Somali Current gyres,

such as in the Great Whirl, where the vorticity

balance forces an uplift of the thermocline to

the left of the offshore flows (24, 25).

This year-by-year increase in chlorophyll a

concentrations was not confined to the coast

alone but was also observed over a wider area

of the western (52- to 57-E, 5-S to 10-N)
Arabian Sea (Fig. 2A). Outside the region of

coastal upwelling, chlorophyll a concentrations

in the summer of 2003 attained values that

were 9300% higher than those observed in the

summer of 1997. This increase in chlorophyll a

was also accompanied by an intensification of

sea surface winds, in particular of the zonal

(east-to-west) component (Fig. 2A). It is clear

from the offshore observations that the influ-

ence of southwest monsoon winds on phyto-

plankton in the Arabian Sea is not through their

impact on coastal upwelling alone but also via

the ability of zonal winds to laterally advect

newly upwelled nutrient-rich waters to regions

away from the upwelling zone. When colder

waters are advected offshore, they cause a re-

duction in the latent heat flux to the atmosphere

and an increase in the net heat input into the

oceans. Increased heat flux into the ocean sta-

bilizes the water column, causing the mixed

layer to shoal (26). Thus, although sea surface

winds showed a progressive year-by-year in-

crease after 1997, mixed layer depths during the

summer monsoon shallowed progressively over

the 7-year period (Fig. 2B). Increased water

column stability during the summer monsoon

associated with a shallower mixed layer is par-

ticularly crucial for retaining phytoplankton

in the euphotic layer, especially when overcast

skies and insufficient light can limit phyto-

plankton photosynthesis and growth (10, 11).

The summer monsoon winds are a coupled

atmosphere-land-ocean phenomenon, whose

strength is significantly correlatedwith tropical

SSTs and Eurasian snow cover anomalies on a

year-to-year basis (27, 28). The intensification

of the winds across the Arabian Sea during the

southwest monsoon is largely governed by the

land-sea thermal gradient that develops over

the Arabian Sea in late spring and early

summer. Therefore, the extent of winter and

spring snow cover over the Eurasian landmass

and the latent heat released by the sea during

spring have a major impact on this land-sea

thermal gradient (29). In general, positive

snow anomalies in winter and spring can give

rise to colder ground temperatures in the sub-

sequent summer, because a substantial fraction

of the available solar energy during spring and

early summer goes toward melting the snow

and evaporating water from the wet soil rather

than toward heating the ground (30). Excessive

snowfall in the early part of winter also tends

to reduce solar radiation heating in winter by

increasing the surface albedo, resulting in

persistently colder temperatures over the land

(31). Conversely, reduced snow cover over

Eurasia strengthens the spring and summer

land-sea thermal contrast and is considered to

be responsible for the stronger southwest

monsoon winds and positive rainfall anomalies

over the subcontinent (32, 33).

Analysis of snow cover data (34) for the

period beginning in 1997 revealed a progres-

sive decline of winter and spring snow cover

over the Eurasian landmass (Fig. 2C), which

is consistent with the mid-latitude continental

warming trend reported in the Northern

Hemisphere (33). Since 1979, the decline in

snow cover has been particularly pronounced

over northern Eurasia poleward of 70-N, over
Western Europe, to the northeast of Russia,

over southwest Asia, and over the northern

Indian Himalayan Tibetan Plateau region (fig.

S2). Of greatest relevance to the strength of the

A

B

C

Fig. 2. Annual trends of (A) satellite-derived chlorophyll a data (CHL) and zonal wind stress and (B)
mixed layer depth (MLD) and Reynolds SSTs from the region (52- to 57-E, 5-S to 10-N) in the
western Arabian Sea. (C) Anomalies (departures from monthly means for the period between 1996
and 2002) of Eurasian snow cover (ESC). The trend line shown in bold is a 14-point moving average.
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southwest monsoon winds are the latter two

regions, on account of their proximity to the

Arabian Sea. A plot of Eurasian snow cover

extent versus wind stress data (Fig. 3A) and

wind stress versus SST (Fig. 3B) for the period

from late spring to midsummer (May-July)

suggests that the year-by-year decline in winter

and spring snow cover over Eurasia is creating

conditions that are conducive to stronger winds

and lower summertime SSTs across the west-

ern Arabian Sea. By regressing SST against

satellite-derived chlorophyll a concentra-

tions over this region for the summer season

(Fig. 3C), we conclude that the escalating

strength of sea surface winds is largely

responsible for the increase in phytoplankton

biomass in the western Arabian Sea over the

past 7 years. The fact that disparate satellite-

derived and observational data sets of SSTs

andwinds come together to fit into a physically

consistent scenario gives us a great deal of

confidence in our results.

Our findings raise the intriguing possibility

that the western as well as the central regions of

the Arabian Sea could witness more wide-

spread blooms of phytoplankton if the mid-

latitudinal continental warming trend and the

decline in winter snow cover over the Northern

Hemisphere continue. Although our findings

have an immediate and important bearing on

regional fisheries, the implications of a more

productive Arabian Sea go far beyond that; for

example, to our planet_s climate. The Arabian

Sea hosts a distinct, basin-wide oxygen mini-

mum zone between 150 and 1000 m (35–37),

whose presence has a substantial impact on

marine elemental cycles, in particular those

linked to the production of climatically relevant

trace gases (37). The changing productivity of

the Arabian Sea could thus have far-reaching

consequences for the oxygen minimum zone,

whose existence is regulated by a balance

between the ventilation of intermediate depths

and oxygen consumption during the oxidation

of organic matter produced in the euphotic

column (36, 37).
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Fig. 3. Scatter plots of (A) resultant wind stress
and Eurasian snow cover for May to July; (B)
SSTs and resultant wind stress for May to July;
and (C) satellite-derived chlorophyll a data and
SSTs for May to September. Oceanographic
data are for the region (52- to 57-E, 5-S to
10-N), and Eurasian snow cover is from the
Northern Hemisphere EASE grid. Linear least-
squares fits to scatter plots yielded r2 values of
0.84, 0.66, and 0.70 (P G 0.01) for (A), (B), and
(C), respectively.
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Activation of a Phytopathogenic
Bacterial Effector Protein by a

Eukaryotic Cyclophilin
Gitta Coaker,1 Arnold Falick,2 Brian Staskawicz1*

Innate immunity in higher plants invokes a sophisticated surveillance system
capable of recognizing bacterial effector proteins. In Arabidopsis, resistance to
infection by strains of Pseudomonas syringae expressing the effector AvrRpt2
requires the plant resistance protein RPS2. AvrRpt2 was identified as a putative
cysteine protease that results in the elimination of the Arabidopsis protein
RIN4. RIN4 cleavage serves as a signal to activate RPS2-mediated resistance.
AvrRpt2 is delivered into the plant cell, where it is activated by a eukaryotic
factor that we identify as cyclophilin. This activation of AvrRpt2 is necessary for
protease activity. Active AvrRpt2 can then directly cleave RIN4.

Plants have evolved host defense mech-

anisms to combat infection against a wide

variety of pathogens. A gene-for-gene hy-

pothesis was proposed to explain the plant

resistance response; the hypothesis states

that for a plant to be resistant to a particu-

lar pathogen, there must be matching pairs

of host resistance and pathogen effector

genes (1). Although more than 50 resist-

ance genes have been isolated, direct bind-

ing between a resistance gene product and

its corresponding pathogen effector has

been demonstrated in only a few cases

(2–4). Recent experimental evidence sug-

gests an indirect mode of bacterial pathogen

recognition whereby a resistance protein

recognizes the biochemical alteration of a

second plant protein by a bacterial effector

(5–8).

Delivery of the bacterial effector AvrRpt2

by Pseudomonas syringae specifically in-

duces disease resistance in Arabidopsis plants

expressing the RPS2 resistance protein.

RPS2 and RIN4 physically associate in Ara-

bidopsis, and delivery of AvrRpt2 results

in RIN4 elimination during pathogenesis,

which supports the hypothesis that AvrRpt2

directly cleaves RIN4, thus indirectly ac-

tivating RPS2 (6, 7). AvrRpt2 encodes a

28-kD effector protein delivered into plant

cells during infection, where it is cleaved near

its amino terminus (9). The 21-kD carboxy-

terminal product of AvrRpt2 is sufficient to

trigger RIN4 elimination and RPS2 activa-

tion in planta. Amino acids 1 to 71 encode a

type III secretion signal, whereas amino

acids 72 to 255 encode the effector domain

of AvrRpt2 (9). Although AvrRpt2 does not

share extensive primary sequence homology

to proteins of known biochemical function,

the predicted secondary sequence structure

of AvrRpt280–255 matches the catalytic core

of the staphopain cysteine protease, with a

putative catalytic triad composed of cys-

teine 122, histidine 208, and aspartate 226

(10). Mutations in any of these residues

abolish AvrRpt2 processing, RIN4 elimi-

nation, and RPS2 recognition in Arabi-

dopsis (10).

AvrRpt2 is not N-terminally processed in

Escherichia coli or P. syringae but is pro-

cessed in all eukaryotic extracts tested to

date, including Saccharomyces cerevisiae

(Fig. 1, A and B) (9, 11). We hypothesize

that AvrRpt2 is delivered as an inactive

protease and is activated upon delivery into

the plant cell (9, 11). Protein extracts were

prepared from Arabidopsis and S. cerevisiae

and added to purified recombinant AvrRpt2

with an N-terminal hexahistidine and a C-

terminal hemagglutin (HA) tag. Both crude

extracts resulted in specific AvrRpt2:HA N-

terminal processing (Fig. 1A). The AvrRpt2

mutant protein AvrRpt2:HA(C122A), in

which alanine is substituted for the cata-

lytic cysteine residue, was not processed

(Fig. 1B). We detected two additional cleav-

age products after incubation with crude

protein extracts (Fig. 1, A and B). These

bands are likely the result of nonspecific

protease activity, because they disappear

upon further biochemical purification. Ex-

tensive dialysis and protein precipitation

did not eliminate processing, which suggests

that the factor is proteinaceous (11, 12).

A biochemical approach was employed to

identify the factor responsible for AvrRpt2

activation. Because S. cerevisiae_s genome

is sequenced and contains only 6,000 genes

and because there are many mutant lines

available, identification of the factor in S.

cerevisiae would be less complicated than

pursuing similar experiments in Arabidopsis.

Therefore, AvrRpt2_s eukaryotic activator
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Hughes Medical Institute Mass Spectrometry Labora-
tory, University of California, Berkeley, CA 94720,
USA.
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Fig. 1. Biochemical purification of AvrRpt2’s eukaryotic activator. (A and B) Recombinant
AvrRpt2:HA and AvrRpt2:HA(C122A) proteins were incubated with crude S. cerevisaie BY4730 or
Arabidopsis Col-0 protein extract and subjected to immunoblot with monoclonal antibody to HA
(anti-HA). Lane 1, nD71AvrRpt2:HA expressed in planta. (C) Biochemical purification of AvrRpt2’s
activator from S. cerevisiae BY4730 cytosol by hydrophobic interaction, anion exchange, and gel-
filtration chromatography. Gel-filtration fractions surrounding activity were loaded onto a SDS-
PAGE gel, stained by colloidal Coomassie blue (top panel), and subjected to anti-HA immunoblot
(bottom panel) to visualize nD71AvrRpt2:HA. (D) Processing of AvrRpt2 inside S. cerevisiae
mutants. AvrRpt2 and AvrRpt2(C122A) were expressed from the pESC vector inside S. cerevisiae
BY4730 (lanes 1 and 2, wild type), KDY75.3b (lane 3, Dcpr1,6,7, Dfpr1), and KDY98.4a (lanes 4 and
5, Dcpr1-8, Dfpr1-4) and subjected to polyclonal anti-AvrRpt2 immunoblot. Cyclophilin mutants
were complemented with Arabidopsis ROC1 coexpressed with AvrRpt2.
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was purified from S. cerevisiae. Proteins were

sequentially fractionated by hydrophobic in-

teraction, anion exchange, and gel-filtration

chromatography. Fractions were assayed

for their ability to induce AvrRpt2 pro-

cessing. Those possessing activity from the

final purification step were analyzed by

SDS–polyacrylamide gel electrophoresis

(SDS-PAGE) (Fig. 1C). A single 18-kD pro-

tein correlated with activity. Mass spectrome-

try identified this protein as CPR1 (P14832),

a single-domain cyclophilin peptidyl-prolyl

cis-trans isomerase (PPIase) (fig. S1).

PPIases are chaperones and folding cata-

lysts with the ability to catalyze the cis-trans

isomerization of prolyl bonds, a rate-limiting

step in protein folding (13). PPIases span

three structurally unrelated protein families:

the cyclophilins, FKPBs, and paruvulins. S.

cerevisiae possesses eight cyclophilins (14).

CPR1 is the yeast homolog of human cyclo-

philin A, localized in the cytosol and nucleus,

and the primary target of the immunosup-

pressant drug cyclosporinA (14, 15). There are

seven Arabidopsis cytosolic single-domain

cyclophilins with amino acid sequence ho-

mology ranging from 43 to 58% identity and

59 to 69% similarity to CPR1 (fig. S2). The

closest Arabidopsis CPR1 homolog is ROC1

(At4 g38740). To verify that cyclophilin is

the eukaryotic activator, AvrRpt2 process-

ing in S. cerevisiae cyclophilin mutants was

investigated. The S. cerevisiae cytosolic

cyclophilin knockout did not abolish pro-

cessing when AvrRpt2 was expressed in

yeast, although processing was reduced in

comparison with wild-type cells, which

suggests that multiple cyclophilins may fa-

cilitate processing (Fig. 1D, lane 3). Yeast

mutants lacking all eight cyclophilins and

four FKBPs were unable to induce pro-

cessing, and the inability of AvrRpt2 to

process was complemented when AvrRpt2

and ROC1 were coexpressed (Fig. 1D).

This verifies that the eukaryotic cofactor is

cyclophilin in vivo and that ROC1 can

complement CPR1 with respect to AvrRpt2

activation.

To determine whether purified CPR1 and

ROC1 would enable AvrRpt2 N-terminal

processing in vitro, both proteins were ex-

pressed in E. coli with hexahistidine N-

terminal tags and purified by affinity and

gel-filtration chromatography. Both CPR1

and ROC1 enabled AvrRpt2:HA processing

in vitro, and mutant AvrRpt2:HA(C122A)

protein was unable to process when incu-

bated with cyclophilin (Fig. 2A). The ad-

dition of 10 mM cyclosporin A (cyclophilin

inhibitor) to the in vitro reaction abolished

cleavage, whereas the addition of 10 mM
rapamycin (FKBP inhibitor) had no effect

(Fig. 2B). The N- and C-terminal portions

of AvrRpt2 were digested with trypsin and

glutamyl endopeptidase, respectively, and

subjected to tandem mass spectrometry. We

were able to sequence up to G
71

from the

N-terminal fragment and up to G
72

from the

C-terminal fragment, verifying appropriate

and specific AvrRpt2 cleavage (Fig. 2C and

fig. S3). These results provide the first

biochemical evidence that AvrRpt2 pos-

sesses in vitro cysteine protease activity

and that AvrRpt2 activation by cyclophilin

induces self-cleavage between G
71

and G
72
.

N-terminal processing of AvrRpt2 may be

necessary for protease activity or proper

subcellular localization within the plant

cell (11). Previous reports have shown that

AvrRpt2 processing mutants are localized to

the chloroplast rather than the membrane by

monitoring AvrRpt2:GFP accumulation in

protoplasts, which indicates that N-terminal

processing may be required for proper lo-

calization to the membrane (7, 11). How-

ever, the role of AvrRpt2_s N terminus in

its localization has yet to be unambiguously

established.

To verify that cyclophilin and AvrRpt2

directly interact, ROC1 was expressed in

E. coli as a glutathione S-transferase (GST)

fusion protein. GST:ROC1 was incubated with

AvrRpt2:HA and mutant AvrRpt2:HA(C122A)

protein. Western blot analysis demonstrated

that AvrRpt2:HA and AvrRpt2:HA(C122A)

specifically bind to GST:ROC1 but not to GST

alone (Fig. 2D). Only full-length AvrRpt2

interacts with GST:ROC1 in vitro, which sug-

gests that this interaction is transient and that

after AvrRpt2 is properly folded, the two pro-

teins may disassociate in vitro.

Elimination of the Arabidopsis protein

RIN4 during infection with P. syringae that

express AvrRpt2 led to the hypothesis that

RIN4 is a direct substrate for the AvrRpt2

protease (6, 7). A stretch of seven amino

acids surrounding AvrRpt2_s cleavage site

is homologous to two regions within the

RIN4 protein, which suggests that AvrRpt2

may cleave RIN4 at two sites (Fig. 3A) (16).

To confirm that RIN4 is a direct substrate of

AvrRpt2 and that no other plant proteins are

required for cleavage, we mixed purified re-

combinant AvrRpt2:HA, AvrRpt2:HA(C122A),

ROC1, and RIN4 proteins in vitro. RIN4

was only cleaved in the presence of wild-

type AvrRpt2:HA and ROC1, verifying that

AvrRpt2 directly cleaves RIN4 after it is

activated by cyclophilin (Fig. 3, B and C).

The two RIN4 fragments were identified by

mass spectrometric peptide mapping and tan-

dem mass spectrometry as the N terminus

of RIN4 and an internal fragment of RIN4

between sites I and II (Fig. 3C and fig.

S4B). The C-terminal fragment of RIN4

was undetectable by immunoblot analysis or

Coomassie staining. In addition, full-length

RIN4 protein was analyzed by mass spec-

trometry, verifying that the C terminus was

Fig. 2. Cleavage site specificity of the AvrRpt2 protease. (A) Recombinant Arabidopsis and S.
cerevisiae cyclophilins induce AvrRpt2 processing in vitro. Recombinant AvrRpt2:HA or
AvrRpt2:HA(C122A) were incubated with ROC1 and CPR1 and subjected to anti-HA immunoblot.
Lane 1, nD71AvrRpt2:HA expressed in planta. (B) Cyclosporin A inhibits AvrRpt2:HA activation by
ROC1. Recombinant AvrRpt2:HA was incubated with ROC1, cyclosporin A (Cys A), and rapamycin
and subjected to anti-HA immunoblot. Lane 1, nD71AvrRpt2:HA expressed in planta. (C) AvrRpt2
self-processes between G71 and G72. Recombinant AvrRpt2:HA, ROC1, ROC7, and CPR1 were
incubated in various combinations and visualized by Coomassie blue. Full-length AvrRpt2(1) was
cleaved in the presence of cyclophilin, generating the C terminus of AvrRpt2(2) and the N
terminus of AvrRpt2(3). (D) AvrRpt2 and ROC1 directly interact. Recombinant AvrRpt2:HA
proteins were incubated with GST:ROC1 and GST alone. GST interacting proteins were recovered
by incubation with G beads. Input controls (lanes 1 to 4) and GST binding proteins (IPs) were
detected by anti-HA (top panel) and anti-GST (bottom panel) immunoblots.
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intact prior to cleavage by AvrRpt2 (fig.

S4A). Recombinant RIN4 mutant proteins

ERIN4(F9A), RIN4(F151A), and RIN4(F9A

F151A)^ were incubated with AvrRpt2 and

ROC1, and RIN4 cleavage products were

identified by mass spectrometry. RIN4(F9A)

was cleaved only at site II, RIN4(F151A)

was cleaved only at site I, and RIN4(F9A

F151A) was not cleaved by AvrRpt2, in-

dicating that AvrRpt2 directly cleaves RIN4

at two positions in vitro (Fig. 3B and fig. S4,

C and D). We were able to identify RIN4

site I as being cleaved between G
10

and

N
11

by tandem mass spectrometry (fig.

S5). AvrRpt2 also cleaves itself at a sim-

ilar position in its recognition site (fig.

S3). Taken together, these data suggest

that AvrRpt2 cleaves RIN4 site II between

G
152

and D
153

.

Previous experiments indicate that the

RIN4 double mutants are also not cleaved

in planta after delivery of AvrRpt2 (17, 18).

The RIN4(F9A F151A) double mutant is

not eliminated when transiently expressed

with AvrRpt2 in Nicotiana benthamiana,

whereas RIN4 single mutants are undetect-

able by immunoblot, which suggests that

RIN4 is cleaved at two sites in planta (17).

Furthermore, the RIN4 site I and II mutant

is unable to be eliminated in Arabidopsis

upon infection with P. syringae expressing

AvrRpt2 (18). Because RIN4 negatively reg-

ulates RPS2 (6, 7), RPS2-mediated re-

sistance does not occur in Arabidopsis

plants expressing the RIN4 double mutant

upon infection with Pseudomonas express-

ing AvrRpt2 (18).

Together, these results suggest a novel

mechanism to explain AvrRpt2_s activa-

tion upon delivery into the plant cell. Spon-

taneous peptidyl-prolyl isomerization is a

slow reaction and can constitute rate-limiting

steps in protein folding. The discovery that

eukaryotic cyclophilin activates AvrRpt2

not only provides a mechanism for effec-

tor activation upon delivery into the plant

cell but also implicates Arabidopsis single-

domain cyclophilins as general protein-

folding catalysts.

We propose that the PPIase activity of

cyclophilin activates AvrRpt2, enabling it

to cleave its N terminus, localize to the

membrane where RPS2 and RIN4 reside,

and directly cleave RIN4 (5, 6). RIN4 is a

negative regulator of RPS2 (6, 7). It is

likely that the cleavage of RIN4 activates

RPS2, because Arabidopsis rin4 null mu-

tants are lethal in an RPS2 background (6)

and because the overexpression of RIN4

delays RPS2 activation (6, 7). Growth of

Pseudomonas expressing AvrRpt2 has been

shown to be significantly higher than that

in catalytically inactive mutants on Arabi-

dopsis rin4/rps2 plants (17). These data

suggest that, in addition to RIN4, AvrRpt2

likely has additional protein targets inside

the plant cell that account for its virulence

activity. A set of Arabidopsis proteins pos-

sessing homology to AvrRpt2_s processing
site was identified that are cleaved by

AvrRpt2 when both proteins are transiently

expressed in N. benthamiana, and these

proteins may be virulence targets of the

AvrRpt2 protease (17). Targeting of multi-

ple host proteins may be a common strat-

egy employed by a number of effectors,

and future studies will investigate cleav-

age of this set of proteins in Arabidopsis

and their potential roles in susceptibility

and resistance.

A common theme in host and pathogen

proteinases is that the expression of pro-

teolytic activity is tightly regulated, both

at the level of expression and secretion

and in the processing of an inactive se-

creted precursor to its active form (19, 20).

There are 6 proline residues in the prodo-

main and 12 residues within the effector

domain of AvrRpt2 that may be important

for interacting with cyclophilin. A number

of bacterial effectors delivered into plant

and animal cells during pathogenesis are

structurally similar to cysteine proteases

(21, 22). Furthermore, enzyme activity of

several putative bacterial effector pro-

teases cannot be detected in vitro, which

indicates that the effectors YopJ, AvrBsT,

and AvrXv4 may also require host factors

for activation (22). In light of our data,

folding of bacterial effector proteases by

eukaryotic protein factors may be a com-

mon mechanism during pathogenesis.
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Fig. 3. RIN4 is a direct substrate for AvrRpt2. (A) RIN4 possesses two sites with homology to
AvrRpt2’s processing site. RIN4 site I is located between V6 and W12, and site II is between V148
and W154. (B) Diagram of the RIN4 recombinant protein. FG I, site I; FG II, site II. (C) RIN4 is
cleaved by activated AvrRpt2 in vitro. Recombinant AvrRpt2:HA, AvrRpt2(C122A):HA, ROC1, and
RIN4 proteins were incubated in combinations in vitro, and cleavage products were visualized by
Coomassie blue. I indicates RIN4(F9A), II indicates RIN4(F151A), and I&II indicates RIN4(F9A
F151A) mutant proteins. RIN4 cleavage products were identified by mass spectrometry. Fragment
1 results from a single cleavage event at either site I or site II, fragment 2 is the internal portion
between sites I and II, and fragment 3 is the N-terminal piece of RIN4. The C-terminal fragment of
RIN4 is undetectable after AvrRpt2 cleavage at site II in vitro.
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ATM Activation by DNA
Double-Strand Breaks Through
the Mre11-Rad50-Nbs1 Complex

Ji-Hoon Lee and Tanya T. Paull*

The ataxia-telangiectasia mutated (ATM) kinase signals the presence of DNA
double-strand breaks in mammalian cells by phosphorylating proteins that
initiate cell-cycle arrest, apoptosis, and DNA repair. We show that the Mre11-
Rad50-Nbs1 (MRN) complex acts as a double-strand break sensor for ATM
and recruits ATM to broken DNA molecules. Inactive ATM dimers were acti-
vated in vitro with DNA in the presence of MRN, leading to phosphorylation
of the downstream cellular targets p53 and Chk2. ATM autophosphorylation
was not required for monomerization of ATM by MRN. The unwinding of DNA
ends by MRN was essential for ATM stimulation, which is consistent with the
central role of single-stranded DNA as an evolutionarily conserved signal for
DNA damage.

In mammalian cells, DNA double-strand breaks

trigger activation of the ataxia-telangiectasia

mutated (ATM) protein kinase, which phos-

phorylates downstream targets that initiate cell-

cycle arrest, DNA repair, or apoptosis. Several

of these targets, including p53, Chk2, Brca1,

and H2AX, function as tumor suppressors in

vivo, and the phosphorylation of these factors

is critical for their function after DNA damage.

The Nbs1 (nibrin) protein is also a sub-

strate for ATM, and abrogation of Nbs1

phosphorylation inhibits checkpoint signal-

ing during the S phase (chromosome replica-

tion) of the cell cycle (1). Nbs1 is part of the

Mre11-Rad50-Nbs1 (MRN) complex, which

is essential for DNA double-strand–break re-

pair and genomic stability. Cells from patients

with Nijmegen breakage syndrome (NBS) or

ataxia telangiectasia–like disorder (ATLD) ex-

press mutant forms of the Nbs1 or Mre11 pro-

tein, respectively, and exhibit decreased levels

of ATM substrate phosphorylation, particular-

ly on Chk2 (2–5) and Smc1 (6, 7), despite the

presence of wild-type ATM. Thus, the MRN

complex may not only be a downstream ef-

fector of ATM but also may function in ac-

tivating ATM to initiate phosphorylation of

cellular substrates.

MRN stimulated ATM activity in vitro

toward p53, Chk2, and histone H2AX in a ki-

nase assay with purified recombinant compo-

nents (8). MRN and ATM associated through

multiple protein-protein interactions, and MRN

contributed to ATM kinase activity by in-

creasing the affinity of ATM for its sub-

strates. In this in vitro assay, however, there

was no effect of DNA on ATM, either with

or without MRN (Fig. 1A).

ATM exists in vivo as an inactive multi-

mer that dissociates into active monomers

after DNA damage or other forms of cellular

stress (9). Thus, the ATM we studied pre-

viously may have been monomeric, either

already present as a monomer in cells or con-

verted into monomers during purification. To

study the multimeric form of ATM specifical-

ly, we transfected human 293T cells with two

ATM expression constructs encoding Flag-

and hemagglutinin (HA)–epitope–tagged ATM,

and we modified our purification procedure

to preserve multimeric interactions. Sequential

purification with antibodies directed against

the Flag and HA epitopes yielded ATM com-

plexes (Fig. 1B). Glycerol gradient sedimen-

tation analysis of complexes containing both

epitope-tagged forms of ATM showed that the

majority of this protein fractionated as a di-

mer, whereas the previously purified form of

ATM fractionated as a monomer (Fig. 1C).

Unlike monomeric ATM, dimeric ATM

required both the MRN complex and DNA

for activity. Dimeric ATM was tested for ki-

nase activity with a glutathione S-transferase

(GST) fusion protein containing residues 1 to

102 of p53, and phosphorylation was detect-

ed with a phosphospecific antibody directed

against p53 protein phosphorylated on serine

15 (S15). Minimal activity was seen with ATM

alone, or with ATM with MRN, whereas sub-

stantial phosphorylation was seen with ATM,

MRN, and linear DNA incubated together in

the kinase reaction (Fig. 1D). Similar results

were seen with dimeric ATM and a GST-

Chk2 substrate when an antibody that is spe-

cific for phosphothreonine 68 was used (Fig.

1E). In each case, MRN increased the amount

of phosphorylated product by only two- to

fivefold, whereas DNA plus MRN yielded an

increase in phosphorylated product of 80- to

200-fold over ATM alone. The addition of

DNA to dimeric ATM in the absence of MRN

did not stimulate kinase activity (Fig. 1, D and

E). Dimeric ATM also required the complete

MRN complex and was not stimulated by MR

complex, which lacks Nbs1 (Fig. 1F), unlike

monomeric ATM, which is stimulated by both

the MR and MRN (Fig. 1A). Identical results

were observed with full-length Chk2 and p53

(fig. S2) (10).

The level of ATM stimulation by DNA

was modulated by the substrate concentration

(Fig. 1G and fig. S1). The increase in phospho-

rylation induced by DNA over that by MRN

alone was greater than 60-fold with 12.5 nM

GST-p53 substrate and 32-fold with 50 nM

substrate, but only 18-fold with 200 nM sub-

strate. Therefore, DNA and MRN may act on

dimeric ATM by stimulating substrate recruit-

ment, in similar fashion to how they act on

monomeric ATM (8).

In vivo, ATM is activated by DNA double-

strand breaks. To test whether DNA ends are

required with dimeric ATM, we added closed

circular plasmid DNA instead of linear DNA

fragments. The circular DNA stimulated ATM

fivefold in the presence of MRN, but when

restriction enzymes were also included in the

kinase reaction, the phosphorylation of p53

and Chk2 was increased by 13- to 25-fold

(Fig. 2A). We did not observe any DNA

sequence specificity (11); however, optimal

stimulation of dimeric ATM required that the

length of the DNA fragment be at least 1 to

2 kb (Fig. 2B).

To determine which proteins are required

for DNA binding, we attached a 2.3-kb DNA

fragment to magnetic beads through a biotin-

streptavidin interaction. The DNA-bound beads

were incubated with recombinant ATM and

MRN, and we identified the bound proteins

by Western blotting. MRN bound to the DNA-

containing beads irrespective of the presence

of ATM, whereas ATM was associated with

the beads only when MRN was present (Fig.

2C). Thus, in vitro, MRN is required for the

stable association of ATM with DNA. The

MR complex, which lacks Nbs1, also stimu-

lated ATM binding to DNA (Fig. 2D), but

Mre11 alone did not (Fig. 2E), suggesting

that the interaction between MR and ATM

(8) is through the Rad50 component of the

complex. Both MRN and MR recruited ATM

to DNA (Fig. 2D), yet only MRN stimulated

the kinase activity of ATM (Fig. 1F). Similar-

ly, ATM bound equally well to 415–base pair

(bp) and 2.3-kb DNA fragments in the pres-

ence of MRN (Fig. 2C), yet was only efficient-

ly activated by the larger fragments (Fig. 2B).

Thus, ATM recruitment to DNA does not ap-

pear to be sufficient for activation.

ATM autophosphorylation of Ser1981

(S1981) was shown to be required for the

activation of ATM activity and for the

damage-induced conversion of ATM dimers
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to monomers (9). A small amount of ATM

S1981 autophosphorylation in the in vitro

assay was detected with a phosphospecific

antibody, and it increased threefold in the

presence of MRN and DNA (Fig. 3A). To

test whether autophosphorylation of ATM on

S1981 is necessary for the DNA stimulation

of dimeric ATM in vitro, we cotransfected

Flag- and HA-tagged ATM S1981A mutant

(where Ser1981 is replaced by Ala) expres-

sion constructs and purified complexes with

antibodies to Flag (anti-Flag) and anti-HA

(Fig. 1B). This S1981A protein also mi-

grated as a dimer in the glycerol gradient

(Fig. 1C). The S1981A dimeric ATM, as

well as the wild-type dimeric protein, re-

sponded similarly to DNA and MRN, exhib-

iting greater than 200-fold stimulation of

both p53 and Chk2 phosphorylation by DNA

and MRN (Fig. 3, A and B). Thus, in vitro,

S1981 autophosphorylation is not essential

for MRN-dependent stimulation of dimeric

ATM by DNA.

The conversion of ATM dimers into

monomers occurs in human cells after DNA

damage and correlates with ATM activation

(9). To assay the dimer-to-monomer transition

in vitro, we bound the Flag-ATM–HA-ATM

dimer preparation to anti-Flag conjugated to

agarose beads. After washing the beads, we

Fig. 1. Requirement of DNA and MRN for activ-
ity of dimeric ATM. (A) Kinase assays contained
0.125 nM monomeric ATM, 7.5 nM MRN, 7.5 nM
MR, 50 nM GST-p53 (amino acids 1 to 102), and
10 ng of linear DNA. Western blots were probed
with antibody to phosphoserine 15 of p53. (B)
Coomassie-stained SDS–polyacrylamide gel elec-
trophoresis (SDS-PAGE) of MRN, MR(S1202R)N,
MR, Mre11, Flag-tagged monomeric ATM (mono-
mer), Flag-ATM–HA-ATM dimeric complex (dimer),
and S1981A dimeric complex (dimer S1981A).
(C) Glycerol gradient sedimentation analysis of
monomeric ATM, dimeric ATM, and S1981A
dimeric ATM, with positions of molecular size
markers as indicated. ATM concentrations are
shown relative to the most concentrated frac-
tion within each gradient. (D) Kinase assays with
0.2 nM dimeric ATM, 3.6 nM MRN, 50 nM GST-
p53 substrate, and linear DNA, probed with
antibody to phosphoserine 15 of p53. (E) Kinase
assays with 0.2 nM dimeric ATM, 4.8 nM MRN,
200 nM GST-Chk2 substrate, and linear DNA,
probed with antibody to phosphothreonine 68 of
Chk2. (F) Kinase assays as in (D) with indicated
amounts of MRN or MR (1.8 and 3.6 nM, re-
spectively). (G) Kinase assays as in (D) with indi-
cated amounts of GST-p53. Anti-GST Western
blots are shown in fig. S1.

Fig. 2. Importance of DNA ends for ATM activation through MRN. (A) Kinase assays as in Fig. 1 are
shown except with closed circular relaxed plasmid DNA (uncut plasmid DNA) instead of linear
DNA fragments. One unit of Dra III, Bam HI, or Eco RV restriction enzyme was added as indicated.
Each enzyme cuts a unique site in the plasmid. (B) Kinase assays with linear DNA of various
lengths. (C) Biotinylated 415-bp and 2.3-kb DNA fragments were attached to streptavidin-coated
magnetic beads and incubated with MRN and ATM. Associated MRN and ATM were detected by
Western blotting. The input lane has one-10th of ATM and one-third of MRN used in the reaction.
(D and E) Binding assays as in (C), except with MR or Mre11 compared to MRN.
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added MRN and DNA, isolated the beads

again, and analyzed the supernatant to look

for dissociated ATM proteins (Fig. 3C). Flag-

ATM was not observed in the supernatant

because it was still bound to the beads, but

one-third of the total HA-ATM used in the

reaction was found in the supernatant when

MRN was added to the dimeric ATM. This

dissociation of HA-tagged ATM from the

Flag-tagged ATM on the beads was not de-

pendent on DNA and occurred similarly

with S1981A dimeric ATM (Fig. 3D). Nei-

ther Mre11 alone nor a nonspecific protein

had any effect on ATM dimer dissociation

(fig. S2).

The Mre11 protein exhibits manganese-

dependent nuclease activity in vitro (12).

However, the nuclease activity of Mre11 is

not active in the kinase assays shown here,

because all of the reactions were perform-

ed in magnesium only, conditions which

do not allow Mre11 nuclease activity (12)

but support ATM activity in the presence of

MRN.

The MRN complex also exhibits DNA

binding and DNA unwinding activities that are

dependent on both adenine nucleotides and

Nbs1 (13, 14). We tested the MR(S1202R)N

mutant complex (where Ser1202 of Rad50 is

replaced by Arg), which is specifically de-

ficient in the adenosine triphosphate (ATP)–

dependent functions of MRN (15), for stimu-

lation of ATM activity. This mutant complex

did not stimulate ATM activity (Fig. 4A),

which indicates that at least one of the ATP-

dependent activities of Rad50 is required for

ATM stimulation. The deficiency of the mu-

tant complex does not seem to be in DNA

binding, because the MR(S1202R)N complex

bound to DNA in equal amounts as wild-

type MRN and also recruited ATM to DNA

(Fig. 4B). The mutant complex also disso-

ciated the ATM dimer similarly to the wild-

type protein (fig. S2).

To test the importance of DNA unwinding

for ATM stimulation, we prepared a DNA

substrate with closed hairpins on each end.

This substrate did not stimulate ATM activ-

ity, which indicates that opening of the DNA

helix is required for MRN stimulation of di-

meric ATM (Fig. 4C). We then prepared a

substrate containing 60 noncomplementary

base pairs at one end to mimic an unwound

DNA molecule. This DNA (Bunpaired ends[)
complemented the MR(S1202R)N mutant for

ATM stimulation (Fig. 4D); thus, the MRN-

specific role of ATP in this reaction may be

to stimulate DNA unwinding.

In this study, we reconstituted DNA dam-

age signaling to ATM with recombinant puri-

fied components. The accumulating evidence

indicates that DNA breaks are sensed directly

by the MRN complex, which binds DNA,

unwinds the ends, recruits ATM, and dis-

sociates the ATM dimer. These results are

consistent with recent studies in budding

yeast, which show that the Mre11-Rad50-

Xrs2 complex localizes to DNA breaks very

rapidly in vivo (16, 17) and recruits the

ATM homolog Tel1 to DNA breaks (18).

However, our experiments do not recapitu-

late the requirement for ATM autophos-

phorylation that is observed in human cells

(9). Effects of other factors, including pro-

tein phosphatases 5 (19) and 2A (20) and

chromatin remodeling complexes, may be

needed to reconstitute the effects of auto-

phosphorylation that are seen in vivo. Our

results in this study define in mechanistic

detail the pathway for ATM activation after

the formation of a DNA double-strand break

and provide a biochemical foundation for the

characterization of other factors that influ-

ence the activity of ATM in cells.
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The species complexity of microbial communities and challenges in culturing
representative isolates make it difficult to obtain assembled genomes. Here
we characterize and compare the metabolic capabilities of terrestrial and
marine microbial communities using largely unassembled sequence data
obtained by shotgun sequencing DNA isolated from the various environ-
ments. Quantitative gene content analysis reveals habitat-specific finger-
prints that reflect known characteristics of the sampled environments. The
identification of environment-specific genes through a gene-centric compar-
ative analysis presents new opportunities for interpreting and diagnosing
environments.

Despite their ubiquity, relatively little is known

about the majority of environmental micro-

organisms, largely because of their resistance to

culture under standard laboratory conditions. A

variety of environmental sequencing projects

targeted at 16S ribosomal RNA (rRNA) (1, 2)

has offered a glimpse into the phylogenetic

diversity of uncultured organisms. The direct

sequencing of environmental samples has

provided further valuable insight into the life-

styles and metabolic capabilities of uncultured

organisms occupying various environmental

niches. The latter efforts include the sequenc-

ing of individual large-insert bacterial artifi-

cial chromosome (BAC) clones as well as

small-insert libraries made directly from envi-

ronmental DNA (3–7). The application of

high-throughput shotgun sequencing environ-

mental samples has recently provided global

views of those communities not obtainable

from 16S rRNA or BAC clone–sequencing

surveys (6, 7). The sequence data have also

posed challenges to genome assembly,

which suggests that complex communities

will demand enormous sequencing expend-

iture for the assembly of even the most

predominant members (7).

A practical question emerging from envi-

ronmental sequencing projects is the extent to

which the data are interpretable in the absence

of significant individual genome assemblies.

Most microbial communities are extremely

complex and thus not amenable to genome

assembly (8). This obstacle may in part be

offset by the high gene density of prokaryotes

EÈ1 open reading frame per 1000 base pairs

(bp)^ and currently attainable read lengths (700

to 750 bp), which result in most individual

sequences containing a significant portion of at

Fig. 1. Species complexity. Rarefaction curves
of bacterial 16S rRNA clone sequences for soil
and whale fall samples. (Inset) Rarefaction
curve for all 1700 soil clones. The three whale
falls are: 1, Santa Cruz Basin bone; 2, Santa Cruz
Basin microbial mat; and 3, Antarctic bone.

Fig. 2. Identification of
orthologous groups
with greater sequencing
depth. The number of
orthologous groups ob-
served at least once is
shown as a function of
the raw sequence gen-
erated. Numbers in
parentheses indicate
lower limits of the total
number of groups in the
sample.
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least one gene (9). Accordingly, although

microbial as well as animal sequencing studies

have typically targeted complete genomes, for

metagenomic data, this approach may not

always be necessary or feasible. Determining

the proteins encoded by a community, rather

than the types of organisms producing them,

suggests a means to distinguish samples on the

basis of the functions selected for by the local

environment and reveals insights into features

of that environment. In the present study, we

took a gene-centric approach to environmental

sequencing in our analysis of several disparate

microbial communities.

The samples we characterized were derived

from agricultural soil and from three isolated

deep-sea Bwhale fall[ carcasses (10). In con-

trast to the nutrient-poor environments previ-

ously subjected to large-scale metagenomic

sequencing (6, 7), each of these environments

was nutrient-rich, albeit with very different nu-

trient sources (plant material for soil and lipid-

rich bone for deep-sea whale fall samples).

We first analyzed the microbial diversity in

these samples through polymerase chain re-

action (PCR)–amplified small rRNA libraries

generated for each sample by using primers

specific for Bacteria, Archaea, and Eukaryota.

In the soil sample, a wide diversity of bacteria,

few archaeal species, and some fungi and

unicellular eukaryotes were found (fig. S2).

We sequenced a total of 1700 clones from two

independent libraries of PCR-amplified bacte-

rial 16S rRNA sequences prepared from the

soil DNA, and we identified at least 847

distinct ribotypes from more than a dozen

phyla (fig. S2B). A rarefaction curve built

from these data failed to reach saturation, and

coverage estimators such as Chao1 (11, 12)

predicted the total number of bacterial ribo-

types in this sample to be more than 3000 (Fig.

1; fig. S1), which reflected the enormous

diversity found in soil (8). The most common

ribotype accounts for 112 (6.6%) of the clones

(fig. S2A) when a 97% identity cutoff is used

and 81 (4.8%) when 98% identity is required.

The whale fall samples are both less diverse

and less evenly distributed than the soil cohort

and are estimated to contain between 25 and

150 distinct ribotypes of which the most

abundant accounts for 15 to 25% of the library

(Fig. 1; fig. S4). The reduced species and phyla

diversity of the whale fall microbial commu-

nities as compared with soil is consistent with

the extreme and specialized nature of this

deep-ocean ecological niche.

We explored the genomic diversity of the

communities by sequencing genomic small-

insert libraries made from all four samples. In

light of the organismal complexity seen in the

soil sample, we generated 100 million bp (Mbp)

of sequence from this sample and 25 Mbp for

each whale fall library. Consistent with the

predicted high species diversity in the soil

sample, attempts at sequence assembly were

largely unsuccessful. Less than 1% of the nearly

150,000 reads generated from the soil library

exhibited overlap with reads from independent

clones. On the basis of our 16S rRNA data and

the overlaps in the genomic sequence, we pro-

jected that somewhere between two and five

billion base pairs of sequence would be neces-

sary to obtain the eightfold coverage tradition-

ally targeted for draft genome assemblies, even

for the single most predominant genome in this

complex community (13). For each whale fall

library, we estimate that between 100 and 700

Mbp of shotgun sequence data would be need-

ed in order to generate a draft assembly for the

most prevalent genome. Assembling genomes

for low-abundance community members in any

of these samples would clearly require signif-

icantly more sequence data.

Given these hurdles to the assembly of

complete genomes from the samples, we

investigated the genes present without attempt-

ing to place them in the context of an individual

genome. In preliminary studies, we compared

gene predictions from assembled sequence with

unassembled, using available metagenomic data

(13). With our analysis supporting the validity

of gene predictions on unassembled reads, we

applied an automated annotation process to the

sequence data from several different environ-

mental samples. As our analysis relied primar-

ily on the predicted genes on small DNA

fragments, the majority of which were individ-

ual sequence reads, we termed each environ-

mental sequence an environmental gene tag

(EGT), to distinguish EGTs from the sequenc-

ing reads primarily used for the assembly of

genomes. The gene contents of the partially

Fig. 3. Functional profiling of microbial communities. Two-way clustering
of samples and encoded functions based on relative enrichment of KEGG
functional processes. The 15 most discriminating processes are high-

lighted. Asterisks indicate that environmental genes mapping to these
processes probably have a broader range of substrates than the KEGG
process title indicates.
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assembled and unassembled reads from soil

and whale fall samples were compared with

each other and with those of an acid mine

drainage biofilm community (6) and with each

of three independent samples from Sargasso

Sea surface waters (7). Putative genes were

predicted on at least 90% of the EGTs from all

samples, even when the sequence fragments

were individual reads. More than a third of the

EGTs contained two or more predicted open

reading frames, which raised the possibility of

nearest-neighbor analysis (14).

Roughly half of the predicted proteins in

each sample showed homology to orthologous

groups in an expanded in-house COG (clusters

of orthologous groups of proteins) database

(15, 16). To test whether the orthologous

groups observed in a limited sampling of each

library were representative of the full range

of groups in a community, we plotted the

number of orthologous groups detected at

increasing levels of sequencing depth. For all

samples, saturation for frequently occurring

orthologous groups is observed after a modest

amount of sequencing, whereas the general

slope of the curve reveals information about

community diversity (Fig. 2). In the relatively

simple acid mine drainage biofilm community,

90% of the orthologous groups were detected

with just 25 Mbp of raw sequence (È15 Mbp

quality sequence)—a fraction of that needed to

assemble genomes. Even in the considerably

more complex soil community, the curve starts

to flatten at 25 Mbp, which suggests that new

orthologous groups detected at this point are

found only in a minority of the community

members. The Sargasso Sea communities,

consistent with their species complexity, fell

between acid mine drainage and soil; the whale

falls, however, exhibited trajectories quite sim-

ilar to soil. We observed qualitatively similar

curves when limiting the analysis to the 4873

COGs contained in the 2003 release or to the

domain-oriented Pfam database (17) (fig. S5),

which suggests that this phenomenon is not an

artifact of comparison to a particular database.

We next explored the relative proportion of

the total protein sets devoted to particular

functions in a sample, given evidence that not

only message levels (18), but also library repre-

sentation (19), of genes coding for specialized

enzymes can vary with sample source. We spe-

cifically explored whether independent samples

from similar, although geographically separated,

environments would exhibit functional profiles

more similar to each other than to those from

disparate environments. We binned predicted

proteins into functional categories at four lev-

els: first, individual genes (orthologous groups

inferred from sequenced genomes); second,

groups of genes frequently observed as neigh-

bors in complete genomes EBoperons,[ shown

to correlate with metabolic and other pathways

(20)^; third, higher order cellular processes from

the manually curated KEGG (Kyoto Encyclope-

dia of Genes and Genomes) database (21); and

fourth, broad functional categories from the

COG database (13,15). Assembled contigs were

weighted to account for the number of inde-

pendent clones contributing to them.

A two-way clustering of samples and

KEGG maps, in which over- and underrep-

resented categories are indicated by red and

blue blocks, respectively, is displayed in Fig. 3

(fig. S6 shows similar figures based on COGs

and operons). Regardless of the functional bin-

ning employed, the independent Sargasso Sea

samples clustered together, as did the whale

fall samples. These profiles clearly suggest that

the predicted protein complement of a com-

munity is similar to that of other communities

whose environments of origin pose similar

metabolic demands. Our results further support

the hypothesis that the Bfunctional[ profile of a

community is influenced by its environment

and that EGT data can be used to develop

fingerprints for particular environments.

To assess the significance of these similarities

and differences and to identify functions of

importance for communities existing in specific

environments, we systematically examined the

differences in gene content between samples (Fig.

4). For this analysis, the three whale fall samples

were pooled together, as were the three ocean

samples. At each level, significant differences

among the respective microbial communities

were observed that suggested environment-

specific variations in both biochemistry and phy-

logeny. The acid mine drainage was not included

in this analysis because of its great dissimilar-

ity from the other samples (Fig. 3; fig. S6) and

low species diversity, both likely reflective of

the very extreme nature of this environment.

At the individual gene level, quite a few

orthologous groups are exclusive to a particular

environment (Fig. 4, upper left). For example,

73 putative orthologs of cellobiose phosphoryl-

ase, involved in degradation of plant material,

are found in the È100 Mbp of soil sequence, but

none are found in the È700 Mbp of sequence

examined from the Sargasso Sea. On the other

Fig. 4. Specific enrichments. Three-way comparisons of soil, whale fall, and Sargasso Sea environments
in terms of COGs, operons, KEGG processes, and COG functional categories. Each dot shows the relative
abundance of an item in the three environmental samples, such that proximity to a vertex is proportional
to the level of enrichment in the respective sample. Color indicates statistical significance of the
enrichment. Marked items discussed in main text: 1, COG5524 bacteriorhodopsin; 5, COG3459
cellobiose phosphorylase; 7, ABC-type proline/glycine betaine transport system; 10, Naþ-transporting
NADH:ubiquinone reductase; 14, osmosensitive, active Kþ-transport system; 18, photosynthesis; and
19, type I polyketide biosynthesis (antibiotics). A complete listing of numbered items is available in the
SOM, and an enhanced version of the figure is at (23).
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hand, 466 distinct homologs of the light-driven

proton pump bacteriorhodopsin are found in the

surface waters of the Sargasso Sea, whereas none

are found in the deep-sea whale falls or in soil.

The analysis of operons likewise reveals

similarities and differences in functional systems

(Fig. 4, upper right) that suggest features of the

environments. The most discriminating operons

tend to be systems for the transport of ions and

inorganic components, highlighting their impor-

tance for survival and adaptation. With respect

to ionic and osmotic homeostasis, for example,

the two maritime environments are similar—

both show a strong enrichment in operons that

contain transporters for organic osmolites and

sodium ion exporters coupled to oxidative phos-

phorylation. The soil sample, on the other hand,

has a strong enrichment in operons responsible

for active potassium channeling. These biases

nicely reflect the relative abundance of these

ions in the respective environments: Whereas

typical ocean water contains considerably more

sodium ions than potassium, the soil sample

examined here contained high potassium and

low sodium concentrations (13).

Examination of higher order processes

reveals known differences in energy production

(e.g., photosynthesis in the oligotrophic waters

of the Sargasso Sea and starch and sucrose

metabolism in soil) (7) or population density

and interspecies communication Eoverrepresen-

tation of conjugation systems, plasmids, and

antibiotic biosynthesis in soil (Fig. 4, lower

left)^ (22). The broad functional COG catego-

ries, on the other hand, primarily suggest

differences in genome size and phylogenetic

composition (13).

Notably, many uncharacterized genes and

processes are among the most overrepresented

categories in each sample. This hints at an

abundance of previously unknown functional

systems, specific to each environment, whose

occurrence patterns may offer useful guidance

for further, more directed experimental and com-

putational investigations. More extensive

sampling in both time and space will reveal

which features are broadly distributed within a

given environment and which are unique to the

places and times sampled here. Nonetheless, this

analysis of genes and functional modules in

environments reveals expected contrasts, hints at

certain nutrition conditions, and points to novel

genes and systems contributing to a particular

Blife-style[ or environmental interaction.

The predicted metaproteome, based on

fragmented sequence data, is sufficient to iden-

tify functional fingerprints that can provide

insight into the environments from which

microbial communities originate. Information

derived from extension of the comparative meta-

genomic analyses performed here could be used

to predict features of the sampled environments

such as energy sources or even pollution levels.

At the same time, the environment-specific dis-

tribution of unknown orthologous groups and

operons offers exciting avenues for further inves-

tigation. Just as the incomplete but information-

dense data represented by expressed sequence

tags have provided useful insights into vari-

ous organisms and cell types, EGT-based eco-

genomic surveys represent a practical and

uniquely informative means for understanding

microbial communities and their environments.
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A Cellular MicroRNA Mediates
Antiviral Defense in Human Cells

Charles-Henri Lecellier,1* Patrice Dunoyer,1 Khalil Arar,2

Jacqueline Lehmann-Che,3 Stephanie Eyquem,4

Christophe Himber,1 Ali Saı̈b,3 Olivier Voinnet1*

In eukaryotes, 21- to 24-nucleotide-long RNAs engage in sequence-specific
interactions that inhibit gene expression by RNA silencing. This process has
regulatory roles involving microRNAs and, in plants and insects, it also forms
the basis of a defense mechanism directed by small interfering RNAs that
derive from replicative or integrated viral genomes. We show that a cellular
microRNA effectively restricts the accumulation of the retrovirus primate
foamy virus type 1 (PFV-1) in human cells. PFV-1 also encodes a protein, Tas,
that suppresses microRNA-directed functions in mammalian cells and displays
cross-kingdom antisilencing activities. Therefore, through fortuitous recogni-
tion of foreign nucleic acids, cellular microRNAs have direct antiviral effects in
addition to their regulatory functions.

In plants and insects, viral double-stranded

RNA is processed into small interfering RNAs

(siRNAs) by the ribonuclease (RNase) III en-

zyme Dicer. These siRNAs are incorporated

into the RNA-induced silencing complex to

target the pathogen_s genome for destruc-

tion (1, 2). Plant and insect viruses can

counter this defense with silencing suppres-
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sor proteins, which often have adverse side

effects on microRNA (miRNA) functions

(3, 4). Although undisputed in plants and

insects, a defensive role for RNA silencing

in vertebrates has not been demonstrated.

Virus-derived small RNAs have not been

detected in infected vertebrate cells, with

the exception of miRNAs produced by the

Epstein-Barr virus, but the role of those

molecules remains unclear (5). Moreover,

some mammalian virus-encoded proteins that

suppress RNA silencing have only been

investigated in heterologous systems (6).

Because RNA silencing suppresses mobili-

zation of endogenous retroviruses in plants,

yeast, worms, and flies (7), we reasoned that

retrotransposition of mammalian exogenous

viruses might also be subject to this process.

Therefore, we studied the primate foamy

virus type 1 (PFV-1), a complex retrovirus

(akin to human immunodeficiency virus) that,

in addition to the Gag, Pol, and Env proteins,

produces two auxiliary factors, Bet and

Tas, from the internal promoter (IP) (Fig.

1A) (8).

PFV-1 accumulation was strongly en-

hanced in 293T cells expressing the P19

silencing suppressor (Fig. 1B). This sug-

gested that a siRNA and/or miRNA pathway

limits PFV-1 replication in human cells, be-

cause P19 specifically binds to and inacti-

vates both types of small RNAs (4, 9, 10).

Viral sequences spanning the 12-kb-long

PFV-1 genome (Fig. 1A) were fused to the

3¶ untranslated region (UTR) of a green flu-

orescent protein (GFP)–tagged reporter gene,
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Général Zimmer, 67084 Strasbourg Cedex, France.
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Fig. 1. RNA silencing
limits PFV-1 accumu-
lation in mammalian
cells. (A) Schematic of
the PFV-1 genome. Bent
arrows indicate the start
of transcription between
the 5¶-proximal long-
terminal repeat (LTR)
and the IP. Viral se-
quences (F1 to F10) used
for GFP transcriptional
fusions are indicated.
(B) mRNA accumula-
tion from PFV-1 in 293T
cells that do (þ) or do
not (–) stably express
the P19 protein. Cells
were harvested 48 hours
after transfection. North-
ern analysis confirms
P19 expression. rRNA,
ethidium bromide stain-
ing of ribosomal RNA;
NI, noninfected. (C) The
GFP sensors F1 to F11 were transfected together with (þ) or in the absence of (–) PFV-1. Their
expression was assayed 48 hours later by Northern (first upper panel) and Western (fourth panel)
analysis. (Second upper panel) PFV-1 RNA accumulation. (Bottom) Staining of total protein for
loading control. Relative RNA or protein accumulation is shown at the bottom of each panel, with
control levels arbitrarily set to 1.

Fig. 2. miR-32 effectively
limits PFV-1 replication. (A)
Position of the computa-
tionally predicted miR-32
target relative to PFV-1
transcripts. (B) The miR-
32 target sequence or a
mutated form thereof (–)
was fused to the 3¶UTR
of a GFP reporter gene (þ).
Constructs were trans-
fected in HeLa cells and
harvested 48 hours later.
GFP and GFP mRNA ac-
cumulation were assess-
ed by Western (top) and
Northern (bottom) analy-
sis. (C) HeLa cells were
transfected with PFV-1 to-
gether with LNAs (10 nM)
directed against miR-32 or
miR-23. Total RNA was
extracted 48 hours after
transfection and subjected
to Northern analysis. (D)
PFV-1 was transfected in
HeLa cells (transfection 1).
Separate cells were trans-
fected with a luciferase-
based reporter (Luc) driven
by the PFV-1 IP, which is
activated by the transacti-
vator Tas (transfection 2).
Transfections 1 and 2 were mixed 24 hours later and further cocultured for 48
hours. Luciferase expression in cells from transfection 2, resulting from their
infection by virions released from transfection 1, was then quantified. hpt,

hours post-transfection. (E) The miR-32 target sequence within PFV-1D32
contains two synonymous mutations (arrows). Northern analysis of mutant
and wild-type virus mRNAs was carried out 48 hours after transfection.
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and the resulting constructs (F1 to F11) were

cotransfected with PFV-1 into baby hamster

kidney (BHK) 21 cells. Any viral-derived

siRNA would induce RNA silencing of the

corresponding reporter fusions, diagnosed as

reduced GFP mRNA accumulation. However,

the mRNA levels from those constructs were

similar in noninfected and infected cells (Fig.

1C). Use of a highly sensitive RNase pro-

tection assay likewise failed to provide evi-

dence for viral-derived siRNAs (fig. S1).

The GFP levels from fusion F11 were dis-

proportionably reduced compared to the accu-

mulation of the F11 mRNA (Fig. 1C). They

were also reduced compared to the GFP levels

from constructs F2 and F10. Although a pos-

sible result of intrinsic protein instability, the

effect was reminiscent of the translational in-

hibition directed by animal miRNAs (11).

However, it was independent of the presence

or absence of PFV-1 (Fig. 1C), suggesting that

any miRNA involvement was likely cellular

rather than viral. Using the DIANA-microT

algorithm (12), we found a high probability hit

(free energy of –21.0 kcal/mol) between the

PFV-1 F11 sequence and the human miR-32

(Fig. 2A) (13). The predicted miR-32 target

sequence was sufficient to promote transla-

tion inhibition of the GFP mRNA (Fig. 2B),

unlike a derivative thereof that carried four

mutations disrupting annealing of the small

RNA. Moreover, translation inhibition by

miR-32 was suppressed in P19-expressing

cells (fig. S2).

The miR-32 target is in open reading frame

(ORF) 2, shared by the Bet and EnvBet

proteins, and is also within the 3¶UTR of all

remaining PFV-1 mRNAs (Fig. 2A). To ad-

dress the antiviral effect of miR-32, we used

antisense locked nucleic acid (LNA) oligo-

nucleotides (fig. S3), which yield highly stable

hybrids (14). In HeLa and BHK-21 cells, the

transfected anti-miR-32 LNA prevented

translation inhibition by miR-32, whereas a

control LNA with antisense sequence of the

unrelated miR-23 did not (fig. S3). At LNA

concentrations of 10 nM, accumulation of

PFV-1 mRNAs was higher in the anti-miR-

32–treated cells than in the anti-miR-23–

treated cells (Fig. 2C). Use of a luciferase-

based assay also indicated that the anti-

miR-32, unlike the anti-miR-23, almost

doubled progeny virus production (Fig. 2D).

Although these results are consistent with

an antiviral effect of miR-32, we could not

discard the possibility of an indirect action of

anti-miR-32 LNA causing, for instance,

ectopic expression of cellular miR-32 targets,

which could in turn increase viral fitness. The

miR-32 target sequence in PFV-1 was thus

modified to contain two synonymous muta-

tions that abolished the miR-32 pairing

but preserved the Bet amino acid content

(Fig. 2E). The mRNA levels from the miR-

32–resistant virus (PFV-1D32) were three

times as high as those from the unmodified

virus, consistent with the anti-miR-32 re-

sults (Fig. 2, E and C). Therefore, miR-32 ex-

erts a direct, sequence-specific effect against

PFV-1.

Does PFV-1 encode a silencing suppres-

sor to counter the antiviral effect of miR-32?

The constitutive presence of miR-32 required

that the putative suppressor be synthesized

precociously, which is the case of the Tas and

Bet proteins (Fig. 2A). As Bet is dispensable

for productive replication, Tas appears the

most likely candidate (15). miR-32–mediated

translational inhibition was indeed suppressed

in Tas-expressing BHK21 cells (Fig. 3A). This

was not specific for the sequence or activity

of miR-32, because Tas, like P19, also sup-

pressed endonucleolytic cleavage of GFP sen-

sors carrying a perfect miR-23 target (Fig. 3B

and fig. S2). Probably as a consequence of its

suppressor function, Tas promoted the nonspe-

cific overaccumulation of all cellular miRNAs

inspected, which we also observed 5 days after

PFV-1 infection in BHK21 cells (Fig. 3C).

miRNA overaccumulation is also seen with

several plant viral suppressors that interfere

with the miRNA pathway (3, 4).

To validate the silencing suppression

activity of Tas in a heterologous system, we

used an Arabidopsis line expressing an RNA

interference (RNAi) construct targeted against

chalcone synthase (CHS), which is responsible

for the brown seed-coat pigmentation (4). This

line accumulates CHS siRNAs and, conse-

Fig. 4. (A) Transgenic Tas suppresses CHS RNAi in Arabidopsis. (B) Northern analysis of CHS
siRNAs in two independent Tas-expressing lines. Col0, nontransformed plants; CHS, the reference
RNAi line. (C) Developmental defects and (D) miRNA accumulation in Tas-expressing Arabidopsis.
miR156 and miR172 are evolutionarily conserved miRNAs that promote cleavage and translation
inhibition, respectively. miR163 is a cleavage-promoting, Arabidopsis-specific miRNA.

Fig. 3. Tas suppresses miRNA-directed silencing in mammalian cells. (A) The reporter constructs
used in Fig. 2B were transected in control BHK21 cells (mock) or in cells stably expressing Tas. GFP
expression was assayed by Western analysis (top) 48 hours after transfection. Tas expression was
confirmed by Northern analysis (bottom). (B) A sequence with 100% complementarity to miR-23
(þ) or a mutated derivative thereof (–) was inserted into the 3¶UTR of the GFP reporter gene.
Constructs were transfected in BHK21 cells (mock) or in cells stably expressing Tas (Tas), and the
GFP mRNA was assayed by Northern analysis 48 hours later. (C) Northern analysis of cellular
miRNAs from BHK21 cells expressing (þ) or not expressing (–) Tas (left) and from noninfected (–)
or PFV-1–infected (þ) BHK21 cells (right). Total RNA was extracted 5 days after infection.
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quently, produces pale yellow seeds (Fig.

4A, left). Transgenic Tas expression restored

anthocyanin synthesis (Fig. 4A, right) because

of a strong decrease in CHS siRNA levels

(Fig. 4B). Tas-expressing plants also ex-

hibited developmental anomalies, including

leaf elongation and serration (Fig. 4C),

reminiscent of those elicited in Arabidopsis

by viral suppressors interfering with miRNA

functions (3, 4). As in mammalian cells, Tas

enhanced miRNA accumulation (Fig. 4D),

independently of their nature or mode of

action, suggesting that it suppresses a fun-

damental step shared between the miRNA and

siRNA pathways that is conserved from plants

to mammals.

These results indicate that RNA silencing

limits the replication of a mammalian virus,

PFV-1, and that a cellular miRNA contrib-

utes substantially to this response. As a coun-

terdefense, PFV-1 produces Tas, a broadly

effective silencing suppressor. Because all

our experiments were conducted with Tas-

expressing viruses, because of the essential role

of the protein for replication (15), the strong

effect of Tas on siRNA accumulation observed

in Arabidopsis could account for our failure to

detect siRNAs in mammalian cells (fig. S1).

Therefore, we do not yet rule out their impli-

cation in the antiviral response reported here.

Our findings with miR-32 and PFV-1 were

in fact anticipated in plants by Llave, who

pointed out several near-perfect homologies

between Arabidopsis small RNAs and viral

genomes (16). The chances of a match be-

tween cellular miRNAs and foreign (i.e.,

viral) RNAs increase proportionally with the

size of sampled sequences. The extent to

which cellular miRNAs will be selected to

target pathogen genomes upon their initial

interaction with viruses may vary. En-

dogenous viruses might effectively coevolve

with miRNAs for defensive or developmen-

tal purposes (17, 18), such that viral control

might eventually constitute the sole function

of some cellular miRNAs. Exogenous viruses

with high mutation rates could, on the other

hand, rapidly escape this miRNA interference

through modification of the small RNA com-

plementary regions (19).

Our results support the emerging notion that

miRNAs might be broadly implicated in viral

infection of mammalian cells, with either posi-

tive or negative effects on replication (5, 20).

They also indicate that virtually any miRNA

has fortuitous antiviral potential, independent-

ly of its cellular function. Moreover, because

the repertoire of expressed miRNAs likely

varies from one cell type to another (11), this

phenomenon could well explain some of the

differences in viral permissivity observed be-

tween specific tissues.

Note added in proof: Recent findings

indicate that a single 8-oligonucleotide seed

(small RNA positions 1 to 8 from the 5¶ end)

is sufficient to confer strong regulation by

animals miRNAs. Thus, fortuitous targeting

of foreign RNAs by cellular miRNAs could

be widespread (21, 22).
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ported by an Action Thématique Incitative sur
Programme from the CNRS, the Fondation pour
la Recherche Médicale, and the Université Louis
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Postsecretory Hydrolysis of
Nectar Sucrose and Specialization

in Ant/Plant Mutualism
M. Heil,* J. Rattke, W. Boland

Obligate Acacia ant plants house mutualistic ants as a defense mechanism
and provide them with extrafloral nectar (EFN). Ant/plant mutualisms are
widespread, but little is known about the biochemical basis of their species
specificity. Despite its importance in these and other plant/animal inter-
actions, little attention has been paid to the control of the chemical com-
position of nectar. We found high invertase (sucrose-cleaving) activity in
Acacia EFN, which thus contained no sucrose. Sucrose, a disaccharide common
in other EFNs, usually attracts nonsymbiotic ants. The EFN of the ant acacias
was therefore unattractive to such ants. The Pseudomyrmex ants that are
specialized to live on Acacia had almost no invertase activity in their digestive
tracts and preferred sucrose-free EFN. Our results demonstrate postsecretory
regulation of the carbohydrate composition of nectar.

Many plants produce nectar in their flowers

(floral nectar) and on vegetative parts Eextrafloral
nectar (EFN)^ to mediate their interactions

with animals. The chemical composition of

nectar strongly affects the identity and behav-

ior of the attracted insects and thus the out-

come of the interaction (1–3). Particularly

important chemical factors include amino

acid content (4–6) and the ratio and amount

of the main sugars: glucose, fructose, and

sucrose (3). However, previous studies have

focused on nectar as a Bstanding crop,[ leav-

ing open the question of how its chemical

composition is controlled.

Floral nectar is produced to attract polli-

nators, whereas EFN acts to defend plants

indirectly Esee (7) for a description of EFN in

more than 80 plant families^. Most inter-

actions among animals and both floral and

extrafloral nectars are thus believed to be

mutualistic. Highly specialized mutualisms

are surprisingly rare in nature, because they

are associated with specific coevolutionary

problems (8). In mutualisms in general, one

partner provides a service for the other and

receives some kind of reward (9). In defen-

sive ant/plant mutualisms, the presence of

ants serves as an indirect defense mechanism

and, in return, they receive food rewards and/

or nesting space (10).

Ant/plant mutualisms differ widely in their

specificity and thus are particularly suitable for

Department of Bioorganic Chemistry, Max-Planck-
Institute for Chemical Ecology, Hans-Knöll-Strasse 8,
D-07745 Jena, Germany.
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studying mechanisms that determine species-

specific interactions (11). Whereas foraging

ants are attracted by plant-derived food re-

wards in facultative interactions, obligate ant

plants (myrmecophytes) house and nourish

specialized ant colonies, which defend their

hosts against herbivores, pathogens, and

competing vegetation Ereviewed in (10)^.
Although both partners appear to be vitally

dependent on such interactions, the mutualis-

tic association even in the case of obligate

myrmecophytes is transmitted horizontally:

Both partners reproduce independently, and

the mutualism has to be established anew in

each subsequent generation (12). Such mutu-

alisms are easily exploited by parasites or

Bcheaters[ (13), and several parasites exploit-

ing the plant-derived food resources have been

described in ant/plant mutualisms (14–16).

Filters excluding other species have therefore

often been predicted (10). However, the

existence and/or relevance of such filters for

highly specific mutualisms such as ant/plant

interactions have rarely been investigated

(17, 18). EFN appears to be an easily acces-

sible target for exploitation by nonsymbiotic

or even parasitic species, which, if they

competed with the resident ants, would

reduce the overall efficacy of the mutualis-

tic interaction (19). We therefore assessed

whether the EFNs secreted by related plant

species having varying degrees of association

with ants differ in their chemical composi-

tions and whether those compositions are

affected by any postsecretory mechanism.

We compared the EFN of four Central

American Acacia myrmecophytes to the EFN

of related yet nonmyrmecophytic species.

Myrmecophytic Acacia species secrete EFN

constitutively to nourish specialized mutual-

ists, whereas the other species secrete EFN

only in response to herbivore attack; this EFN

attracts nonsymbiotic ants and thereby func-

tions as an induced defense mechanism (20).

Experiments were conducted at two different

sites in Mexico. In our Bcafeteria[-style exper-
iments, we offered nectars of myrmecophytic

and nonmyrmecophytic species, together with

solutions of glucose, fructose, sucrose, and a

mixture of these three sugars, to nonsymbiotic

ants (species foraging in the vegetation and

not regularly associated with Acacia myrme-

cophytes). Equal amounts of solutions at a

standardized concentration were offered on

the natural vegetation. All foraging ants ar-

riving at the experimental site thus could

freely choose among them. Ants feeding on

the nectar droplets were counted repeatedly

over at least 2 hours (21).

The species secreting the EFN was a

significant source of variance in the ants_
attendance EP G 0.01 according to one-way

analysis of variance (ANOVA) for all four

feeding experiments (Fig. 1)^. Nonsymbiotic

ants (at least 11 species in total) significantly

Fig. 1. Ant attendance to sugar solutions and EFNs secreted by certain Acacia species. Cafeteria-
style experiments were conducted at two sites to test for attendance by the locally occurring
nonsymbiotic ant species (A) (21). The same liquids were offered to two species (P. ferrugineus
and P. mixtecus) specifically inhabiting Acacia myrmecophytes (B). Ant attendance is expressed as
a percentage of all feeding ants that were attracted to one particular solution; bars represent
means þ SE. Nonmyrmecophytic species (A. coch., Acacia cochliacantha; A. farn., Acacia farnesiana;
and Leucaena, Leucaena leucocephala) are shown in gray; myrmecophytes are shown in black. The
type of sugar solution was a significant source of variance in the number of ants attracted to the
different solutions (P G 0.01 in all four cases, one-way ANOVA on absolute total ant numbers, n 0
4 days each for nonsymbiotic ants and n 0 5 colonies each for specialized ants). Calculation of a
priori contrasts revealed a significant (P G 0.001) difference between the EFN of myrmecophytes
and the EFN of nonmyrmecophytes (see table S1 for all contrasts tested). See supporting online
material for localization of the two study sites, coast and Isthmus.

Fig. 2. Sugar profiles and invertase activity in EFNs. Chromatograms give relative abundances of
sugars in the EFN of nonmyrmecophytic [(A), gray] and myrmecophytic [(B), black] species. Each
sugar resulted in several peaks, which were identified by mass spectrometry (G, glucose; F, fructose;
S, sucrose). Inserts at left: Invertase activity in the nectars is expressed as mg of glucose released per
ml of EFN per minute, and bars represent means þ SE. Species was a significant source of variance
in invertase activity (P G 0.01 according to univariate ANOVA, five to six samples per species), and
post hoc tests [least significant difference (LSD)] revealed that invertase activity in the EFNs of all
myrmecophytes was significantly (P G 0.05) greater than in EFNs of all nonmyrmecophytes.
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preferred the EFN secreted by nonmyrmeco-

phytes to that of myrmecophytes (Fig. 1A). In

contrast, two species of specialized Acacia

ants (Pseudomyrmex ferrugineus and P.

mixtecus) preferred the EFN of myrmeco-

phytes to that of nonmyrmecophytes when

they were subjected to a comparable experi-

mental procedure (Fig. 1B).

The EFN secreted by myrmecophytes thus

provides a valuable food source for the

resident ants but is not attractive to non-

symbiotic EFN-feeding ants. Floral nectar or

pollen can contain ant repellants in order to

avoid ant/pollinator conflicts (22, 23). Why is

the EFN secreted by myrmecophytic Acacia

species so unattractive to potential compet-

itors of the resident ants? In the choice

experiments, solutions of sucrose were much

more attractive to nonsymbiotic ants than was

the EFN of myrmecophytes (Fig. 1A). Su-

crose, a common component of EFN, is

generally very attractive to ants (6, 24–27).

Although amino acids can increase the attract-

iveness of EFN (5, 6), sucrose thus was a

likely candidate to cause the strong differences

noted in our study. Gas chromatography–mass

spectrometry analyses (21) revealed that the

EFN of the nonmyrmecophytes always con-

tained sucrose, as well as varying amounts of

glucose and fructose (Fig. 2A). In contrast,

the EFN of Acacia myrmecophytes contained

only glucose and fructose (Fig. 2B). Adding

sucrose to myrmecophyte EFN significantly

increased its attractiveness to generalists but

made it less attractive to specialized ants (Fig.

3). The lack of sucrose is thus one important

factor (possibly among others) making EFN

secreted by Central American Acacia myrme-

cophytes so unattractive to nonsymbiotic ants.

Is the absence of sucrose a consequence of a

pre-secretion process, or do any postsecretory

regulation mechanisms affect the carbohydrate

composition of nectar? To study the underlying

mechanism, we quantified invertase activity

(encoded as EC 3.2.1.26 by the Nomenclature

Committee of the International Union of Bio-

chemistry andMolecular Biology, catalyzing the

hydrolysis of sucrose into glucose and fructose)

in the EFN of the study species (21). Invertase

activity was detected in all samples of the

myrmecophytic species we investigated but in

only some samples of nonmyrmecophytic

plants. On average, invertase activity ranged

from 0.01 to 0.09 mg of glucose released mlj1

minj1 in the EFN of nonmyrmecophytes and

0.73 to 1.52 mg of glucose mlj1 minj1 in the

EFN of myrmecophytes (inserts, Fig. 2).

Although it does not exclude a selective

secretion, this result shows that the EFN of the

myrmecophytes is kept free of sucrose by

postsecretory hydrolytic activity.

Because they are highly attractive to many

different ant species (6, 24–26), sucrose and

other di- and trisaccharides appear to be a

particularly important food component for

ants. Why is the EFN with sucrose, then, less

accepted by Pseudomyrmex ants that inhabit

the Acacia myrmecophytes? Disaccharides and

larger oligosaccharides must be cleaved into

their monomers before they can be transported

through membranes. Consequently, invertase

activity has repeatedly been detected in ants

(25, 28–30). Invertase activity in extracts of

the digestive system of the two specialized

Acacia inhabitants (21) was significantly lower

than in seven other species that live at the

same site (Fig. 4). One of the latter species, P.

gracilis, belongs to the same genus as the two

Acacia mutualists but has only facultative

interactions with Acacia myrmecophytes and

can live independent from these plants. This

species showed significantly greater invertase

activity than did the specialized ants (Fig. 4).

Close reciprocal adaptations among Acacia

myrmecophytes and the inhabiting ants P.

Fig. 4. Invertase activity in
the digestive tracts of sev-
eral ant species. Ants feeding
on EFN and/or plant sap
were collected from several
colonies (sample numbers
appear below bars rep-
resenting means þ SE) to
compare their invertase ac-
tivity to the activity in Pseu-
domyrmex ferrugineus and
P. mixtecus, two species
obligately inhabiting Acacia
myrmecophytes. Species
was a significant source of
variance (P G 0.001, uni-
variate ANOVA), and spe-
cies labeled with different
letters are significantly dif-
ferent (P G 0.05, LSD post
hoc analysis). Camponotus
nov., Camponotus novogra-
nadensis.
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ferrugineus and P. mixtecus became apparent

in this study. Invertase activity, which was

very low in the mutualistic ants_ digestive

tracts, was significantly increased in the EFN

that is secreted by these ants_ host plants.

Because myrmecophytism represents the

derived trait among Central American Acacia

species (20), the enzymatic activity involved

in postsecretory regulation of nectar carbohy-

drate composition must have been greatly

intensified during the evolution of these

species_ life history. This adaptation allows

plants to present a valuable food source to

their resident mutualists that will seldom be

exploited by unspecialized competitors.

Few enzymes are known from any type of

nectar, and those that have been characterized

function in the antimicrobial defense of floral

nectars (31–33). The invertase activity in the

EFN of Acacia myrmecophytes, in contrast,

affects the composition of the main nectar

components: carbohydrates. To date, the

source of this activity is not known, and even

a microbial origin cannot be excluded. How-

ever, we detected free proteins in the EFN of

myrmecophytes that are absent from the EFN

of nonmyrmecophytes. The removal of these

proteins from the EFN removes invertase

activity as well, and data from preliminary

matrix-assisted laser desorption/ionization–

time-of-flight mass spectrometry characteri-

zation of those proteins are consistent with a

putative plant origin (34). Similar patterns in

invertase activity have been observed in

plants growing in the field (where the EFN

is immediately collected by ants) and in a

greenhouse in Germany (where the EFN

remains on nectaries for days). These obser-

vations support the idea that the invertase

activity we observed results from an enzyme

that is secreted by the plant.

The so-called filters that allow for speci-

ficity in horizontally transmitted mutualisms

appear to be complex signals comprising

elaborate blends of chemical compounds, and

they often include cascades of consecutively

activated genes. We found that even the pres-

ence (or absence) of a seemingly simple and

common compound such as sucrose can be

used as a filter to stabilize a specific symbiotic

mutualism. The absence of sucrose from the

EFN of myrmecophytes is an illustration of

what had been called Badaptive special-

ization[: an evolved trait that excludes less

desirable partners in a multispecies association

(11). Such simple compounds may have

easily been overlooked in previous studies,

if only because of their ubiquity, and should

be considered in future studies.
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Retinoic Acid Controls the
Bilateral Symmetry of Somite

Formation in the Mouse Embryo
Julien Vermot,1*.- Jabier Gallego Llamas,1* Valérie Fraulob,1

Karen Niederreither,2 Pierre Chambon,1 Pascal Dollé1-

A striking characteristic of vertebrate embryos is their bilaterally symmetric body
plan, which is particularly obvious at the level of the somites and their derivatives
such as the vertebral column. Segmentation of the presomitic mesoderm must
therefore be tightly coordinated along the left and right embryonic sides. We
show that mutant mice defective for retinoic acid synthesis exhibit delayed
somite formation on the right side. Asymmetric somite formation correlates with
a left-right desynchronization of the segmentation clock oscillations. These data
implicate retinoic acid as an endogenous signal that maintains the bilateral syn-
chrony of mesoderm segmentation, and therefore controls bilateral symmetry, in
vertebrate embryos.

The body plan of vertebrate embryos is overtly

symmetric; only later in development do internal

organs move into asymmetric positions. Among

the most obviously symmetric embryonic struc-

tures are the left and right somitic columns, in

which paired epithelial structures arise by

segmentation of the paraxial mesoderm. Somite

development relies on a Bclock and wavefront[
mechanism (1), in which a molecular oscillator

that depends on Notch and Wnt pathways (the

Bsegmentation clock[) generates cyclic waves of
gene expression along the presomitic mesoderm

(PSM) (2, 3). In addition, a caudal-to-rostral

Fgf8 (fibroblast growth factor 8) mRNA gradient

acts as a moving wavefront (the Bdetermination
front[), triggering somite differentiation and

setting the intersomitic boundaries (4). Retinoic

acid (RA) plays multiple roles during patterning

of the vertebrate anteroposterior axis. Altered RA
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signaling affects patterning of the vertebrae,

generating homeotic transformations and/or seg-

mentation defects (5). Experiments in chick and

amphibian embryos have shown that RA

signaling can counteract the Fgf8 gradient in

both the neural tube and PSM (6, 7).

To define the role of RA signaling during

mouse somitogenesis, we first used lacZ in situ

hybridization (ISH) to characterize the pattern

of activation of the RARE_hsp68_lacZ trans-

gene, a sensitive reporter for the presence of

endogenous RA (8). At somite stages 0 to 2,

the transgene was active in both the somitic

and PSM but not within the primitive streak

(Fig. 1A) (9). From somite stages 4 to 10, RA

activity was observed throughout the formed

somites and within the rostral PSM up to a

sharp, symmetric posterior boundary. Because

this boundary was always located at the same

distance from the last formed somite, the RA

response appears to progress as a symmetric

moving front during formation of the first

somite pairs (Fig. 1, B to D).

To map the location of RA-responsive cells

in embryos at somite stages 6 to 10, we com-

bined immunofluorescent b-galactosidase (b-
Gal) detection with ISH for Mesp2, whose

rostral transcript boundary marks the border

between presomites S-I and S-II E(10) for

presomite nomenclature; (11)^. b-Galþ cells

reached the Mesp2 domain (Fig. 1, E to G),

which shows that the RA response occurs in

S-I. To determine whether the RA response is

gradual, we examined embryos after increasing

times of lacZ staining. No change was observed

in the extent of the signal (Fig. 1, H to J); this

result implies that cells respond to RA ac-

cording to a sharp front rather than a gradient.

We mapped the location of the RA-

responsive front with respect to the expression

of the RA-metabolizing enzyme Cyp26A1

(12). Both domains were consistently sep-

arated by nonlabeled PSM cells (Fig. 1, K

and L), indicating that the RA-responsive front

is not dictated by CYP26A1 activity. On the

other hand, expression of the RA-synthesizing

enzyme RALDH2 (retinaldehyde-specific de-

hydrogenase type 2) matched that of the

reporter transgene in the rostral PSM (Fig.

1M). RALDH2 protein was no longer detected

in the PSM from somite stages 10 to 12 (Fig.

1, N and O), although expression was later

found in the mature somites (9). A similar drop

in the activity of the RARE_lacZ transgene

was seen in the PSM at these stages (fig. S1).

Thus, a transition in RA biosynthesis occurs

in the PSM during the formation of somites

11 and 12, which corresponds to the future

cervicothoracic transition in the mouse.

To investigate the function of RA during

somitogenesis, we analyzed Raldh2j/j em-

bryos, which are known to exhibit abnormally

small somites (13). The dynamics of somite

formation was analyzed using Uncx4.1 as a

marker of mature somites. Until somite stage 7

or 8, somites were smaller in mutants but were

evenly aligned along the left and right sides

(Fig. 2, A and B). However, at later somite

stages, some of the Raldh2j/j embryos ex-

hibited asymmetric Uncx4.1 patterns, such that

at least one additional expression stripe was

present on the left side (Fig. 2, C and D).

Asymmetric patterns were also observed for

Meox1, a pansomitic marker induced during

somite formation in S-I, which indicates that

the defect occurs within the somite-forming

region (fig. S2).

Analysis of numerous Uncx4.1-hybridized

Raldh2j/j embryos confirmed that asymmetric

somite development first appears by somite

stage 8 to 9 (Fig. 2F). The frequency of

asymmetric patterns increased during the

next cycles of somitogenesis, such that only

2 of 18 mutants exhibited a symmetric 11-

somite pattern. In most mutants, one or more

supernumerary somites were formed on the

left side (Fig. 2F). Up to three additional

somites could thus be seen (Fig. 2D).

Eventually, a realignment of the last formed

somites was seen in most mutants after

formation of 15 or 16 somite pairs, although

the adjacent somites were not properly aligned

(Fig. 2E, bracket). One mutant showed arrested

somite formation on the right side, with at least

six somites fewer than on the left side (9).

We investigated the molecular basis of

asymmetric somite development in Raldh2j/j

embryos. The pace of somitogenesis is con-

trolled by a molecular oscillator generating

cyclic waves of gene expression within the

PSM, in particular for genes of the Notch

pathway (3, 4). Among these, we analyzed

Lunatic fringe (Lfng), whose cycling expres-

sion (14) can be visualized as three successive

phases in which expression (i) is confined to

the caudal PSM, (ii) Bsweeps[ along the PSM

(Fig. 3A), and (iii) becomes localized to the

forming somites (Fig. 3B). Asymmetric Lfng

patterns were first observed in some Raldh2j/j

embryos at somite stages 7 to 9, ranging from

a subtle posterior shift on the right side (9) (n 0
4 of 14) to a complete change in the oscillating

phase patterns (Fig. 3C; n 0 2 of 14). In

slightly older mutants, Bcanonical[ Lfng ex-

pression patterns were usually observed in the

left PSM, whereas a supernumerary band of

expression could be seen in the right PSM (Fig.

3D; n 0 4 of 6). The right-side rostral bands

were misaligned with the contralateral band,

Fig. 1. Embryonic RA signaling is dynamically regulated during somitogenesis. (A to D) Whole-
mount lacZ detection in RARE_hsp68_lacZ transgenic mouse embryos at successive somite stages
(ventral views). lpm, lateral plate mesoderm; ps, primitive streak. (E to G) Combined detection of
b-Gal (green) and Mesp2 transcripts [black in (E) and (F), whole mounts; red in (G), confocal
section] in RARE_hsp68_lacZ embryos. (H to J) lacZ signal in a transgenic embryo at somite stage
8 after increasing staining times (in minutes). Signal in the PSM demarcates a fixed boundary (red
line). (K and L) Combined detection of Cyp26A1 and lacZ transcripts in transgenic embryos (n,
node). (M to O) RALDH2 protein immunodetection in wild-type embryos. Somite stages are as
indicated (0s to 12s). White arrowheads point to the last formed intersomitic (SI/S0) boundary.
Whatever the somite stage, SI and S0 designate the last formed mature (epithelialized) somite and
the next forming somite, respectively [see (10)].
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and a Bsalt and pepper[ pattern of expressing

and nonexpressing cells was seen between them

(Fig. 3D) (fig. S3). At somite stages 15 and 16,

Lfng expression was symmetric in the majority

of Raldh2 mutants (9) (n 0 6 of 8). These

results show that the progression of the waves

of Lfng expression is no longer coordinated

along the left and right PSM, during a temporal

window correlating with asymmetric somite

development, in the RA-deficient embryos.

We analyzed whether other Boscillating[
genes have their expression patterns altered in

Raldh2j/j mutants. The basic helix-loop-helix

factor HES7 is a pivotal component of the mo-

lecular clock, as it represses Lfng in the PSM

during each oscillation (15). Several Raldh2j/j

embryos exhibited asymmetric Hes7 expression

patterns (Fig. 3, E and F; n 0 4 of 10) that

further suggested a delay in the progression of

the oscillatory waves along the right-side PSM

(Fig. 3F). Similar results were obtained for Hes1

(n 0 2 of 7) and for Axin2 (n 0 4 of 9), which

encodes a repressor of Wnt signaling (3, 9).

Downstream genes such asMesp2 also exhibited

asymmetric patterns (16). Thus, RA deficiency

leads to a lack of left-right coordination of the

waves of expression of various oscillating genes.

Such a molecular defect has never been

described in a mouse (or another vertebrate)

mutant. It is reminiscent, however, of the

misphased oscillatory patterns observed in

wild-type zebrafish embryos exposed to a left-

right temperature gradient, which increases the

rate of somitogenesis on the warmer side (17).

The position of somite boundaries is

controlled by a caudal-to-rostral Fgf8 gradient

that regresses posteriorly in concert with axis

extension (4, 18). We analyzed Fgf8 expres-

sion in the Raldh2j/j embryos. At somite

stages 4 to 8, the Fgf8 expression domain was

extended anteriorly in the mutant PSM (Fig. 4,

A and B; n 0 7 of 7). It therefore appears that

an abnormal distribution of the Fgf8 gradient

may be linked to the compacted somite

phenotype of Raldh2 mutants, as reported for

RA-deficient quail embryos (6). At somite

stages 9 and 10, an ectopic distribution of Fgf8

transcripts in the right PSM was also seen in

some mutants (Fig. 4, C and D; n 0 5 of 12).

In the chick embryo, altering the Fgf8 gradient

symmetry by grafting an FGF8 bead on the

Fig. 2. Asymmetric somite development in Raldh2j/j embryos. (A to E) Whole-mount ISH of wild-
type (A) and Raldh2j/j [(B) to (E)] embryos with an Uncx4.1 probe (dorsal views). The numbers of
formed somites on left and right sides are indicated below. (F) Summary of the numbers of
Raldh2j/j embryos with equal (diagonal, green) or unequal somite numbers. The most acute phase
of the asymmetry defect is shown in red. Few embryos exhibited an additional somite on the right
side (blue). A ‘‘symmetric’’ (sym*) score at late somite stages (16 and above) refers to the location
of the last formed somites, as more rostral somites were often misaligned [bracket in (E)].

Fig. 3. Whole-mount ISH of wild-
type (A, B, and E) and Raldh2j/j (C,
D, and F) embryos with Lfng [(A) to
(D)] and Hes7 [(E) and (F)] probes
(dorsal views), showing abnormal
progression of the molecular oscil-
lations in Raldh2j/j embryos. PSM,
presomitic mesoderm; CPSM, caudal
presomitic mesoderm; FS, forming
somite.

Fig. 4. Whole-mount ISH of wild-type (A, C,
and E) and Raldh2j/j (B, D, and F) embryos
with Fgf8 þ Uncx4.1 [(A) to (D), dorsal views]
and Fgf18 [(E) and (F), lateral views] probes,
showing altered Fgf expression in the somite-
forming region of Raldh2j/j embryos. Red
brackets in (A) and (B) are landmarks to
compare Fgf8 mRNA distribution (n, node; so,
somites). Red brackets in (D) show unequal
Fgf8 levels along left and right PSM.
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right side results in an asymmetric cyclic gene

expression pattern and positioning of somite

boundaries (4). This result was interpreted as a

slowing of the FGF8 front posterior regression

on the grafted side. Similarly, the unequal left-

right Fgf8 levels may reflect a delayed re-

gression of the FGF8 front on the right side,

contributing to the asymmetric positioning

of somite boundaries in severely affected

Raldh2j/j mutants. We analyzed whether

expression of other Fgfs may also be altered.

Fgf18, whose expression is normally restricted

to SI and S0 (19) (Fig. 4E), was undetectable

in Raldh2j/j embryos (Fig. 4F; n 0 6 of 6).

Hence, lack of FGF18 signaling may contrib-

ute to the somitic abnormalities and make the

RA-deficient embryos particularly sensitive to

changes in the Fgf8 gradient.

Our results show that endogenous RA

deficiency leads to a lack of coordination of

somite formation between the left and right side

of the mouse embryo, apparently due to a

progressive delay of the oscillatory waves of

gene expression in the right PSM. We have thus

uncovered a genetically controlled mechanism

that actively maintains the bilateral synchrony

of mesoderm segmentation. Selective pressure

for coordinated left-right somitogenesis is likely

to occur throughout vertebrates, given that even

a subtle lack of coordination would lead to

defects in the bilateral symmetry of somitic

derivatives (including the axial skeleton). Inter-

estingly, asymmetric somite development

occurs naturally in the cephalochordate Amphi-

oxus (20), which suggests that the role of RA in

the control of somitogenesis synchrony is an

evolutionary acquisition of vertebrates.

The first waves of Lfng expression have

been shown to be asymmetric when they reach

Hensen_s node in chick embryos (21). This

biased expression is necessary for the left side–

specific induction of Nodal, an early left-right

determinant directly regulated by Notch sig-

naling (22, 23). Our data suggest that RA could

act to synchronize the segmentation clock oscil-

lations after the early phase of Bnatural,[ tran-

sient left-right asymmetry around the node

region. Such an interaction with the left-right

machinery is suggested by the lateralization of

the somitogenesis defect, which almost always

occurs on the same side of the RA-deficient

embryos (16). Although the mechanisms in-

volved in the breaking of left-right symmetry

may differ between chick and mammal em-

bryos (24), a common output is the generation

and amplification of asymmetric signaling cas-

cades in the mesoderm. As the RA signal pro-

gresses symmetrically along the left and right

PSM of wild-type embryos (Fig. 1), it is likely

to counteract the effect of left-right asymmetric

signals in order to stabilize the progression of

the molecular oscillations and thereby protect

the bilateral synchrony of somite formation.
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